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Abstract

Even today, most countries across the world heavily depend on fossil fuels (oil, coal, and natural
gas) as primary sources of energy to power their economies. However, in the era of rapid ur-
banization and industrial revolution, it would be folly to place total reliance on these resources
as they are not only exhaustive but also cause astounding amount of environmental pollution.
Unlike fossil energy sources, renewable energy comes from renewable resources which are nat-
urally replenished, abundant, and environment friendly. Among all types of renewable energy
sources, wind and solar energy are considered to be the fastest growing and major contributors.
Despite their high potential, variable and intermittent behavior of their resources is a crucial is-
sue in energy harvesting, energy economics, sustainable resource management, supply-demand
analysis, and electric grid operations. Therefore, a reliable forecasting of renewable resources,
such as wind speed and solar irradiance is the need of the hour.

An effective forecasting of wind speed and global horizontal irradiance (GHI) depends on
two important factors: (i) the time horizon and (ii) the technique of forecasting. With respect
to the time horizon, immediate short term, short term, medium term, and long term forecast-
ing are the four general categories. Similarly, based on the adopted methodology, forecasting
techniques are often classified into four types: (i) physical methods, (ii) time series methods,
(iii) machine learning methods, and (iv) hybrid techniques. These approaches of forecasting
may further be divided into two broader groups: theory-driven physical models and data-driven
stochastic models. The physical models aim to describe the dynamics of the underlying renew-
able energy process, whereas the stochastic models aim to extract useful information in terms
of observed variables and hidden variables. Due to the involvement of stringent boundary
conditions, subjective knowledge of the hyper-parameters, and an ideal physical setup, the ap-
plications of theory-driven physical models are quite limited. On the other hand, data-intensive
stochastic models, purely based on historical data, are capable of dealing with simultaneous
linear and non-linear data patterns and inherent diversity, resulting in operational data analysis
and subsequent forecasting in a rapid manner.

In light of the above scenario, the present study concentrates on hourly, daily, weekly, and
monthly forecasting of wind speed and GHI using time series, machine learning, and hybrid
methods. For illustration, the experimental data (2000–2014) of wind speed and solar irradia-
tion are obtained from four different locations in India, one each from the state of Rajasthan,
Gujarat, Karnataka, and Telangana. The consequential research design in the thesis is as fol-
lows. Chapter 1 provides an overview and rationale of the thesis along with the principal ob-
jective and scope of the thesis. Chapter 2 carries out data preprocessing in terms of preliminary
data exploration and distribution fitting. Chapter 3, Chapter 4, and Chapter 5 are in a sense the
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core of the thesis, for which the obtained results are directly relevant to the renewable energy
community. Chapter 3 addresses the applicability and efficacy of various time series models
in renewable energy forecasting. Chapter 4 deals with the implementation of several popular
machine learning methods. Based on the complementary benefits of standalone time series and
standalone machine learning models, Chapter 5 proposes a few hybrid models and compares
their effectiveness in renewable energy forecasting. Finally, Chapter 6 summarizes the major
contributions of the thesis along with some future research directions.

To achieve the research goal, the first task is to perform data exploration and distribution fit-
ting to wind speed and GHI data. In data exploration, the associated time series decomposition
reveals a long term seasonal pattern in the data with no prominent trend. The stationarity test
at α = 5% suggests overall stationarity of data. In distribution fitting, five reference probabil-
ity distributions, namely exponential, gamma, lognormal, Weibull, and exponentiated Weibull
are studied. Based on statistical inference using the maximum likelihood estimation and K-S
goodness of fit, the exponentiated Weibull turns out to be the most suitable distribution for both
wind speed and GHI data across time and space. These results of data analysis bear significant
importance in determining optimal parameters of time series and machine learning models.

After performing the preliminary data exploration, the next task is to assess the efficacy
of several time series methods in renewable energy forecasting. As the data patterns ex-
hibit seasonality, stationarity, and randomness, five time-series models, namely autoregressive
(AR), moving average (MA), autoregressive integrated moving average (ARIMA), seasonal
ARIMA (SARIMA), and window-sliding ARIMA (WS-ARIMA) are implemented. A grid
search method is adopted to obtain the optimum values of model parameters. A comparative
performance of the studied models is assessed through RMSE values. In addition, residual anal-
ysis is performed as a post-processing step to examine any systematic bias in the implemented
models. The experimental results reveal that (i) for monthly forecasting, the SARIMA model
has the best performance; (ii) for daily and weekly forecasting, the WS-ARIMA method con-
sistently outperforms the conventional time series methods with significant improvement in the
forecasts across time and space; and (iii) for hourly forecasting, the WS-ARIMA and ARIMA
show comparable performance based on three years (2012–2014) of data. These results empha-
size that the inclusion of sliding windows in conventional ARIMA model significantly improves
forecasting performance.

In the next step, various machine learning methods, such as support vector regression
(SVR), artificial neural network (ANN), long short term memory (LSTM), bidirectional LSTM
(BiLSTM), encoder-decoder LSTM, attention layer LSTM, and convolutional neural network
(CNN) are implemented for wind speed and GHI forecasting. Each of these machine learning
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models is controlled by a variety of variables, including the type and number of hidden lay-
ers, the activation function, the optimization technique, the loss function, the epochs, and the
learning rate. From a range of potential parameter values, the best parameters are identified in
a way that the overall error is minimized. Based on the RMSE values, it was observed that no
single model yields consistently best performance across time and space. This behavior may
be attributed to the model sensitivity in learning from varying data size, inherent stochasticity,
seasonal and non-linear variability in the dataset.

After implementing both time series and machine learning models, the next task is to assess
the effectiveness of hybrid models in renewable energy forecasting. For this, three hybrid mod-
els, namely ARIMA-ANN, ARIMA-CNN, and ARIMA-LSTM are developed. The associated
methodology has two connected steps: first, implementing an ARIMA model to analyze the
linear part of the data and then, implementing a neural network (ANN, CNN, and LSTM) to
model the residuals of the ARIMA. Based on the RMSE values corresponding to daily, weekly
and monthly forecasting, the ARIMA-ANN model has the best performance in wind speed
forecasting across time and space, whereas in case of GHI forecasting, the ARIMA-ANN has
the best performance except one location. Furthermore, the performance of hybrid models and
corresponding standalone models is compared through RMSE values and residual characteris-
tics. Except a few instances, none of the hybrid models enables lesser RMSE than that of the
standalone models. Nevertheless, the hybrid models offer a significant improvement towards
the Gaussian behavior of residuals. Finally, some comprehensive performance statistics of all
fifteen studied models are provided in the thesis.

In summary, the present study has significantly improved our understanding of renewable
energy process, purely dictated by the observed wind speed and GHI data characteristics. The
analysis presented here inevitably encourages scientists and engineers from government and
industry to join hands for enhanced renewable energy forecasting, prominent site identification,
operational management, and social policymaking towards the noble endeavor of "Sustainable
Development Goals".
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Chapter 1

Introduction

“The most reliable way to forecast the future is to try to understand the present.”
– JOHN NAISBITT

This chapter presents a general overview and motivation of the thesis work. It discusses the
current status of renewable energy worldwide and particularly for the Indian region. It also
includes the main research objective and the scope of the present work. A chapter-wise road
map of the thesis is presented towards the end of this chapter.
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1.1 Overview and Motivation

In the era of industrial revolution, the conventional resources, such as oil, coal, and natural
gas have proven to be highly effective drivers of economic progression (Figure 1.1). However,
these resources are not only limited but also create pollution. Emissions from such resources
have been damaging our environment, contributing to the global warming and consequent cli-
mate changes. The Inter-Government Panel on Climate Change (IGPCC) has been raising the
issue of gaseous emissions from fossil fuels and increasing CO2 levels. On the other hand, the
demand for energy is increasing rapidly across the world due to urbanization, industrial rev-
olution, and increasing population. As a consequence, the world is currently experiencing its
biggest energy crisis on record [40]. Prices for fossil fuels are already spiking, leading to the
threat of energy poverty for billions of people. This also poses a challenge for the environment
and the climate. In light of this, increased usage of carbon sequestration measures and clean
and green renewable energy has been persistently suggested [156].

Fig. 1.1: Share of different resources in world energy consumption (values correspond-
ing to 2023–2027 are IEA projections) [27].

Unlike fossil energy sources, renewable energy is the energy collected from renewable re-
sources which are naturally replenished. Some major resources of renewable energy include
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sunlight, wind, rain, tides, waves, geothermal heat, and biomass. The most popular renewable
energy sources are of following types.

• Solar energy– energy harnessed from the solar irradiance using solar panels.

• Wind energy– energy harnessed from the wind using wind turbines.

• Hydro-energy– energy harnessed from moving water, such as rivers or tides, using hy-
droelectric turbines.

• Geothermal energy– energy harnessed from the heat within the Earth using geothermal
power plants.

• Biomass energy– energy harnessed from organic matter, such as wood, crops, or waste,
using biomass power plants.

Renewable energy is one of the major contributors to overall power generation worldwide.
Most of the renewable energy sources are sustainable while some are not, e.g., biomass re-
sources. Renewable energy has multiple advantages over the traditional fossil fuels as they
are inexhaustible, abundant, and safer to use. Therefore, investing in renewable energy can
help mitigate the energy crisis. For instance, a recent report [155] demonstrated that investing
in renewable infrastructure makes more sense from both climate and financial perspective. In
addition, the Renewables 2022 Global Status Report highlights the importance of renewable
based economy and society, including the ability to achieve more diversified and inclusive en-
ergy governance through localised energy generation and value chains. Thus, renewables are
the most affordable energy sources to improve resilience and to support decarbonisation. It can
help reduce greenhouse gas emissions, improve air quality, diversify energy supply, and create
jobs and economic opportunities in the industrial revolution and modern economic growth.

Though the usage of renewable energy is much older than a century, last few decades have
witnessed a tremendous shift of attention. From 2011 to 2021, the share of renewables in
global electricity generation grew from 20% to 29%, in which solar and wind power contribute
two-thirds of the overall renewables’ growth. Therefore, wind and solar power have the major
contribution in overall renewable energy generation. The top five countries with the highest so-
lar and wind electricity generation in 2019 were: China (721 TWh), United States (433 TWh),
Germany (228 TWh), India (156 TWh), and Brazil (126 TWh). According to the International
Energy Agency (IEA), under a sustainable development scenario, solar and wind could provide
more than 40% of global electricity generation by 2040. This would require significant invest-
ments, policy changes, and innovations to overcome the current challenges of grid integration,
storage, transmission, and reliability. In view of this, the present study concentrates on wind
and solar energy among other renewable sources.
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Fig. 1.2: Share of different types of sources in overall renewable energy generation in
India [120].

Looking at the Indian scenario, India is the world’s third largest energy consumer and the
third largest renewable energy producer. The share of wind and solar energy in India is consid-
erably high, as shown in Figure 1.2. The contribution of each state in wind and solar energy
generation from December, 2021 to November, 2022 is shown in Figure 1.3. To note, the
resources of wind and solar energy are wind speed and solar irradiance, respectively. The avail-
ability of average global horizontal irradiance (GHI) and wind speed in India are shown in
Figure 1.4 and Figure 1.5, respectively. From these figures, we observe that the Indian region
receives high amount of solar irradiance as well as wind speed. The Indian government is in-
vesting heavily in the renewable energy sector, with a primary focus on solar and wind power
generation. From 94.4 GW in 2021, the renewable energy generation capacity of India has gone
up to 119.1 GW in 2023. The government of India has set an ambitious target to reach 450 GW

of renewable capacity by 2030. The country has already achieved its target of 40% installed
electric capacity from non-fossil fuels. There is a steady upward trend in the installed renewable
energy capacity. As a consequence, several wind and solar energy plants are currently being set
up throughout the country under the purview of the Ministry of New and Renewable Energy
(MNRE), Government of India. The government has launched many initiatives to promote the
use of solar and wind energy across the country. Few of them are listed below.

• Rooftop Solar Scheme (2022 onward)– aims to provide subsidies to consumers who in-
stall rooftop solar systems.

• Solar Park Scheme (2014 onward)– aims to make land available to solar plant investors
and developers by establishing solar parks across the country.

• UDAY (Ujjwal DISCOM Assurance Yojana) Scheme (2015 onward)– aims to improve
the financial and operational efficiency of state-owned power distribution companies.
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Fig. 1.3: Wind and solar energy generation in different states of India [120].

• PM KUSUM (Pradhan Mantri Kisan Urja Suraksha evam Utthan Mahabhiyaan) Scheme
(2019 onward)– aims to promote the use of solar power for irrigation.

• National Wind-Solar Hybrid Policy (2018 onward)– aims to optimize the utilization of
land and grid infrastructure by integrating wind and solar power generation.

• National Offshore Wind Energy Policy (2015 onward)– aims to harness the potential of
offshore wind energy in India’s coastal regions.

In view of the above discussion, the present study focuses on wind and solar energy forecasting
for the Indian region.

1.2 Need of Renewable Energy Forecasting

When traditional sources like fossil fuels are used for power generation, the output is predom-
inantly controlled by the plant’s generation capacity. However, when renewable sources like
solar and wind energy are used for power generation, the generation also depends on weather
conditions apart from the machines’ capacity. In this regard, two main categories of studies
have evolved in the domain of renewable energy, one focusing on the smart grid or grid en-
ergy storage technology and another aiming at forecasting of renewable energy. Out of these
two categories, we concentrate on the forecasting of renewable energy and highlight its need
through a few prominent applications below.
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Fig. 1.4: Average global horizontal irradiance in India [134].

• Ensuring the availability and optimal use of renewable energy: Forecasting tech-
niques strive to reduce the variability of production levels at any interval/point of time.
Thus, accurate characterization and prediction ensure the availability and optimal use of
renewable energy towards a proper management of power generation.

• Power integration in grid system: The unpredictability of renewable energy resources
makes the power integration to existing grid system challenging [145]. Electricity sup-
pliers are often interested in various time-horizons, such as the short term, intermediate
term, and long term prediction not only to better estimate the fossil fuel saving but also to
increase the integration limit of renewable energy systems. Thus, an accurate forecasting
of solar irradiation and wind speed is recognized to be a major contribution for reliable
large-scale solar and wind power integration [169].
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• Reliable power system operation: Higher penetration of wind and solar energy sig-
nificantly increases the uncertainties in wind and solar power systems, leading to com-
plications in system operations and planning [53]. Therefore, enhanced forecasting of
wind speed and solar irradiation enables independent system operators to function more
efficiently and to run the power systems reliably.

• Energy transactions: As solar irradiation and wind speed are variable and intermittent
over various timescales due to their dependency on several environmental conditions,
the fundamental basis of managing existing and newly constructed power systems is the
power generation forecasting, failing to do so may lead to inappropriate operational prac-
tices and inadequate energy transactions [146].

Having realized the necessity of renewable energy forecasting, the next section discusses vari-
ous timescales relevant to energy forecasting.

1.3 Timescale of Forecasting

Prediction time horizon and forecasting approaches are the two main criteria used to classify
renewable energy forecasting models. Immediate short term (few seconds to one hour), short
term (few hours to few days), medium term (weeks to months), and long term (up to few years)
forecasting are the four categories with respect to the time horizon. In electricity markets, short
term forecasting is critical for unit commitment and operational security. Shorter forecasting
time horizon, on the other hand, can produce more detailed and precise predictions, though it
allows less time for power generation installations. Long term scheduling and planning in elec-
tricity market necessitate medium and long term forecasts. However, increasing the forecasting
horizon unavoidably reduces forecasting accuracy [140, 148]; a few minutes to one hour ahead
forecasting is required for re-dispatching imbalances rather than employing the limited and ex-
pensive frequency regulation control [41]. Longer predicting time horizons provide more long
term knowledge on future energy. Therefore, temporal time horizons play a crucial role for
energy operations in integration of intermittent solar and wind energy into current and future
energy structure. Renewable energy forecasting may be classified into four major categories as
summarized below in Table 1.1. In view of the above discussion, the present study considers
the forecasting of wind speed and GHI at hourly, daily, weekly, and monthly timescales for the
Indian region.
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Table 1.1: Classification of renewable energy forecasting based on time horizon

Type Time Horizon Purpose

Immediate short
term Few seconds to one hour

Grid stability operation, voltage
regulation action, and economic load
dispatch planning

Short term Few hours to few days

Load increment or decrement
decisions, power scheduling,
operational security in the electricity
market, management of reserve
power, and generator online/offline
decisions

Intermediate term Weekly to monthly
Maintenance scheduling and unit
commitment decisions

Long term Up to few years
Power plant and wind farm optimal
design and restructured electricity
markets

1.4 Methods of Renewable Energy Forecasting

Based on the adopted methodology, renewable energy forecasting techniques have four broad
categories: (i) physical methods, (ii) time series (TS) methods, (iii) machine learning (ML)
methods, and (iv) hybrid techniques.

1.4.1 Physical Methods

The physical methods, such as numerical weather prediction (NWP) models, primarily use
highly non-linear equations that evolve from the underlying dynamics, thermodynamics, and
radiative processes for the entire Earth involving several atmospheric factors. Due to the in-
volvement of stringent boundary conditions, subjective knowledge of the hyper-parameters,
and an ideal physical setup, the physical methods models have limited applicability in short
term forecasting; they are mainly used for long term forecasting [112, 142, 164].
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Fig. 1.5: Average wind speed in India [154].

1.4.2 Time Series Methods

Time series forecasting models are statistical models used to make predictions about future
values based on historical data points arranged in a chronological order. These models analyze
trends and patterns in the data and extrapolate them to make predictions about future values.
The most popular time series based forecasting approaches are auto-regressive integrated mov-
ing average (ARIMA), seasonal-ARIMA (SARIMA), fractional-ARIMA (f-ARIMA), ARMA
with exogenous input (ARMAX or ARX) [39], and window-sliding based ARIMA (WS-ARIMA)
[122]. Time series models are comparatively easy to understand and implement for prediction
purposes. Since these methods forecast the behavior of a process based on its own previously
observed values, the dependency among interrelated variables can not be much taken into ac-
count [150]. In addition, the time series models with fixed coefficients can only consider linear
relationships among data variables.
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1.4.3 Machine Learning Methods

Artificial intelligence or machine learning methods are often employed to deal with linear as
well as non-linear relationships among data variables. Machine learning models can learn from
data and make predictions or decisions based on the learned patterns. Popular machine learn-
ing algorithms for wind speed and GHI prediction include support vector machines (SVMs),
artificial neural networks (ANNs), recurrent neural networks (RNNs), long short term mem-
ory (LSTM), and convolutional neural networks (CNNs). A few drawbacks or the problems
that creep in the machine learning techniques include over-fitting, usage of high computational
power of computer systems, and extensive need of hyperparameters tuning and high dimen-
sional data [165]. As a result, machine learning models are comparatively difficult to deal with
due to their inherent complexity [94].

1.4.4 Hybrid Methods

The hybrid methods integrate the intersectional complimentary benefits of many standalone
models. To develop hybrid setups, heterogeneous models, such as linear and non-linear models
[138] or homogeneous models, such as neural networks with various configurations [36, 55, 76]
may be utilized. Researchers have regularly employed the linear statistical time series ARIMA
model from a plethora of linear techniques and artificial neural networks from the pool of non-
linear approaches to build hybrid models for forecasting of solar irradiance and wind speed
[70]. The popular hybrid models in wind speed and GHI forecasting include LSTM-CNN,
ARIMA-ANN, light gradient boosting machine and Gaussian process regression (LGB-GPR),
and CNN-LSTM-SVR [141].

In view of the above complementary benefits of statistics and machine learning, the present
study aims to implement and integrate both of these techniques for an effective analysis of re-
newable energy resources and their consequent forecasting. Furthermore, a comparative analy-
sis of the results, accuracy measurements through different error metrics (e.g., root mean square
error and mean absolute percentage error), and sensitivity testing of the model parameters will
provide more insight to the temporal variation of the underlying process as discussed in the
following sections.
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1.5 Measures of Forecast Accuracy

Having discussed several terminologies and methods of renewable energy forecasting in the
previous sections, this section provides an overview of various performance measures to evalu-
ate the efficacy of forecasting techniques. In literature, performance of forecasting models has
been assessed using mean error, mean absolute error (MAE), mean square error (MSE), root
mean square error (RMSE), histograms of the frequency distribution of the error, the correla-
tion coefficient, mean absolute percentage error (MAPE), and the coefficient of determination.
Model performances are also compared using Akaike information criterion (AIC) and Bayesian
information criterion (BIC) values. In the present study, accuracy of the forecasting models is
evaluated and compared on the basis of the RMSE and MAPE error metrics. Lower the error
values, better is the forecast. The formulae for RMSE and MAPE are given as:

RMSE =

√
N

∑
t=1

(Xt− X̂t)2

N

MAPE =
N

∑
t=1
|(Xt− X̂t)

Xt
|× 1

N

(1.1)

where, Xt is the forecast variable; X̂t is the corresponding forecast value, and N denotes the
length of time series of the forecast variable.

1.6 Residual Analysis

It may be noted that the accuracy measures discussed in the previous section provide infor-
mation on the overall collective error rather than the instantaneous error of the forecast. The
information of instantaneous error may be more relevant from an operator point of view. In
this regard, there are explicit post-processing techniques which consider bias, accuracy, uncer-
tainty, reliability, and resolution to validate the results of the forecasting models (Chapter 9 in
[112]). Among these, the present study concentrates on forecast bias, a tendency for a model to
consistently produce higher or lower forecast values than the actual values. Therefore, analysis
of bias is an important post-processing step. The primary characteristic of the unbiased models
is the normality of the residuals. Therefore, if the residuals do not exhibit a normal distribution,
their randomness is lost, violating the fundamental assumption of a forecast model. We perform
the residual analysis to check whether there is any systematic bias in the implemented models.
As the residuals of a forecast model should exhibit normal distribution with zero mean and a
constant variance, we analyze residual plots, histogram plots, and P-P plots (Section 14.8 and
Section 14.9 in [8]) of the standardized residuals corresponding to the implemented models.
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Moreover, we also apply Jarque-Bera test to statistically check for Gaussian behavior of the
residuals.

1.7 Thesis Objective

The main objective of the thesis work is to develop renewable energy forecasting techniques in
the Indian region using time series, machine learning, and hybrid techniques in order to provide
a generic guideline on the choice of appropriate model for forecasting at desired time horizon.
To achieve this primary objective, four sub-objectives are framed as follows:

1. To carry out preliminary data analysis and to explore the best fit probability distribution(s)
for wind speed and GHI data

2. To implement various statistical time series methods for renewable energy forecasting

3. To implement several machine learning techniques for short term, intermediate term, and
long term renewable energy forecasting

4. To explore hybrid setups for renewable energy forecasting and to compare their efficacy
with the standalone time series and machine learning models.

1.8 Scope of the Thesis

This section explains various scopes and key work elements to accomplish the above mentioned
research goal. In the first sub-objective, we study statistical characteristics and implement
popular probability distributions for wind speed and GHI modeling in the Indian region. For
this, we carry out the following subsequent tasks:

1. Collection of wind speed and GHI data (2000–2014) at four selected study sites in India,
one each from the state of Rajasthan, Gujarat, Karnataka, and Telangana.

2. Analysis of data information using descriptive statistics and time series plots.

3. Decomposition of time series data to explore trend, seasonal, and irregular components.

4. Performing stationarity test to assess the compatibility of data to the forecasting models.

5. Implementation of five popular probability distributions, namely exponential, gamma,
lognormal, Weibull, and exponentiated Weibull.
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6. Comparison of model performance to identify the best fit distribution for data pattern
recognition.

To accomplish the second objective, that is, to implement various statistical time series
methods for renewable energy forecasting, we utilize wind speed and GHI data in the following
manner.

1. Split the dataset into training (80%) and testing (20%) parts.

2. Find the optimum values of model parameters through grid search method on training
data.

3. Obtain forecast values and assess the performance of the studied models (AR, MA,
ARMA, ARIMA, SARIMA, and WS-ARIMA) through RMSE and MAPE.

4. Perform residual analysis as a post-processing step to examine any systematic bias in the
implemented models.

The third objective focuses on the implementation of machine learning techniques (SVR,
ANN, LSTM, BiLSTM, encoder-decoder LSTM, attention layer LSTM, and CNN) for short
term, intermediate term, and long term renewable energy forecasting. The subsequent tasks are
as follows.

1. Prepare data in the form of input vectors and matrices.

2. Obtain the optimal parameters (e.g., type and number of hidden layers, activation func-
tion, optimization algorithm, loss function, epochs, and the learning rate) in such a way
that the training error values are minimized.

3. Run the model for the test data and calculate the prediction errors.

4. Perform residual analysis to validate the implemented forecasting models.

5. Compare performance of the studied machine learning models and list out the best mod-
els across time and space.

The fourth and last sub-objective focuses on the implementation of a few hybrid models
and comparison of their efficacy with the standalone time series and machine learning models.
The subsequent tasks are as follows.

1. Implement ARIMA model to analyze the linear part of the data.

2. Implement a neural network to model the residuals from the ARIMA model.
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3. Calculate final forecasts through a combination of outputs from both ARIMA and neural
network.

4. Assess efficacy of the hybrid models in comparison to the corresponding standalone mod-
els through RMSE values and residual characteristics.

5. Provide a comprehensive summary of all fifteen implemented models and list the best
performing models in wind speed and GHI forecasting at a desired time horizon.

To illustrate the above steps, a simple flowchart is provided in Figure 1.6.

1.9 Structure of the Thesis

Having discussed the main objective and scope of the thesis, this section provides a brief the-
matic overview of the chapter-wise road map.

Chapter 1 explains the current status of renewable resources worldwide and particularly
for the Indian region. It also includes the industrial application of forecasting at different
timescales. This chapter covers the classification of renewable energy forecasting techniques
based on their methodology. In addition, it includes the thesis objective, scope of the thesis,
and a brief summary of each chapter.

Chapter 2 provides details of statistical characteristics of wind speed and solar irradiance
data collected at four locations from the Indian region. It includes time series analysis through
sampling, decomposition, stationarity test, and fitting of probability distributions for data pat-
tern recognition.

Chapter 3 presents a comprehensive analysis of time series models in renewable energy
forecasting. It includes the list of optimum parameters and corresponding forecasting errors of
the studied models across time and space. The comparative performance of different models at
different timescales is presented through relevant figures. The residual plots, histograms, and
the P-P plots of the residuals corresponding to the best fit models are also included. In this way,
the chapter provides a generic guideline for the applicability of different statistical models for
wind speed and GHI forecasting at desired time horizon.

Chapter 4 focuses on hourly, daily, weekly, and monthly forecasting of wind speed and
GHI using various machine learning methods, namely SVR, ANN, four variants of LSTM,
and CNN. The optimal parameters and configurations are noted for each model. The chapter
provides relevant tables and figures to summarize the comparative performance of the studied
machine learning models. The graphs representing unbiased nature (through residuals) of the
best fit models are also included.



18 Chapter 1. Introduction

Data Acquisition

Hourly, Daily, Weekly, and Monthly Sampled Data

Test for
Stationarity

Input Matrix

Time Series
Model Fitting

Performance
Check

Residual
Analysis

Result

Train Machine
Learning
Models

Forecast
and Test

Residual
Analysis

Result

Hybrid Model

Result

Compare All Methods

Fig. 1.6: Flowchart of the adopted methodology.
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Chapter 5 discusses the methodology of three implemented hybrid models. An ARIMA
model is first implemented to analyze the linear part of the data and then a neural network
model is developed to model the residuals from the ARIMA model. This chapter essentially
provides a comprehensive summary of all studied models and highlight the best three models
in wind speed and GHI forecasting at different timescales.

Finally, Chapter 6 summarizes the thesis work with an emphasis to the major contributions
and future recommendations.
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Chapter 2

Study Region and Dataset

“The more that you read, the more things you will know. The more that you learn, the more

places you’ll go.”
– DR. SEUSS

This chapter presents a statistical assessment of wind speed and solar irradiance data collected
at four locations from the Indian region. For this, we carry out time series analysis through
sampling, decomposition, stationarity test, and distribution fitting on the datasets. We con-
sider several probability distributions, namely exponential, gamma, lognormal, and Weibull
distribution to analyze the wind speed and GHI characteristics at the selected locations. In
addition, we implement the exponentiated Weibull distribution which shares many physical
properties with gamma, lognormal, and Weibull distributions. We estimate model parameters
through the maximum-likelihood estimation and compare model suitability through the Kol-
mogorov–Smirnov (K-S test) goodness of fit test. The results reveal that the exponentiated
Weibull distribution has the best representation of both wind speed and GHI data.
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2.1 Introduction

To obtain energy in efficient and affordable ways, there are two crucial elements to be consid-
ered: (i) the location where the energy system will be installed, since the energy data obtained
at various sites is subject to many climate fluctuations and (ii) the statistical measures and dis-
tributions to identify the characteristics of the renewable resources, mainly wind speed and
solar irradiance. In view of this, the present chapter considers the statistical assessment of
wind speed and solar irradiance collected at four locations in India. The associated data come
from the National Renewable Energy Laboratory’s (NREL) National Solar Radiation Database
(NSRDB) maintained by the US Department of Energy. The detailed description of the dataset
is available in [118]. For the present analysis, we use 15 years (January 1, 2000 to December
31, 2014) of hourly wind speed (m/s) and GHI (W/m2) data from four selected locations in
India, one each from Rajasthan, Gujarat, Karnataka, and Telangana as shown in Figure 2.1.
It may be noted that these states belong to the major contributing states in renewable energy
production (refer to Figure 1.3). As wind and solar energy potential and their feasibility of uti-
lization depend on the characteristics of their resources [5], we concentrate on wind speed and
GHI characteristics at these selected locations. We carry out the time series analysis through
sampling at different timescales, decomposition into the trend, seasonal and residual compo-
nents, test for stationarity, and fitting of probability distributions to the data. All these steps
are inevitable in preprocessing for the implementation of forecasting models. For distribution
fitting, we consider five distribution models, namely exponential, gamma, lognormal, Weibull,
and exponentated Weibull. For statistical inference of these distributions, we perform param-
eter estimation through the maximum likelihood method and model selection using the K-S
test. The emanated results and associated discussions of each step are provided in subsequent
subsections.

2.2 Data Variables

Along with hourly wind speed and GHI values, the features in the dataset include direct hor-
izontal irradiance (DHI), direct normal irradiance (DNI), and other environmental variables,
such as temperature, pressure, relative humidity, and solar zenith angle. The major components
of the dataset are explained below.

1. Direct Normal Irradiance (DNI): It is the amount of solar irradiation received per unit
area by a surface that is always held perpendicular (or normal) to the rays coming from
the direction of the Sun at its current position in the sky as shown in Figure 2.2. It
excludes diffuse solar radiation by atmospheric losses due to absorption and scattering.
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Fig. 2.1: Locations for the four selected study sites, highlighted by star.

Such losses depend on the time of day, cloud cover, moisture content, and other atmo-
spheric variables. The irradiance above the atmosphere also varies with the time of year
due to the varying distance of the sun. It is measured by an instrument called a pyrhe-
liometer installed on a sun tracker. The DNI is measured in watt per square meter (W/m2)

and its typical value, for example, in the mid-noon of June in Rajasthan is ∼ 550 W/m2.

2. Diffuse Horizontal Irradiance (DHI): It is the amount of solar irradiation received per
unit area by a surface that does not arrive on a direct path from the Sun, but has been
scattered by molecules and particles in the atmosphere and comes equally from all direc-
tions. It is measured by pyranometer with a shadow ball or shadow ring, installed on a
sun-tracker. The SI unit for the DHI is W/m2 and its typical value, for example, in the
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mid-noon of June in Rajasthan is ∼ 300 W/m2.

3. Global Horizontal Irradiance (GHI): The GHI is the amount of solar irradiation re-
ceived from the Sun by a horizontal surface. This value includes both DNI and DHI. A
pyranometer is used to measure GHI. With a solar zenith angle θ , the GHI is related to
DNI and DHI as

GHI = DHI +DNI× cos(θ) (2.1)

The SI unit of irradiance is watt per square meter (W/m2) and its typical value, for ex-
ample, in the mid-noon of June in Rajasthan is ∼ 850 W/m2. The solar energy industry
uses watt-hour per square meter (Wh/m2) per unit time. The relation to the SI unit is as
follows.

1kW/m2× (24h/day) = (24kWh/m2)/day (2.2)

4. Solar Zenith Angle: The solar zenith angle is the angle generated by the Sun’s beams
and the vertical direction. It is closely related to the solar altitude angle, which is the angle
created by the Sun’s beams and a horizontal plane. As these angles are complementary,
the cosine of one equals to the sine of the other.

5. Wind Speed: It is the speed of wind at a point at a specific time. It is clearly related to
wind energy. Higher the wind speed, higher is the wind energy output. Wind speed also
depends on pressure gradient, which in turn is related to solar radiation intensity at two
different places. Hence, in that sense, it can also be related to solar energy. Wind speed is
measured in meter per second (m/s) and its typical value, for example, in the mid-noon
of August in Rajasthan is ∼ 3 m/s.

6. Atmospheric Pressure: It is the pressure within the atmosphere of Earth, also known
as the barometric pressure (after the barometer). Atmospheric pressure is caused by the
gravitational attraction of the planet on the atmospheric gases above the surface. Atmo-
spheric pressure has a significant influence on the efficiency of solar and wind energy
forecast modules. It is measured in millibar (mbar).

7. Temperature: It is the temperature that persists throughout the day. It is a strong measure
of the solar irradiation. The intensity of radiations directly influences the amount of
generated solar energy. It has significant correlation with wind speed. The measurement
unit is degree Celsius (◦C).

8. Relative Humidity: The amount of water vapors present in air is expressed as a percent-
age of the amount needed for saturation at the same temperature. This term is related
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Table 2.1: Correlation matrix for the dataset from Rajasthan

DHI DNI GHI Temp-
erature

Zenith
Angle Pressure Relative

Humidity
Wind
Speed

DHI 1.00
DNI 0.81 1.00
GHI 0.93 0.94 1.00

Temperature 0.61 0.47 0.59 1.00
Zenith Angle −0.89 −0.80 −0.87 −0.62 1.00

Pressure −0.17 0.08 −0.05 −0.64 0.19 1.00
Relative Humidity −0.20 −0.32 −0.30 −0.04 0.16 −0.53 1.00

Wind Speed −0.08 −0.20 −0.12 0.11 0.09 −0.40 0.22 1.00

to both wind and solar energy. Note that the higher solar radiation leads to more evap-
oration of water and hence, water in the atmosphere will be more. Thus, more relative
humidity means more solar radiation intensity. Also, if relative humidity is higher, the
air will become heavier and hence, wind speed will decrease. Thus, wind energy output
will decrease.

Fig. 2.2: Types of solar irradiance received at a location [139].

To study the linear relationship among these variables and how the changes in one variable
affect others, we have studied the correlation among these variables. The correlation matrices
for the data variables at four selected locations are presented in Tables 2.1, 2.2, 2.3, and 2.4.

We observe that the GHI is highly correlated to DHI (≥ 0.83), DNI (≥ 0.64), zenith angle
(≤−0.84), and temperature (≥ 0.59) for the four study sites, whereas the wind speed is highly
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Table 2.2: Correlation matrix for the dataset from Gujarat

DHI DNI GHI Temp-
erature

Zenith
Angle Pressure Relative

Humidity
Wind
Speed

DHI 1.00
DNI 0.74 1.00
GHI 0.90 0.93 1.00

Temperature 0.64 0.47 0.73 1.00
Zenith Angle −0.88 −0.76 −0.86 −0.70 1.00

Pressure −0.17 0.12 −0.04 −0.36 0.17 1.00
Relative Humidity −0.39 −0.65 −0.54 −0.30 0.42 −0.49 1.00

Wind Speed −0.05 −0.23 −0.09 0.02 0.01 −0.45 0.32 1.00

Table 2.3: Correlation matrix for the dataset from Karnataka

DHI DNI GHI Temp-
erature

Zenith
Angle Pressure Relative

Humidity
Wind
Speed

DHI 1.00
DNI 0.64 1.00
GHI 0.83 0.93 1.00

Temperature 0.66 0.64 0.73 1.00
Zenith Angle −0.86 −0.76 −0.86 −0.70 1.00

Pressure −0.17 0.01 −0.09 −0.23 0.16 1.00
Relative Humidity −0.53 −0.61 −0.64 −0.83 0.57 −0.05 1.00

Wind Speed 0.05 −0.18 −0.09 0.03 0.01 −0.41 0.06 1.00

correlated with pressure (≤−0.40) for all study locations. This information is useful at several
points of time in the current study.

As mentioned earlier, the collected data are recorded at hourly intervals, though other
timescales such as daily, weekly, and monthly are important for the forecasting at these scales
for different purposes (refer to Chapter 1). Thus, we resample the data at several timescales as
explained in the next section.

2.3 Data Sampling

We have resampled the hourly wind speed and GHI data according to the desired time horizon
of forecasting. We obtain daily, weekly, and monthly data from the hourly data through “resam-
pling time series” based on their mean values [7]. For this, we use Python’s inbuilt resample
function ‘df.resample(‘D’,on=‘Date’).mean()’ for the daily, ‘df.resample(‘W’).mean()’ for the
weekly, and ‘df.resample(‘M’).mean()’ for the monthly dataset. We calculate descriptive mea-
sures, such as sample mean, standard deviation, and quartiles of the hourly, daily, weekly, and
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Table 2.4: Correlation matrix for the dataset from Telangana

DHI DNI GHI Temp-
erature

Zenith
Angle Pressure Relative

Humidity
Wind
Speed

DHI 1.00
DNI 0.72 1.00
GHI 0.88 0.94 1.00

Temperature 0.57 0.53 0.61 1.00
Zenith Angle −0.88 −0.73 −0.84 −0.58 1.00

Pressure −0.09 0.13 −0.01 −0.32 0.12 1.00
Relative Humidity −0.35 −0.44 −0.44 −0.73 0.34 −0.05 1.00

Wind Speed −0.07 −0.24 −0.15 0.08 0.07 −0.47 0.04 1.00

monthly data (Table 2.5 and Table 2.6). For visualization, it is important to plot the data to
examine inherent features of the datasets, such as (a) trend, (b) seasonal component, (c) any
apparent sharp changes in behavior, and (d) any outlying observations. For this, we provide
time series plots corresponding to hourly, daily, weekly, and monthly wind speed data of the
four locations in Figure 2.3, Figure 2.4, Figure 2.5, and Figure 2.6, respectively. The time se-
ries plots in Figure 2.7, Figure 2.8, Figure 2.9, and Figure 2.10 represent the GHI datasets from
the studied four locations at different timescales. These time series plots reveal yearly seasonal
pattern in the datasets. We specifically observe seasonality without trend across all timescales
and locations. Further investigation of these components (seasonality, trend, and residuals) has
been carried out through the time series decomposition in the next section.

2.4 Time Series Decomposition

Time series decomposition is a popular approach to separate or decompose a time series into
seasonal, trend, and irregular components. While this method can be used for forecasting, its
primary applicability is to enable a better understanding of the time series. Time series de-
composition methods assume that the actual time series value (Yt) at period t is a function of
three components: a trend component (Trendt), a seasonal component (Seasonalt), and resid-
uals (Irregulart) or error component. These three components are combined to generate the
observed value by an additive or a multiplicative model. An additive model is appropriate in
situations where the seasonal fluctuations do not depend upon the level of the time series [8].
An additive decomposition model takes the following form.

Yt = Trendt +Seasonalt + Irregulart (2.3)
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Fig. 2.3: Hourly average wind speed (m/s) at the four study sites.
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Fig. 2.4: Daily average wind speed (m/s) at the four study sites.
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Fig. 2.5: Weekly average wind speed (m/s) at the four study sites.
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Fig. 2.6: Monthly average wind speed (m/s) at the four study sites.
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Fig. 2.7: Hourly average GHI (W/m2) at the four study sites.
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Fig. 2.8: Daily average GHI (W/m2) at the four study sites.
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Fig. 2.9: Weekly average GHI (W/m2) at the four study sites.
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Fig. 2.10: Monthly average GHI (W/m2) at the four study sites.



2.4. Time Series Decomposition 37

Table 2.5: Descriptive statistics of wind speed at four study sites

Study Site Timescale Data Count Mean Standard Deviation Minimum Maximum
Pokhran, Hourly 131400 3.01 1.45 0.00 9.52
Rajasthan Daily 5475 3.01 1.24 0.56 8.27
(26.65°N, Weekly 783 3.01 0.96 1.27 6.75
71.65°E) Monthly 181 3.01 0.77 1.72 5.27

Bitta, Hourly 131400 3.54 1.42 0.00 9.60
Gujarat Daily 5475 3.53 1.27 0.56 8.43

(23.25°N, Weekly 783 3.53 1.08 1.22 7.22
69.05°E) Monthly 181 3.53 0.92 1.70 6.13
Pavagada, Hourly 131400 3.17 1.50 0.00 9.30
Karnataka Daily 5475 3.17 1.38 0.59 8.18
(14.15°N, Weekly 783 3.17 1.27 1.13 7.12
77.25°E) Monthly 181 3.16 1.09 1.60 6.20

Ramagundam, Hourly 131400 2.34 1.24 0.00 7.20
Telangana Daily 5475 2.34 1.04 0.30 6.50
(18.75°N, Weekly 783 2.33 0.91 0.89 5.30
77.25°E) Monthly 181 2.33 0.76 1.09 4.18

Table 2.6: Descriptive statistics of GHI at four study sites

Study Site Timescale Data Count Mean Standard Deviation Minimum Maximum
Pokhran, Hourly 54750 557.18 249.52 0.00 995.00
Rajasthan Daily 5475 557.18 109.84 0.00 723.70
(26.65°N, Weekly 783 557.13 98.53 339.42 712.44
71.65°E) Monthly 181 556.21 93.47 383.23 698.67

Bitta, Hourly 54750 550.05 243.96 0.00 1003.00
Gujarat Daily 5475 550.05 109.23 119.50 729.90

(23.25°N, Weekly 783 550.04 93.82 320.60 722.02
69.05°E) Monthly 181 549.68 85.10 374.59 709.03
Pavagada, Hourly 54750 579.33 257.64 0.00 1058.00
Karnataka Daily 5475 579.33 103.38 120.40 746.50
(14.15°N, Weekly 783 579.35 78.16 346.14 726.24
77.25°E) Monthly 181 579.32 62.69 449.13 697.86

Ramagundam, Hourly 54750 537.40 255.91 0.00 1014.00
Telangana Daily 5475 537.40 120.07 113.10 714.20
(18.75°N, Weekly 783 537.44 90.83 261.54 703.92
77.25°E) Monthly 181 537.62 72.87 397.83 681.70
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However, if the seasonal fluctuations change over time, growing larger because of a long term
linear trend, then a multiplicative model is recommended [8]. Many business and economic
time series follow this pattern. A multiplicative decomposition model takes the following form.

Yt = Trendt×Seasonalt× Irregulart (2.4)

Since the seasonal fluctuations in time series plots (Figure 2.3 – Figure 2.10) do not vary
with the level of the series, we prefer the additive model for the current study. To implement, we
have used the naive or classical decomposition method in a function called seasonal_decompose()

as provided in ‘statsmodels’ library. We plot the trend, seasonal and residual components of
wind speed (Figures 2.11, 2.12, 2.13, and 2.14) and GHI (Figures 2.15, 2.16, 2.17, and 2.18)
from Pokhran, Rajasthan. Similar analysis has also been performed for the other locations.
However, the graphs are not included here intentionally due to consistent observations. This
decomposition provides a structured way of thinking about the current time series forecasting
problem, both in terms of modeling complexity and specifically in terms of how to best capture
each of these components in a given forecasting model. The following observations are made
from the time series decomposition plots.

1. There is no major upward or downward trend in the datasets at the four studied timescales.

2. The long term yearly seasonal pattern accounts for the seasonal lag at high frequency
(12 for monthly, 56 for weekly, 365 for daily and 365×24 for hourly data according to
number of months, weeks, days and hours in a year).

3. The residual plots suggest that there is not much noise in the data.

4. The data are distributed around the mean values.

Since trend and seasonality may affect the value of the time series at different times, causing
non-stationarity of the time series, the above observations bring our attention towards a test for
the stationarity of the considered datasets as described in the next section.

2.5 Test for Stationarity

The concept of stationarity of a time series can be visualized as a form of statistical equilib-
rium [47]. This means that the statistical properties such as mean and variance of a stationary
process do not depend upon time. The stationarity is a necessary condition for building a time
series model for forecasting. In addition, the mathematical complexity of the fitted models
significantly reduces with this property. There are two types of stationary processes as defined
below.
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Fig. 2.11: Additive time series decomposition of hourly wind speed data from Pokhran,
Rajasthan.

Fig. 2.12: Additive time series decomposition of daily wind speed data from Pokhran,
Rajasthan.
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Fig. 2.13: Additive time series decomposition of weekly wind speed data from Pokhran,
Rajasthan.

Fig. 2.14: Additive time series decomposition of monthly wind speed data from
Pokhran, Rajasthan.
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Fig. 2.15: Additive time series decomposition of hourly GHI data from Pokhran, Ra-
jasthan.

Fig. 2.16: Additive time series decomposition of daily GHI data from Pokhran, Ra-
jasthan.
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Fig. 2.17: Additive time series decomposition of weekly GHI data from Pokhran, Ra-
jasthan.

Fig. 2.18: Additive time series decomposition of monthly GHI data from Pokhran, Ra-
jasthan.
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1. A process X(t), t = 0,1,2, ... is strongly stationary or strictly stationary if the joint prob-
ability distribution function of X(t− s), X(t− s+1), ..., X(t), ... X(t + s−1), X(t + s)

is independent of t for all s.

2. The time series, X(t) is weakly stationary if
(i) µ(X(t)) is independent of t, and
(ii) γ(X(t +h),X(t)) is independent of t for each h.

Here, X(t) has E(X2(t)) < ∞. The mean function µ(X(t)) and covariance function γ(X(t +

h),(t)) of X(t) are as follows.

µ(X(t)) = E(X(t)) (2.5)

γ(X(r,s)) =Cov(X(r),X(s)) = E
[(

X(r)−µX(r)
)(

X(s)−µX(s)
)]

(2.6)

For practical applications, as the assumption of strong stationarity is not always needed, the
weak stationary time series is referred as stationary in our study [121].

On visualization of the datasets and decomposition plots in the previous section, we have
inferred that there is no significant trend in the datasets. Also, the data points are distributed
around the mean value. However, there is a clear yearly seasonality on observing the whole
data. These observations provide us an indication for stationarity in the data. For a stringent
conclusion, we perform the Augmented Dickey Fuller (ADF) test for both wind speed and GHI
values. The hypotheses are as follows:

H0: The series has a unit root.
H1: The series has no unit root.

If the null hypothesis (H0) is rejected, it implies that the time series does not have a unit
root, indicating its stationary behavior.

Table 2.7: Results of the ADF test for wind speed datasets

Study Site Hourly Daily Weekly Monthly

Rajasthan
ADF Statistic −22.4877 −6.3609 −7.8903 −2.6286

p−Value 0.0 2.4753e−08 4.4541e−12 0.0872

Gujarat
ADF Statistic −18.4697 −5.9226 −8.6577 −2.2205

p−Value 2.1407e−30 2.4853e−07 4.9156e−14 0.1988

Karnataka
ADF Statistic −13.6337 −7.2096 −9.6200 −2.3644

p−Value 1.7040e−25 2.2527e−10 1.7190e−16 0.1520

Telangana
ADF Statistic −16.5376 −6.1220 −8.9989 −2.3251

p−Value 1.9969e−29 8.8069e−08 6.5754e−15 0.1639
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Table 2.8: Results of the ADF test for GHI datasets

Study Site Hourly Daily Weekly Monthly

Rajasthan
ADF Statistic −7.5940 −5.5024 −9.0502 −4.1462

p−Value 2.4868e−11 2.0565e−06 4.8607e−15 0.0008

Gujarat
ADF Statistic −9.9647 −6.6878 −8.2157 −3.1746

p−Value 2.3234e−17 4.1830e−09 6.6314e−13 0.0215

Karnataka
ADF Statistic −14.8208 −6.9665 −8.2521 −3.8308

p−Value 1.9644e−27 8.8847e−10 5.3542e−13 0.0026

Telangana
ADF Statistic −14.4409 −9.2684 −10.2436 −3.4147

p−Value 7.3600e−27 1.3471e−15 4.6794e−18 0.0104

The results of the ADF test are summarized in Table 2.7 and Table 2.8. It is observed that
the values of ADF statistic are significantly lesser than the critical values −2.8615, −2.8620,
−2.8653, and −2.6286 for hourly, daily, weekly, and monthly wind speed data, respectively.
Consequently, the p−value in each case is much lesser than the considered significance level,
α = 5%. Therefore, we reject the null hypothesis at α = 5% and confirm stationarity of wind
speed across all four timescales. Like wind speed, the hourly, daily, and weekly GHI datasets
are also noted to be stationary. However, in the monthly GHI data, there is a weak evidence
against the null hypothesis (the time series has a unit root), indicating its non-stationary behav-
ior. This information is useful for deciding the parameters for the implementation of time series
models in Chapter 3.

To further analyze wind speed and GHI characteristics at the selected study sites, we fit proba-
bility distributions to the datasets, as discussed in the next section.

2.6 Distribution Fitting

As the renewable energy data at various sites is subject to varying climate fluctuations, use of
statistical distributions is crucial to study the characteristics of wind speed and solar irradiance.
In this direction, some well-known distributions, including exponential, Weibull, Rayleigh,
generalized extreme value, gamma, normal, lognormal, logistic, log-logistic, and inverse Gaus-
sian have been used to model wind speed and power density distributions. For instance, Alyat
et al. [5] applied 10 distribution functions to explore wind speed characteristics for eight loca-
tions distributed over the Northern part of Cyprus. Ouarda et al. [95] investigated wind speed
characteristics of nine stations in United Arab Emirates using 11 distribution functions. They
used the methods of maximum likelihood, moments, and L-moment to estimate the parameters
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Table 2.9: List of reference probability distributions with their pdf and domain informa-
tion

Density Function Parameters
Distribution PDF Domain Role Domain
Exponential 1

α
e−

t
α t > 0 α - scale, α > 0

Gamma 1
Γ(β )

tβ−1

αβ
e−

t
α t > 0 α-scale,

β -shape
α > 0,
β > 0

Lognormal 1
tβ
√

2π
exp
[
−1

2

(
lnt−α

β

)2
]

t > 0 α - log-
scale, β -
shape

−∞ < α <
∞, β > 0

Weibull β

αβ
tβ−1e−(

t
α )

β

t > 0 α-scale,
β -shape

α > 0,
β > 0

Exponentiated
Weibull

βγ

α

( t
a

)β−1 e−(
t
α
)β
(

1− e−(
t
α
)β−1
)γ−1

t > 0 α-scale,
β -shape,
γ-shape

α > 0,
β > 0,
γ > 0

of these distribution functions. The results indicated that two-parameter Weibull, Kappa dis-
tribution, and generalized Gamma distribution generally provide the best fit to the wind speed
data across all heights and locations. Masseran [78] studied the distribution of wind power den-
sity at six stations in Malaysia using Weibull, gamma, and inverse gamma density functions.
They used the maximum likelihood method to estimate the parameters of the models. It was
found that the Weibull and gamma distributions are able to provide a good approximation of the
observed wind speed data for each station. Thus, these distributions are useful for estimating
wind energy potential in the studied sites. Pasari et al. [98] carried out the best fit probabil-
ity model using eight popular probability distributions of solar irradiation data from Charanka
Solar Park, Gujarat. Recently, Khamees et al. [61] tried to model wind speed and solar irra-
diance using mixture of distributions generated from the integration of the original Weibull,
lognormal, gamma, and inverse Gaussian distributions. The results show that the mixture of
probability density functions provides better fitting criteria for wind speed and solar irradiance
than the original distribution functions. In view of the above discussed studies, we have im-
plemented five probability distributions, namely exponential, gamma, lognormal, Weibull, and
exponentiated Weibull for the GHI and wind speed datasets collected at four locations in India.
The data are further sampled at hourly, daily, weekly, and monthly timescales. The reference
probability density functions and associated domain information are listed in Table 2.9. The
detailed description along with mathematical expressions for these distributions is provided in
the next section.
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2.6.1 Description of Probability Models

In this section, we provide a detailed description of each of the studied probability distributions.
Also we briefly discuss the genesis of these distributions, their model properties, and interre-
lationships among themselves. The usual domains for all distributions are the whole positive
real line. It is observed that a number of distributions (e.g., gamma, Weibull, and exponen-
tiated Weibull) coincide with exponential distribution, when the shape parameters β = 1 and
γ = 1. This implies that these distributions are generalizations or extensions of classical one-
parameter exponential distribution. Renewable energy resources, especially wind speed, have
been modeled using the Weibull distribution throughout the globe. This distribution fit relates
to how often winds of different speeds will be observed at a location with a certain average
(mean) value. Knowing this helps to choose a wind turbine with the optimal cut-in speed (the
wind speed at which the turbine starts to generate usable power) and cut-out speed (the speed
at which the turbine hits the limit of its alternator and can no longer put out increased power
output with further increase in wind speed). In addition, it is observed [46] that the exponenti-
ated Weibull distribution shares many physical properties (e.g., shapes of density function) with
gamma, lognormal, and Weibull models. Thus, the exponentiated Weibull could be a potential
model to represent the renewable energy datasets. Besides, the heavy-tailed (tail is thicker
than that of exponential model) distributions, namely lognormal and Weibull (β < 1) are also
implemented. The class of heavy-tailed distributions offers insights in appraising the charac-
teristics of highly variable stochastic processes, such as the process of renewable energy [58,
111]. These distributions, though in some sense replicate the exponential distribution, are more
explanatory in various applications, such as medical statistics, finance, and natural disasters.

Any probability distribution, in general, is controlled by the location, scale, and shape pa-
rameters. Each of these parameters plays different roles in modeling. For instance, the location
parameter is primarily used to define the location or shift of the distribution. It first determines
the range of the distribution and then accordingly shifts the probability graph to the left or to
the right along the abscissa. On the other hand, the scale parameter determines the spread of
the distribution and the shape parameter determines the appearance or shape of the distribu-
tion [88]. Among all these three parameters, the shape parameter usually serves as the most
important tool in depicting the future behavior and monotonic property of a distribution [58].
The details and impact of the parameters of considered distributions are explained one by one
in the below subsections. At this point, it may be noted that the use of the location parameter
is restricted in the present study, as it often hampers the regularity conditions, existence, and
uniqueness in the maximum likelihood estimation (MLE) method [58]. The root cause for such
circumstances is the domain dependency of the underlined process on the location parameter.
Nevertheless, to alleviate these difficulties, the modified MLE (MMLE) method, in which the



2.6. Distribution Fitting 47

location parameter is estimated beforehand, may be performed [58, 88, 97].

2.6.1.1 Exponential Distribution

The exponential distribution has widespread applicability in the field of reliability engineering,
survival analysis, chemical engineering, hydrology, psychology, finance, and other areas [58,
96]. The exponential distribution is the only continuous distribution that enjoys memoryless
property. A random variable T has an exponential distribution if T has the following distribu-
tion function.

F(t;α) = 1− e−
t
α (t > 0,α > 0) (2.7)

If T has a distribution function given as in Equation (2.7), then the corresponding density
function is obtained as

f (t;α) =
1
α

e−
t
α (t > 0,α > 0) (2.8)

The mean of an exponential distribution can be completely explained by a single parameter α

(known or estimated); this fact also illustrates the simplicity of the exponential distribution.

2.6.1.2 Gamma Distribution

The gamma distribution belongs to the family of the two-parameter continuous probability
distributions [58]. This distribution is very popular in modeling waiting times (e.g., occurrence
of an earthquake and death of a patient). This distribution is controlled by two parameters: α−
the scale parameter and β− the shape parameter; (α,β ) ∈ Θ⊂ R+

2, where Θ is an open set
and R+ = (0,∞).

If a random variable T follows gamma distribution, then the pdf and the cdf are given as

f (t;α,β ) =
1

Γ(β )

tβ−1

αβ
e
−t
α (t > 0,α > 0,β > 0)

F(t;α,β ) =
γ(β , t

α
)

Γ(β )
(t > 0,α > 0,β > 0)

(2.9)

Here Γ(.) is the gamma function and γ(., .) is the lower incomplete gamma function. These
are defined [58] as

Γ(x) =
∫

∞

0
zx−1e−zdz (x > 0)

γ(x,s) =
∫ s

0
zx−1e−zdz (x > 0)

(2.10)

The gamma distribution assumes different shapes of density function for different values
of β . The mean, mode, variance, and skewness of a gamma distribution are αβ , (β − 1)α ,
βα2, and 2√

β
, respectively. There is no closed form for the median. In addition, it is easy to
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realize from Equation (2.10) that the distribution function of the gamma distribution is difficult
to calculate for non-integer shape parameter [58].

2.6.1.3 Lognormal Distribution

The lognormal distribution is a continuous probability distribution of a random variable (X)

whose logarithm (lnX) is normally (Gaussian) distributed. The lognormal distribution is some-
times known as anti-lognormal distribution, as this distribution is actually obtained by taking
the exponential (anti-log) of a normal random variable. It is a popular member of the class
of heavy-tailed distributions. This distribution has drawn considerable attention in agricultural
sciences, biological sciences, reliability and lifetime data analysis, quality control, seismology,
meteorology, and many other streams of science [58]. The lognormal probability plot (LPP),
which often serves as a powerful tool to visualize observed data or simulated data, gives rise
to the popularity of lognormal model. Besides, due to the standardization of the lognormal
distribution to the normal (Gaussian) distribution, the whole Gaussian theory holds for the log-
normal distribution. Let Z be a random variable that follows a normal distribution, then T = eZ

follows a lognormal distribution. In notation, if Z ∼ N(α,β ) then T = eZ ∼ LN(α,β ). The pdf
and the cdf of a random variable T ∼ LN(α,β ) is

f (t;α,β ) =
1

tβ
√

(2π)
exp
(
−1

2

(
lnt−α

β

2))
(t > 0,β > 0)

F(t;α,β ) = Φ

(
lnt−α

β

)
(t > 0,β > 0)

(2.11)

Φ(.) in the above equations denotes the cdf of a standard normal distribution and is defined
as

Φ(t) =
1√
2π

∫ t

−∞

e
(
− x2

2

)
dx (2.12)

The lognormal distribution has two parameters: α (−∞ < α < ∞) is the log-scale param-
eter and β (β > 0) is the shape parameter. The parameters α and β are also the mean and
the standard deviation of the underlying normal variable. All lognormal density functions
are skewed (in the right) and unimodal [58]. The mean, mode, variance, and skewness of
lognormal distribution are exp

(
α + β 2

2

)
, exp

(
α −β 2

)
,
(

exp(β 2)− 1
)(

exp(2α +β 2)
)

, and(
exp(β 2)+2

)(√
exp(β 2)−1

)
, respectively.
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2.6.1.4 Weibull Distribution

The Weibull distribution belongs to the family of continuous probability distributions. The
Swedish physicist Wallodi Weibull in 1939 first proposed this famous distribution while seek-
ing a formula for the failure rate of welds [151, 152]. Since its inception, Weibull distribution
has been the most popular and versatile probability distribution in the field of reliability and
survival analysis. Besides, it has been widely used in numerous fields, such as engineering
psychology, seismology, hydrology, business, economics, renewable energy, and ecology [88].
The prime advantage of Weibull model is the ability to provide a reasonable prediction even
with an extremely small sample size. Moreover, the pdf can assume a wide variety of shapes.
This, in turn, has made this distribution very popular to the scientific community. A two-
parameter Weibull model is more advantageous over the classical two-parameter normal distri-
bution mainly for two reasons. First, computation of cumulative Weibull distribution function
is very straight forward unlike cumulative normal distribution function which requires integral
approximations. Second, the shape of normal distribution, for any choice of parameter val-
ues, always is of similar type (bell shape), whereas, just by tweaking the shape parameter (β ),
Weibull can provide distinctive shapes as required for an analyst. In particular, the skewness
index for Weibull distribution equals zero for β ≈ 3.6, and thus in the vicinity of β = 3.6, this
looks similar in shape to a normal distribution [88]. The Weibull distribution is quite generic in
a sense that it includes exponential (β = 1) and Rayleigh distributions (β = 2) as special cases.
The basic model properties of a random variable T drawn from a two-parameter Weibull model
are given below.

f (t;α,β ) =
β

αβ
t(β−1)exp

(
−
( t

α

)β
)

(t > 0,α > 0,β > 0)

F(t;α,β ) = 1− exp
(
−
( t

α

)β
)

(t > 0,α > 0,β > 0)
(2.13)

The Weibull distribution is controlled by a shape parameter (β ) and a scale parameter (α).
The density function of the model is monotonically decreasing for β ≤ 1. For β > 1, it becomes

unimodal with mode at α

(
1− 1

β

) 1
β . The mean, median, and variance are given by αΓ

(
1+ 1

β

)
,

α(ln 2)
1
β , and α2

[
Γ

(
1+ 2

β

)
−
{

Γ

(
1+ 1

β

)}2
]

, respectively.

2.6.1.5 Exponentiated Weibull Distribution

Mudholkar and Srivastava [84] first proposed exponentiated Weibull distribution by introduc-
ing an additional shape parameter to the standard two-parameter Weibull distribution. Their
concept led to the discovery of the general class of exponentiated distributions proposed by
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Lehmann et al. (1955) [45] as F(t) = [G(t)]β , where G(t) is the base distribution and β > 0
is a shape parameter. The beauty and importance of the exponentiated Weibull family lie in its
capability to accommodate monotone as well as non-monotone hazard functions, such as the
unimodal shaped and bathtub shaped [84, 85]. Since its inception, the exponentiated Weibull
and its variants have been applied to a wide range of practical applications, such as flood-data
analysis, bus-motor failure [85], human mortality testing[13], survival analysis of head and
neck cancer patients [85], excess-of-loss insurance data analysis [23], wind speed analysis, and
tree-diameter prediction [149]. However, it appears that the suitability of exponentiated Weibull
has not much been explored yet in the field of renewable energy modeling. The pdf and the cdf
of the exponentiated Weibull random variable T are given as

f (t;α,β ,γ) =
βγ

α

( t
α

)(β−1)
e−(

t
α )

β
(

1− e−(
t
α )

β
)γ−1

(t > 0,α > 0,β > 0,γ > 0)

F(t;α,β ,γ) =

(
1− e−(

t
α )

β
)γ

(t > 0,α > 0,β > 0,γ > 0)

(2.14)

Here α is a scale parameter, and β , γ are the shape parameters. If γ is a positive integer, then
the exponentiated Weibull family becomes a particular member of the Lehmann alternatives.
From Equation (2.14), a number of special distributions can be obtained, such as exponential
(β = 1,γ = 1), Rayleigh (β = 2, γ = 1), Weibull (γ = 1), and exponentiated exponential (β =

1).

All these parametric models described here are solely controlled by their parameter val-
ues. The next section discusses the statistical inference that comprises parameter estimation
and model validation using goodness of fit tests. Some popular methods of estimation are
the maximum likelihood estimation (MLE) method, expectation-maximization algorithm, and
the Bayesian estimations. Similarly, the model validation step includes parametric and non-
parametric approaches such as the Akaike information criterion (AIC), Anderson-Darling (A-
D) test, Kolmogorov-Smirnov (K-S) test, and the chi-square criterion. In the current study, we
adopt MLE for parameter estimation and K-S test for the test of goodness of fit of the imple-
mented distributions. We describe the details of parameter estimation and goodness of fit in the
following two subsections.

2.6.2 Parameter Estimation

All parametric models are solely governed by their parameter values. Reliable estimation of
model parameters thus becomes very crucial to illustrate the model characteristics. The es-
timated parameter values depend on the data type (complete or censored) and the estimation
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strategy. In general, there are two estimation approaches, namely the point estimation and the
interval estimation. Further, for each of these approaches, there are a number of estimation
methods which may broadly be categorized into three types – graphical methods, statistical
methods, and the combination of the first two methods. In graphical methods, estimates are
obtained from the plotting of data, whereas the statistical methods utilize intrinsic data charac-
teristics for estimations. The graphical methods are useful in providing an initial estimate of
the parameters which may be refined later using the rigorous statistical estimation procedures.
The performance of an estimator is usually realized from a number of favorable properties of
estimators, such as unbiasedness, consistency, efficiency, and sufficiency [48]. Statistical meth-
ods, in contrast to the graphical methods, are more robust and thus applicable to a wider class
of models and data types [58, 88]. The main advantage of statistical methods lies in the fact
that it not only estimates the model parameters but also provides an uncertainty measure for
the estimated parameters. Nevertheless, the statistical methods are often complicated and en-
counter rigorous understanding of Linear Algebra, Optimization, and Statistics. From time to
time, many different statistical estimation methods have been developed in estimating model
parameters. Some of those are maximum likelihood estimation (MLE), method of moments
(MoM), percentile estimation, and Bayesian estimations. In this thesis, however, we focus on
the MLE method due to its consistency, compactness, and rigorous asymptotic normality re-
sults. In 1922, R. A. Fisher formally introduced the method of MLE. The MLE is considered
to be the most powerful parameter estimation technique as on today. The basic principle is
to maximize the likelihood of the parameters, denoted by L(θ |t), as a function of the model
parameter θ . It may be noted that θ could be a single parameter or a vector of parameters like
θ = (θ1,θ2, ...,θp) , for some integer p. The likelihood function L(θ |t) is defined as

L(θ |t) =
n

∏
i=1

f (ti,θ) (2.15)

As logarithm is a one-to-one function, maximization of log-likelihood ln(L(θ |t)) is often
preferred for computational ease [58]. Further, it appears that the closed form solution of the
maximum likelihood equations is not always available. In such cases, the non-linear equation
solver packages of R, Python, MATLAB, and MATHEMATICA may be utilized to obtain the
MLE of θ , denoted by θ̂ . The mathematical representations for parameter estimation of the
considered five probability models are provided below.
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2.6.2.1 Exponential Distribution

The log-likelihood function for the exponential distribution is given as

lnL(θ |t) = lnL(α; t1, t2, t3, ..., tn) =−n ln α−
n

∑
i=1

ti
α

(2.16)

The corresponding estimate from the log-likelihood equation is obtained as

∂

∂α
lnL(α; t1, t2, t3, ..., tn) = 0 =⇒ α̂ =

1
n

n

∑
i=1

ti (2.17)

2.6.2.2 Gamma Distribution

The log-likelihood function of the gamma distribution is given as

lnL(α; t1, t2, t3, ..., tn) =−nβ lnα−nlnΓ(β )−
n

∑
i=1

ti
α
+(β −1)

n

∑
i=1

ln(ti) (2.18)

The likelihood equations are

∂

∂α
lnL(α; t1, t2, t3, ..., tn) = 0 =⇒ αβ =

1
n

n

∑
i=1

ti

∂

∂β
lnL(α; t1, t2, t3, ..., tn) = 0 =⇒ ln(α)+ψ(β ) =

1
n

n

∑
i=1

ln(ti)
(2.19)

ψ(β ) in the above equation denotes the digamma function defined as

ψ(β ) =
d
dx

lnΓ(β ) =
Γ
′
(β )

Γ(β )
(2.20)

The explicit solution of the above set of equations given in Equations (2.19) and (2.20) is not
possible. Numerical approaches (e.g., bracketing method, Newton Raphson method, and fixed
point iteration) may be employed to solve it.

2.6.2.3 Lognormal Distribution

The log-likelihood function for the lognormal distribution is given as

lnL(α; t1, t2, t3, ..., tn) =−
1

2β 2

n

∑
i=1

(lnti−α)2−nln
(

β
√

2π

)
−

n

∑
i=1

ln(ti) (2.21)
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The associated log likelihood equations are

∂

∂α
lnL(α; t1, t2, t3, ..., tn) = 0 =⇒ α̂ =

1
n

n

∑
i=1

ln(ti)

∂

∂β
lnL(α; t1, t2, t3, ..., tn) = 0 =⇒ ˆ(β )

2
=

1
n

n

∑
i=1

ln(ti− α̂)2
(2.22)

For lognormal distribution, an explicit solution for the model parameters can be obtained.

2.6.2.4 Weibull Distribution

The log-likelihood function for the Weibull distribution is given as

lnL(θ |t) = lnL(α,β ; t1, t2, t3, ..., tn) = nlnβ −nβ lnα +(β −1)
n

∑
i=1

(ti)−
n

∑
i=1

( ti
α

)β

(2.23)

The associated log likelihood equations are

∂

∂α
lnL(α; t1, t2, t3, ..., tn) = 0 =⇒ α

β − 1
n

n

∑
i=1

(ti)β = 0

∂

∂β
lnL(α; t1, t2, t3, ..., tn) = 0 =⇒ n

β
+

1
n

n

∑
i=1

[
1−
( ti

α

)β
]

ln
( ti

α

)
= 0

(2.24)

The above set of expressions in Equation (2.24) can be rewritten as

1
β
+

1
n

n

∑
i=1

ln(ti)−
∑

n
i=1 (ti)

β ln(ti)

∑
n
i=1 (ti)

β
= 0

α =

(
1
n

n

∑
i=1

(ti)
β

) 1
β

(2.25)

Explicit solution of Equation (2.25) cannot be obtained.

2.6.2.5 Exponentiated Weibull Distribution

The log-likelihood function of the exponentiated Weibull distribution is

lnL(α,β ,γ; t1, t2, ..., tn)= nln
(

βγ

αβ

)
+(β−1)

n

∑
i=1

ln(ti)−
n

∑
i=1

( ti
α

)β

+(γ−1)
n

∑
i=1

ln
(

1− e−(
ti
α )

β)
(2.26)



54 Chapter 2. Study Region and Dataset

The MLEs of (α,β ,γ), say (α̂, β̂ , γ̂), are the solutions of the log-likelihood equations given as

∂

∂α
lnL =−βn

α
+

β

α

n

∑
i=1

( ti
α

)β

−(γ−1)
β

α

n

∑
i=1

( ti
α

)β e−(
ti
α )

β

1− e−(
ti
α )

β
= 0 (2.27)

∂

∂β
lnL =

n
β
+

n

∑
i=1

ln
( ti

α

)
−

n

∑
i=1

( ti
α

)β

ln
( ti

α

)
+(γ−1)

n

∑
i=1

ln
( ti

α

)( ti
α

)β e−(
ti
α )

β

1− e−(
ti
α )

β
(2.28)

∂

∂γ
lnL =

n
γ
+

n

∑
i=1

ln
(

1− e−(
ti
α )

β)
= 0 (2.29)

From Equation (2.29), γ̂ may be obtained as a function of (α,β ), as

γ̂(α,β ) =− n

∑
n
i=1 ln(1− e−(

ti
α )

β

)

(2.30)

subtracting αlnα

β
times of Equation (2.27) from Equation (2.28) gives the following equation

n
β
+

n

∑
i=1

ln(ti)−β

(γ−1)
n

∑
i=1

(ti)β e−(
ti
α )

β

1− e−(
ti
α )

β
−

n

∑
i=1

(ti)β ln(ti)

= 0 (2.31)

Using Equation (2.30), γ is eliminated from Equations (2.27) and (2.31). This essentially gives
two equations in two unknowns as given in Equation (2.32). Besides, for simplicity, let us
assume δ = αβ . Then the above equation reduces to

nδ +βδ

n

∑
i=1

ln(ti)−β

[(
n
k1

+1
)

k2 + k3

]
= 0

nδ − k4−
(

n
k1

+1
)

k5 = 0

γ +
n
k1

= 0

(2.32)
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Expressions for ki, i = 1, 2, ...,5 in the above equations are as follows

k1 =
n

∑
i=1

ln
(

1− e−(
ti
α )

β
)

k2 =
n

∑
i=1

e−
tβi
δ

tβ

i ln(ti)

1− e−
tβi
δ

k3 =
n

∑
i=1

tβ

i ln(ti)

k4 =
n

∑
i=1

tβ

i

k5 =
n

∑
i=1

e−
tβi
δ

tβ

i

1− e−
tβi
δ

(2.33)

Closed form solutions of Equation (2.32) are not available. Nevertheless, non-linear equa-
tion solver packages of R, Python, MATLAB, MATHEMATICA, NAG routines, C05NCF and
C05PBF, and IMSL routine DNEQNF provide direct solution of the above set of transcendental
equations.

2.6.3 Goodness of Fit

Among several competing models, it is obvious to choose the model(s) that represents the given
data more meaningfully. In the present study, a well established model selection criterion,
namely the Kolmogorov-Smirnov (K-S) minimum distance criterion is adopted to appraise the
comparative fitness of the studied distributions. For notational simplicity, the basic theory is
described with the help of two competing models. However, the same concept can be easily
extended to an arbitrary number of competing models. Suppose there are two families, say,
F = { f (t; θ̂); θ̂ ∈ Rp} and G = {g(t; ψ̂); ψ̂ ∈ Rq}, where θ̂ is the estimated (not necessarily
by MLE) value of a p−dimensional vector of real-valued parameter θ = (θ1,θ2, ...,θp) and
similarly q is the estimated value of a q−dimensional vector of real-valued parameter ψ =

(ψ1,ψ2, ...,ψq). The aim is to choose the best family for given dataset {t1, t2, ..., tn}.
The Kolmogorov-Smirnov (K-S) minimum distance criterion prioritizes the competing mod-

els based on their closeness to the empirical cumulative distribution function (ECDF) of the
sample data {t1, t2, ..., tn}. The empirical distribution function H for n i.i.d. random variables
T1,T2, ...,Tn is calculated as

Hn(t) =
1
n

n

∑
i=1

ITi≤t (2.34)
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Here, ITi≤t is the indicator function that equals to 1, if Ti ≤ t and otherwise, it equals to 0.
This makes Hn(t) a step function. For two competitive models, say F and G, the corresponding
K-S distances are calculated as

D1 = sup
−∞<t<∞

|Hn(t)−F(t)|

D2 = sup
−∞<t<∞

|Hn(t)−G(t)|
(2.35)

In the above expression, supt denotes the supremum of the set of distances. If D1 < D2, model
F is chosen, otherwise model G. Any available statistical packages could be employed to
calculate K-S values. It appears that the K-S test has several advantages than the other model
selection criteria – (i) no restriction on the selection of parameter estimation methods, unlike
maximum likelihood criterion, where model parameters necessarily need to be estimated from
MLE, (ii) unlike chi-square criterion, this method does not require any user inputs and thus
yields unbiased decision, and (iii) the K-S test is distribution free, so it avoids the use of special
tables for each distribution [58, 88].

2.6.4 Results

In this section, we present the results in terms of estimated parameters of considered five prob-
ability distributions and the associated K-S statistic values for model prioritization. The es-
timated parameters of the employed distributions for four study sites of wind speed data are
tabulated in Tables 2.10, 2.11, 2.12, and 2.13, whereas the estimated parameters corresponding
to GHI datasets are tabulated in Tables 2.14, 2.15, 2.16, and 2.17.

Regarding the wind speed, Table 2.10 shows that the exponentiated Weibull produces the
minimum K-S value for hourly (0.0043) and daily (0.0143), whereas lognormal distribution
has the minimum K-S value for weekly (0.0327) and monthly (0.1250) data in Rajasthan. In
Gujarat (Table 2.11), the exponentiated Weibull and gamma distributions produce the minimum
K-S values for hourly (0.0319) and daily (0.0162) wind speed. However, the K-S value of expo-
nentaited Weibull (0.0177) is close to that produced by gamma distribution in daily timescale;
lognormal distribution has the least K-S values (0.0327 and 0.1126) for weekly and monthly
datasets, respectively. For the wind speed in Karnataka (Table 2.12), the minimum K-S values
and the associated distributions are gamma for hourly (0.0401), lognormal for daily (0.0421),
and exponentiated Weibull for both weekly (0.0359) and monthly. In Telangana (Table 2.13),
the exponentiated Weibull produces the minimum K-S values 0.0330, 0.0252, and 0.0329 for
hourly, daily, and weekly data, respectively. For the monthly data, the lognormal distribution
has the least K-S value (0.0701) which is also very close to the K-S value of the exponentiated
Weibull (0.0705) distribution. However, to ascertain the overall fitness of these distributions to
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the empirical distribution functions (both pdf and cdf), a number of plots are generated (Fig-
ures 2.19, 2.20, 2.21, and 2.22). These figures clearly depict that the exponentiated Weibull
distribution has very close association with the original wind speeds across time and location.

In case of GHI, the exponentiated Weibull distribution produces the minimum K-S values
0.0187, 0.0338, 0.0388, and 0.0388 at hourly timescale across all the four locations. For
the daily GHI, the exponentiated Weibull has the minimum K-S value (0.0737) in Rajasthan,
whereas the Weibull distribution has the least K-S values 0.0548, 0.0524, and 0.0514 in other
three locations. In the weekly GHI, the exponentiated Weibull has the minimum K-S values
0.0758, 0.050, and 0.0482 in Rajasthan, Karnataka, and Telangana, respectively. For Gujarat,
the lognormal has the least K-S value for weekly GHI. In case of monthly timescale, the expo-
nentiated Weibull distribution produces the minimum K-S values 0.0902, 0.0898, and 0.0871
in Rajasthan, Gujarat, and Karnataka, respectively, whereas, in Gujarat, the gamma distribu-
tion produces the minimum K-S value (0.0761). In order to assess the overall fitness of these
competitive distributions to the empirical distribution functions (pdfs and cdfs ), we provide
comparative plots in Figures 2.23, 2.24, 2.25, and 2.26. Overall, we notice that the exponenti-
ated Weibull distribution has comparatively better fit in GHI data, though none of them has a
satisfactory representation to the original values.

In addition to the above description, we also provide a ranking strategy for wind speed and
GHI datasets in Tables 2.18 and 2.19. We note that the exponentiated Weibull has been ranked
‘first’ for the maximum number of times for both wind speed and GHI values. This highlights
its efficacy in pattern recognition of renewable energy datasets.

Table 2.10: Distributions fitted to wind speed dataset from Rajasthan at four different
timescales

Distribution Timescale Parameters (Shape, Scale) K-S Statistic p−Value

Exponential

Hourly 3.0109 0.2365 0
Daily 3.0109 0.3099 0

Weekly 3.0104 0.4098 1.9017e−119 ∼ 0
Monthy 3.0070 0.4594 1.8231e−35 ∼ 0

Gamma

Hourly 3.5456, 0.8492 0.0417 4.4304e−199 ∼ 0
Daily 5.9434, 0.5066 0.0204 0.0204

Weekly 10.7201, 0.2808 0.0644 0.0028
Monthy 16.4616, 0.1826 0.1103 0.0225

Lognormal

Hourly 0.6039, 2.5978 0.0781 0
Daily 0.4237, 2.7615 0.0250 0.0020

Weekly 0.3045, 2.8712 0.0457 0.0726
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Monthy 0.2444, 2.9161 0.0937 0.0776

Weibull

Hourly 2.1687, 3.3978 0.0058 0.0002
Daily 2.5856, 3.3976 0.0467 7.6460e−11 ∼ 0

Weekly 3.2490, 3.3550 0.0953 1.1978e−06 ∼ 0
Monthly 4.0083, 3.3085 0.1434 0.0010

Exponentiated
Weibull

Hourly 0.8954, 2.3123, 3.5500 0.0043 0.0137
Daily 4.9052, 1.2652, 1.6116 0.0143 0.2088

Weekly 85.9253, 0.7895, 0.3843 0.0267 0.6215
Monthly 864.5458, 0.6773, 0.1567 0.0651 0.4090

Table 2.11: Distributions fitted to wind speed dataset from Gujarat at four different
timescales

Distribution Timescale Parameters (Shape, Scale) K-S Statistic p−Value

Exponential

Hourly 3.5386 0.3017 0
Daily 3.5384 0.3451 0

Weekly 3.5379 0.3855 3.0860e−105 ∼ 0
Monthy 3.5334 0.4081 8.9441e−28 ∼ 0

Gamma

Hourly 5.0901, 0.6952 0.0691 0
Daily 5.9434, 0.5066 0.0162 0.1106

Weekly 10.9495, 0.3231 0.0502 0.0367
Monthy 14.6894, 0.2405 0.1293 0.0042

Lognormal

Hourly 0.4975, 3.1973 0.1026 0
Daily 0.3750, 3.3087 0.0174 0.0714

Weekly 0.3063, 3.3776 0.0327 0.3635
Monthy 0.2646, 3.4138 0.1126 0.0186

Weibull

Hourly 2.6576, 3.9759 0.0321 1.4451e−118∼ 0
Daily 2.9628, 3.9674 0.0509 8.8744e−13 ∼ 0

Weekly 3.4292, 3.9322 0.0882 9.4101e−06 ∼ 0
Monthly 4.1696, 3.8893 0.1625 0.0001

Exponentiated
Weibull

Hourly 0.9735, 2.6981, 4.0113 0.0319 4.4288e−117∼ 0
Daily 3.7678, 1.6044, 2.3622 0.0177 0.0626

Weekly 8.8810, 1.4077,1.7267 0.0359 0.2572
Monthly 6.3336, 1.8347, 2.2034 0.1250 0.0063
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Table 2.12: Distributions fitted to wind speed dataset from Karnataka at four different
timescales

Distribution Timescale Parameters (Shape, Scale) K-S Statistic p−Value

Exponential

Hourly 3.1730 0.2775 0
Daily 3.1727 0.3186 0

Weekly 3.1723 0.3722 7.0589e−98 ∼ 0
Monthy 3.1641 0.4335 1.8894e−31 ∼ 0

Gamma

Hourly 4.0580, 0.7819 0.0401 1.1225e−184∼ 0
Daily 5.9434, 0.5066 0.0660 3.2274e−21∼ 0

Weekly 7.0192, 0.4519 0.1214 1.6038e−10∼ 0
Monthy 9.5662, 0.3307 0.1641 9.9677e−05∼ 0

Lognormal

Hourly 0.5464, 2.7911 0.0701 0
Daily 0.4307, 2.8940 0.0421 6.5932e−09∼ 0

Weekly 0.3744, 2.9492 0.0980 5.2080e−07∼ 0
Monthy 0.3178, 3.0002 0.1481 0.0006

Weibull

Hourly 2.2380, 3.5863 0.0564 0
Daily 2.4369, 3.5896 0.0976 6.7530e−46 ∼ 0

Weekly 2.6255, 0, 3.5801 0.1387 1.2769e−13 ∼ 0
Monthly 3.0466, 0, 3.5450 0.1723 3.5842e−05

Exponentiated
Weibull

Hourly 1.5183, 1.7934, 2.9881 0.0424 7.2747e−206∼ 0
Daily 12.9265, 0.8876, 0.8539 0.0432 2.4179e−09∼ 0

Weekly 497.1053, 0.4818, 0.0571 0.0359 0.2572
Monthly 3089.5834, 0.4633, 0.02934 0.1178 0.0119

Table 2.13: Distributions fitted to wind speed dataset from Telangana at four different
timescales

Distribution Timescale Parameters (Shape, Scale) K-S Statistic p−Value

Exponential

Hourly 2.3409 0.2290 0
Daily 2.3403 0.2833 0

Weekly 2.3397 0.3454 5.7803e−84 ∼ 0
Monthy 2.3343 0.3897 2.82410e−25 ∼ 0

Gamma

Hourly 3.1350, 0.7467 0.0363 4.5980e−151∼ 0
Daily 4.9608, 0.4717 0.0252 0.0018

Weekly 6.8739, 0.3403 0.0463 0.0672
Monthy 9.3193, 0.2504 0.0735 0.2673

Lognormal

Hourly 0.6320, 1.9791 0.0669 0.0
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Daily 0.4685, 2.1088 0.0400 4.5863e−08∼ 0
Weekly 0.3879, 2.1717 0.0338 0.3226
Monthy 0.3329, 2.2102 0.0701 0.3208

Weibull

Hourly 1.9829, 2.6441 0.0346 1.3186e−137∼ 0
Daily 2.3947, 2.6480 0.0384 1.8141e−07 ∼ 0

Weekly 2.7490, 0, 2.6353 0.0606 0.0059
Monthly 3.3234, 2.6068 0.0753 0.2431

Exponentiated
Weibull

Hourly 1.0671, 1.9106, 2.5669 0.0330 2.5538e−125∼ 0
Daily 3.5293, 1.3135, 1.4374 0.0252 0.0018

Weekly 14.4331, 0.9502, 0.6674 0.0329 0.3538
Monthly 9.9036, 1.2436, 0.9986 0.0705 0.3129

Table 2.14: Distributions fitted to GHI dataset from Rajasthan at four different
timescales

Distribution Timescale Parameters (Shape, Scale) K-S Statistic p−Value

Exponential

Hourly 557.4270 0.2310 0
Daily 557.2844 0.4633 0

Weekly 557.1347 0.4881 1.6330e−172∼ 0
Monthy 556.2161 0.5005 1.8077e−42

Gamma

Hourly 2.9605, 188.2818 0.1152 0
Daily 23.0590, 0, 24.1677 0.1059 6.1559e−54∼ 0

Weekly 30.2105, 18.4417 0.1018 1.5969e−07∼ 0
Monthy 33.5891, 16.5594 0.1329 0.0029

Lognormal

Hourly 0.7530, 466.3995 0.1637 0
Daily 0.2168, 545.2452 0.1074 1.6153e−55 ∼ 0

Weekly 0.1854, 547.9398 0.1055 4.8163e−08∼ 0
Monthy 0.1758, 547.9573 0.1414 0.0012

Weibull

Hourly 2.2922, 622.8662 0.0903 0
Daily 6.2302, 601.3256 0.0908 8.7351e−40∼ 0

Weekly 6.8359, 598.0218 0.0856 1.8951e−05
Monthly 7.2551, 595.1489 0.1030 0.0396

Exponentiated
Weibull

Hourly 0.0347, 40.1982, 946.1783 0.0187 3.4878e−17∼ 0
Daily 0.0466, 82.8844, 705.8376 0.0737 2.3079e−26∼ 0

Weekly 0.0799, 52.8682, 693.5414 0.0758 0.0002
Monthly 0.0707, 62.7199, 685.8490 0.0902 0.0983
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Table 2.15: Distributions fitted to GHI dataset from Gujarat at four different timescales

Distribution Timescale Parameters (Shape, Scale) K-S Statistic p−Value

Exponential

Hourly 550.2106 0.2352 0
Daily 550.0511 0.4529 0

Weekly 550.0452 0.4838 2.8018e−169∼ 0
Monthy 549.6809 0.5207 3.4899e−46∼ 0

Gamma

Hourly 3.6377, 151.2494 0.1004 0
Daily 21.3525, 25.7604 0.0787 5.9037e−30∼ 0

Weekly 33.8833, 16.2334 0.0642 0.0029
Monthy 42.4827, 12.9389 0.1043 0.359

Lognormal

Hourly 0.6088, 476.5644 0.1286 0
Daily 0.2303, 537.2224 0.0957 4.1834e−44∼ 0

Weekly 0.1734, 541.9487 0.0624 0
Monthy 0.1535, 543.2243 0.1003 0.0486

Weibull

Hourly 2.42186, 619.1530 0.0835 0
Daily 6.03917, 593.2640 0.0548 9.2674e−15∼ 0

Weekly 6.5433, 589.9772 0.0730 0.0004
Monthly 6.9994, 586.8407 0.1093 0.0243

Exponentiated
Weibull

Hourly 0.0903, 16.6957, 920.7074 0.0338 7.4930e−55∼ 0
Daily 0.0974, 36.9999, 704.2958 0.0835 1.0433 e−33∼ 0

Weekly 4.1824, 3.2919, 451.7205 0.0661 0.0020
Monthly 59.8431, 1.6805, 221.1725 0.0898 0.1013

Table 2.16: Distributions fitted to GHI dataset from Karnataka at four different
timescales

Distribution Timescale Parameters (Shape, Scale) K-S Statistic p−Value

Exponential

Hourly 579.4207 0.2253 0
Daily 579.3360 0.4359 0

Weekly 579.3504 0.4870 1.2094e−171∼ 0
Monthy 579.3215 0.5398 6.5865e−50∼ 0

Gamma

Hourly 3.7630, 153.9771 0.1058 0
Daily 25.3619, 22.8427 0.1140 1.7646e−62∼ 0

Weekly 52.0885, 11.1224 0.0508 0.0334
Monthy 86.5800, 6.6911 0.0907 0.0955

Lognormal

Hourly 0.5860, 504.3712 0.1245 0
Daily 0.2127, 567.9529 0.1312 1.2120e−82∼ 0



62 Chapter 2. Study Region and Dataset

Weekly 0.1410, 573.7981 0.0576 0.0105
Monthy 0.1074, 575.9791 0.0892 0.1051

Weibull

Hourly 2.4332, 653.0119 0.0786 3.1387e−295∼ 0
Daily 7.2918, 619.4771 0.0524 1.5535e−13∼ 0

Weekly 8.7119, 612.8780 0.0602 0.0065
Monthly 9.9215, 607.9942 0.1292 0.0042

Exponentiated
Weibull

Hourly 0.0532, 28.0172, 980.1245 0.0388 3.5649e−72∼ 0
Daily 0.1140, 39.8521, 706.3768 0.0611 3.1963 e−18∼ 0

Weekly 1.0811, 8.3257, 607.8909 0.0582 0.0094
Monthly 32.0552, 2.7738, 353.0611 0.0871 0.1204

Table 2.17: Distributions fitted to GHI dataset from Telangana at four different
timescales

Distribution Timescale Parameters (Shape, Scale) K-S Statistic p−Value

Exponential

Hourly 537.5415 0.1992 0
Daily 537.4041 0.4066 0

Weekly 537.4453 0.4587 3.1279e−151∼ 0
Monthy 537.6291 0.5232 1.1329e−46∼ 0

Gamma

Hourly 3.2841, 163.6778 0.1037 0
Daily 15.3228, 35.0720 0.1290 5.4001e−80∼ 0

Weekly 32.7721, 16.3994 0.0507 0.0344
Monthy 55.6717, 9.6571 0.0761 0.2326

Lognormal

Hourly 0.6305, 458.1065 0.1196 0
Daily 0.2790, 519.9666 0.1531 1.5654e−112∼ 0

Weekly 0.1789, 529.2667 0.0592 0.0078
Monthy 0.1338, 532.8078 0.0770 0.2211

Weibull

Hourly 2.2330, 606.2969 0.0891 0
Daily 5.6828, 582.1590 0.0514 4.7256e−13∼ 0

Weekly 6.8782, 575.3147 0.0538 0.0204
Monthly 7.8472, 570.1801 0.1146 0.0157

Exponentiated
Weibull

Hourly 0.0400, 33.9195, 950.1251 0.0388 4.4653e−99 ∼ 0
Daily 0.1248, 27.4709, 685.5259 0.0710 1.6946e−24∼ 0

Weekly 1.2199, 6.1169, 559.6544 0.0482 0.0505
Monthly 82.5102, 1.8059, 222.1626 0.0782 0.2060
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Fig. 2.19: Fitting of the pdfs and the cdfs of five distributions at different scales for the
wind speed data from Rajasthan.
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Fig. 2.20: Fitting of the pdfs and the cdfs of five distributions at different scales for the
wind speed data from Gujarat.
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Fig. 2.21: Fitting of the pdfs and the cdfs of five distributions at different scales for the
wind speed data from Karnataka.
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Fig. 2.22: Fitting of the pdfs and the cdfs of five distributions at different scales for the
wind speed data from Telangana.
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Fig. 2.23: Fitting of the pdfs and the cdfs of five distributions at different scales for the
GHI data from Rajasthan.
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Fig. 2.24: Fitting of the pdfs and the cdfs of five distributions at different scales for the
GHI data from Gujarat.
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Fig. 2.25: Fitting of the pdfs and the cdfs of five distributions at different scales for the
GHI data from Karnataka.
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Fig. 2.26: Fitting of the pdfs and the cdfs of five distributions at different scales for the
GHI data from Telangana.
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Table 2.18: Ranking of the probability distributions fitted to wind speed datasets

Timescale Location Exponential Gamma Lognormal Weibull
Exponentiated
Weibull

Hourly

1 5 3 4 2 1
2 5 3 4 2 1
3 5 1 4 3 2
4 5 3 4 2 1

Daily

1 5 2 3 4 1
2 5 1 2 4 3
3 5 3 1 4 2
4 5 1 4 3 2

Weekly

1 5 3 2 4 1
2 5 3 1 4 2
3 5 3 2 4 1
4 5 3 2 4 1

Monthly

1 5 3 2 4 1
2 5 3 1 4 2
3 5 3 2 4 1
4 5 3 1 4 2
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Table 2.19: Ranking of probability distributions for GHI datasets

Timescale Location Exponential Gamma Lognormal Weibull
Exponentiated
Weibull

Hourly

1 5 3 4 2 1
2 5 3 4 2 1
3 5 3 4 2 1
4 5 3 4 2 1

Daily

1 5 3 4 2 1
2 5 2 4 1 3
3 5 3 4 1 2
4 5 3 4 2 1

Weekly

1 5 3 4 2 1
2 5 2 1 4 3
3 5 3 2 4 1
4 5 2 4 3 1

Monthly

1 5 3 4 2 1
2 5 3 2 4 1
3 5 3 2 4 1
4 5 1 2 4 3
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2.7 Summary

This chapter has provided a statistical analysis of wind speed and solar irradiance data at four
selected locations in India. For this, (i) we first resample the hourly datasets at daily, weekly,
and monthly timescales. We analyze the time series plots and study descriptive measures of
the data; Gujarat has the highest mean wind speed (3.53 m/s), whereas Telangana has the
lowest mean wind speed (2.34 m/s) among the four study sites; the highest mean GHI value
(579.35 W/m2) comes from Karnataka, whereas the lowest mean GHI value (537.40 W/m2)

is recorded in Telangana. (ii) Then, we decompose the time series into seasonal, trend, and
irregular components. This decomposition exhibits long term yearly seasonal pattern with no
major upward or downward trend. Also, data values are distributed around the mean values.
(iii) After this, we check data stationarity through the ADF test. Results show that the value of
the ADF statistic for each timescale is significantly lesser than the corresponding critical value
at α = 5%, indicating stationarity of the data. (iv) In addition, to determine the best fit proba-
bility distribution functions for modeling wind speed and GHI data, we have implemented five
probability distributions, namely exponential, gamma, lognormal, Weibull, and exponentiated
Weibull. We have adopted the maximum likelihood estimation for parameter estimation and
the K-S test for goodness of fit. Based on the least K–S value, we provide a ranking of the
studied models. It is observed that the exponentiated Weibull has the best representation most
of the times, suggesting it as a highly useful model for renewable energy data. Thus, the present
exploration of wind speed and solar irradiance can help renewable energy community in India
to achieve many of its environmental and energy policy targets.
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Chapter 3

Time Series Models for Renewable Energy Forecast-
ing

“As for the future, your task is not to foresee it, but to enable it.”
– ANTONIE DE SAINT EXUPERY

This chapter focuses on the forecasting of wind speed and GHI data at hourly, daily, weekly,
and monthly timescales using various statistical methods, such as autoregressive (AR), mov-
ing average (MA), autoregressive moving average (ARMA), autoregressive integrated mov-
ing average (ARIMA), and seasonal autoregressive integrated moving average (SARIMA). We
choose these time series models since the datasets exhibit seasonality, stationarity, and random-
ness. We adopt a grid search method to find optimum values of model parameters and use root
mean square error (RMSE) to assess the performance of the studied models. Since the above
models fail to fully capture the high amount of fluctuation (mostly, seasonal fluctuation) in
the hourly, daily, and weekly observations, we additionally implement an ARIMA model with
sliding windows (WS-ARIMA) to improve the modeling efficacy. The WS-ARIMA technique
with a fixed or variable window length belongs to the class of adaptive models. Particularly, the
sliding windows of fixed length are popular in the areas of finance, energy, and traffic manage-
ment, where the dataset of necessity exhibits a seasonal pattern. Finally, we perform a residual
analysis as a post-processing step to examine any systematic bias in the implemented models.
The experimental results based on 15 years (2000–2014) of data reveal that (i) for monthly
forecasting, the SARIMA model has the best performance and (ii) for daily and weekly wind
speed and GHI data, the WS-ARIMA method consistently outperforms the conventional time
series methods with significant improvement in the forecasts in both time and space. For hourly
forecasting, the WS-ARIMA and ARIMA model have comparable performance based on three
years (2012–2014) of data. Therefore, in summary, the present chapter provides a generic
guideline for the applicability of different statistical models of wind speed and GHI forecast-
ing at desired time horizon. Moreover, the emanated results strongly suggest the inclusion of
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the WS-ARIMA model as one of the potential statistical techniques in wind speed and GHI
forecasting.
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3.1 Introduction

Reliable forecasting of renewable energy helps in planning and estimating the energy output
on a short term to a long term basis [35]. Among different renewable energy resources, the
contribution of wind and solar energy is remarkable. The wind and solar energy forecasting is
useful for several practical purposes, such as estimation of energy outputs of plants, market-
ing of renewable energy, and maintenance planning of wind and solar power plants. Hourly
predictions of renewable energy can be used for prompt and immediate planning by know-
ing the energy productions over the next few days; daily forecasting can help decide the best
months for solar and wind energy productions, whereas monthly weather forecasting can be
used for long term planning of power plants [123, 137]. The renewable energy forecasting
techniques described in the literature are physical [161], statistical [127], and artificial intelli-
gence [65] methods. The most popular statistical time series based forecasting approach is the
autoregressive moving average (ARMA) model. Some variants of ARMA include autoregres-
sive integrated moving average (ARIMA), seasonal ARIMA (SARIMA), fractional ARIMA
(f-ARIMA), and ARMA with exogenous input (ARMAX or ARX) [14, 77, 110, 135]. In
1991, the ARMA method was first used for hourly averaged wind speed forecasting in Jamaica
[29]. Karakus et al. [60] highlighted the efficacy of polynomial autoregressive (PAR) model
and compared the results with several other time series models for daily wind speed and wind
power predictions in Turkey and USA. Shukur and Lee [129] developed hybrid Kalman filter-
artificial neural network (KF-ANN) based ARIMA for daily wind speed data from Iraq and
Malaysia. The SARIMA and Adaline neural network models were used in [21] to forecast
wind speed in Mexico to demonstrate that SARIMA closely follows the actual wind speed pat-
tern. Cadenas et al. [22] compared a univariate ARIMA model and a multivariate non-linear
ARX model for wind speed prediction. Pasari and Shah [99] considered daily and monthly
wind speed forecasting using univariate ARIMA (2,1,2) model based on Akaike and Bayesian
information criteria. Sheoran et al. [121] demonstrated the application of several statistical
methods, such as AR, MA, ARMA, ARIMA, SARIMA, and Holt Winter’s technique for wind
speed forecasting at hourly, daily, and monthly time horizons at a location in Madhya Pradesh,
India. They have also presented a generic guideline for the applicability of different statisti-
cal models of wind speed forecasting at desired time horizon. In a similar manner, Saima et
al. [114] summarized the strengths and drawbacks of statistical, hybrid, and machine learning
models in the area of weather forecasting. In 2019, Alsharif et al. [7] implemented ARIMA,
SARIMA, and Monte-Carlo prediction models for hourly solar radiation data of Seoul, South
Korea over 37 years (1981−2017). The results demonstrated that the ARIMA (1,1,2) model
can be used to represent daily solar irradiation, while the SARIMA (4,1,1) with 12 lags can
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be used to represent monthly solar irradiation. In 2019, Sharadga et al. [119] implemented
ARMA, ARIMA, SARIMA, and six neural network models for three different type of days,
namely sunny, cloudy, and rainy day. The results indicate that time series models of ARMA
(3,4), ARIMA (2,1,3), and SARIMA (2,1,3)(2,0,1)14 provide the best fit representation. A
comprehensive review on statistical modeling of renewable energy data is available in [15, 90,
116, 135].

In addition to the conventional time series models, the present chapter highlights the efficacy
of the WS-ARIMA method, which is nothing but a variant of the ARMA model. Based on
certain pre-requisites related to data, the WS-ARIMA method utilizes fixed or variable window
length to find sub-arrays within an array. Specifically, the sliding windows of fixed length
are widely used in the areas of finance, energy, and traffic management, where the dataset of
necessity exhibits a seasonal pattern [49]. In fact, the order of seasonality helps to determine
the appropriate length of the sliding window. Reikard in [108] and Reikard and Hansen in [109]
presented the WS-ARIMA method as an efficient technique for solar energy prediction. Alberg
and Last in 2018 [6] developed the WS-ARIMA model for load forecasting in smart meters to
balance the demand and supply of electricity. The predicting power of the WS-ARIMA model
in forecasting equity returns was highlighted in [32]. Yu et al. [167] showed that the inclusion
of sliding windows has improved the efficacy of the ARIMA model in traffic anomaly detection.
Recently, in 2022, Medhi et al. [79] mentioned that sliding windows on fuzzy ARIMA provide
the best accuracy in cloud traffic prediction. Similarly, Sheoran et al. [124] highlighted the
effectiveness of the WS-ARIMA model for daily and weekly solar irradiance prediction. Based
on the results of two selected study locations from Gujarat and Rajasthan, India, they have
shown that the WS-ARIMA model has the best performance in comparison to the SARIMA
and machine learning methods for daily and weekly data.

In the present chapter, we demonstrate the implementation of timeseries models for fore-
casting of wind speed and solar irradiance. We expect that based on the selected time horizon
from hourly to daily, weekly, and to monthly averaged dataset, the statistical timeseries mod-
els would be capable of capturing the trend, seasonality, and randomness resulting to provide
reliable results. Therefore, the proposed analysis could help to choose a suitable forecasting
model for forecasting of wind speed and GHI based on the selected time horizon depending
on the requirement of power stations. The emanated results from time series models can be
compared with the other available techniques such as artificial intelligence methods and hy-
brid models (discussed in Chapter 4 and Chapter 5) to provide a guideline to choose the most
suitable forecasting model.
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3.2 Mathematical Description

Below, we describe the studied time series models.

3.2.1 Autoregressive (AR) Model

The autoregression in a time series considers that the output variable linearly depends on its
own prior values as well as a stochastic component (an unpredictable term). An AR model [51,
83] of order p is represented by the following form.

Xt =
p

∑
i=1

φiXt−i +Zt = φ1Xt−1 +φ2Xt−2 + ...+φpXt−p +Zt (3.1)

Here, Xt denotes the values of time series; Zt denotes noise; φ = (φ1,φ2, ..,φp) is the model
coefficient vector and p is a positive integer.

3.2.2 Moving Average (MA) Model

In contrast to an AR model which applies a weighted total of previous values to determine a
statistical illustration, the moving average (MA) process [121, 128] considers that the output
variable is linearly dependent on the present and numerous previous values of random terms.
The MA process of order q is as follows.

Xt =
q

∑
j=1

θ jZt− j +Zt = θ1Zt−1 +θ2Zt−2 + ...+θqZt−q +Zt (3.2)

Here, θ = (θ1,θ2, ..,θq) is the model coefficient vector and q is a positive integer.

3.2.3 Autoregressive Moving Average (ARMA) Model

An ARMA [24, 104] process is integrated by autoregressive (AR) and moving average (MA)
methods to output a process with a minimal parametrization. An ARMA process of order (p,q)

is expressed as follows.

Xt =
p

∑
i=1

φiXt−i +
q

∑
j=1

θ jZt− j (3.3)

Here, φi and θ j are the coefficients of AR and MA part of an ARMA model.
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3.2.4 Autoregressive Integrated Moving Average (ARIMA) Model

An ARIMA [24, 33, 133] process is preferred when the data exhibit some evidences of non-
stationarity. Predictions are based on past values of time-series data in AR models, whereas
prior residuals are used for forecasting future values in MA models. An ARIMA (p,d,q)

model is created by combining a stationary ARMA (p,q) process with the dth difference of a
time series. Thus, as an extension of the ARMA model, the expression for the ARIMA model
is given as:

φ(B)(1−B)dXt = θ(B)Zt (3.4)

At d = 0, the above formulation represents an ARMA (p,q) model, as mentioned below:

Xt−φ1Xt−1− ...−φpXt−p = Zt +θ1Zt−1 + ...+θqZt−q, (3.5)

φ(B)Xt = θ(B)Zt

Here, {Xt} is a time series of forecast variable and Zt denotes the random noise; B is the
backshift operator. The parameters p, d and q represent the number of autoregressive terms,
the order of differencing that must be performed to stationarize the time series, and the number
of terms in moving average, respectively. Since the present dataset is observed to be stationary
(details are provided in Section 2.5), no differencing was applied, resulting d = 0. Thus, the
final model turns out to be an ARMA (p,q) model.

3.2.5 Seasonal ARIMA (SARIMA) Model

The expression for the SARIMA (p,d,q)(P,D,Q)s model [3, 17] is given as:

φ(B)(1−B)d
Φ(Bs)(1−Bs)DXt = θ(B)Θ(Bs)Zt (3.6)

where, {Xt} is a time series of forecast variable and Zt denotes the random noise; B is the
backshift operator. Φ(Bs) and Θ(Bs) are defined in a similar way of φ(B) and θ(B) in ARIMA
model. The parameters for these type of models are as follows.

• p and seasonal P indicate number of autoregressive terms

• d and seasonal D indicate order of differencing that must be performed to stationarize the
time series

• q and seasonal Q represent number of terms in moving average

• s indicates seasonal length.
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The orders of seasonality for the SARIMA models are 12 for monthly forecasting, 52 for
weekly forecasting, and 73× 5 for daily forecasting. Note that we have prepared five dif-
ferent sets each with 73 days of data so as to reduce the high amount of fluctuation (mostly,
seasonal fluctuation) in the daily observations. After optimization, the predictions of these five
individual sets are combined to reduce the computational resources.

3.2.6 Window-Sliding ARIMA (WS-ARIMA) Model

From the formulations of ARMA and ARIMA model, it is evident that these models are in-
adequate to deal with seasonal variations effectively. In such cases, the seasonal ARIMA
(SARIMA) model is often recommended. However, as the SARIMA (p,d,q)(P,D,Q,S) model
includes seven parameters, the model is quite complex to deal with longer time series data. The
complexity of such models can be significantly reduced by the inclusion of sliding windows,
where the size of the window is fixed through a complete nested loop [108, 124]. The general
procedure of the sliding window technique is as follows. (i) Find the size of the required win-
dow based on data characteristics; (ii) obtain the result corresponding to the 1st window, and
(iii) use a loop to slide the window to compute results window by window. A simple demon-
stration of the process is provided in Figure 3.1. As the present wind speed and GHI data show

Fig. 3.1: A visual representation of the window sliding process [49].

a high positive autocorrelation peak at an interval of one year (yearly seasonal pattern as viewed
from Figures 2.3– 2.10, a sliding window of 365 days is applied to make predictions for the
next day. The results are consequently accumulated for three years of test dataset. Similarly, a
sliding window of 52 weeks and 12 months is considered for the weekly and monthly dataset.

3.3 Methodology

The methodology for implementation of time series models is presented in a three-fold manner
as detailed below.



84 Chapter 3. Time Series Models for Renewable Energy Forecasting

3.3.1 Data Preparation

The data are initially split into training and testing sets, with a training period from January
1, 2000 to December 31, 2011 and the testing period from January 1, 2012 to December
31, 2014. Then, the hourly wind speed data are sampled according to the desired time horizon.
For instance, to carry out daily and weekly forecast, the dataset is sampled daily and weekly.
To note, for hourly forecasting, we consider only three years (2012–2014) of wind speed and
GHI data due to high amount of variability in the longer time series data. Various descriptive
measures, such as sample mean, standard deviation, and quartiles are computed based on the
training data (Tables 2.5, 2.6). We then perform the Augmented Dickey Fuller (ADF) test to
check for stationarity in the time series. The results of the ADF test for both wind speed and
GHI datasets are provided in Section 2.5.

3.3.2 Model Selection and Validation

We implement the considered AR, MA, ARMA, ARIMA, SARIMA, and WS-ARIMA models
on the test data. For the WS-ARIMA model, we use a sliding window of 365, 52, and 12 for
daily, weekly, and monthly data, respectively. For hourly data, we consider window size of 24
(numbers of hours in a day) and 10 (number of sunny hours considered) for wind speed and
GHI, respectively. The minimum values of Akaike information criterion (AIC) and root mean
squared error (RMSE) are considered while performing a grid search procedure to obtain opti-
mal parameters of the studied models. For computation, we have used ARIMA and autoarima
functions from the open-source “statsmodels” and “pmdarima” python libraries. The accuracy
of the forecasting models is evaluated and compared on the basis of the RMSE and MAPE error
metrics. Lower the error values, better is the forecast.

To summarize, for the hourly, daily, weekly, and monthly forecasting, the wind speed and
GHI data are split into training and testing data. Consequently, the best fit model (with the
minimum AIC) for the training data is applied for testing data. For WS-ARIMA, the best fit
ARIMA model for the training data is applied onto the sliding window model to forecast the
results for testing data [108].

3.3.3 Residual Analysis

Carrying out residual analysis is a standard practice to check for any systematic bias in the
implemented models. As the residuals of a forecast model should exhibit Gaussian distribution
with zero mean and a constant variance, we analyze residual plots, histograms, and correspond-
ing P-P plots (Section 14.8 and Section 14.9 [8]) of the standardized residuals. The results are
discussed at a later section.
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Table 3.1: Monthly wind speed forecasting at four locations

Monthly Forecasting
Location Model Parameters RMSE MAPE

AR (24) 0.488 0.116
Pokhran MA (8) 0.518 0.112

(Rajasthan) ARIMA (2,0,1) 0.363 0.103
SARIMA (1,0,1)(2,0,1,12) 0.428 0.105

WS-ARIMA (2,0,1) 0.457 0.111
Bitta ARIMA (2,0,1) 0.442 0.067

(Gujarat) SARIMA (1,1,1)(1,0,1,12) 0.319 0.075
WS-ARIMA (2,0,1) 0.557 0.111

Pavagada ARIMA (2,0,1) 0.468 0.140
(Karnataka) SARIMA (1,1,0)(1,0,1,12) 0.383 0.110

WS-ARIMA (2,0,1) 0.746 0.168
Ramagundam ARIMA (2,0,3) 0.442 0.170
(Telangana) SARIMA (1,1,1)(1,0,2,12) 0.354 0.102

WS-ARIMA (2,0,3) 0.384 0.159

3.4 Results

The results in terms of RMSE and MAPE values in wind speed and GHI forecasting at different
time horizons for the four study sites are summarized in the following subsections.

3.4.1 Results of Monthly Forecasting

Table 3.1 and Table 3.2 represent the RMSE and MAPE values of the implemented time se-
ries models in four study sites. In Pokhran, Rajasthan, the AR and the MA models have the
highest error values, indicating their worst performance. Thus, for the other three study sites,
we present the monthly forecasts from three best fit models, namely ARIMA, SARIMA, and
WS-ARIMA. For monthly forecasting, the SARIMA model outperforms the other two models
due to its ability to precisely capture the yearly seasonality of order 12 in the dataset. The
comparative performance of the the three best fit models is pictorially shown in Figure 3.2 and
Figure 3.3 for wind speed and GHI forecasting in Pokhran, Rajasthan.
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Table 3.2: Monthly GHI forecasting at four locations

Monthly Forecasting
Location Model Parameters RMSE MAPE

AR (12) 26.996 0.094
Pokhran MA (8) 32.514 0.101

(Rajasthan) ARIMA (2,0,1) 20.012 0.084
SARIMA (1,0,2)(1,0,0,12) 15.437 0.020

WS-ARIMA (2,0,1) 49.156 0.069
Bitta ARIMA (1,0,2) 39.506 0.060

(Gujarat) SARIMA (1,1,0)(1,0,0,12) 22.765 0.030
WS-ARIMA (1,0,2) 54.000 0.079

Pavagada ARIMA (3,0,2) 20.107 0.034
(Karnataka) SARIMA (1,0,0)(1,0,0,12) 15.821 0.027

WS-ARIMA (3,0,2) 39.689 0.058
Ramagundam ARIMA (3,0,1) 22.704 0.041
(Telangana) SARIMA (1,1,0)(1,0,0,12) 19.384 0.029

WS-ARIMA (3,0,1) 34.079 0.060

Fig. 3.2: Monthly wind speed (m/s) forecast from the best three time series models im-
plemented in Pokhran, Rajasthan.
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Fig. 3.3: Monthly GHI (W/m2) forecast from the best three time series models imple-
mented in Pokhran, Rajasthan.

3.4.2 Results of Weekly Forecasting

The MAPE and RMSE values of the implemented models are mentioned in Table 3.3 and Table
3.4. We observe that the SARIMA model fails to capture the high amount of fluctuation (mostly,
seasonal fluctuation) in the weekly dataset. Here, the WS-ARIMA model with sliding windows
of length 52 (corresponding to number of weeks in a year) reflects the least error values in both
wind speed and GHI forecasting. Overall, for weekly forecasting, the WS-ARIMA model
reflects the least error values followed by ARIMA and SARIMA in wind speed, whereas the
SARIMA model outperforms ARIMA model in GHI. It is important to note that in the WS-
ARIMA, the error values are reduced upto 50% in comparison to the conventional ARIMA
model. The weekly forecasts from the best fit WS-ARIMA model at the four study sites are
pictorially shown in Figure 3.4 and Figure 3.5 for wind speed and GHI datasets, respectively.
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Table 3.4: Weekly GHI forecasting at four locations

Weekly Forecasting
Location Model Parameters RMSE MAPE

AR (2) 55.509 0.160
Pokhran MA (3) 68.961 0.195

(Rajasthan) ARIMA (2,0,3) 49.931 0.082
SARIMA (1,0,0)(1,0,1,52) 45.934 0.063

WS-ARIMA (2,0,3) 28.127 0.031
Bitta ARIMA (2,0,5) 48.657 0.194

(Gujarat) SARIMA (1,1,0)(1,1,0,52) 48.321 0.062
WS-ARIMA (2,0,5) 30.848 0.041

Pavagada ARIMA (5,0,4) 45.912 0.124
(Karnataka) SARIMA (1,0,0)(2,0,0,52) 43.178 0.112

WS-ARIMA (5,0,4) 32.037 0.056
Ramagundam ARIMA (1,0,1) 40.974 0.175
(Telangana) SARIMA (1,1,0)(1,1,0,52) 38.877 0.172

WS-ARIMA (1,0,1) 19.785 0.061

Table 3.3: Weekly wind speed forecasting at four locations

Weekly Forecasting
Location Model Parameters RMSE MAPE

AR (4) 1.288 0.323

Pokhran MA (8) 1.617 0.412

(Rajasthan) ARIMA (3,0,2) 0.801 0.237

SARIMA (1,0,0)(1,0,1,52) 1.281 0.424

WS-ARIMA (3,0,2) 0.483 0.129

Bitta ARIMA (4,0,5) 0.657 0.194

(Gujarat) SARIMA (2,0,2)(1,0,0,52) 1.302 0.376

WS-ARIMA (4,0,5) 0.453 0.109

Pavagada ARIMA (2,0,4) 0.868 0.238

(Karnataka) SARIMA (0,0,2)(2,0,1,52) 1.072 0.331

WS-ARIMA (2,0,4) 0.393 0.101

Ramagundam ARIMA (2,0,5) 0.637 0.271

(Telangana) SARIMA (1,0,0)(1,0,2,52) 0.940 0.319

WS-ARIMA (2,0,5) 0.377 0.128
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(a)

(b)

(c)

(d)

Fig. 3.4: Weekly wind speed forecasting from the best fit WS-ARIMA model for (a)
Pokhran (Rajasthan), (b) Bitta (Gujarat), (c) Pavagada (Karnataka) and, (d) Ramagun-
dam (Telangana).
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(a)

(b)

(c)

(d)

Fig. 3.5: Weekly GHI forecasting from the best fit WS-ARIMA model for (a) Pokhran
(Rajasthan), (b) Bitta (Gujarat), (c) Pavagada (Karnataka) and, (d) Ramagundam (Telan-
gana).
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3.4.3 Results of Daily Forecasting

The RMSE and MAPE values of the implemented models are tabulated in Table 3.5 and Table
3.6 for wind speed and GHI datasets, respectively. Here, the WS-ARIMA model has the best
performance followed by ARIMA and SARIMA models. The SARIMA model has the highest
error values at daily resolutions, since there is seasonality of high order and more non-linear
variability due to cloud coverage and precipitation in the environment. The WS-ARIMA model,
in comparison to the conventional ARIMA method, yields RMSE reduction up to 75% in daily
wind speed data. In GHI, the RMSE is reduced upto 50%. This strongly suggests that the
inclusion of sliding windows with appropriate window lengths has improved capacity to deal
with seasonality in a dataset. The daily forecasts from the best fit WS-ARIMA model for the
four study sites are shown in Figure 3.6 and Figure 3.7.

Table 3.5: Daily wind speed forecasting at four locations

Daily Forecasting
Location Model Parameters RMSE MAPE

AR (40) 1.383 0.329

Pokhran MA (2) 1.521 0.357

(Rajasthan) ARIMA (1,0,3) 1.317 0.349

SARIMA (1,1,0)(1,1,0,73) 2.067 0.762

WS-ARIMA (1,0,3) 0.372 0.113

Bitta ARIMA (2,0,3) 1.126 0.227

(Gujarat) SARIMA (1,1,0)(1,1,0,73) 2.212 0.701

WS-ARIMA (2,0,3) 0.282 0.073

Pavagada ARIMA (2,0,2) 1.119 0.309

(Karnataka) SARIMA (1,1,0)(1,1,0,73) 2.162 0.664

WS-ARIMA (2,0,2) 0.127 0.036

Ramagundam ARIMA (2,0,2) 0.926 0.375

(Telangana) SARIMA (1,1,1)(1,1,1,73) 1.352 0.504

WS-ARIMA (2,0,2) 0.232 0.093
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(a)

(b)

(c)

(d)

Fig. 3.6: Daily wind speed forecasting from the best fit WS-ARIMA model for (a)
Pokhran (Rajasthan), (b) Bitta (Gujarat), (c) Pavagada (Karnataka), and (d) Ramagun-
dam (Telangana).
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(a)

(b)

(c)

(d)

Fig. 3.7: Daily GHI forecasting from the best fit WS-ARIMA model for (a) Pokhran
(Rajasthan), (b) Bitta (Gujarat), (c) Pavagada (Karnataka), and (d) Ramagundam (Telan-
gana).
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Table 3.6: Daily GHI forecasting at four locations

Daily Forecasting
Location Model Parameters RMSE MAPE

AR (49) 109.118 0.086

Pokhran MA (13) 89.580 0.118

(Rajasthan) ARIMA (1,0,3) 73.330 0.069

SARIMA (2,1,2)(1,1,0,73) 81.677 0.093

WS-ARIMA (1,0,3) 34.804 0.041

Bitta ARIMA (2,0,3) 77.952 0.092

(Gujarat) SARIMA (2,1,0)(1,1,0,73) 84.718 0.106

WS-ARIMA (2,0,3) 33.671 0.045

Pavagada ARIMA (2,0,2) 87.392 0.116

(Karnataka) SARIMA (1,1,0)(1,1,0,73) 92.064 0.240

WS-ARIMA (2,0,2) 33.776 0.061

Ramagundam ARIMA (2,0,2) 75.660 0.102

(Telangana) SARIMA (2,1,0)(1,1,0,73) 100.941 0.215

WS-ARIMA (2,0,2) 52.633 0.085

3.4.4 Results of Hourly Forecasting

To carry out hourly forecasting using the WS-ARIMA, an extremely high seasonal order (i.e.,
365×24= 8760 hours in a year) needs to be considered. This turns out to be impractical for the
present analysis. Nonetheless, one way to address this issue could be by considering several hit-
and-trials of window lengths (much lesser order than 8760). The study by Reikard and Hansen
[109] has used similar idea for forecasting solar irradiance at high resolution. Therefore, we
note that the implementation of the WS-ARIMA or any other time series model for hourly wind
speed and GHI forecasting is much more difficult than forecasting at other timescales. For the
demonstration purpose, we have compared the performance of ARIMA and WS-ARIMA model
using three years of data (2012–2013 for training and 2014 for testing). The error values and
model parameters for hourly datasets are tabulated in Table 3.7 and Table 3.8.
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Table 3.7: Hourly wind speed forecasting at four locations

Location Model Parameters RMSE MAPE
Pokhran ARIMA (4,1,4) 1.358 0.719

(Rajasthan) WS-ARIMA (4,1,4) 1.138 0.481

Bitta ARIMA (4,1,3) 1.247 0.472

(Gujarat) WS-ARIMA (4,1,3) 1.026 0.394

Pavagada ARIMA (5,1,1) 1.192 0.592

(Karnataka) WS-ARIMA (5,1,1) 1.230 0.615

Ramagundam ARIMA (2,1,5) 1.176 0.493

(Telangana) WS-ARIMA (2,1,5) 1.654 0.714

Table 3.8: Hourly GHI forecasting at four locations

Location Model Parameters RMSE MAPE
Pokhran ARIMA (2,0,5) 94.821 0.426

(Rajasthan) WS-ARIMA (2,0,5) 83.148 0.410

Bitta ARIMA (4,1,3) 91.247 0.500

(Gujarat) WS-ARIMA (4,1,3) 98.026 0.486

Pavagada ARIMA (4,1,3) 104.192 0.522

(Karnataka) WS-ARIMA (4,1,3) 71.230 0.407

Ramagundam ARIMA (3,0,1) 83.176 0.434

(Telangana) WS-ARIMA (3,0,1) 64.654 0.411

3.4.5 Results of Residual Analysis

As mentioned earlier, we perform residual analysis mainly to check whether there is any sys-
tematic bias in the implemented models. A forecast bias is a tendency for a model to consis-
tently produce higher or lower forecast values than their actual values. Therefore, analysis of
bias is an important post-processing step. The main characteristic of the unbiased models is the
normality of the residuals. Therefore, if the residuals are not approximately of Gaussian shape,
their randomness is lost, violating the fundamental assumption of a forecast model [8]. Here,
we perform residual analysis through standardized residual plots and P-P plots corresponding
to the best fit models at three chosen time horizons (Figure 3.8–3.13). From these figures, it
appears that the histogram plots are bell shaped and the residual plots are symmetric about
zero, exhibiting a normal distribution in each of these cases. However, the P-P plots have slight
variation from the normal distribution. The deviation of residuals from normal distribution (in
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P-P plots) in daily and weekly data is more as compared to monthly data. This is possibly
due to much more non-linear variability in weather patterns, causing presence of more outliers
at shorter time horizons. Another reason could be the high order of seasonal fluctuations that
involve differencing at the 52-week horizon and 365-day horizon, which typically requires a
much longer time series to settle down [124].

(a)

(b)

(c)

Fig. 3.8: (a) Residual plot, (b) histogram plot, and (c) the P-P plot of the standardized
residuals corresponding to the WS-ARIMA model in monthly wind speed forecasting at
Pokhran, Rajasthan.
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(a)

(b)

(c)

Fig. 3.9: (a) Residual plot, (b) histogram plot, and (c) the P-P plot of the standardized
residuals corresponding to the WS-ARIMA model in weekly wind speed forecasting at
Pokhran, Rajasthan.
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(a)

(b)

(c)

Fig. 3.11: (a) Residual plot, (b) histogram plot, and (c) the P-P plot of the standardized
residuals corresponding to the SARIMA model in monthly GHI forecasting at Pokhran,
Rajasthan.
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(a)

(b)

(c)

Fig. 3.10: (a) Residual plot, (b) histogram plot, and (c) the P-P plot of the standardized
residuals corresponding to the WS-ARIMA model in daily wind speed forecasting at
Pokhran, Rajasthan.
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(a)

(b)

(c)

Fig. 3.12: (a) Residual plot, (b) histogram plot, and (c) the P-P plot of the standard-
ized residuals corresponding to the WS-ARIMA model in weekly GHI forecasting at
Pokhran, Rajasthan.
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(a)

(b)

(c)

Fig. 3.13: (a) Residual plot, (b) histogram plot, and (c) the P-P plot of the standardized
residuals corresponding to the WS-ARIMA model in daily GHI forecasting at Pokhran,
Rajasthan.

3.5 Summary

In this chapter, we have implemented five time-series models for four selected locations in the
Indian region to study their efficacy in forecasting of wind speed and solar irradiance. We
demonstrate the applicability of the WS-ARIMA model for daily and weekly wind speed and
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GHI prediction. Based on the obtained results, the present research leads to the following
conclusions regarding wind speed and GHI forecasting.

1. The wind speed and GHI data at four selected sites exhibit stationary behavior. Therefore,
neither differencing nor detrending was required for daily, weekly, and monthly forecast-
ing. As a consequence, the ARIMA model turns out to be a simple ARMA model in each
case.

2. For the monthly forecasting, the SARIMA model consistently produces the best results
across all locations. This is because the SARIMA model can precisely capture the yearly
seasonality (at 12 months) in the data. However, for daily and weekly forecasts, it is hard
to exactly recognize the seasonality pattern in the data through the SARIMA model.

3. In the weekly forecasting, the WS-ARIMA model, in comparison to the conventional
ARIMA method, yields RMSE reduction up to 50%.

4. In the daily wind speed and GHI forecasting, the WS-ARIMA model, in comparison
to the conventional ARIMA method, yields RMSE reduction up to 75% and 50%, re-
spectively. This strongly suggests that the inclusion of sliding windows with appropriate
window lengths improves capacity to deal with seasonality in the data.

5. For hourly forecasting, the WS-ARIMA and ARIMA model have comparable perfor-
mance based on three years (2012–2014) of data. In fact, we have noted that at hourly
timescale, the implementation of the WS-ARIMA is comparatively difficult than daily,
weekly, or monthly timescales due to high non-linear and seasonal fluctuations. Thus,
additional works are necessary to figure out the optimal window length for hourly fore-
casting.

The emanated results from the time series models in this chapter will be further compared
with the machine learning and hybrid models in Chapter 5.



103

Chapter 4

Machine Learning Models for Renewable Energy
Forecasting

“Any time you try to do something innovative, you should expect that there’s always going to be

people who doubt it, who suggest that perhaps you would be better off doing something else.”
– ELON MUSK

This chapter focuses on hourly, daily, weekly, and monthly forecasting of wind speed and GHI
using various machine learning methods, such as support vector regression (SVR), artificial
neural network (ANN), long short term memory (LSTM), and convolutional neural network
(CNN). We choose these models since they allow for non-linear associations and enable learn-
ing about the relationship among variables from data. The SVR is a supervised-learning ap-
proach which equally penalizes high and low mis-estimates and thereby, overcome the over
fitting. The ANN model performs a non-linear functional mapping from the past observations
to the future value, being equivalent to a non-linear autoregressive model. The LSTMs have an
internal memory in the form of gates. This allows the LSTM to accumulate important informa-
tion which may be required in future. Thus, the LSTM, a subset of recurrent neural network
(RNN), is able to control the process of remembering information for noticeably longer peri-
ods of time. The CNNs are well-known as a reliable tool for extracting hidden features and
creating filters based on data patterns through its three mapping layers, namely the convolu-
tional layer, pooling layer, and the fully connected layer. All these machine learning models
are governed by several number of parameters, such as the type and number of hidden layers,
activation function, optimization algorithm, loss function, epochs, and the learning rate. From
a spectrum of possible parameter values, we obtain the optimal parameters such that the error
values are minimized. The emanated results are finally validated through residual analysis as a
post-processing step of the implemented models.



104 Chapter 4. Machine Learning Models for Renewable Energy Forecasting

Contents

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
4.2 Implemented Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

4.2.1 Support Vector Regression (SVR) . . . . . . . . . . . . . . . . . . . . 105
4.2.1.1 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

4.2.2 Artificial Neural Network (ANN) . . . . . . . . . . . . . . . . . . . . 109
4.2.2.1 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

4.2.3 Long Short Term Memory (LSTM) . . . . . . . . . . . . . . . . . . . 115
4.2.3.1 Regular LSTM . . . . . . . . . . . . . . . . . . . . . . . . . 117
4.2.3.2 Bidirectional LSTM . . . . . . . . . . . . . . . . . . . . . . 117
4.2.3.3 Encoder-Decoder LSTM . . . . . . . . . . . . . . . . . . . . 117
4.2.3.4 Attention Layer LSTM . . . . . . . . . . . . . . . . . . . . . 117
4.2.3.5 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118

4.2.4 Convolutional Neural Network (CNN) . . . . . . . . . . . . . . . . . . 121
4.2.4.1 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121

4.3 Comparison of Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
4.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138

Parts of this chapter have been published in the following refereed publications:

S. Sheoran, R. S. Singh, S. Pasari, R. Kulshrestha, “Forecasting of solar irradiances using time
series and machine learning models: A case study from India,” Applied Solar Energy, vol.58,
pp. 137–151, 2022.
S. Sheoran, S. Shukla, S. Pasari, R.S. Singh, R. Kulshrestha (2022), “Wind speed forecasting
at different timescales using time series and machine learning models,” Applied Solar Energy,
vol. 58, pp. 708–721, 2022.



4.1. Introduction 105

4.1 Introduction

Machine learning models are computational methods that can learn from data and make pre-
dictions or decisions based on the learned patterns. Machine learning models have been very
useful for forecasting of renewable energy, such as wind and solar power, which are highly
dependent on weather conditions and exhibit stochastic behavior. Forecasting of renewable en-
ergy can help optimize the management and integration of renewable energy sources into the
power grid, as well as can improve the reliability and stability of electricity supply. There have
been several studies on the forecasting of wind speed and solar irradiance using machine learn-
ing techniques due to their intrinsic flexibility and robustness in data analysis. In forecasting,
the advantage of using machine learning models is that they allow for non-linear associations
and enable learning from data without making assumptions about the relationship among vari-
ables [30]. Such a facility is not available in several explicit algorithms. A few drawbacks or
the problems that creep in the machine learning techniques include over-fitting (which basically
means that it fits the training set perfectly but is unable to predict future outcomes, and thereby,
it does not accurately predict the test set), usage of high computational power of computer
systems, extensive need of hyper-parameters tuning, and high dimensional data. As a result,
machine learning models are very difficult to handle due to their inherent complexity [94].

The most common machine learning models in renewable energy forecasting are SVR
[125], SVM [125], ANN [54], k-NN [54], MLP [38], and LSTM [38, 74]. These models
have provided satisfactory results for the wind speed and solar irradiance forecasting at differ-
ent time horizons, specially in short term forecasting. A study on solar potential of Himachal
Pradesh (India) was performed by Yadav and Chandal [160]. They used an ANN based global
solar radiation model to assess the solar potential. Gensler et al. [38] compared performances
of MLP, LSTM, DBN (Dynamic Bayesian Network), and auto-LSTM machine learning mod-
els on a German solar power dataset. The best performing model is the auto-LSTM, closely
followed by the DBN model. In 2018, Qing et al. [105] proposed hourly day-ahead solar en-
ergy prediction using weather data. They compared the persistence model with ANN based
models and found that the proposed algorithm outperforms the ANN based models. Dubey et
al. [34] in 2021 compared the results of ARIMA, SARIMA, and LSTM on influence of en-
ergy consumption. They considered the power consumption related to the features’ relations
based on temperature, humidity, cloud cover, visibility, and wind index. The results revealed
that the LSTM outperforms other models with an average MAE of 0.23. In 2018, Yang et
al. [162] provided a comprehensive review on history and trends on solar irradiance predic-
tion. The article comprises techniques ranging from time series and regression to artificial
intelligence. Aimeur et al. [4] proposed octonion neural network to investigate the short term
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forecast of solar irradiance. In comparison to the real-valued neural networks, the implemented
octonion training algorithm contains eight dimensions and it provides eight values ahead fore-
cast of solar irradiance. In 2021, Rabehi et al. [107] provided a comparative study of several
machine learning techniques for solar radiation assessment in semi-arid region. The analysis
demonstrates that when compared to other models, Gaussian process regression (GPR) and
least-squares support vector machine (LS-SVM) models offer a high performance. Guariso et
al. [43] implemented feed-forward neural network and LSTM models and discussed concep-
tual and computational differences between the network architectures for forecasting of solar
irradiance in Italy. Mukhoty et al. [87] studied two variants of LSTM, namely encoder-decoder
networks of LSTM and bidirectional LSTM or BiLTSM. Brahma and Wadhvani [18] studied
several variants of LSTMs and found that the BiLSTM and attention-based LSTM models have
the best representation for daily solar irradiance data in the Indian region.

In a similar manner, several machine learning models have been studied in forecasting of
wind speed. Pasari et al. [100] carried out wind speed prediction using the ANN techniques.
They implemented single step and multistep neural networks and concluded that a univariate
single layer architecture provides better accuracy for wind speed prediction. Wu et al. [157]
built a two layer neural network for wind speed forecasting. Masqood et al. [75] performed a
comparative study of multi layer perceptrons (MLP), Elman recurrent neural networks, radial
basis function networks, and Hopfield model for hourly weather prediction, including wind
speed. Liu et al. [68, 69] performed wind speed forecasting using various machine learning
methods, such as ANNs, SVMs, RNNs, auto-encoders, and LSTMs. In 2020, Choe et al.
[25] highlighted the efficacy of both LSTM and bidirectional LSTM, known to be effective
on capturing long term time dependency in order to predict the wind speed and in turn the
wind energy. Binsu et al. [56] also implemented a LSTM based hybrid model along with the
integration of an autoencoder (stacked) to forecast the wind speed. In 2021, Shobanadevi et
al. [126] proposed a R-LSTM (rolling-LSTM) for the prediction of wind power in the state of
Gujarat. Based on the recursive algorithm, the model provided accurate results. In 2021, Lin et
al. [67] also applied the LSTM model with other deep learning algorithms including the TCN
(temporal convolution network) to predict wind power. Some comprehensive reviews of time
series and machine learning approaches in wind speed prediction are also available in literature
[12, 15, 90, 114, 116, 135].

In view of the above discussed literature survey, the current chapter focuses on hourly, daily,
weekly, and monthly forecasting of wind speed and GHI using various machine learning meth-
ods, namely the SVR, ANN, LSTM, and the CNN. The SVR, a supervised-learning approach,
equally penalizes high and low mis-estimates and hence can overcome the over fitting. The
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ANN model performs a non-linear functional mapping from the past observations to the fu-
ture value being equivalent to a non-linear autoregressive model. The LSTMs have an internal
memory to enhance the process of remembering information regarding the pattern of underly-
ing process. The CNNs are well-known as a reliable tool for extracting hidden features through
its three mapping layers, namely convolutional layer, pooling layer, and fully connected layer.
We have computed the forecast iteratively, that is, only one data point is calculated at once.
We finally compare the results obtained from the implemented models at different timescales
corresponding to four study sites. The emanated results are finally validated through residual
analysis as a post-processing step of the implemented models.

4.2 Implemented Models

A brief description of the implemented models is provided in following subsections.

4.2.1 Support Vector Regression (SVR)

The support vector regression was first introduced by V. N. Vapnik [144] who along with his
collaborators also introduced support vector machines (SVM) [16, 28]. The SVR is a gen-
eralization to the SVM and is accomplished by introducing an ε-insensitive (using Vapnik’s
ε-insensitive approach [166]) region around the base hyperplane, called the ε-tube as shown in
Figure 4.1. As a supervised learning approach, the SVR trains using a symmetrical loss func-
tion (ε-insensitive loss function) which equally penalizes high and low mis-estimates. Hence,
the SVR can overcome the issue of over fitting [89, 117].

Fig. 4.1: Illustration of linear and non-linear SVR model with ε−insensitive loss func-
tion [31].
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From the above figure, it is observed that there is ε distance between the hyperplane (pre-
dictor) and the two boundary lines (decision boundaries). There are several data points which
become potential support vectors, meaning that these data points can become potential bound-
aries. The purpose of the SVR is to find a function as a hyperplane in the form of a regression
function that matches all data input with the smallest possible error. The purpose of this func-
tion is to map the input vector into a higher dimensional feature space in which the training
data may exhibit linearity, and then to perform linear regression in this feature space. Thus,
the SVR is more precisely defined as an optimization problem by (i) constructing a convex ε-
insensitive loss function to be reduced and (ii) locating the latest tube that includes the majority
of the training points while balancing model complexity and prediction error. Following is the
formulation of non-linear SVR. The continuous-valued function y being approximated can be
written as in Equation 4.1. For multidimensional data, we augment x by one and include b in
the w vector to simplify the mathematical notation, and obtain the multivariate regression as
shown in Equation 4.2.

y = f (x) =< w,x >+b =
M

∑
j=1

w jx j +b; y,b ∈ R,x,w ∈ RM (4.1)

f (x) =

[
w

b

]T [
x

1

]
= wT x+b (4.2)

This regression problem can be expressed as an optimization problem as shown in Equation
4.3. Using a soft-margin approach similar to that employed in SVM, slack variables ξi and
ξ ∗i are added with a regularization constant C which decides the error value whenever the data
point is out of the tube (outliers). Thus, C is a tuneable parameter that provides more weight to
minimizing the flatness, or the error, for this multi-objective optimization problem. Note that
the problem formulated is a convex optimization problem and is further solved by the use of
Lagrangian multipliers (λ , λ ∗, α, α∗) as in Equation 4.4. The numbers λ , λ ∗, α, and α∗ are
non-negative real numbers.

min
1
2
||w||2 +C

N

∑
i=1

(ξi +ξ
∗
i ) (4.3)

subject to
yi−wT xi ≤ ε +ξ

∗
i i = 1, ...,N

wT xi− yi ≤ ε +ξi i = 1, ...,N

ξi,ξ
∗
i ≥ 0 i = 1, ...,N
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L (w,ξ ∗i ,ξi,λ ,λ
∗,α,α∗) =

1
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||w||2 +C

N

∑
i=1

(ξi +ξ
∗
i )+

N

∑
i=1

α
∗
i (yi−wT xi− ε−ξ

∗
i )+

N

∑
i=1

αi(−yi +wT xi− ε−ξi)−
N

∑
i=1

(λiξi +λ
∗
i ξ
∗
i )

(4.4)

The minimum value of the function in Equation 4.4 is found by taking its partial derivatives
with respect to the variables and setting them equal to zero. The final solution is written in
terms of the number of support vectors (NSV ). The function approximation is represented in
Equations 4.5, 4.6, and 4.7. The dual form of the optimization problem can be written as shown
in Equation 4.7.

ω =
NSV

∑
i=1

(α∗i −αi)xi (4.5)

f (x) =
NSV

∑
i=1

(α∗i −αi)xi
T xi; αi,α

∗
i ∈ [0,C] (4.6)

max ε

NSV

∑
i=1

(αi +α
∗
i )+

NSV

∑
i=1

(α∗i −αi)yi−
1
2

NSV

∑
j=1

NSV

∑
i=1

(α∗i −αi)(α
∗
j −α j)xT

i x j, (4.7)

subject to,
NSV

∑
i=1

(α∗i −αi) = 0; αi,α
∗
i ∈ [0,C] (4.8)

The above problem can be further solved using quadratic programming.
In addition, kernels are often used when given the data points are not linear. It maps the data

into higher dimensional space called the kernel space to obtain a higher accuracy. Therefore,
replacing all instances of x in Equations 4.1–4.8 with k(xi,x j) yields the primal formulation
shown as in Equation 4.9, where φ(.) is the transformation from feature to kernel space. Equa-
tion 4.10 describes the new weight vector in terms of the transformed input. The dual problem
formed is represented in Equation 4.11.

min
1
2
||w||2 +C

N

∑
i=1

(ξi +ξ
∗
i ) (4.9)

subject to
yi−wT

φ(xi)≤ ε +ξ
∗
i ; i = 1, ...,N

wT
φ(xi)− yi ≤ ε +ξi; i = 1, ...,N

ξi,ξ
∗
i ≥ 0; i = 1, ...,N



110 Chapter 4. Machine Learning Models for Renewable Energy Forecasting

ω =
NSV

∑
i=1

(α∗i −αi)φ(xi) (4.10)

max ε

NSV

∑
i=1

(αi +α
∗
i )+

NSV

∑
i=1

(α∗i −αi)yi−
1
2

NSV

∑
j=1

NSV

∑
i=1

(α∗i −αi)(α
∗
j −α j)k(xi,x j) (4.11)

NSV

∑
i=1

(α∗i −αi) = 0; i = 1, ...,NSV ,(αi,α
∗
i ) ∈ [0,C]

k(xi,x) = φ(xi).φ(x)

For implementation, we carry out the univariate study for GHI and wind speed datasets
separately. For this, (i) we perform data preprocessing to get the resampled values at hourly,
daily, weekly, and monthly basis; (ii) then, we choose (through several hit and trials) the lag
value that specifies the number of previous data points on which the forecast value depends;
(iii) after this, we arrange the data in form of input vectors in such a way that each tuple’s (lag
size) entries represent a feature vector, and (iv) these input vectors are fed to the non-linear SVR
regressor with radial basis function (RBF) kernel for training. It may be noted that the RBF
kernel is chosen so as to recognize the maximum non-linearity in the data [26]. The parameters
C and ε are chosen optimally by a grid based search for each of the cases. Finally, the model is
run for the test data and the prediction errors are calculated.

4.2.1.1 Results

The results in terms of RMSE, MAPE, and model parameters (C,ε, and lag value) for wind
speed and GHI datasets corresponding to four selected study sites are provided in Table 4.1. We
observe that in GHI, the RMSE values increase if we move from longer to shorter timescale,
i.e., from monthly to weekly to daily, and to hourly timescale. In wind speed, the results do not
reflect such pattern. For illustration, we have plotted the actual versus predicted values of wind
speed and GHI data for Pokhran, Rajasthan in Figure 4.2 and Figure 4.3, respectively.

4.2.2 Artificial Neural Network (ANN)

An artificial neuron system is a data processing system that is constructed by imitating human
neurons [81]. It is a computational model made up of a vast number of interconnected neurons.
The neuron can be thought of storage and calculating unit. In most of the cases, a single neuron
has several inputs. Every link between two neurons in a neural network is represented by a
weight that reflects the strength of the connection. Finally, layers of neurons are combined
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Table 4.1: Details of the SVR model for wind speed and GHI forecasting at different
timescales at four study sites (L1: Pokhran, Rajasthan, L2: Bitta, Gujarat, L3: Pavagada,
Karnataka, and L4: Ramagundam, Telangana)

Wind Speed
Timescale Location MAPE RMSE C ε Lag Value

Monthly

L1 0.087 0.417

1.000 0.001 20
L2 0.087 0.328
L3 0.092 0.422
L4 0.104 0.359

Weekly

L1 0.174 0.663

0.100 0.100 16
L2 0.132 0.571
L3 0.170 0.709
L4 0.174 0.542

Daily

L1 0.202 0.709

1.000 0.010 5
L2 0.177 0.642
L3 0.151 0.526
L4 0.209 0.578

Hourly

L1 0.063 0.174

default default 4
L2 0.059 0.186
L3 0.057 0.186
L4 0.086 0.209

GHI

Monthly

L1 2.094 13.193

1.000 0.100 12
L2 3.584 24.945
L3 2.853 18.756
L4 4.825 30.638

Weekly

L1 0.050 38.353

1.000 0.001 11
L2 0.053 42.852
L3 0.076 55.551
L4 0.092 61.179

Daily

L1 0.063 57.515

0.100 0.010 2
L2 0.075 59.343
L3 0.095 71.482
L4 0.151 93.687

Hourly

L1 0.178 63.591

default default 24
L2 0.169 61.382
L3 0.289 83.040
L4 0.323 81.592



112 Chapter 4. Machine Learning Models for Renewable Energy Forecasting

Fig. 4.2: Wind speed forecasting through the SVR model for (a) hourly, (b) daily, (c)
weekly, and (d) monthly data of Pokhran, Rajasthan.
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Fig. 4.3: GHI forecasting through the SVR model for Pokhran, Rajasthan at (a) hourly,
(b) daily, (c) weekly, and (d) monthly timescales.
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to form a neural network as shown in Figure 4.4. The hyper-parameters of ANN include the
learning rate, number of hidden layers, and the batch size [80]. The specific values of these
parameters have high impact on the model output.

Fig. 4.4: Illustrative figure of ANN highlighting the development of neural network
structure: (a) perceptron, (b) multi layer perceptron (MLP), and (c) deep learning [82].

When the input vector [x0,x1,x2,x3, ...,xi] is entered to the ANN, the output at the jth hidden
layer neuron is generated as below:

Yj =
Ni

∑
i=1

(
wi jxi +b j

)
(4.12)

where, Ni is the number of neurons in the input layer; [w1 j,w2 j,w3 j, ...,wi j] is the connection
weight vector of the ith input layer neuron to the jth hidden layer neuron, and b j is the bias
value connected to the jth hidden layer neuron. Then, Y j is processed by transfer function f (.)

into Zk, the output at kth output layer neuron, as shown below:

Zk = f
[ Nh

∑
k=1

(
w jk f1(y j)+bk

)]
(4.13)

where, Nh refers to the hidden layer neurons; (w1k,w2k,w3k, ...,w jk) is the connection weight
vector from the jth hidden layer neuron to the kth output layer neuron, and bk is the bias value
connected to the kth output layer neuron.

For time series modeling and forecasting, single hidden layer feedforward network is the
most widely used model. Hence, the ANN model in fact performs a non-linear functional
mapping from the past observations (xt−1, xt−2,...,xt−p) to the future value yt , as in Equation
4.14.

yt = f (xt−1,xt−2, ...,xt−p;w)+ εt (4.14)

Here, w is a vector of all parameters and f is a function determined by the network structure
and connection weights. Thus, the neural network is equivalent to a non-linear autoregressive
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model [115]. Note that the expression in Equation 4.14 represents one output node in the output
layer which is typically used for one-step-ahead forecasting.

4.2.2.1 Results

The optimal parameters in terms of the activation function, number of hidden layers, optimizer,
loss function, and the number of epochs of the ANN model for wind speed and GHI forecasting
are noted in Table 4.2 and Table 4.3, respectively. The forecasting errors in terms of RMSE
and MAPE values are also included in these tables. We observe that in both wind speed and
GHI datasets, the RMSE values increase as we move from monthly to weekly, to daily, and
to hourly data. Although most of the times, the single hidden layer network provides the best
results, there are few instances where two hidden layers enable better results. The pictorial
representation of original values versus forecasted values of both wind speed and GHI are
provided in Section 4.3.

Table 4.2: Results of the ANN model for wind speed forecasting at different timescales
and locations

Location
Time-
scale

Activation
Function

Hidden
Layers

Optimizer
Loss
Function

Epochs RMSE MAPE

Monthly RELU 1 ADAM MSE 2000 0.114 0.032

Weekly RELU 1 ADAM MSE 2000 0.449 0.121

Daily RELU 2 ADAM MSE 200 0.743 0.247

Pokhran,

Rajasthan

Hourly RELU 1 ADAM MSE 50 1.002 0.391

Monthly RELU 2 ADAM MSE 2000 0.104 0.028

Weekly RELU 1 ADAM MSE 2000 0.338 0.080

Daily RELU 1 ADAM MSE 200 0.642 0.176

Bitta,

Gujarat

Hourly RELU 2 ADAM MSE 50 0.930 0.328

Monthly RELU 1 ADAM MSE 2000 0.102 0.026

Weekly RELU 1 ADAM MSE 2000 0.405 0.109

Daily RELU 2 ADAM MSE 200 0.523 0.155

Pavagada,

Karnataka

Hourly RELU 1 ADAM MSE 50 0.917 0.287

Monthly RELU 2 ADAM MSE 2000 0.118 0.039

Weekly RELU 1 ADAM MSE 2000 0.342 0.119

Daily RELU 1 ADAM MSE 200 0.583 0.219

Ramagundam,

Telangana

Hourly RELU 2 ADAM MSE 50 1.031 0.369
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Table 4.3: Results of the ANN model for GHI forecasting at different timescales and
locations

Location
Time-
scale

Activation
Function

Hidden
Layers

Optimizer
Loss
Function

Epochs MAPE RMSE

Monthly RELU 1 ADAM MSE 2000 0.010 9.267

Weekly RELU 1 ADAM MSE 2000 0.030 27.449

Daily RELU 2 ADAM MSE 200 0.319 83.030

Pokhran,

Rajasthan

Hourly RELU 1 ADAM MSE 50 0.340 89.904

Monthly RELU 2 ADAM MSE 2000 0.013 11.448

Weekly RELU 1 ADAM MSE 2000 0.031 25.374

Daily RELU 1 ADAM MSE 200 0.399 97.730

Bitta,

Gujarat

Hourly RELU 2 ADAM MSE 50 0.316 84.017

Monthly RELU 1 ADAM MSE 2000 0.018 13.998

Weekly RELU 1 ADAM MSE 2000 0.047 34.038

Daily RELU 2 ADAM MSE 200 0.327 92.132

Pavagada,

Karnataka

Hourly RELU 1 ADAM MSE 50 0.397 94.893

Monthly RELU 2 ADAM MSE 2000 0.025 17.932

Weekly RELU 1 ADAM MSE 2000 0.067 44.849

Daily RELU 1 ADAM MSE 200 0.416 101.844

Ramagundam,

Telangana

Hourly RELU 2 ADAM MSE 50 0.403 97.800

4.2.3 Long Short Term Memory (LSTM)

The LSTM [74] is a special kind of RNN designed to learn long term dependencies and it
is used widely in sequence models. It has applications in several kinds of sequence models,
such as handwriting recognition, speech recognition, and text classification [146]. The LSTMs
have an internal memory in the form of gates. This allows the LSTM to accumulate important
information which may be required in future. The LSTM is also able to control the process of
remembering information for noticeably longer periods of time. It has a special structure called
a cell, consisting of four components, namely an input gate, a forget gate, an output gate, and
a cell state. These components work together to regulate the flow of information into and out
of the cell, and to preserve the relevant information over longer time period. The mathematical
formulation of LSTM model is provided below.

Let xt be the input vector at time step t, ht−1 be the hidden state vector at time step t− 1,
and ct−1 be the cell state vector at time step t− 1. The input gate it decides how much of the
new input xt will be stored in the cell state. It is computed by a sigmoid (σ ) function that takes
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xt and hidden state ht−1 as inputs.

it = σ(Wixt +Uiht−1 +bi) (4.15)

Ct = tanh(WCxt +UCht−1 +bC) (4.16)

Ct is the candidate cell state; Wi, Ui, bi, WC, UC, and bC are learnable parameters, and σ and tanh
are activation functions. The forget gate decides which parts of the previous cell state should
be retained or discarded. It is computed as follows.

ft = σ(Wf xt +U f ht−1 +b f ) (4.17)

Here, ft is the forget gate activation, and Wf , U f , and b f are learnable parameters. The output
gate decides which parts of the current cell state should be output for the hidden state. It is
computed as follows.

ot = σ(Woxt +Uoht−1 +bo) (4.18)

ht = ot� tanh(Ct) (4.19)

Here, ot is the output gate activation; ht is the hidden state at time step t; Ct is the cell state at
time step t; � is element-wise multiplication, and Wo, Uo, and bo are learnable parameters. The
cell state is updated by combining the input gate, the forget gate, and the candidate cell state.

Ct = ft�Ct−1 + it�Ct−1 (4.20)

In literature, various variants of LSTMs are built that have different architecture and capabilities
depending upon the types of dataset and purpose of forecasting [9, 102]. Following four types
of LSTM models are implemented in the current study:

1. Regular LSTM

2. Bidirectional LSTM

3. Encoder-Decoder LSTM

4. Attention Layer LSTM

Brief details of these variants of LSTMs are provided in the following subsections.

4.2.3.1 Regular LSTM

Regular LSTM [113] is the simplest form of LSTM, where the hidden state is updated by a
linear combination of the current input and the previous hidden state, followed by a non-linear
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activation function. Regular LSTMs can suffer from the problem of vanishing or exploding
gradients making them difficult to train for long sequences.

4.2.3.2 Bidirectional LSTM

As the name suggests, this type of LSTM [131] consists of two LSTMs: one taking the input
in a forward direction, and the other in a backward direction. Therefore, in this model, the
signal propagates both backward and forward. It can simply be considered as two LSTM layers
working in opposite directions. The BiLSTMs effectively increase the amount of information
available to the network, improving the context available to the algorithm.

4.2.3.3 Encoder-Decoder LSTM

The encoder-decoder LSTM [19] model consists of three parts, namely encoder, encoder vector,
and decoder. The encoder reads the input sequence and encodes it into a fixed-length vector,
whereas the decoder decodes the vector providing outputs in terms of the predicted sequence.
The encoder vector is a hidden layer which acts as the final layer of encoder unit and the initial
layer of decoder unit. Due to several layers of LSTM in its architecture, the encoder-decoder
LSTM is a more complex model as compared to the regular LSTM. Unlike regular LSTMs, it
can overcome the limitation of fixed-length internal representation.

4.2.3.4 Attention Layer LSTM

This model integrates an “attention layer” with the traditional LSTM layer [1]. The attention
layer has been proved to be quite successful in improving the performance of the deep learning
models. The idea behind it is to utilize only the important parts of the information by taking
weighted combination of the encoded information. It was first created to enhance the perfor-
mance of the encoder-decoder LSTM model, by carrying weighted information from encoder
to decoder. This technique allows the network to learn where to pay attention in the input
sequence for each item in the output sequence. Thus, the attention layer provides weights to
the intermediate outputs from the encoder LSTM so that the decoder LSTM can focus on the
relevant parts of the input sequence to generate better predictions.

To implement the above four LSTM models, we require to optimize the following parame-
ters:

• Number of layers of LSTM

• Activation function

• Optimization algorithm
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• Loss function

• Epochs

• Learning rate

Several variations of the above parameters are tested in order to obtain the best parameters
of the studied models. The data are re-scaled to values in between 0 and 1 to normalize the
input values. It not only helps to simplify the complex mathematical calculations in the model
implementation but also helps to improve final results. It may be noted that in addition to the
error metrics, the emphasis should also be given to the residual analysis as a part of model
validation.

4.2.3.5 Results

The optimal parameters for the implemented variants of the LSTMs for wind speed and GHI
data are summarized in Table 4.4 and Table 4.5, whereas the comparative performance in terms
of RMSE and MAPE values are tabulated in Table 4.6 and Table 4.7. The pictorial representa-
tion of original values versus forecasted values of both wind speed and GHI data through the
best fit LSTM model at each timescale are provided in Section 4.3. Regarding wind speed, we
note that in monthly forecasting, the encoder-decoder LSTM has the best performance in com-
parison to other models. In weekly forecasting, the regular LSTM has best results across all
the study sites. In daily forecasting, each of the regular LSTM and BiLSTM has the least error
values in two study sites each. In hourly forecasting, the BiLSTM has the best performance in
Rajasthan and Karnataka, whereas encoder-decoder LSTM has the best results in Gujarat and
Telangana. It may be noted that the attention layer LSTM has the least performance against
our expectation. In GHI forecasting, the regular LSTM has the best performance in monthly,
weekly, and hourly data. The BiLSTM has the least RMSE value in Rajasthan and Karnataka,
whereas the encoder-decoder LSTM and attention layer LSTM provide the best results in daily
forecasting in Gujarat and Telangana, respectively.

4.2.4 Convolutional Neural Network (CNN)

The CNN is a deep learning model inspired by the human visual system. Since the inception of
CNNs in 1998 by Yann et al. [64], they have become a fundamental architecture in computer
vision applications. To improve the ability to model complex data, the CNN method consists
of three mapping layers, namely the convolutional layer, pooling layer, and the fully-connected
layer. The convolutional layer, core building block of CNNs, uses mathematical convolutional
operations to learn spatial features from the input data. The pooling layer reduces the spatial
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Table 4.4: Best parameters for different LSTMs for wind speed data

Model Data Activation
Function Layers Optimizer Loss

Function Epochs Learning
Rate

Monthly SIGMOID 1 RMSprop MSE 2000 0.001
Weekly RELU 1 SGD MSE 2000 0.001
Daily RELU 1 ADAM MSE 200 0.010

LSTM

Hourly RELU 1 ADAM MSE 50 0.001
Monthly SIGMOID 1 RMSprop MSE 2000 0.001
Weekly SIGMOID 1 ADAM MSE 2000 0.001
Daily RELU 1 SGD MSE 800 0.010

BiLSTM

Hourly RELU 2 ADAM MSE 50 0.001
Monthly RELU 1 RMSprop MSE 600 0.001
Weekly RELU 1 ADAM MSE 1000 0.010
Daily RELU 1 SGD MSE 800 0.010

Encoder-
Decoder

Hourly RELU 1 ADAM MSE 50 0.001
Monthly RELU 1 RMSprop MSE 600 0.001
Weekly RELU 2 RMSprop MAE 1600 0.010
Daily SIGMOID 1 ADAM MSE 500 0.010

Attention
Layer

Hourly SIGMOID 1 ADAM MSE 50 0.010

Table 4.5: Best parameters for different LSTMs for GHI data

Model Data Activation
Function Layers Optimizer

Loss
Function Epochs Learning

Rate
Monthly RELU 1 RMSprop MSE 600 0.001
Weekly RELU 1 RMSprop MSE 1500 0.010
Daily RELU 2 RMSprop MAE 1500 0.010

LSTM

Hourly RELU 1 ADAM MSE 50 0.001
Monthly SIGMOID 2 ADAM MAE 600 0.001
Weekly SIGMOID 1 ADAM MSE 2000 0.001
Daily RELU 1 SGD MSE 800 0.010

BiLSTM

Hourly RELU 2 ADAM MSE 50 0.001
Monthly RELU 1 RMSprop MSE 600 0.001
Weekly RELU 1 ADAM MSE 1000 0.010
Daily RELU 1 SGD MSE 800 0.010

Encoder-
Decoder

Hourly RELU 1 ADAM MSE 50 0.001
Monthly RELU 1 RMSprop MSE 600 0.001
Weekly RELU 1 ADAM MSE 2000 0.001
Daily RELU 1 ADAM MSE 200 0.010

Attention
Layer

Hourly RELU 1 ADAM MSE 50 0.001



4.2. Implemented Models 121

Table 4.6: Results of different LSTMs for wind speed dataset at four different study
sites (L1: Pokhran, Rajasthan, L2: Bitta, Gujarat, L3: Pavagada, Karnataka, and L4:
Ramagundam, Telangana)

Model Data L1 L2 L3 L4
RMSE MAPE RMSE MAPE RMSE MAPE RMSE MAPE

Monthly 0.549 0.122 0.488 0.119 0.697 0.167 0.429 0.146
Weekly 0.485 0.125 0.390 0.091 0.424 0.114 0.370 0.124
Daily 0.720 0.241 0.662 0.175 0.534 0.163 0.570 0.217

LSTM

Hourly 0.164 0.075 0.174 0.087 0.158 0.082 0.174 0.086
Monthly 0.552 0.134 0.750 0.172 0.603 0.134 0.363 0.126
Weekly 0.669 0.171 0.592 0.131 0.697 0.166 0.528 0.192
Daily 0.783 0.219 0.699 0.157 0.524 0.156 0.543 0.190

BiLSTM

Hourly 0.154 0.057 0.153 0.049 0.150 0.082 0.154 0.072
Monthly 0.383 0.086 0.362 0.085 0.428 0.110 0.369 0.111
Weekly 0.957 0.242 0.802 0.187 0.970 0.226 0.727 0.257
Daily 0.832 0.257 0.671 0.184 0.557 0.165 0.592 0.233

Encoder-
Decoder

Hourly 0.155 0.055 0.149 0.052 0.152 0.048 0.153 0.064
Monthly 1.516 0.380 0.441 0.112 1.973 0.436 1.549 0.488
Weekly 0.831 0.236 0.732 0.169 0.893 o.213 1.809 0.574
Daily 1.141 0.360 1.028 0.295 1.082 0.295 0.940 0.362

Attention
Layer

Hourly 0.177 0.063 0.161 0.052 0.153 0.041 0.160 0.054

Table 4.7: Results of different LSTMs for GHI dataset at four different study sites (L1:
Pokhran, Rajasthan, L2: Bitta, Gujarat, L3: Pavagada, Karnataka, and L4: Ramagun-
dam, Telangana)

Model Data L1 L2 L3 L4
RMSE MAPE RMSE MAPE RMSE MAPE RMSE MAPE

Monthly 17.848 0.023 27.892 0.039 22.097 0.031 32.679 0.050
Weekly 31.728 0.063 21.992 0.068 30.438 0.098 34.594 0.125
Daily 68.804 0.113 74.006 0.159 74.043 0.103 88.996 0.123

LSTM

Hourly 65.731 0.187 64.407 0.144 84.161 0.185 82.772 0.147
Monthly 18.353 0.026 29.498 0.039 21.492 0.028 35.492 0.059
Weekly 40.913 0.047 44.761 0.058 52.521 0.074 54.602 0.083
Daily 59.451 0.055 64.720 0.068 69.806 0.087 85.456 0.118

BiLSTM

Hourly 67.974 0.162 67.901 0.168 89.582 0.187 88.167 0.190
Monthly 19.319 0.024 25.884 0.032 25.594 0.026 35.449 0.051
Weekly 57.162 0.066 63.107 0.071 66.412 0.088 76.699 0.106
Daily 61.237 0.070 64.263 0.077 74.143 0.099 96.029 0.155

Encoder-
Decoder

Hourly 68.773 0.184 67.782 0.144 91.693 0.183 89.052 0.174
Monthly 33.109 0.128 25.612 0.051 38.532 0.098 36.795 0.076
Weekly 48.590 0.059 52.177 0.153 47.752 0.139 83.107 0.149
Daily 79.095 0.101 79.052 0.113 82.962 0.186 83.987 0.179

Attention
Layer

Hourly 91.141 0.214 104.065 0.286 86.993 0.290 98.005 0.276
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dimensions of the feature maps and aids in translational invariance. Finally, a fully-connected
layer at the conclusion of the CNN predicts the output based on retrieved features [42]. The
CNNs are well-known as a reliable tool for extracting hidden features and creating filters based
on data patterns. They include two primary features, namely weight sharing and local con-
nections [170]. Each convolutional layer is designed to extract spatial patterns from the target
variable (e.g., wind speed or GHI) and its related input variables (in this case, previous GHI or
wind speed values). For the CNN models, the training dataset is converted to an input matrix
and an output vector. For a monthly model, the input matrix contains wind speed or GHI values
for all days in that month. Thus, the input dimension is 28, 30, or 31. The input dimension is 7
for a weekly model, whereas it is 24 (number of hours in a day) and 9 (number of sunny hours
in a day) for daily and hourly models for wind speed and GHI data, respectively. As the final
step of the preprocessing, the data are normalized so that all values lie in the interval [0,1]. The
‘max normalization’ method is applied on the dataset for scaling the variables in this range be-
fore preparing the input matrix. The scaling of data is important because most of the activation
functions for neural networks do not perform well with large positive values. Hence, due to the
error back-propagation, the training is less effective when the input value has a larger range.
This is because of the fact that the back-propagated error is multiplied with the derivative of the
activation function. A neural network that uses data without normalization should eventually
converge as well, but the training process may take longer duration.

4.2.4.1 Results

The optimal parameters of the CNN model and corresponding error values in wind speed
and GHI forecasting are tabulated in Table 4.8 and Table 4.9, respectively. We observe that
the RMSE values generally increase as we move from longer to shorter timescale, i.e., from
monthly to weekly, to daily, and to hourly data across all locations. A pictorial representation
of original values versus forecasted values of both wind speed and GHI data from Pokhran,
Rajasthan is provided in Section 4.3. We have also performed a comparison of the obtained
results with the other models in Section 4.3.

4.3 Comparison of Results

In this section, we compare the previously obtained error values from seven machine learning
models at four different timescales and four selected locations. Table 4.10 and Table 4.11
present the error values of the studied machine learning techniques in wind speed and GHI
forecasting, respectively. The minimum RMSE values for each timescale and location are
highlighted in bold. For visualization of model fit, we have plotted actual versus forecasted
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Table 4.8: The optimal values of parameters and corresponding error values of CNN
model for wind speed data

Location Timescale Activation
Function Optimizer Loss

Function Epochs RMSE MAPE

Monthly RELU ADAM MSE 2000 0.122 0.032
Weekly RELU ADAM MSE 200 0.442 0.117
Daily SIGMOID ADAM MSE 100 0.775 0.225

Pokhran,
Rajasthan

Hourly RELU ADAM MSE 50 0.701 0.240
Monthly SIGMOID ADAM MAE 2000 0.114 0.029
Weekly SIGMOID ADAM MSE 200 0.348 0.083
Daily RELU SGD MSE 100 0.629 0.151

Bitta,
Gujarat

Hourly RELU ADAM MSE 50 0.653 0.201
Monthly RELU ADAM MSE 2000 0.100 0.026
Weekly RELU ADAM MSE 200 0.413 0.107
Daily RELU ADAM MAE 100 0.533 0.144

Pavagada,
Karnataka

Hourly RELU ADAM MSE 50 0.700 0.281
Monthly SIGMOID ADAM MAE 2000 0.107 0.039
Weekly SIGMOID ADAM MSE 200 0.345 0.126
Daily RELU ADAM MSE 100 0.548 0.192

Ramagundam,
Telangana

Hourly RELU ADAM MSE 50 0.494 0.192

Table 4.9: The optimal values of parameters and corresponding error values of CNN
model for GHI data

Location Timescale Activation
Function Optimizer Loss

Function Epochs MAPE RMSE

Monthly RELU ADAM MSE 2000 0.017 18.488
Weekly RELU ADAM MSE 2000 0.030 27.560
Daily RELU ADAM MAE 200 0.281 73.054

Pokhran,
Rajasthan

Hourly RELU ADAM MSE 50 0.157 76.034
Monthly SIGMOID ADAM MAE 2000 0.191 15.720
Weekly SIGMOID ADAM MSE 2000 0.040 19.232
Daily RELU ADAM MSE 200 0.300 77.406

Bitta,
Gujarat

Hourly RELU ADAM MSE 50 0.185 81.911
Monthly RELU ADAM MSE 2000 0.015 10.849
Weekly RELU ADAM MSE 2000 0.047 36.762
Daily RELU ADAM MAE 200 0.315 75.904

Pavagada,
Karnataka

Hourly RELU ADAM MSE 50 0.184 84.621
Monthly SIGMOID ADAM MAE 2000 0.022 19.113
Weekly SIGMOID ADAM MSE 2000 0.066 45.374
Daily RELU ADAM MSE 200 0.366 91.404

Ramagundam,
Telangana

Hourly RELU ADAM MSE 50 0.200 92.015
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values of the SVR, ANN, CNN, and the best fit LSTM model at different timescales in Pokhran,
Rajasthan in Figure 4.5– 4.10. Figure 4.11–4.15 represent the corresponding residual plots of
the best fit models at different timescales. The residual plots exhibit that the residual values are
generally scattered around zero, corresponding histograms are bell shaped, and the P-P plots
show close association with the normal distribution. These behaviors indicate unbiasedness of
the best fit models. It may be noted that we have not included the plots for hourly data due to
huge cluster of data as observed in Figure 4.2 and Figure 4.3. From Table 4.10 regarding wind
speed forecasting, we observe that each of the CNN model and the ANN model has the least
error values in monthly forecasting for two locations out of four sites. The ANN model has the
least RMSE values for three out of four study sites in weekly wind speed forecasting. In daily
wind speed, the SVR, CNN, ANN, and the BiLSTM have the best representation in Rajasthan,
Gujarat, Karnataka, and Telangana, respectively. In hourly wind speed forecasting, each of
biLSTM and encoder-decoder LSTM reveals the best performance across two study sites. In
GHI, Table 4.11 shows that the ANN model has the least error values in monthly forecasting
across all four study sites. In weekly GHI forecasting, the best model turns out to be the ANN
in Rajasthan, CNN in Gujarat, and the LSTM in both Karnataka and Telangana. In daily GHI
forecasting, the SVR and the BiLSTM models are the best fit models in two locations each. On
the other hand, the SVR is deemed to be the best model across all study sites in hourly GHI
forecasting.
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Table 4.10: Results obtained from different machine learning models on wind speed
data at four study sites (L1: Pokhran, Rajasthan, L2: Bitta, Gujarat, L3: Pavagada, Kar-
nataka, L4: Ramagundam, Telangana)

Model Data L1 L2 L3 L4
RMSE MAPE RMSE MAPE RMSE MAPE RMSE MAPE

Monthly 0.417 0.087 0.328 0.087 0.422 0.092 0.359 0.104

Weekly 0.663 0.174 0.571 0.132 0.709 0.170 0.542 0.174

Daily 0.709 0.202 0.642 0.177 0.526 0.151 0.578 0.209
SVR

Hourly 0.174 0.063 0.186 0.059 0.186 0.057 0.209 0.086

Monthly 0.114 0.032 0.104 0.028 0.102 0.026 0.118 0.039

Weekly 0.449 0.121 0.338 0.080 0.405 0.109 0.342 0.119

Daily 0.743 0.247 0.642 0.176 0.523 0.155 0.583 0.219
ANN

Hourly 1.002 0.391 0.930 0.328 0.917 0.287 1.031 0.369

Monthly 0.122 0.032 0.114 0.029 0.100 0.026 0.107 0.039

Weekly 0.442 0.117 0.348 0.083 0.413 0.107 0345 0.126

Daily 0.775 0.225 0.629 0.151 0.533 0.144 0.548 0.192
CNN

Hourly 0.701 0.240 0.653 0.201 0.700 0.281 0.494 0.192

Monthly 0.549 0.122 0.488 0.119 0.697 0.167 0.429 0.146

Weekly 0.485 0.125 0.390 0.091 0.424 0.114 0.370 0.124

Daily 0.720 0.241 0.662 0.175 0.534 0.163 0.570 0.217
LSTM

Hourly 0.164 0.075 0.174 0.087 0.158 0.082 0.174 0.086

Monthly 0.552 0.134 0.750 0.172 0.603 0.134 0.363 0.126

Weekly 0.669 0.171 0.592 0.131 0.697 0.166 0.528 0.192

Daily 0.783 0.219 0.699 0.157 0.524 0.156 0.543 0.190
BiLSTM

Hourly 0.154 0.057 0.153 0.049 0.150 0.082 0.154 0.072

Monthly 0.383 0.086 0.362 0.085 0.428 0.110 0.369 0.111

Weekly 0.957 0.242 0.802 0.187 0.970 0.226 0.727 0.257

Daily 0.832 0.257 0.671 0.184 0.557 0.165 0.592 0.233

Encoder-

Decoder

Hourly 0.155 0.055 0.149 0.052 0.152 0.048 0.153 0.064

Monthly 1.516 0.380 0.441 0.112 1.973 0.436 1.549 0.488

Weekly 0.831 0.236 0.732 0.169 0.893 o.213 1.809 0.574

Daily 1.141 0.360 1.028 0.295 1.082 0.295 0.940 0.362

Attention

Layer

Hourly 0.177 0.063 0.161 0.052 0.153 0.041 0.160 0.054
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Table 4.11: Results obtained from different machine learning models on GHI data at
four study sites (L1: Pokhran, Rajasthan, L2: Bitta, Gujarat, L3: Pavagada, Karnataka,
L4: Ramagundam, Telangana)

Model Data L1 L2 L3 L4
RMSE MAPE RMSE MAPE RMSE MAPE RMSE MAPE

Monthly 13.193 0.020 24.945 0.035 18.756 0.028 30.638 0.048

Weekly 38.353 0.050 42.852 0.053 55.551 0.076 61.179 0.092

Daily 57.515 0.063 59.343 0.075 71.482 0.095 93.687 0.151
SVR

Hourly 63.591 0.178 61.382 0.169 83.040 0.289 81.592 0.323

Monthly 9.444 0.010 9.876 0.012 7.608 0.012 14.648 0.022

Weekly 27.449 0.030 25.374 0.031 34.038 0.047 44.849 0.067

Daily 83.030 0.319 97.730 0.399 92.132 0.327 101.844 0.416
ANN

Hourly 89.904 0.340 84.017 0.316 94.893 0.397 97.800 0.403

Monthly 18.488 0.017 15.720 0.191 10.849 0.015 19.113 0.022

Weekly 27.560 0.030 19.232 0.040 36.762 0.047 45.374 0.066

Daily 73.054 0.281 77.406 0.300 75.904 0.315 91.404 0.386
CNN

Hourly 76.034 0.157 81.911 0.185 84.621 0.1849 92.015 0.200

Monthly 16.838 0.022 27.366 0.038 21.073 0.029 35.058 0.055

Weekly 31.728 0.063 21.992 0.068 30.438 0.098 34.594 0.125

Daily 68.804 0.113 74.006 0.159 74.043 0.103 88.996 0.123
LSTM

Hourly 65.731 0.187 64.407 0.144 84.161 0.185 82.772 0.147

Monthly 18.353 0.026 29.498 0.039 21.492 0.028 35.492 0.059

Weekly 40.913 0.047 44.761 0.058 52.521 0.074 54.602 0.083

Daily 59.451 0.055 64.720 0.068 69.806 0.087 85.456 0.118
BiLSTM

Hourly 67.974 0.162 67.901 0.168 89.582 0.187 88.167 0.190

Monthly 19.319 0.024 25.884 0.032 25.594 0.026 35.449 0.051

Weekly 57.162 0.066 63.107 0.071 66.412 0.088 76.699 0.106

Daily 61.237 0.070 64.263 0.077 74.143 0.099 96.029 0.155

Encoder-

Decoder

Hourly 68.773 0.184 67.782 0.144 91.693 0.183 89.052 0.174

Monthly 33.109 0.128 25.612 0.051 38.532 0.098 36.795 0.076

Weekly 48.590 0.059 52.177 0.153 47.752 0.139 83.107 0.149

Daily 79.095 0.101 79.052 0.113 82.962 0.186 83.987 0.179

Attention

Layer

Hourly 91.141 0.214 104.065 0.286 86.993 0.290 98.005 0.276
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(a)

(b)

(c)

(d)

Fig. 4.5: Actual versus predicted wind speed from the (a) SVR model, (b) ANN model
(c) CNN model, and (d) encoder-decoder LSTM model for monthly data at Pokhran,
Rajasthan.
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(a)

(b)

(c)

(d)

Fig. 4.6: Actual versus predicted GHI from the (a) SVR model, (b) ANN model (c)
CNN model, and (d) LSTM model for monthly data at Pokhran, Rajasthan.
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(a)

(b)

(c)

(d)

Fig. 4.7: Actual versus predicted wind speed from the (a) SVR model, (b) ANN model
(c) CNN model, and (d) encoder-decoder LSTM model for weekly data at Pokhran, Ra-
jasthan.
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(a)

(b)

(c)

(d)

Fig. 4.8: Actual versus predicted GHI from the (a) SVR model, (b) ANN model (c)
CNN model, and (d) LSTM model for weekly data at Pokhran, Rajasthan.
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(a)

(b)

(c)

(d)

Fig. 4.9: Actual versus predicted wind speed from the (a) SVR model, (b) ANN model
(c) CNN model, and (d) BiLSTM model at daily data from Pokhran, Rajasthan.
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(a)

(b)

(c)

(d)

Fig. 4.10: Actual versus predicted GHI from the (a) SVR model, (b) ANN model (c)
CNN model, and (d) BiLSTM model for daily data at Pokhran, Rajasthan.
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(a)

(b)

(c)

Fig. 4.11: (a) Residual plot, (b) histogram plot, and (c) the P-P plot of the standard-
ized residuals corresponding to the ANN model in monthly wind speed forecasting at
Pokhran, Rajasthan.
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(a)

(b)

(c)

Fig. 4.12: (a) Residual plot, (b) histogram plot, and (c) the P-P plot of the standardized
residuals corresponding to the ANN model in monthly GHI forecasting at Pokhran, Ra-
jasthan.
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(a)

(b)

(c)

Fig. 4.13: (a) Residual plot, (b) histogram plot, and (c) the P-P plot of the standard-
ized residuals corresponding to the ANN model in weekly wind speed forecasting at
Pokhran, Rajasthan.
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(a)

(b)

(c)

Fig. 4.14: (a) Residual plot, (b) histogram plot, and (c) the P-P plot of the standardized
residuals corresponding to the ANN model in weekly GHI forecasting at Pokhran, Ra-
jasthan.
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(a)

(b)

(c)

Fig. 4.15: (a) Residual plot, (b) histogram plot, and (c) the P-P plot of the standardized
residuals corresponding to the SVR model in daily wind speed forecasting at Pokhran,
Rajasthan.
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(a)

(b)

(c)

Fig. 4.16: (a) Residual plot, (b) histogram plot, and (c) the P-P plot of the standard-
ized residuals corresponding to the SVR model in daily GHI forecasting at Pokhran,
Rajasthan.
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4.4 Summary

Machine learning models, by leveraging advanced algorithms and historical data, revolutionize
forecasting by delivering reliable predictions and valuable insights across diverse industries.
In this chapter, we have implemented seven machine learning methods, namely SVR, ANN,
LSTM, BiLSTM, encoder-decoder LSTM, attention layer LSTM, and CNN for forecasting of
wind speed and solar irradiance at four different timescales and four selected locations. Each
of these machine learning models is controlled by a variety of variables, including the type and
number of hidden layers, the activation function, the optimization technique, the loss function,
the epochs, and the learning rate. We identify the best parameter values from a range of poten-
tial parameter values so that the error values turn out to be the minimum. We compare these
seven models based on the RMSE values and note that no single model is globally best across
time and space. For example, we observe that the ANN model has the least error values in
monthly wind speed forecasting for only two out of four study sites, whereas, the ANN model
has the least error values in monthly GHI forecasting across all four study sites. This behavior
may be attributed to varying data size, inherent stochasticity, seasonal and non-linear variabil-
ity in the dataset. We have provided tables and figures reflecting the comparative performance
of the implemented models, highlighting the best fit models. In addition, the results are sup-
ported through the residual analysis. Therefore, in summary, the present chapter provides a
comprehensive analysis of several state of the art machine learning models in renewable energy
forecasting.
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Chapter 5

Hybrid Models for Renewable Energy Forecasting

“The formulation of the problem is often more essential than its solution, which may be merely

a matter of mathematical or experimental skill.”
– ALBERT EINSTEIN

This chapter provides a generic introduction of the hybrid models in renewable energy predic-
tion and explains relevant methodology in two steps. In the first step, an ARIMA model is used
to analyze the linear part of the problem. In the second step, a neural network model (ANN,
CNN, and LSTM) is developed to model the residuals obtained through the ARIMA model.
Since the ARIMA model is unable to capture the non-linear structure of the data, the residu-
als of linear model will contain information about the non-linearity. In this regard, the neural
networks can be effectively utilized to model error terms of the ARIMA model. Therefore, a
hybrid model essentially combines the strengths of the ARIMA model as well as machine learn-
ing models in analyzing different linear and non-linear patterns. As a result, it is advantageous
to model linear and non-linear patterns separately by using different models and then combine
the forecasts to improve the overall forecasting performance. In view of the above, we develop
three hybrid models, namely ARIMA-ANN, ARIMA-CNN, and ARIMA-LSTM for forecast-
ing of daily, weekly, and monthly wind speed and GHI data. The emanated results based on
RMSE and MAPE values reveal that the ARIMA-ANN model has the best performance in wind
speed forecasting across time and space. In case of GHI forecasting, the ARIMA-ANN has the
best performance except one location for which the ARIMA-LSTM model has the best repre-
sentation. At the end, we provide a comprehensive comparison of the results obtained from
Chapter 3, Chapter 4, and Chapter 5.
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5.1 Introduction

Making accurate forecasts of solar irradiance and wind speed is challenging since it is diffi-
cult to assess the exact characteristics of the time series data of the underlying process. The
challenges of forecasting become more complex when the data are non-linear, missing, or mul-
tidimensional [153]. There are several approaches to time series analysis and forecasting, and
each approach has its own advantages and drawbacks. Based on the adopted methodology,
forecasting techniques are categorized in three classes: (i) statistical time series methods, (ii)
artificial intelligence or machine learning methods, and (iii) hybrid methods. The advantage of
time series models (discussed in Chapter 3) is that they establish a linear relationship among
observed data points and future data points, whereas the artificial intelligence methods (dis-
cussed in Chapter 4) are utilized for modeling the big data, studying non-linear components,
and learning from the data. Neither linear nor non-linear approaches are adequate general mod-
els that can be applied in all circumstances. The approximation of time series models to com-
plex non-linear problems may not be adequate. On the other hand, using neural nets to model
linear problems yielded mixed results. Due to this, hybrid approaches [158] are introduced in
the literature to capture both the linear and non-linear patterns resulting in improvement in the
forecasting performance [168]. These methods integrate the benefits of many separate mod-
els. For this, heterogeneous models, such as linear and non-linear models [11, 72, 138] or
homogeneous models, such as neural networks with various configurations [36, 55, 76] may
be combined to form hybrid models. Researchers have regularly employed the linear statistical
time series ARIMA model [10] from linear techniques and artificial neural networks [2] from
non-linear approaches in forecasting of renewable energy resources such as solar irradiance
and wind speed [70]. Below, we provide a few relevant studies to highlight the efficacy and
limitations of ARIMA based hybrid models.

5.2 Literature Survey

In recent years, it has been asserted that hybrid approaches, especially those developed by
fusing the advantages of several models, produce outcomes that are noticeably superior to those
of the individual methods. The following is a summary of few research works on hybrid models,
which integrate the benefits of two or more distinct models for solar irradiance and wind speed
forecasting.

In 2011, Wu and Chain [57] developed a unique hybrid model for hourly solar irradiance
forecasting that combines ARMA and time delay neural network (TDNN) because of each hav-
ing their own advantages in time series analysis. The proposed set-up produces more accurate
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results as compared to the involved standalone models in the study sites.
In 2013, Huang et al. [51] highlighted an effective hybrid method to predict one-hour ahead

hourly solar irradiation on cloudy days in Mildura, Australia. The hybrid model combines a
dynamical system model and an autoregressive (AR) model and introduces the coupled autore-
gressive dynamical system (CARDS) model. The forecasting accuracy increases by 30% in
comparison to models without this adjustment.

In 2017, Mukaram and Yusof [86] developed a hybrid model based on SARIMA and ANN
models for daily and monthly solar irradiance forecasting in Peninsular, Malaysia. The exper-
imental results reflect that the hybrid model provides comparatively accurate forecasts of solar
radiation data when compared to standalone ANN and standalone SARIMA model. This indi-
cates that the daily and monthly average solar radiation arise from a combination of linear and
non-linear processes. The study also suggested to consider few alternative hybrid methods such
as SVM-ANN and SARIMA-GARCH [59].

In 2017, Nair et al. [91] compared the performance of ANN, ARIMA, and hybrid ARIMA-
ANN models for the forecasting of wind speed at three different locations from Tamil Nadu,
India. The study has noted the effectiveness of hybrid model at three different timescales based
on various error metrics. They concluded that the hybrid model performs better than both of
the ANN model and the ARIMA model since the behavior of the wind speed is both linear as
well as non-linear.

In 2021, Huang et al. [52] designed a hybrid model for wind speed forecasting using ex-
ponential smoothing ARMA model that extracts the linear patterns hidden in the time series,
and the back propagation neural network optimized by the cuckoo search algorithm [66] to ex-
tract the non-linear patterns in the data. Experimental results based on nine datasets from the
Penglai wind farm in China ensure that the prediction accuracy of the novel hybrid system is
higher than that of the single methods.

In 2021, Huang and Hui [50] proposed a hybrid model for solar irradiance forecasting
using four components, namely the signal decomposition (EWT), neural network (NARX),
Adaboost, and ARIMA. The experiment examined nine models and performed one, three, and
five steps ahead predictions to demonstrate the resilience of the multi-step prediction model for
four different datasets from Changde weather station in Hunan, China.

In view of the above studies, this chapter considers linear ARIMA model as it has been
extensively used in solar irradiance and wind speed forecasting. In addition, due to the effective
performance of ANN [136], CNN, and LSTM models observed in Chapter 4, we consider them
for modeling the non-linear component to finally build the hybrid models. Thus, three hybrid
models, namely ARIMA-ANN, ARIMA-CNN, and ARIMA-LSTM are implemented for daily,
weekly, and monthly forecasting of solar irradiance and wind speed at four selected locations in
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India. Finally, we compare forecasting efficacy of standalone models with these hybrid models
based on RMSE and MAPE error values.

5.3 Methodology

In their respective linear or non-linear domains, both ARIMA and machine learning models
have been successful. However, none of them serves as a generalized model applicable to
all situations [168]. Sometimes, the ARIMA models’ approximations for complex non-linear
problems may be inadequate. Similarly, the outcomes from modeling linear problems with ma-
chine learning models have been inconsistent [147]. Since it is difficult to completely describe
the characteristics of the data in a real problem, hybrid methodology that has both linear and
non-linear modeling capabilities can be a good strategy for practical use [20]. Thus, various
aspects of the underlying patterns can be suitably studied by combining different standalone
models in a hybrid setup. Mathematically, a time series yt can be represented as a combination
of a linear structure Lt and a non-linear component Nt as follows.

yt = Lt +Nt (5.1)

The proposed methodology of the hybrid models (ARIMA-ANN, ARIMA-CNN, and ARIMA-
LSTM) consists of the following steps:

• Step 1: Preprocess the time series data to remove any outliers and to resample at desired
timescales.

• Step 2: Apply the Box-Jenkins methodology to identify the optimal ARIMA model for
the linear component of the time series. This involves testing for stationarity, differencing
(if necessary), estimating the model parameters, and checking the model adequacy.

• Step 3: Obtain the residuals of the fitted ARIMA model and carry out residual analysis.
The residuals are given by

et = yt− L̂t , (5.2)

where et is the residual at time t, yt is the actual value of the time series at time t, and
L̂t is the predicted value by the ARIMA model at time t. This expression represents
the difference between the actual and predicted values of the time series by the ARIMA
model. A linear model is considered insufficient if its residuals exhibit any non-linear
patterns. However, it may be noted that the residual analysis alone can not determine the
presence of any non-linear patterns in the data. In fact, there is no stringent diagnostic
statistics to decide non-linear autocorrelation connections.
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• Step 4: Use the residuals from the ARIMA model as the input for the machine learning
model (ANN, CNN, and LSTM) so as to capture the non-linear component of the time
series by learning from the error patterns. Then, train the neural network model using a
suitable learning algorithm, such as backpropagation, and select the optimal network ar-
chitecture, such as the number of hidden layers and neurons, based on some performance
criteria, such as RMSE or MAPE.

• Step 5: Combine the outputs of the ARIMA and machine learning models to obtain the
final forecast for the time series. The forecast is given by:

ŷt = L̂t + N̂t (5.3)

where, ŷt is the final forecast for time t, N̂t is the output of the machine learning model at
time t, and L̂t is the output of the ARIMA model at time t. This expression represents a
sum of forecasted linear and non-linear components of the time series.

This methodology is based on the work of Zhang et al. [168], who proposed a hybrid
ARIMA-ANN model for time series forecasting and demonstrated its superior performance
over individual models in various applications. In addition, Wahedi et al. [147] and Sahin et
al. [20] have also utilized the same methodology of the ARIMA based hybrid models in time
series forecasting.

5.4 Results

We discuss the results in terms of RMSE and MAPE values obtained through the three imple-
mented hybrid models for daily, weekly, and monthly forecasting of wind speed and GHI data
in Section 5.4.1. It may be noted that the model parameters for the ARIMA are same as used in
Chapter 3 and model parameters for the ANN, CNN, and the LSTM are same as used in Chap-
ter 4. As stated in the above methodology section, we first implemented the ARIMA model
and carried out the corresponding residual analysis. We applied Jarque-Bera test to check for
normality of the residuals. The test statistic and p-value at the significance level of α = 5% for
the standalone models and the hybrid models are listed in Section 5.4.2. For comparison, the
results of the standalone models in terms of error values are also included in this section.

5.4.1 Results of Hybrid Models

The RMSE and MAPE values of ARIMA-ANN, ARIMA-CNN, and ARIMA-LSTM models
for wind speed and GHI forecasting are tabulated in Table 5.1 and Table 5.2, respectively. We
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observe that the ARIMA-ANN model has the best performance in wind speed forecasting for
monthly, weekly, and daily data across all the four locations. In case of GHI forecasting, the
ARIMA-ANN has the best performance except one location (Pavagada) where the ARIMA-
LSTM model has the best representation.

Table 5.1: Results of hybrid models in wind speed forecasting

Location Model Monthly Weekly Daily
RMSE MAPE RMSE MAPE RMSE MAPE

Pokhran,

Rajasthan

ARIMA-ANN 0.382 0.093 0.767 0.251 0.821 0.232

ARIMA-CNN 0.690 0.154 0.807 0.279 0.895 0.273

ARIMA-LSTM 0.559 0.140 0.910 0.327 0.931 0.312

Bitta,

Gujarat

ARIMA-ANN 0.356 0.085 0.654 0.176 0.815 0.194

ARIMA-CNN 0.619 0.150 0.700 0.204 0.944 0.204

ARIMA-LSTM 0.701 0.173 0.673 0.183 1.002 0.207

Pavagada,

Karnataka

ARIMA-ANN 0.495 0.134 1.024 0.467 0.724 0.019

ARIMA-CNN 0.930 0.332 1.079 0.544 0.875 0.196

ARIMA-LSTM 1.683 0.499 1.449 0.599 0.928 0.214

Ramagundam,

Telangana

ARIMA-ANN 0.327 0.125 0.700 0.398 0.770 0.240

ARIMA-CNN 0.649 0.369 0.717 0.518 0.957 0.310

ARIMA-LSTM 0.914 0.700 0.826 0.553 0.915 0.281

Table 5.2: Results of hybrid models in GHI forecasting

Location Model Monthly Weekly Daily
RMSE MAPE RMSE MAPE RMSE MAPE

Pokhran,

Rajasthan

ARIMA-ANN 38.239 0.011 39.512 0.047 78.560 0.191

ARIMA-CNN 48.159 0.073 48.159 0.055 98.495 0.371

ARIMA-LSTM 8.831 0.012 47.048 0.055 92.125 0.312

Bitta,

Gujarat

ARIMA-ANN 16.705 0.024 46.945 0.066 76.298 0.114

ARIMA-CNN 50.494 0.074 52.293 0.062 80.494 0.342

ARIMA-LSTM 18.832 0.027 49.515 0.066 78.832 0.187

Pavagada,

Karnataka

ARIMA-ANN 10.254 0.015 60.587 0.085 90.254 0.315

ARIMA-CNN 37.871 0.056 63.816 0.096 99.871 0.356

ARIMA-LSTM 9.528 0.014 55.686 0.070 87.528 0.314

Ramagundam,

Telangana

ARIMA-ANN 24.670 0.040 65.343 0.096 124.670 0.340

ARIMA-CNN 52.357 0.110 74.354 0.109 152.357 0.410

ARIMA-LSTM 26.015 0.041 65.851 0.083 126.015 0.341
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5.4.2 Hybrid versus Standalone Models

After discussing the relative performance of hybrid models in the previous section, this section
provides a comparison of standalone ARIMA, ANN, CNN, and LSTM models versus hybrid
ARIMA-ANN, ARIMA-CNN, and ARIMA-LSTM models in terms of error values. In addi-
tion, for each standalone and hybrid models, we present the observed value of the Jarque-Bera
test statistic of the residuals and associated p-value at α = 5% in Table 5.3 – Table 5.8. The
instances where the hybrid models outperform the standalone models either in terms of lower
RMSE or smaller test statistic values are highlighted in bold. From these tables, we note the
following:

1. In monthly GHI, there are only three instances where the ARIMA-LSTM model outper-
forms the standalone ARIMA and standalone LSTM in terms of RMSE values.

2. In weekly and daily GHI, none of the hybrid models provides lesser RMSE value than
that of the standalone models.

3. In wind speed forecasting, across all timescales, none of the hybrid models provides
lesser RMSE value than that of the standalone models.

4. Nevertheless, the test statistic from the Jarque-Bera test reveals significant improvement
towards the Gaussian behavior of residuals in all the hybrid models as compared to the
standalone models across both time and space.

5. In wind speed forecasting, as we move from longer to shorter timescale, i.e, from monthly
to weekly, the p-value reduces; in daily timescale, it is always closer to zero. In GHI
forecasting, except monthly timescale, the p-value is always close to zero. This suggests
deviation of residuals from the normal distribution in a statistical sense.
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Table 5.3: Monthly wind speed forecasting

Location Model RMSE MAPE Test Statistic p− Value

Pokhran,

Rajasthan

ARIMA 0.363 0.103 26.066 ∼ 0

ANN 0.114 0.032 0.687 0.708

CNN 0.122 0.032 1.040 0.594

LSTM 0.549 0.122 8.432 0.392

ARIMA-ANN 0.382 0.093 11.123 0.003

ARIMA-CNN 0.690 0.154 1.905 0.385

ARIMA-LSTM 0.559 0.140 6.331 0.042

Bitta,

Gujarat

ARIMA 0.442 0.067 11.861 0.002

ANN 0.104 0.028 2.673 0.262

CNN 0.114 0.029 0.081 0.960

LSTM 0.488 0.119 3.261 0.105

ARIMA-ANN 0.356 0.085 1.826 0.394

ARIMA-CNN 0.619 0.150 1.199 0.549

ARIMA-LSTM 0.701 0.173 0.913 0.633

Pavagada,

Karnataka

ARIMA 0.468 0.140 1.811 0.404

ANN 0.102 0.026 1.790 0.408

CNN 0.100 0.026 8.863 0.011

LSTM 0.697 0.167 3.614 0.253

ARIMA-ANN 0.495 0.134 0.115 0.943

ARIMA-CNN 0.930 0.332 0.156 0.924

ARIMA-LSTM 1.683 0.499 0.316 0.853

Ramagundam,

Telangana

ARIMA 0.442 0.170 0.146 0.929

ANN 0.118 0.039 0.029 0.985

CNN 0.107 0.039 0.381 0.826

LSTM 0.429 0.146 0.620 0.714

ARIMA-ANN 0.327 0.125 0.521 0.770

ARIMA-CNN 0.649 0.369 0.808 0.667

ARIMA-LSTM 0.914 0.700 0.248 0.882
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Table 5.4: Monthly GHI forecasting

Location Model RMSE MAPE Test Statistic p−Value

Pokhran,

Rajasthan

ARIMA 20.012 0.084 1.280 0.527

ANN 9.444 0.010 4.453 0.107

CNN 18.488 0.017 2.303 0.316

LSTM 16.838 0.022 15.862 0.002

ARIMA-ANN 38.239 0.011 108.895 ∼ 0

ARIMA-CNN 48.159 0.073 1.448 0.484

ARIMA-LSTM 8.831 0.012 0.273 0.872

Bitta,

Gujarat

ARIMA 39.506 0.060 0.394 0.821

ANN 9.876 0.012 18.293 0.001

CNN 15.720 0.191 3.509 0.172

LSTM 27.366 0.038 15.449 0.004

ARIMA-ANN 16.705 0.024 0.147 0.927

ARIMA-CNN 50.494 0.174 0.631 0.729

ARIMA-LSTM 18.832 0.027 0.092 0.630

Pavagada,

Karnataka

ARIMA 20.107 0.034 1.980 0.371

ANN 7.608 0.012 0.337 0.845

CNN 10.849 0.015 1.807 0.404

LSTM 21.073 0.029 16.707 0.002

ARIMA-ANN 10.254 0.015 1.792 0.408

ARIMA-CNN 37.871 0.056 1.300 0.521

ARIMA-LSTM 9.528 0.014 1.731 0.420

Ramagundam,

Telangana

ARIMA 22.704 0.041 2.965 0.227

ANN 14.648 0.022 0.171 0.917

CNN 19.113 0.022 3.229 0.199

LSTM 35.058 0.055 13.624 0.001

ARIMA-ANN 24.670 0.040 0.969 0.615

ARIMA-CNN 52.357 0.110 0.248 0.883

ARIMA-LSTM 26.015 0.041 0.962 0.618
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Table 5.5: Weekly wind speed forecasting

Location Model RMSE MAPE Test Statistic p−Value

Pokhran,

Rajasthan

ARIMA 0.801 0.237 47.084 ∼ 0

ANN 0.449 0.121 4.098 0.128

CNN 0.442 0.117 5.195 0.074

LSTM 0.485 0.125 6.983 0.063

ARIMA-ANN 0.767 0.251 2.249 0.324

ARIMA-CNN 0.807 0.279 1.430 0.489

ARIMA-LSTM 0.910 0.327 5.649 0.059

Bitta,

Gujarat

ARIMA 0.657 0.194 25.868 ∼ 0

ANN 0.338 0.080 22.685 ∼ 0

CNN 0.348 0.083 18.961 ∼ 0

LSTM 0.390 0.091 15.960 ∼ 0

ARIMA-ANN 0.654 0.176 6.526 0.038

ARIMA-CNN 0.700 0.204 3.118 0.210

ARIMA-LSTM 0.673 0.183 1.617 0.445

Pavagada,

Karnataka

ARIMA 0.868 0.238 34.947 ∼ 0

ANN 0.405 0.109 3.394 0.183

CNN 0.413 0.107 3.557 0.168

LSTM 0.424 0.114 4.079 0.150

ARIMA-ANN 1.024 0.467 21.242 ∼ 0

ARIMA-CNN 1.079 0.544 28.131 ∼ 0

ARIMA-LSTM 1.449 0.599 31.919 ∼ 0

Ramagundam,

Telangana

ARIMA 0.637 0.271 101.172 ∼ 0

ANN 0.342 0.119 4.641 0.098

CNN 0.345 0.126 0.095 0.953

LSTM 0.370 0.124 4.760 0.057

ARIMA-ANN 0.700 0.398 4.619 0.099

ARIMA-CNN 0.717 0.518 1.130 0.568

ARIMA-LSTM 0.826 0.553 1.620 0.444
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Table 5.6: Weekly GHI forecasting

Location Model RMSE MAPE Test Statistic p−Value

Pokhran,

Rajasthan

ARIMA 49.931 0.082 318.256 ∼ 0

ANN 27.449 0.030 147.687 ∼ 0

CNN 27.560 0.030 392.568 ∼ 0

LSTM 31.728 0.063 137.999 ∼ 0

ARIMA-ANN 39.512 0.047 90.532 ∼ 0

ARIMA-CNN 48.159 0.055 56.466 ∼ 0

ARIMA-LSTM 47.048 0.055 102.122 ∼ 0

Bitta,

Gujarat

ARIMA 48.657 0.194 248.858 ∼ 0

ANN 25.374 0.031 333.962 ∼ 0

CNN 19.232 0.040 410.395 ∼ 0

LSTM 21.992 0.068 368.963 ∼ 0

ARIMA-ANN 46.945 0.066 30.301 ∼ 0

ARIMA-CNN 52.293 0.062 83.509 ∼ 0

ARIMA-LSTM 49.515 0.066 36.551 ∼ 0

Pavagada,

Karnataka

ARIMA 45.912 0.124 169.256 ∼ 0

ANN 34.038 0.047 22.998 ∼ 0

CNN 36.762 0.047 86.941 ∼ 0

LSTM 30.438 0.098 161.808 ∼ 0

ARIMA-ANN 60.587 0.085 54.991 ∼ 0

ARIMA-CNN 63.816 0.096 67.308 ∼ 0

ARIMA-LSTM 55.686 0.070 44.170 ∼ 0

Ramagundam,

Telangana

ARIMA 40.974 0.175 116.326 ∼ 0

ANN 44.849 0.067 174.135 ∼ 0

CNN 45.374 0.066 163.233 ∼ 0

LSTM 34.594 0.125 161.397 ∼ 0

ARIMA-ANN 65.343 0.096 31.227 ∼ 0

ARIMA-CNN 74.354 0.109 16.832 ∼ 0

ARIMA-LSTM 65.851 0.083 50.910 ∼ 0
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Table 5.7: Daily wind speed forecasting

Location Model RMSE MAPE Test Statistic p−Value

Pokhran,

Rajasthan

ARIMA 1.317 0.349 147.687 ∼ 0

ANN 0.743 0.247 48.700 0.020

CNN 0.775 0.225 92.683 0.010

LSTM 0.720 0.241 37.241 0.244

ARIMA-ANN 0.821 0.232 8.964 0.487

ARIMA-CNN 0.895 0.273 42.448 0.240

ARIMA-LSTM 0.931 0.312 16.273 0.347

Bitta,

Gujarat

ARIMA 1.126 0.227 201.394 ∼ 0

ANN 0.642 0.176 74.962 ∼ 0

CNN 0.629 0.151 103.395 ∼ 0

LSTM 0.662 0.175 68.963 ∼ 0

ARIMA-ANN 0.815 0.194 10.147 0.072

ARIMA-CNN 0.944 0.204 56.631 0.029

ARIMA-LSTM 1.002 0.207 80.092 0.030

Pavagada,

Karnataka

ARIMA 1.119 0.309 252.908 ∼ 0

ANN 0.523 0.155 90.007 0.006

CNN 0.533 0.144 186.415 ∼ 0

LSTM 0.534 0.163 85.708 0.112

ARIMA-ANN 0.724 0.019 18.792 0.408

ARIMA-CNN 0.875 0.196 71.002 0.052

ARIMA-LSTM 0.928 0.214 31.371 0.206

Ramagundam,

Telangana

ARIMA 0.926 0.375 109.820 ∼ 0

ANN 0.583 0.219 149.006 ∼ 0

CNN 0.548 0.192 134.330 0.009

LSTM 0.570 0.217 207.341 0.070

ARIMA-ANN 0.770 0.240 84.969 0.115

ARIMA-CNN 0.957 0.310 74.723 0.083

ARIMA-LSTM 0.915 0.281 62.780 ∼ 0
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Table 5.8: Daily GHI forecasting

Location Model RMSE MAPE Test Statistic p−Value

Pokhran,

Rajasthan

ARIMA 73.330 0.069 291.280 ∼ 0

ANN 83.030 0.319 147.687 ∼ 0

CNN 73.054 0.281 392.568 ∼ 0

LSTM 68.804 0.113 137.999 ∼ 0

ARIMA-ANN 78.560 0.191 76.708 ∼ 0

ARIMA-CNN 98.495 0.371 146.097 ∼ 0

ARIMA-LSTM 92.125 0.312 87.650 ∼ 0

Bitta,

Gujarat

ARIMA 77.952 0.092 248.005 ∼ 0

ANN 97.730 0.399 333.962 ∼ 0

CNN 77.406 0.300 410.395 ∼ 0

LSTM 74.006 0.159 368.963 ∼ 0

ARIMA-ANN 76.298 0.114 40.147 ∼ 0

ARIMA-CNN 80.494 0.342 60.631 ∼ 0

ARIMA-LSTM 78.832 0.187 55.092 ∼ 0

Pavagada,

Karnataka

ARIMA 87.392 0.116 41.980 ∼ 0

ANN 92.132 0.327 42.998 ∼ 0

CNN 75.906 0.315 86.941 ∼ 0

LSTM 74.043 0.103 16.808 ∼ 0

ARIMA-ANN 90.254 0.315 51.792 ∼ 0

ARIMA-CNN 99.871 0.356 67.300 ∼ 0

ARIMA-LSTM 87.528 0.314 41.731 ∼ 0

Ramagundam,

Telangana

ARIMA 75.660 0.102 121.609 ∼ 0

ANN 101.844 0.416 449.001 ∼ 0

CNN 91.404 0.386 328.749 ∼ 0

LSTM 88.996 0.123 289.144 ∼ 0

ARIMA-ANN 124.670 0.340 154.969 ∼ 0

ARIMA-CNN 152.357 0.410 437.248 ∼ 0

ARIMA-LSTM 126.015 0.341 160.962 ∼ 0

5.5 A Comprehensive Summary of All Implemented Models

To recall, we implemented the statistical time series methods in Chapter 3 where we highlighted
the best fit models (specially the WS-ARIMA for daily and weekly forecasting) for wind speed
and solar irradiance at different timescales. Similarly, in Chapter 4, we compared the efficacy of
different machine learning models in renewable energy forecasting and listed the best fit models
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at specific timescales. Finally, a comprehensive comparison of the efficacy of the implemented
models is required to provide the generic guidelines to choose the best fit model in wind speed
and GHI forecasting at a desired timescale. In this section, we compare the results of all the
models implemented in Chapter 3, Chapter 4, and Chapter 5. A comparative performance in
terms of RMSE and MAPE values of the time series models, machine learning models, and
hybrid models for wind speed and GHI data is presented in Table 5.9 and 5.10, respectively.
Results of the best fit models are highlighted in bold. We also provide a list of three best
suitable models in wind speed and GHI forecasting at different timescales in Table 5.11 and
5.12, respectively.

In monthly wind speed forecasting, the ANN model has the least RMSE values in Rajasthan
and Gujarat, whereas the CNN model has the least error values at the other two sites. In weekly
wind speed forecasting, the CNN has the least error in Rajasthan, ANN has the least error in
Gujarat and Telangana, and the WS-ARIMA has the least error value in Karnataka. In daily
wind speed forecasting, the WS-ARIMA has the best representation across all four study sites.
In hourly wind speed prediction, the bilSTM has the best results in Rajasthan and Karnataka,
whereas, the encoder-decoder LSTM has the best performance in the other two study sites. It
may be noted that for hourly dataset, we consider machine learning models for comparison as
we implemented the time series models based on three years of data (please refer to Chapter 3).

In monthly GHI data, the ARIMA-LSTM model has the least RMSE in Rajasthan, whereas
the ANN model has the best representation at three other study sites. In weekly forecasting, the
ANN has the least RMSE in Rajasthan, CNN has the least RMSE in Gujarat, the LSTM has
the least RMSE in Karnataka, the WS-ARIMA model has the least error in Teangana. In daily
forecasting, the WS-ARIMA has the least error across all four study sites, whereas in hourly
forecasting, the SVR model has the best representation across all four study sites. As similar
to hourly wind speed forecasting, we have considered only the machine learning models for
performance comparison in hourly GHI forecasting, .
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Table 5.9: Results obtained from different models for wind speed data at four study sites
(L1: Pokhran, Rajasthan, L2: Bitta, Gujarat, L3: Pavagada, Karnataka, L4: Ramagun-
dam, Telangana)

Monthly Forecasting
L1 L2 L3 L4

Model RMSE MAPE RMSE MAPE RMSE MAPE RMSE MAPE
AR 0.488 0.116 - - - - - -
MA 0.518 0.112 - - - - - -

ARIMA 0.363 0.103 0.442 0.067 0.468 0.140 0.442 0.170
SARIMA 0.428 0.105 0.319 0.075 0.383 0.110 0.354 0.102

WS-ARIMA 0.457 0.111 0.557 0.111 0.746 0.168 0.384 0.159
SVR 0.417 0.087 0.328 0.087 0.422 0.092 0.359 0.104
ANN 0.114 0.032 0.104 0.028 0.102 0.026 0.118 0.039
CNN 0.122 0.032 0.114 0.029 0.100 0.026 0.107 0.039

LSTM 0.549 0.122 0.488 0.119 0.697 0.167 0.429 0.146
BiLSTM 0.552 0.134 0.750 0.172 0.603 0.134 0.363 0.126

Encoder-Decoder 0.383 0.086 0.362 0.085 0.428 0.110 0.369 0.111
Attention Layer 1.516 0.380 0.441 0.112 1.973 0.436 1.549 0.488
ARIMA-ANN 0.382 0.093 0.356 0.085 0.495 0.134 0.327 0.125
ARIMA-CNN 0.690 0.154 0.619 0.150 0.930 0.332 0.649 0.369

ARIMA-LSTM 0.559 0.140 0.701 0.173 1.683 0.499 0.914 0.700

Weekly Forecasting
AR 1.288 0.323 - - - - - -
MA 1.617 0.412 - - - - - -

ARIMA 0.801 0.237 0.657 0.194 0.868 0.238 0.637 0.271
SARIMA 1.281 0.424 1.302 0.376 1.072 0.331 0.940 0.319

WS-ARIMA 0.483 0.129 0.453 0.109 0.393 0.101 0.377 0.128
SVR 0.663 0.174 0.571 0.132 0.709 0.170 0.542 0.174
ANN 0.449 0.121 0.338 0.080 0.405 0.109 0.342 0.119
CNN 0.442 0.117 0.348 0.083 0.413 0.107 0345 0.126

LSTM 0.485 0.125 0.390 0.091 0.424 0.114 0.370 0.124
BiLSTM 0.669 0.171 0.592 0.131 0.697 0.166 0.528 0.192

Encoder-Decoder 0.957 0.242 0.802 0.187 0.970 0.226 0.727 0.257
Attention Layer 0.831 0.236 0.732 0.169 0.893 0.213 1.809 0.574
ARIMA-ANN 0.767 0.251 0.654 0.176 1.024 0.467 0.700 0.398
ARIMA-CNN 0.807 0.279 0.700 0.204 1.079 0.544 0.717 0.518
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ARIMA-LSTM 0.910 0.327 0.673 0.183 1.449 0.599 0.826 0.553

Daily Forecasting
AR 1.383 0.329 - - - - - -
MA 1.521 0.357 - - - - - -

ARIMA 1.317 0.349 1.126 0.227 1.119 0.309 0.926 0.375
SARIMA 2.067 0.762 2.212 0.701 2.162 0.664 1.352 0.504

WS-ARIMA 0.372 0.113 0.282 0.073 0.127 0.036 0.232 0.093
SVR 0.709 0.202 0.642 0.177 0.526 0.151 0.578 0.209
ANN 0.743 0.247 0.642 0.176 0.523 0.155 0.583 0.219
CNN 0.775 0.225 0.629 0.151 0.533 0.144 0.548 0.192

LSTM 0.720 0.241 0.662 0.175 0.534 0.163 0.570 0.217
BiLSTM 0.783 0.219 0.699 0.157 0.524 0.156 0.543 0.190

Encoder-Decoder 0.832 0.257 0.671 0.184 0.557 0.165 0.592 0.233
Attention Layer 1.141 0.360 1.028 0.295 1.082 0.295 0.940 0.362
ARIMA-ANN 0.821 0.232 0.815 0.194 0.724 0.019 0.770 0.240
ARIMA-CNN 0.895 0.273 0.944 0.204 0.875 0.196 0.957 0.310

ARIMA-LSTM 0.931 0.312 1.002 0.207 0.928 0.214 0.915 0.281

Hourly Forecasting
SVR 0.174 0.063 0.186 0.059 0.186 0.057 0.209 0.086
ANN 1.002 0.391 0.930 0.328 0.917 0.287 1.031 0.369
CNN 0.701 0.240 0.653 0.201 0.700 0.281 0.494 0.192

LSTM 0.164 0.075 0.174 0.087 0.158 0.082 0.174 0.086
BiLSTM 0.154 0.057 0.153 0.049 0.150 0.082 0.154 0.072

Encoder-Decoder 0.155 0.055 0.149 0.052 0.152 0.048 0.153 0.064
Attention Layer 0.177 0.063 0.161 0.052 0.153 0.041 0.160 0.054
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Table 5.10: Results obtained from different models for GHI data at four study sites (L1:
Pokhran, Rajasthan, L2: Bitta, Gujarat, L3: Pavagada, Karnataka, L4: Ramagundam,
Telangana )

Monthly Forecasting
L1 L2 L3 L4

Model RMSE MAPE RMSE MAPE RMSE MAPE RMSE MAPE
AR 26.996 0.094 - - - - - -
MA 32.514 0.101 - - - - - -

ARIMA 20.012 0.084 39.506 0.060 20.107 0.034 22.704 0.041
SARIMA 15.437 0.020 22.765 0.030 15.821 0.027 19.384 0.029

WS-ARIMA 49.156 0.069 54.000 0.079 39.689 0.058 34.079 0.060
SVR 13.193 0.020 24.945 0.035 18.756 0.028 30.638 0.048
ANN 9.444 0.010 9.876 0.012 7.608 0.012 14.648 0.022
CNN 18.488 0.017 15.720 0.191 10.849 0.015 19.113 0.022

LSTM 73.054 0.281 77.406 0.300 75.904 0.315 91.404 0.386
BiLSTM 18.353 0.026 29.498 0.039 21.492 0.028 35.492 0.059

Encoder-Decoder 19.319 0.024 25.884 0.032 25.594 0.026 35.449 0.051
Attention Layer 33.109 0.128 25.612 0.051 38.532 0.098 36.795 0.076
ARIMA-ANN 38.239 0.011 16.705 0.024 10.254 0.015 24.670 0.040
ARIMA-CNN 48.159 0.073 50.494 0.074 37.871 0.056 52.357 0.110

ARIMA-LSTM 8.831 0.012 18.832 0.027 9.528 0.014 26.015 0.041

Weekly Forecasting
AR 55.509 0.160 - - - - - -
MA 68.961 0.195 - - - - - -

ARIMA 49.931 0.082 48.657 0.194 45.912 0.124 40.974 0.175
SARIMA 45.934 0.063 48.321 0.062 43.178 0.112 38.877 0.172

WS-ARIMA 28.127 0.031 30.848 0.041 32.037 0.056 19.785 0.061
SVR 38.353 0.050 42.852 0.053 55.551 0.076 61.179 0.092
ANN 27.449 0.030 25.374 0.031 34.038 0.047 44.849 0.067
CNN 27.560 0.030 19.232 0.040 36.762 0.047 45.374 0.066

LSTM 31.728 0.063 21.992 0.068 30.438 0.098 34.594 0.125
BiLSTM 40.913 0.047 44.761 0.058 52.521 0.074 54.602 0.083

Encoder-Decoder 57.162 0.066 63.107 0.071 66.412 0.088 76.699 0.106
Attention Layer 48.590 0.059 52.177 0.153 47.752 0.139 83.107 0.149
ARIMA-ANN 39.512 0.047 46.945 0.066 60.587 0.085 65.343 0.096
ARIMA-CNN 48.159 0.055 52.293 0.062 63.816 0.096 74.354 0.109
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ARIMA-LSTM 47.048 0.055 49.515 0.066 55.686 0.070 65.851 0.083

Daily Forecasting
AR 109.118 0.086 - - - - - -
MA 89.580 0.118 - - - - - -

ARIMA 73.330 0.069 77.952 0.092 87.392 0.116 75.660 0.102
SARIMA 81.677 0.093 84.718 0.106 92.064 0.240 100.941 0.215

WS-ARIMA 34.804 0.041 33.671 0.045 33.776 0.061 52.633 0.085
SVR 57.515 0.063 59.343 0.075 71.482 0.095 93.687 0.151
ANN 83.030 0.319 97.730 0.399 92.132 0.327 101.844 0.416
CNN 73.054 0.281 77.406 0.300 75.904 0.315 91.404 0.386

LSTM 68.804 0.113 74.006 0.159 74.043 0.103 88.996 0.123
BiLSTM 59.451 0.055 64.720 0.068 69.806 0.087 85.456 0.118

Encoder-Decoder 61.237 0.070 64.263 0.077 74.143 0.099 96.029 0.155
Attention Layer 79.095 0.101 79.052 0.113 82.962 0.186 83.987 0.179
ARIMA-ANN 78.560 0.191 76.298 0.114 90.254 0.315 124.670 0.340
ARIMA-CNN 98.495 0.371 80.494 0.342 99.871 0.356 152.357 0.410

ARIMA-LSTM 92.125 0.312 78.832 0.187 87.528 0.314 126.015 0.341

Hourly Forecasting
SVR 63.591 0.178 61.382 0.169 83.040 0.289 81.592 0.323
ANN 89.904 0.340 84.017 0.316 94.893 0.397 97.800 0.403
CNN 76.034 0.157 81.911 0.185 84.621 0.1849 92.015 0.200

LSTM 65.731 0.187 64.407 0.144 84.161 0.185 82.772 0.147
BiLSTM 67.974 0.162 67.901 0.168 89.582 0.187 88.167 0.190

Encoder-Decoder 68.773 0.184 67.782 0.144 91.693 0.183 89.052 0.174
Attention Layer 91.141 0.214 104.065 0.286 86.993 0.290 98.005 0.276
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Table 5.11: Ranking of the studied models for wind speed forecasting at different
timescales

Timescale L1 L2 L3 L4

Monthly
Rank 1 ANN ANN CNN CNN
Rank 2 CNN CNN ANN ANN
Rank 3 ARIMA SARIMA SARIMA SVR

Weekly
Rank 1 CNN ANN WS-ARIMA ANN
Rank 2 ANN CNN ANN CNN
Rank 3 WS-ARIMA LSTM CNN LSTM

Daily
Rank 1 WS-ARIMA WS-ARIMA WS-ARIMA WS-ARIMA
Rank 2 SVR CNN ANN BiLSTM
Rank 3 LSTM SVR BiLSTM CNN

Hourly
Rank 1 BiLSTM Encoder-Decoder BiLSTM Encoder-Decoder
Rank 2 Encoder-Decoder BiLSTM Encoder-Decoder BiLSTM
Rank 3 LSTM Attention Layer Attention Layer Attention Layer

Table 5.12: Ranking of the studied models for GHI forecasting at different timescales

Timescale L1 L2 L3 L4

Monthly
Rank 1 ARIMA-LSTM ANN ANN ANN
Rank 2 ANN CNN ARIMA-LSTM CNN
Rank 3 SVR ARIMA-ANN ARIMA-ANN SARIMA

Weekly
Rank 1 ANN CNN WS-ARIMA LSTM
Rank 2 CNN LSTM ANN WS-ARIMA
Rank 3 WS-ARIMA ANN CNN ANN

Daily
Rank 1 WS-ARIMA WS-ARIMA WS-ARIMA WS-ARIMA
Rank 2 SVR SVR BiLSTM Attention Layer
Rank 3 BiLSTM Encoder-Decoder SVR BiLSTM

Hourly
Rank 1 SVR SVR SVR SVR
Rank 2 LSTM LSTM LSTM LSTM
Rank 3 BiLSTM Encoder-Decoder CNN BiLSTM
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5.6 Summary

This chapter discusses the implementation of ARIMA-ANN, ARIMA-CNN, and ARIMA-
LSTM hybrid models developed through time series ARIMA model and three machine learning
models, namely ANN, CNN, and LSTM. The methodology works in a two-fold manner: first,
implementing an ARIMA model to analyze the linear part of the data and then, implement-
ing a neural network (ANN, CNN, and LSTM) to model the residuals of the ARIMA. Based
on the RMSE values corresponding to daily, weekly, and monthly forecasting, we note that
the ARIMA-ANN model has the best performance in wind speed forecasting across time and
space, whereas in case of GHI forecasting, the ARIMA-ANN has the best performance except
one location in which the ARIMA-LSTM has the best representation.

In order to assess the efficacy of the hybrid models in comparison to the corresponding stan-
dalone models, we compare their RMSE values and residuals (through the observed values of
Jarque-Bera test statistic). Based on RMSE values, we notice that except a few instances, none
of the hybrid models provides better results than that of the standalone models. Nevertheless,
the Jarque-Bera test suggests that hybrid models enable a significant improvement towards the
normal behavior of residuals. However, the ineffective performance of hybrid models does not
necessarily discourage the users to implement and explore the hybrid models in renewable en-
ergy forecasting since the present study has focused on a specific setup among several available
setups, such as decomposition based hybrid models [56, 103, 106, 159, 163], homogeneous
hybrid models [36, 55, 63, 76], and other heterogeneous models as mentioned at the beginning
of this chapter.

Finally, in order to provide a generic guideline to the users on choice of the best fit models
in wind speed and GHI forecasting at a desired time horizon, we provide a comprehensive
summary of all forecasting models implemented in Chapter 3, Chapter 4, and Chapter 5. We
also list out the best three ranked models for each time horizon. Therefore, this chapter not only
presents the implemention of hybrid models but also provides an extensive comparison among
all fifteen implemented models.
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Chapter 6

Conclusions and Future Works

“To raise new questions, new possibilities, to regard old problems from a new angle, requires

creative imagination and marks real advance in science.”
– ALBERT EINSTEIN

The present thesis has addressed the concept of renewable energy forecasting using statistics
and machine learning. For this, Chapter 1 has provided an overview and rationale of the thesis
along with the principal objective and scope of the thesis. Chapter 2 has carried out statistical
assessment and preprocessing of the hourly, daily, weekly, and monthly wind speed and solar
irradiance data collected at four different locations in India. Chapter 3 has presented a compre-
hensive analysis of various time series models in renewable energy forecasting. Chapter 4 has
dealt with the implementation of several machine learning methods. Chapter 5 has discussed
the implementation of a few hybrid models along with a comprehensive summary of all im-
plemented models in the thesis. Finally, the present chapter (Chapter 6) summarizes research
outcomes of the thesis accompanying with future research directions. The overall content of
this chapter is provided below.
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6.1 Research Objectives and Their Conclusions

In Chapter 1, the main objective of the thesis was framed as the forecasting of wind speed
and GHI using statistical time series, machine learning, and hybrid methods for the Indian
subcontinent. To accomplish this objective, four sub-objectives (for the sake of simplicity,
called “objectives” hereafter) were framed. A brief summary of each objective and associated
concluding remark is provided in the following sub-sections.

6.1.1 Research Objective 1: To carry out preliminary data analysis and
to explore the best fit probability distribution(s) for wind speed and
GHI data

To accomplish the first research objective, in Chapter 2, we performed statistical analysis based
on 15 years (2000–2014) of wind speed and solar irradiance data at four different timescales as
well as four selected locations in India. The analysis was carried out in four major steps. (i)
First, we examined data characteristics using descriptive measures and time series plots. We
noted that the highest mean wind speed comes from Gujarat (3.53 m/s), whereas the lowest
mean wind speed has been recorded in Telangana (2.34 m/s). Similarly, the highest mean
GHI comes from Karnataka (579.35 W/m2), whereas the lowest mean GHI has been recorded
in Telangana (537.40 W/m2). The time series plots exhibit significant variations among the
datasets as well as yearly seasonal pattern (ii) Then, we performed a time series decomposi-
tion to decompose the data into seasonal, trend, and irregular components. Although there are
long term seasonal patterns in the data, there is no significant upward or downward trend. (iii)
After this, we implemented the ADF test to check for stationarity in the data. The results at
α = 5% suggest overall stationarity of data. (iv) Finally, we studied five probability distribu-
tions, namely exponential, gamma, lognormal, Weibull, and exponential Weibull to determine
the most suitable probability model for GHI and wind speed data. We carried out statistical in-
ference using maximum-likelihood estimation and K-S test for parameter estimation and good-
ness of fit, respectively. We observe that the exponentiated Weibull has the best representation
across wind speed and GHI data, suggesting it as a highly useful model for data on renewable
energy sources. As a conclusion, the present study on preliminary data analysis and explo-
ration of the best fit probability distribution(s) for wind speed and GHI data has successfully
accomplished the research objective 1.
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6.1.2 Research Objective 2: To implement various statistical time series
methods for renewable energy forecasting

To accomplish the second research objective, we implemented several time series methods in
Chapter 3. Particularly, we focused on the forecasting of wind speed and GHI data at hourly,
daily, weekly, and monthly timescales using five statistical methods, namely AR, MA, ARIMA,
SARIMA, and WS-ARIMA. We chose these time series models since the datasets exhibit sea-
sonality, stationarity, and randomness. We adopted a grid search method to find optimum values
of model parameters and used root mean square error (RMSE) to assess the performance of the
studied models. Finally, we performed a residual analysis as a post-processing step to examine
any systematic bias in the implemented models. The experimental results revealed that (i) for
monthly forecasting, the SARIMA model has the best performance, (ii) for daily and weekly
wind speed and GHI data, the WS-ARIMA method consistently outperforms the conventional
time series methods with significant improvement in the forecasts across time and space, and
(iii) for hourly forecasting, the WS-ARIMA and ARIMA model have comparable performance
based on three years (2012–2014) of data. In addition, the results emphasize that the inclusion
of sliding windows in conventional ARIMA model significantly improves the forecasting per-
formance. Therefore, from the above discussions, it is concluded that the research objective 2
is successfully accomplished through the study of statistical time series methods in renewable
energy forecasting.

6.1.3 Research Objective 3: To implement several machine learning tech-
niques for short term, intermediate term, and long term renewable
energy forecasting

To accomplish the third objective, in Chapter 4, we implemented various machine learning
methods, namely SVR, ANN, LSTM, BiLSTM, encoder-decoder LSTM, attention layer LSTM,
and CNN for wind speed and GHI forecasting. Each of these machine learning models is con-
trolled by a variety of variables, including the type and number of hidden layers, the activation
function, the optimization technique, the loss function, the epochs, and the learning rate. We
identified the best parameter values from a range of potential parameter values so that the error
values turn out to be the minimum. We compared these seven models based on the RMSE
values and noted that no single model turned out to be globally best across time and space. For
example, we have observed that the ANN model has the least RMSE values in monthly wind
speed forecasting for only two study sites, whereas, the ANN model has the least error values
in monthly GHI forecasting across all four study sites. We anticipated that this behavior may
be attributed to the model sensitivity in learning from varying data size, inherent stochasticity,
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seasonal and non-linear variability in the dataset. We have provided relevant tables and figures
to summarize the comparative performance of the studied machine learning models. In addi-
tion, we performed residual analysis for model validation. Therefore, the research objective 3 is
successfully accomplished through the implementation of seven state of the art machine learn-
ing models for hourly, daily, weekly, and monthly forecasting of renewable energy resources at
four study sites in India.

6.1.4 Research Objective 4: To explore hybrid setups for renewable en-
ergy forecasting and to compare their efficacy with time series and
machine learning models

To achieve the fourth objective, in Chapter 5, we implemented few hybrid models in renewable
energy data. Specifically, we considered ARIMA-ANN, ARIMA-CNN, and ARIMA-LSTM
hybrid models which are developed through time series ARIMA model and three machine
learning models, namely ANN, CNN, and LSTM. The methodology had two connected steps:
first, implementing an ARIMA model to analyze the linear part of the data and then, implement-
ing a neural network (ANN, CNN, and LSTM) to model the residuals of the ARIMA. Based
on the RMSE values corresponding to daily, weekly, and monthly forecasting, we noted that
the ARIMA-ANN model has the best performance in wind speed forecasting across time and
space, whereas in case of GHI forecasting, the ARIMA-ANN has the best performance except
one location. Furthermore, in order to assess the efficacy of these hybrid models in comparison
to the corresponding standalone models, we compared their RMSE values and residual char-
acteristics. We noticed that except a few instances, none of the hybrid models provided lesser
RMSE than that of the standalone models. Nevertheless, the Jarque-Bera test suggests that
hybrid models enable a significant improvement towards the Gaussian behavior of residuals.
However, the ineffective performance of hybrid models does not necessarily persuade against
the importance of hybrid models in renewable energy forecasting since the present study has
focused on a specific setup among several available setups, such as decomposition based hy-
brid models, homogeneous hybrid models, and other heterogeneous models. Towards the end
of Chapter 5, we provided a comprehensive summary of all forecasting models studied in the
thesis. Therefore, the research objective 4 has been successfully accomplished through the
implementation of hybrid models along with an extensive comparison among all fifteen imple-
mented models.
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6.2 Major Findings of the Thesis

The major findings of the thesis are highlighted below.

1. The time series of wind speed and GHI data exhibit the presence of long term yearly
seasonal pattern.

2. Among the five implemented probability distributions, the exponentiated Weibull is deemed
to be the best fit model for both wind speed and GHI data.

3. Generally, both wind speed and GHI data reveal stationary behavior. As a consequence,
in each case, the implemented time series ARIMA model turns out to be a simple ARMA
model.

4. Among time series methods, the SARIMA model consistently produces the best per-
formance for monthly forecasting, whereas for the weekly and daily forecasting, the
WS-ARIMA model yields significant RMSE reduction. For hourly forecasting, based on
three years (2012–2014) of data, both WS-ARIMA and ARIMA have comparable per-
formance. Based on this, the present study brings out the importance of WS-ARIMA in
renewable energy forecasting.

5. Among seven implemented machine learning models (i.e., SVR, ANN, CNN, and four
variants of LSTM), based on the RMSE values, no single model appears to be globally
best across time and space. This behavior may be attributed to varying data size, inherent
stochasticity, seasonal and non-linear variability in the data.

6. In order to examine the linear and non-linear components of data simultaneously, we
studied three hybrid models in Chapter 5. Based on RMSE values, except a few instances,
none of the hybrid models provides better results than that of the standalone models.
However, the residuals corresponding to hybrid models have desirable characteristics
compared to standalone models.

6.3 Contributions through This Research

The present research has the following contributions towards a better understanding of renew-
able energy forecasting using statistics and machine learning in the Indian region.

1. The stationary behavior of wind speed and GHI data in Indian region, as observed here,
is noteworthy for the renewable energy community to better analyze relevant data char-
acteristics.
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2. The best fit distributions presented in this study, highlighting the efficacy of the expo-
nentiated Weibull distribution, are helpful for a number of practical applications, such as
energy economics, energy trading, and pattern recognition and classification.

3. The effectiveness of the WS-ARIMA model in wind speed and GHI forecasting leads to
reliable resource management, demand and supply analysis, and electric grid and market
operations.

4. The optimal model parameters presented in this thesis may be used as benchmark to ini-
tiate other forecasting techniques, such as dynamic linear models, decomposition based
hybrid models, and satellite image based space-time energy prediction.

5. Finally, the list of the best three ranked models among 15 implemented forecasting mod-
els provides a generic guideline to the users on choice of the best fit forecasting technique
at a desired time horizon. Moreover, the uncertainty and bias estimates for the relevant
forecasts are useful for risk assessment and decision making in the renewable energy
sector.

6.4 Future Scope of the Present Research Work

A number of future researches that can be developed and/or integrated from the present inves-
tigation are mentioned below.

1. Study of mixed probability distributions for modeling wind speed and GHI data:
We observed that both wind speed and GHI exhibit a complex and non-Gaussian distri-
bution, depending on the position of Sun, atmospheric conditions, cloud cover, shading,
and other factors. The GHI data usually have a high frequency of zero values, a peak
near the maximum possible value, and a skewed distribution. Therefore, conventional
probability distributions are inadequate in capturing data patterns. In this regard, the
mixture of two or more probability distributions, such as Weibull-extreme value distri-
bution, Weibull-lognormal, and gamma-Weibull may be employed for a reliable estimate
of mean, variance, quartiles, and other statistical measures of data variables. As a con-
sequence, use of mixed distributions leads to better assessment of energy availability,
variability, uncertainty, and renewable energy potential at different target locations and
timescales [62, 92].

2. Study of dynamic linear models for wind speed and GHI forecasting: Among various
state space models, dynamic linear models (DLMs) are one of the most popular models
due to their explainability and ability to incorporate regressors with dynamic coefficients.
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They offer a very generic framework to analyze time series data with dynamic and non-
linear features. Therefore, the DLMs can incorporate various types of information in
wind speed and GHI data, such as trend, seasonality, cyclic behavior, and noise into the
model structure. In addition, the DLMs can effectively address the structural changes in
the renewable energy data [101, 122].

3. Statistical methods for hourly forecasting: We noted that the short term hourly data
exhibits highly complex and stochastic behavior due to various climatic factors. There-
fore, hourly forecasting of wind speed and GHI through classical time series methods is
a challenging task. In light of this, data preprocessing based on statistical differences and
similarities in an hourly manner or finding the optimal window length in the WS-ARIMA
model may provide improved accuracy at shorter timescales [108].

4. Decomposition based forecasting techniques: Due to data characteristics, such as high
seasonal fluctuations, trend, and noise, the performance of standalone forecasting mod-
els is limited. To overcome this issue, the decomposition based forecasting methods are
generally recommended. These methods consist of two subsequent steps: first decompo-
sition and then prediction. In the decomposition step, the original data are decomposed
through wavelet transform, empirical mode decomposition, ensemble empirical mode de-
composition, or variational mode decomposition into several components that represent
different characteristics of the data, such as trend, seasonality, cycle, and noise. In the
prediction step, each component is predicted separately using suitable models, such as
neural networks, regression, or time series models. Thereafter, the predicted components
are combined to obtain the final forecast [56, 103, 106, 159, 163].

5. Homogeneous and heterogeneous hybrid models based on time series and artificial
intelligence techniques: The hybrid methods integrate the benefits of many indepen-
dent models. For this, heterogeneous models (e.g., ARIMA-ANN, ARIMA-CNN, and
ARIMA-LSTM), such as linear and non-linear models [11, 72, 138] or homogeneous
models (e.g., SVR-ANN, LSTM-CNN, and CNN-LSTM), such as neural networks with
various configurations [36, 55, 63, 76] may be combined to form hybrid models. Fur-
ther, there are several ways of combining the results from standalone base models. For
example, the study by Temur et al. [138] combines the error values from both ARIMA
and LSTM models (calculated and through normalization process) through the weights
assigned to the standalone models, whereas the present thesis directly combines the pre-
dictions of ARIMA and residuals processed through machine learning models. Thus, the
exploration of various hybrid setups is required in order to appraise the best fit model in
renewable energy prediction.
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6. Multivariate studies: Although we noted that wind speed and GHI have high correlation
with temperature, pressure, and other environmental factors, the present thesis considers
the implementation of univariate forecasting models. Therefore, a forecasting method
that uses multiple variables, such as temperature, humidity, pressure or wind direction
may account for the correlation and interaction among different meteorological factors,
resulting reliable forecasts of wind speed and GHI data [44, 73, 132].

7. Post-processing techniques for validation: The present thesis uses RMSE and MAPE
error metrics which provide information on the overall collective error rather than the
instantaneous error of the forecast. The information of instantaneous error may be more
relevant from an operator point of view. Regarding this, we performed a preliminary
residual analysis through residual plots, histograms, and P-P plots of the standardized
residuals. However, there are explicit post-processing techniques which consider bias,
accuracy, uncertainty, reliability, and resolution to validate the results of the forecasting
models (Chapter 9 in [112]). Thus, a dedicated post-processing analysis will be helpful
in producing accurate probabilistic forecasts by correcting the systematic errors [143].

8. Spatio temporal analysis: In spite of the fact that the information of spatio temporal
characterization is important for several practical applications, such as potential loca-
tion identification, cost effective analysis, and energy optimization, the present thesis has
provided insights to the temporal variation of the underlying renewable energy process.
Therefore, the future work may consider the implementation of a few spatio temporal
techniques, such as Kriging, empirical orthogonal function, and variogram analysis [71].

9. Satellite data based renewable energy prediction: The lack of sufficient and reliable
data sources, especially for offshore wind farms or remote areas, limit the availability
and quality of input data for forecasting models. It could be advantageous to explore and
use satellite data or remote sensing techniques to obtain wind speed and GHI data for
forecasting purposes across space and time [37, 93, 130].

10. Integration of forecasting, optimization, and intelligent decision making models: As
the developers and users in the renewable energy community often come from inter-
disciplinary domains, the integration of various contributors related to forecasting, op-
timization, and management offers a secure, affordable, and green energy to each and
every relevant application.
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