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Abstract
DOCTOR OF PHILOSOPHY

A QoS-Aware Resource Allocation for M2M Communication with Balanced

System Performance in LTE/LTE-A Network

By:

UPENDRA SINGH

M2M communication is autonomous communication among devices without human

intervention. For example, the motion sensor detects the person moving toward the

door and opens the door automatically. M2M systems were vendor-specific and de-

signed for working in a restricted coverage area. These systems lack interoperability,

wide-area communication, security, reliability, and availability. With the immense

growth in the number of connected devices and cellular technology, M2M commu-

nication is gaining the attention of academia and R&Ds. Today’s M2M system has

a presence in vast domains, from emergency services to home entertainment, i.e.,

industry 4.0, smart homes, e-health, and smart-city applications. Thus, the M2M

system requires reliable, robust, and high-speed communication.

Long-term evolution (LTE) is a wireless communication technology standard that

supports many devices’ high-speed, reliable, secure, and wide-area communication.

The development of 3GPP’s LTE cellular network drives the M2M communication

in the LTE network. Various standardization bodies like 3GPP, ETSI, and oneM2M

worked to standardize the M2M communication under the LTE/LTE-Advance net-

work. The M2M communication differs from conventional cellular communication

in terms of packet size, traffic pattern, many devices, a vast range of applications, and
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QoS requirements. Therefore, using LTE for M2M communication is challenging as

the LTE network is optimized for traditional cellular communication (or human-to-

human (H2H) communication).

Through the surveyed literature and experimentation, we found that focusing on

channel quality in resource allocation provides poor application priority and delay-

budget support in a heterogeneous environment. Focusing on the application priority

degrades the system performance regarding throughput and radio resource utiliza-

tion. There is a trade-off between system performance and QoS support. As the

M2M devices generally have zero or limited mobility, it restricts the changes in chan-

nel conditions. The QoS class identifier (QCI) priority is also application-dependent

and static. Thus, devices with poor channel conditions and lower priority can face

starvation. This also leads to unfair resource sharing. Moreover, we observed that

malfunctioning devices in the M2M system can destabilize the system. Therefore,

there is a requirement for a scheduling mechanism that provides a stable system with

balanced system performance and QoS support. A resource allocation mechanism

needs to consider the priority, channel quality, number of devices, and environment

heterogeneity to provide balanced performance between system performance and

QoS support with resource-sharing fairness. We worked on the QoS-aware uplink

radio resource allocation methodologies for M2M communication in the LTE/LTE-

A network through the thesis, which provides balanced system performance and QoS

support in a large and heterogeneous environment.

This thesis provides a foundation for machine-to-machine communication. We found

that M2M communication systems have an extensive range of QoS classes. We ex-

plore the LTE radio resource architecture, packet scheduler, and scheduling mecha-

nisms and constraints. In addition to this, we worked on the classification of schedul-

ing mechanisms and research gaps from the current literature. Several scheduling

proposals were presented in the literature to allocate radio resources using metrics

with combination or individual like channel quality, application priority, delay pref-

erences, etc. The exploration of the literature ends with problem formulation and
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research objectives for the thesis. We adopt the smart-building scenario where many

different applications are contending for scheduling grants. M2M communication

has many device deployments; some can malfunction due to arbitrary faults.

We divided the research work into two stages as per our research methodology. We

validated the trade-off problem at the first stage, and later, we proposed a scalable

priority-based, weighted priority proportional fair (WPPF) scheduling to provide a

stable communication system in a heterogeneous environment. We have constructed

an auction game model at the first stage. The constructed auction game model is

integrated with an application priority-based resource allocation mechanism to val-

idate the system performance and QoS support trade-off. The auction game model

charges malfunctioning devices with total transmission opportunities. Performance

evaluation of proposed scheduling performed against different system performance

parameters and QoS parameters. The priority-based solution provides better QCI

priority support. However, it degrades the radio resource utilization while using QCI

priority only as an allocation metric.

We found that only priority-based allocation is insufficient as it degrades system per-

formance by observing the results of the first stage. The application’s priority-based

solutions cause unfair distribution of resources and starvation for the devices having

poor channel conditions and lower application priority. Moreover, it is unsuitable for

different application priorities regarding delay-budget satisfaction. In the later stage,

we proposed an improved uplink radio resource allocation mechanism based on the

scalable priority jointly optimized with channel quality.

The proposed weighted priority proportional fair (WPPF) mechanism improves through-

put and resource utilization using joint optimization of channel quality and applica-

tion priority. The scaling of application priority concerning the number of scheduling

grants, devices, and QCIs improves resource-sharing fairness and minimizes starva-

tion. The proposed scheduling mechanism improves delay-budget satisfaction for
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many QCIs using a delay-budget constraint in the allocation mechanism. The pro-

posed WPPF approach provides a balanced performance regarding resource utiliza-

tion, throughput, fairness, application priority, and delay-budget satisfaction. The

simulation of proposed solutions has been performed on MATLAB R2020b with

LTE and the 5G NR tool and improves state-of-the-art schedulers.

We have selected resource-sharing fairness, throughput, and resource utilization

as system performance evaluation metrics, communication delay, and priority pref-

erences violation as QoS support evaluation metrics to evaluate balanced system per-

formance and QoS support. The results show that the proposed algorithm performs

best in delay budget satisfaction, fairness, and better QCI priority support. The chan-

nel quality and QCI priority combination improves the proposed algorithm’s resource

utilization and average cell throughput.

Keywords: M2M communication, LTE, resource allocation, scheduling, Quality-

of-Service, resource utilization, virtual QCI, game theory.
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1 | Introduction to M2M

“Nothing in life is to be feared, it is

only to be understood. Now is the time

to understand more so that we may

fear less.”

Marie Curie

Key Points:

■ Data communication involving one or more entities without human involve-
ment is known as machine-to-machine communication.

■ New generation network technologies like 4G and 5G and single chip systems
accelerate the growth of the machine-to-machine (M2M) systems from indus-
try to a smart home.

■ For the scalable development of M2M communication, standardization bodies
felt the requirement for a generic horizontal M2M architecture as a common
platform for M2M application development.

■ The M2M communication system consists of three domains: Machine type
communication devices (MTCDs) Domain, Network Domain, and Application
Domain.

■ M2M systems have many applications like transportation, smart home, smart
city, e-Health, smart metering, etc.

■ QoS of MTCD depends on various parameters such as delay budget, through-
put, and application priority, and these parameters have an extensive range of
values.

■ Resource allocation for the M2M system in new generation networks is chal-
lenging due to the vast QoS requirement of the M2M system.
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1.1 Introduction

Machine-to-machine(M2M) communication is a paradigm in which the devices can

communicate autonomously without the intervention of humans or with minimal in-

tervention of humans. For example, switching on a light bulb by a human is a kind of

human-to-machine (H2M) communication, whereas the detection of the human by

a motion sensor and switching on the lights automatically is a Machine-to-Machine

communication [1, 2, 3]. Here are some definitions of M2M communication from

the literature.

"Machine-to-machine (M2M) communications are used for automated data trans-

mission and measurement between mechanical or electronic devices. The key com-

ponents of an M2M system are Field-deployed wireless devices with embedded sen-

sors or RFID-Wireless communication networks with complementary wireline ac-

cess including, but not limited to, cellular communication, Wi-Fi, ZigBee, WiMAX,

wireless LAN (WLAN), generic DSL (xDSL) and fiber to the x (FTTx)." Gartner,

Inc [4]

"M2M communications refer to automated applications that involve machines or

devices communicating through a network without human intervention. Sensors and

communication modules are embedded within M2M devices, enabling data to be

transmitted from one device to another device through wired and wireless communi-

cations networks." Department of Telecommunications, GoI [5]

"Machine-to-machine (M2M) communications are the communication between

two or more entities that do not necessarily need any direct human intervention.

M2M services intend to automate decision and communication processes." Euro-

pean Telecommunications Standards Institute (ETSI) [6]

"Machine-type communication is a form of data communication that involves one

or more entities that do not necessarily need human interaction." 3rd Generation

Partnership Project (3GPP) [7]

The rapid development of a variety of smart machines, i.e., communication devices,
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Figure 1.1: M2M communication in smart city environment

home appliances, vehicles, industrial equipment, security systems, and several appli-

cations like the infotainment system, entertainment services, surveillance, etc., make

M2M communication a dominant system for ease of living and work for humans

[8, 9]. So, it’s likely to adopt the new communication technologies, services, and

standardization of the M2M communication system for better performance, security,

stability, and scalability. Figure 1.1 shows M2M communication in the smart city

environment.

Through the interfacing of the M2M system with wireless sensor networks (WSN),

a wide range of information can be collected by sensors, and machines can also take

action through the collected information. M2M systems can be upgraded to CPS

(Cyber-Physical systems). A CPS is composed of computational and physical capa-

bilities. It’s designed to act like a network of multiple variables with both physical

input and output – rather than a standalone technology. CPS is an evolution of M2M

with the capabilities of decision-making and automated control under the Internet of

Things (IoT) [10].

The M2M communication differs from traditional H2H communication in terms

of the packet size, traffic pattern, limited capacity of the device, delay bound, and

larger application domain [11, 12, 13]. M2M devices are usually tasked to gather

information from their surroundings and forward it to a server/computer for further
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processing. Thus, most of their communication is towards the uplink, which enforces

the continuous allocation of radio resources for an individual device. Some devices

deployed for critical information sensing may be delay-bound, such as intruder de-

tection or disaster alarm. To preserve specific QoS for such devices or to send data

before it becomes obsolete, the data should be transmitted within the specified delay

budget [14, 15]. M2M communication has specific characteristics as follows.

• A massive number of connected devices generate massive data.

• Periodic or event-driven packet generation.

• Small packet size but the frequent generation of packets.

• Wide range of delay and throughput requirements.

• A Vast variety of applications promulgate a more extensive range of service

requirements.

Traditional mobile communication differs from M2M communication against the

above specific requirements [16].

1.1.1 Evolution of M2M communication

The growing adaptation of advanced communication technology like 4G and 5G and

advancement in device connectivity encourages the research community to take ad-

vantage of the LTE network for M2M communication. Security and privacy issues,

device capacity enhancement, and high-end application development direct attention

toward M2M communication [1, 2, 3].

The term M2M communication is not new. It started in the year 1845 with the

invention of the Russian Military’s information exchange system. This was an el-

ementary wired system for data transfer. A duplex radio communication network

for data transmission in the 1900s followed it. Wired communication was used to

exchange information among devices in the early 20th century. Later in the 20th
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Figure 1.2: Evolution of M2M communication

century, M2M communication became more sophisticated with the advancement in

computer networking and cellular communication. M2M communication expanded

to applications like industrial automation, telemetry, Supervisory Control and Data

Acquisition (SCADA), and many more. SCADA combines software and hardware

for automating and monitoring industrial processes. In the early age of M2M com-

munication, it was implemented through the wire-line channel. However, after the

invention of the Global System for Mobile Communications (GSM), the 2nd Gen-

eration of cellular network technology in 1995, it became mature and grounds in

countless applications [17, 18, 19].

At the beginning of the 21st century, cellular communication technology ad-

vanced and proposed new communication technologies named 3G and 4G LTE,

which started to provide high-speed and secure data transmissions at a lower cost

per bit [20]. With the advancement in cellular technology, the Internet and single-

chip systems witnessed a great surge in the growth of M2M communication towards
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the Internet of Things (IoT) [10, 21, 22]. Both the number of connected devices and

the market grew bigger. Figure 1.3 shows the number of connected devices growth.

Research advisory firms Statista and CISCO have predicted that the number of con-

nected devices will grow to 75.44 billion by 2025, which was 15.41 billion in 2015.

Market advisory firm Mordor Intelligence forecasts that the M2M market will rise to

USD 26.52 billion by 2025, which was USD 19.18 billion in 2019 [22, 23, 24].

Figure 1.3: Growth in the number of connected devices

1.1.2 Milestones in M2M evolution

Important advancements in scientific innovations paved the way for M2M commu-

nication as we know it today. Following are the few marks that advanced the M2M

communication as of now.

1. Process Monitoring: In the 1970s, software applications were developed to

control industrial processes, gathering data in real-time from remote locations

to control equipment and conditions. For example, SCADA (supervisory con-

trol and data acquisition) provides organizations with the tools to make and

deploy data-driven decisions regarding their industrial processes.
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2. Remote Connectivity: M2M systems had local connectivity. The develop-

ment of GSM and IP networks in the 1990s, including GSM and IP networks

in the M2M system, enabled remote monitoring of industrial processes.

3. High Processing Capacity: After 2010, M2M communication started adding

information processing on its own, i.e., Cloud Computing, which helps to store

extensive data and provide complex processing facilities for the M2M commu-

nication system. It is anticipated as a new Cyber-Physical System (CPS) area

with intelligence integration into M2M communication [10].

4. Robust and High Data-Rate Connectivity: To overcome the limitation of

wired networks (single point of failure) and the requirement of high data rate

due to massively connected devices generating the requirement of integrating

M2M communication with LTE-A / 5th Generation-New Radio (5G-NR) Net-

work to support diverse requirements, including traffic, the number of devices,

etc. Figure 1.2 shows the evolution of the M2M communication system.

1.2 Requirements of M2M Standardization

In the past, many telecommunication operators proposed commercial solutions for

M2M communication in different parts of the world. These solutions were application-

specific and were introduced as vertical (vendor-specific full stack development)

M2M architecture or tools for a particular M2M application. For the scalable de-

velopment of M2M communication, standardization bodies felt the requirement for

a generic horizontal M2M architecture as a common platform for M2M application

development. The standardization bodies broadly focus on the following require-

ments.

• Interoperability: Vendor-specific M2M systems have limitations in the inter-

connection of the devices developed by different vendors due to different com-

munication protocols and mechanisms. For example, one device from vendor
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“X” may not connect to another from vendor “Y” in group communication.

• Sustainability: For a sustainable M2M system, components of the system

should operate properly and for the optimum duration. For example, Machine-

type communication devices(MTCDs) should be power efficient to work for a

long duration with a small battery.

• Scalability: As the number of connected devices is increasing rapidly, when

additional devices are added to the M2M system at different geographical lo-

cations, it can cause a requirement for WAN connectivity instead of local con-

nection and increased traffic requires a high data rate. The M2M system should

be scalable to support the system’s growth. For example, process automation

and monitoring components are locally connected inside an automobile com-

pany premises. Another unit of the same company is newly started at a remote

location. The connection media should be scalable to interconnect both units

for process coordination and to monitor centrally.

• Robust and Wide Area Coverage: The M2M system is everywhere, from

industrial automation to smart homes in the current scenario. To support this,

robust and wide area connectivity is required, i.e., LTE/ 5G NR.

• Privacy and Security: Data privacy and security are key requirements for a

stable M2M system.

1.3 M2M Standardization Initiatives

Various connectivity solutions are used in M2M in wired and wireless modes. Com-

pared to wired solutions, wireless solutions offer greater ease of deployment and im-

proved resilience against single points of failure. Cellular connectivity in the M2M

system provides various advantages, including broader coverage and interoperability

[25].
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Different standardization bodies like the 3rd-Generation Partnership Project (3GPP)

and European Telecommunications Standards Institute (ETSI) devote their efforts

and propose reference architecture to support M2M communication in 4G and 5G

networks to achieve robust communication. The ETSI aims to provide an end-to-end

view of M2M standardization. In Aug 2010, ETSI published the first listing of gen-

eral provisions for M2M service, followed by the functional requirements for M2M

communication [26].

The 3GPP focuses on the recommendation for communication of MTCDs. The work

has been carried out on optimizing access and core network infrastructure, allowing

efficient delivery of M2M services. The 3GPP releases 8 and 9 included the first

standard to support M2M communication. In 3GPP, M2M communication is called

MTC (Machine type communication) [24]. More specific methods have been pro-

posed in 3GPP release 12 for M2M communication, such as privacy, power control,

group management, and service maintenance [27].

A cooperative effort of seven standardization institutes worldwide created a unique

partnership for the standardization of M2M in 2012 called oneM2M. OneM2M’s

standard specifications enable an ecosystem to support various services and appli-

cations, including connected cars, smart grids, connected cities, automated homes,

public safety, and health. In the oneM2M-standardized architecture, an IoT Service

Layer is defined as a vendor-neutral software Middleware that sits between process-

ing and communication hardware and IoT applications, offering a set of functions

that IoT applications frequently require. The oneM2M Service Layer offers indepen-

dent use-case functions [28].

1.4 M2M Reference Architecture

The M2M communication system consists of three domains: MTCDs Domain, Net-

work Domain, and Application Domain [29, 30].
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MTCDs Domain: MTCDs domain consists of devices, i.e., sensors, actuators, me-

tering devices, Machine Type Communication Gateways (MTCG), etc. [29, 30]. For

communication among devices, the M2M area network provides low-range connec-

tivity among the MTCDs and MTCG using communication technologies like Smart-

BLE, ZigBee, WiFi, Ultra-Wide-Band (UWB), etc. BLE (Bluetooth Low Energy,

also known as Bluetooth Smart) is a power-conserving variant of Bluetooth Personal

Area Network (PAN) technology. BLE is designed to use less power and cost less

money than Classic Bluetooth. Ultra-wide-band (also known as UWB or ultra band)

is a radio technology that enables short-range, high-bandwidth communications over

a significant chunk of the radio spectrum using very little energy [31, 32, 33].

Network Domain: The network domain consists of the core network and the ac-

cess network. A core network is a fixed, high-speed, intensively used communi-

cations network. It is somewhat analogous to a network of motorways and major

trunk roads. Core networks often interconnect with other core networks. For ex-

ample, all the mobile operators’ core networks interconnect with the PSTN(Public

Switched Telephone Network) core network. An access network links the end-user’s

equipment to the core network via a local exchange or local radio node. The access

network is analogous to the minor roads that provide access to motorways and other

trunk routes.

M2M devices can connect to an access network in three ways: direct, indirect,

and hybrid, as shown in figure 1.4. The MTCD can communicate directly with the

evolved NodeB (eNB). In indirect connection, the Machine Type Communication

(MTC) gateway or cluster head/coordinator is responsible for transmission between

eNB and UE (User Equipment). In contrast, the rest of the devices in the cluster

communicate with that MTC gateway or cluster head/coordinator [31, 32, 33].

In hybrid communication, the device can communicate with the eNB directly and

through a gateway. The network domain provides the communication services be-

tween the MTCG and the application server (Indirect Connect) or between the MTCD

and the application server (Direct Connect) by using any wired or wireless WLAN
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Figure 1.4: M2M communication system architecture [34]

network technology, e.g., Satellite, eUTRAN, WiMAX, etc [35, 34, 36].

Application Domain: The application domain provides a facility for users to ac-

cess the information gathered by the MTCDs. The service capability layer provides

access between the user and the application server. Thus, the M2M communica-

tion system enables end-to-end connectivity between the MTCD and the application

server. Figure 1.4 shows the M2M communication system architecture as specified

by the European Telecommunications Standards Institute (ETSI) [31, 32, 33].

1.5 M2M Application Domain

M2M systems are continually developing and covering more application areas. The

automotive sector is gaining more attention, leading to the emergence of several ap-

plications [18, 6, 37]. The applications found in the literature are categorized into

five groups according to the application area: transportation, smart home, smart city,

e-Health, and smart metering, as shown in figure 1.5.
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Figure 1.5: M2M applications and use case

1.5.1 Transportation

This category of M2M application encompasses all the applications related to vehi-

cles or intelligent transportation systems. For the implementation, each vehicle has

some communication modules, such as GPS and single-chip systems, enabling com-

munication with remote servers. Some of the main applications in this domain are

emergency calls, breakdown calls, automated toll / pay-as-you-drive, fleet manage-

ment, and Stolen vehicle tracking [6, 38, 39].

1.5.2 e-Health

This type of application is useful in monitoring a person’s health remotely. Usually,

a person wears sensors like a smartwatch, which monitors a person’s health, such

as blood pressure monitoring, heart rate monitoring, etc.; due to limited resources

and processing power, these sensors send the gathered data to the MTCG, usually a

smartphone. The MTCG collects the data and sends it to the remote server of the

e-Health service via eNB, where healthcare professionals analyze the data and act
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accordingly. These applications work like Body Sensor Network except the commu-

nication is bidirectional [40, 41, 42]. Examples of applications in this category are

Remote health monitoring and fitness information monitoring.

1.5.3 Utility applications

M2M applications in this category are responsible for efficient water, electricity, and

gas use through smart metering devices. These meters are an essential part of the

smart grid. The major applications in this category are smart meters, automated

electrical vehicle (EV) charging points, and smart grids [43, 44].

1.5.4 Smart city

This category of M2M applications belongs to the applications developed and de-

ployed to make easy and smooth access to service to the citizens and save energy

and cost. Sensors are deployed across the city, and MTCD will send data to the gate-

way, which is then forwarded to the MTC server for further analysis [41, 42, 45].

Some significant applications are smart vehicle parking, smart city-waste manage-

ment, smart streetlights, pollution control, and smart traffic management.

1.5.5 Smart home

These applications are developed to provide comfortable living to home users with

remote detection and execution of particular tasks such as Smart WiFi Plug [46,

41, 42]. Some of the significant M2M applications for the smart home are remote

control of appliances, water and gas leakage detection, and security system remote

monitoring.

The applications mentioned above are not the only applications of M2M. The

application domain of M2M is far more significant and vaster than specified in this

section.
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1.6 End-to-End QoS for M2M Communication

Quality-of-service (QoS) ensures the subscribers’ communication experience and

helps the network work efficiently when many users access the network simulta-

neously. So, building a QoS architecture for M2M communications has become

essential. However, it is challenging to define a single QoS class for varying M2M

services [47]. The varying QoS requirements of MTCDs affect the radio resource

allocation. QoS of MTCD depends on various parameters such as delay budget,

throughput, and application priority, and these parameters have an extensive range of

values. For example, delay budgets range from 100ms to 1 day [48]. The various ap-

plications and services’ QoS requirements must be quantified in terms of criteria that

indicate desired performance levels to be satisfied. Some examples of these metrics

are throughput, latency, jitter, and packet loss [49, 48]. The following are the key

quantitative metrics listed by 3GPP.

Throughput: Characterized through the guaranteed bit rate. After bearer estab-

lishment or modification, the guaranteed bit rate (GBR) and allotted fixed network

resources remain unchanged. As a result, this data flow is a guaranteed service.

Delay: The 3GPP categorizes delays, with 75 ms being the lowest and 1 second be-

ing the highest. For delay-tolerant applications, the latter value is chosen. Packet

loss: Defined as the packet error loss rate, similar to the packet delay budget.

Priority: Allocation and retention of the service data flow are prioritized according

to the allocation/retention priority (ARP) parameter, which is utilized to specify this.

If there are conflicts in demand for network resources, the ARP determines whether

a bearer establishment or modification request can be approved or denied.

3GPP defines QoS Class Identifier (QCIs) for M2M communications over LTE, as

shown in table 1.1.
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Table 1.1: 3GPP QCI for M2M over LTE (Taken from [48])

QCI Bearer Class Priority Delay Budget GBR Example Service

1 GBR 2 1s 25 kbps
Delay and Throughput
sensitive bandwidth ap-
plications - Actuators.

2 GBR 4 1s 10 kbps
Delay sensitive band-
width applications -
Sensors.

3 GBR 3 10s 50 kbps
Higher bandwidth appli-
cations - Infotainment
Applications.

4 GBR 5 10s 25 kbps
High bandwidth applica-
tions - e-Health.

60 GBR 0.7 75 ms 25 kbps
Mission Critical event
triggered applications.

65 GBR 2 100ms 25 kbps
Non-Mission-Critical
vent triggered applica-
tions.

5 Non-GBR 1 100ms —
Time sensitive applica-
tion - Instant presence
sensors.

6 Non-GBR 6 1 minute —
Low demanding applica-
tions - Temperature mon-
itoring .

7 Non-GBR 7 10 minutes —
Low demanding applica-
tions - non-critical moni-
toring.

8 Non-GBR 8 1 hour —
Low demanding applica-
tions - smart metering.

9 Non-GBR 9 1 day —
Low demanding applica-
tions - Utility applica-
tions.

69 Non-GBR 0.5 60 ms —
Mission Critical delay
sensitive signaling (e.g.,
MC- PTT signaling).

70 Non-GBR 5.5 200 ms —
Mission Critical Data
transfer.
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1.7 Contribution of the Thesis

Radio resource scheduling for M2M in LTE has scalability and stability issues re-

garding the massive number of connected devices, standard compatible scheduling,

and a trade-off between system performance and QoS priority support. We have

presented a novel formulation of the priority decision problem as an action game

to stabilize the M2M system in a heterogeneous environment. This game-theoretic

model is integrated with the priority scheduling mechanism to validate the M2M sys-

tem performance and QoS support trade-offs. The proposed game-theoretic model

facilitates getting true application priority for communicating M2M devices in the

presence of malfunctioning or intruder devices in the network.

Through the simulation of the proposed scheduling scheme, we absorbed that the

resource utilization for all implemented algorithms observes a slack saturation after

300 devices and shows a logarithmic behavior. The algorithms that consider channel

quality as an allocation metric provide high throughput. The average cell throughput

improves with the number of devices but is bounded by Shannon’s capacity. QCI

priority violation increases rapidly for all the algorithms other than the priority-based

algorithm. The simulation results show that the proposed priority algorithm performs

poorly in throughput and resource utilization. It gives average results in resource-

sharing fairness. The priority-based algorithms perform better than others in priority

support and delay budget violations.

After validating the scheduling issues with an application priority-based scheduling

scheme, we proposed an improved scalable priority-based 3GPP compatible resource

scheduling methodology to overcome scalability and trade-off issues. The proposed

scheduling scheme provides balanced system performance and QoS priority sup-

port to the M2M system in a heterogeneous environment. The proposed scheduling

methodology uses the weighted priority to improve system performance and scale

the priority concerning the number of devices and QoS classes to minimize the low

resource utilization and starvation issues.
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Using a combination of channel quality and QCI priority improves the proposed algo-

rithm’s resource utilization and average cell throughput performance. The proposed

WPPF algorithm provides better QCI priority and delay-budget violation results. The

proposed WPPF algorithm performs more than average in throughput, resource uti-

lization, and priority support. The WPPF algorithm performs best in fairness and

delay-budget violation. The improved resource-sharing fairness also minimizes the

cases of starvation. The proposed WPPF algorithm perfectly balanced the system

performance and QoS support for M2M communication in a heterogeneous environ-

ment.

1.7.1 Thesis organization

This thesis has four key sections: M2M communication background, LTE resource

scheduling mechanism, QoS aware resource scheduling, and summary, which are

spread over five chapters and organized as follows.

• Chapter 1 Introduction to M2M provides foundation for M2M communication

from evolution to standardization. The chapter explains the challenges and

QoS requirements for M2M in LTE networks.

• Chapter 2 Background Information and Literature Survey expounds LTE net-

work architecture and radio resource scheduling concepts.

• Chapter 3 Decision on QoS Class Identifier(QCI): An Auction Model pro-

vides a QoS aware resource scheduling scheme for M2M communication in

LTE network.

• Chapter 4 Balancing Performance and QCI support for M2M provide weighted

priority proportion fair resource scheduling scheme based on the virtual QoS

class identifier.
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• Chapter 5 Thesis Summary summarize the work through this thesis. More-

over, this chapter provides future research direction and scope of the proposed

scheduling schemes in 5G NR.

Figure 1.6 shows the organization of the thesis.

1.8 Chapter Summary

■ With the emergence of applications such as online video streaming in HD and
online gaming, which require a high-speed information exchange over the mo-
bile network, high-speed communications have become an essential part of
daily life.

■ Machine-to-machine (M2M) communication is rapidly developing to include
many devices/machines/terminals, including mobile phones, personal comput-
ers, laptops, TVs, speakers, lights, and electronic appliances.

■ With the dramatic penetration of embedded devices, M2M communications
have become a dominant communication paradigm.

■ Applications like video on demand, surveillance, monitoring systems, and
emergency communication impose the need to expand existing H2H (human-
to-human) communication to H2M or M2M communication.
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Literature Survey

“If you know you are on the right track

if you have this inner knowledge, then

nobody can turn you off... no matter

what they say.”

Barbara McClintock

Key Points:

■ Recent developments in communication technology make Long Term Evolu-
tion (LTE)/Long Term Evolution-Advance (LTE-A) a promising technology
for supporting M2M communication.

■ LTE can support the diverse characteristics of M2M communication due to its
complete IP connectivity, coverage area, and scalability.

■ We present a survey on the classification of LTE / LTE-A scheduling method-
ologies from the perspective of M2M communication.

■ We classify the schedulers based on their objectives, such as energy efficiency,
spectrum efficiency, group-based scheduling, and Quality-of-Service (QoS)
support for Machine Type Communication Devices (MTCDs).

■ Through the literature survey, we find the research gaps for balanced perfor-
mance concerning the system’s performance and QoS support.
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2.1 3GPP’s Long Term Evolution

We have been witnessing immense growth in mobile data and the number of con-

nected devices. As per the Ericsson mobility report data and forecasts(2022–2028),

the number of connected mobile devices will be four times more than the world popu-

lation by 2028. Half of the connected devices will be Machine Type Communication

(MTC). Connected home appliances will have the highest share, and connected cars

will grow rapidly. The total number of internet users globally is 5.3 billion in 2023,

which was 3.9 billion in 2018. That is 66% of the world’s population in 2023. Er-

icsson predicted that the average global mobile data will grow up to 164 Exabytes

(EB) per month by 2025, which was 33 EB per month by 2019. 60 percent of cel-

lular M2M connections are forecast to use 4G/ 5G cellular networks by the end of

2028. Recently, unprecedented growth in connected devices and a high volume of

mobile data traffic have driven a demand for communication technology to fulfill

communication’s future requirements. Fig. 2.1 shows the evolution of the generation

of wireless communication. The 3GPP’s LTE can meet the demand for high-speed

data transfer, massive connectivity, and low latency. The LTE is being standardized

to aim for a Fiber-Like mobile broadband experience with more than 100 Mbps of

data transfer speed and high mobility support [50, 51].

LTE is a cellular communication standard for mobile devices. It provides effi-

cient high-speed transmission of up to 50 Mbps data rate in the uplink direction and

100 Mbps data rate in the downlink direction at a reduced cost per bit. The LTE

communication is based on Orthogonal Frequency Division Multiplexing (OFDM)

technology. It uses an Orthogonal Frequency Division Multiple Access (OFDMA)

modulation scheme for downlink transmission and a Single Carrier - Frequency Di-

vision Multiple Access (SC-FDMA) modulation scheme for uplink transmission.

Moreover, LTE provides better resource sharing and lower interference than the pre-

vious generations of cellular communication [52, 53]. The LTE enables several new
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Figure 2.1: An illustration of the evolution of telecommunication technologies

application domains like augmented reality / virtual reality (AR / VR), Internet-of-

Things (IoT), Internet-of-Vehicles (IoV), Device-to-Device (D2D) communication,

and machine-type communication (MTC). These new application domains are lead-

ing to a rapid increase in data rate and massive device connectivity. Application

domains like autonomous vehicles, AR / VR, and drone communication require

low latency [54, 55]. In our test case, smart-building includes heterogeneous de-

vices such as infotainment systems, security systems, augmented and virtual reality

(AR/VR), remote surgery, surveillance cameras, fire or earthquake alert sensors, and

many smart utility applications that have a heterogeneous requirement in context to

delay-budget, data-rate, and massive connectivity.

2.1.1 LTE network architecture

The LTE network architecture consists of evolved Node Base (eNodeB or eNB),

UEs, and core-network, called System Architecture Evolution (SAE), as described

in figure 2.2. The SAE primarily consists of the following components: the Mobility

Management Entity (MME), the Serving-Gateway (S-GW), the Packet Data Network

Gateway (PDN-GW/P-GW), and the Home Subscriber Server (HSS). The SAE core,

Evolved Packet Core (EPC), provides multiple services like authentication, mobility

management, setting up of bearers, and control of QoS parameters [56, 57]. The
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Figure 2.2: LTE communication network architecture [61]

eNodeB is responsible for connecting the UEs to this core network. UE or user

equipment is a user or a machine that connects to the eNodeB to access the network

[58, 59, 60].

The primary duties of an eNB are radio resource management, encryption and

compression of IP data packets, and selection of an MME. The eNB performs radio

resource scheduling at its MAC. The MME is part of the core network that deals

with user authentication, session management, and mobility management. This en-

tity keeps track of the user’s device, and only one MME can be connected to a device

at a time. The S-GW handles the data packet routing and forwarding and manages

mobility between LTE and other networks [62, 63, 64]. This component also allows

for the replication of user data for lawful interception. The P-GW provides the fa-

cility to connect the UE with an external network, i.e., the Internet. The P-GW also

enforces the charging policy and allows packet analysis or interception. The HSS is

the master database for all users and is typically stored in a single node. This com-

ponent helps authenticate and authorize users for the services offered by the network

[58, 35].

In this thesis, we work on the uplink communication between an M2M device and

eNB shown as a shaded circle in figure 2.2.
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2.1.2 LTE packet scheduler structure

In any cellular communication technology such as LTE, multiple devices contend

for limited resources the network operator’s infrastructure offers. The distribution

of these resources to numerous devices over the radio channel involves assigning

time slots and frequency channels to these devices. The process of assigning time

and frequency to devices is called radio resource scheduling. The algorithms used

for this allocation are instrumental in providing optimal services to end-users and

applications [52, 53].

The packet scheduler performs packet scheduling at eNB. Figure 2.3 shows the

functional diagram of the LTE packet scheduler. The scheduler performs the schedul-

ing task in both the time and frequency domains. In the first phase, the Time Domain

Packet Scheduler (TDPS) scheduler selects sufficient devices that can be assigned

the resources [65, 66]. The selection of the devices by the TDPS scheduler is based

on criteria such as device priority, channel quality, Buffer Status Report (BSR), etc.

After selecting eligible UEs, TDPS passes the list of Radio Network Temporary Iden-

tifiers (RNTIs) of selected UEs to the Frequency Domain Packet Scheduler (FDPS)

for the further resource allocation process. The FDPS assigns the physical resources

to UEs as per the device, channel status, and device requirements [58, 53, 67].

LTE packet scheduler also performs the task related to the Hybrid Automatic

Repeat Request (HARQ) management for failed packet transmission, link adaptation

based on the packet’s feedback (ACKs/NACKs) and Channel Quality Index (CQI)

to adjust the transmission rate, transmission power level, Modulation and Coding

Schemes (MCS) for error-free transmission. Packet scheduler also receives inputs

about QoS, BSR, and Medium Access Control (MAC) & Radio Link Control (RLC)

information to perform efficient scheduling decisions [58, 53]. This thesis’s proposed

resource scheduling scheme is designed to work in time domain packet scheduling

(TDPS). We have used ACK/NACK, QoS attributes, buffer status reports (BSR),

and MTCD’s MAC information as feedback to perform resource scheduling in the
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Figure 2.3: Block diagram of LTE packet scheduler [59]

proposed work.

2.1.3 LTE radio frame structure

LTE communication uses OFDMA in the downlink and SC-FDMA in the uplink

channel. The uplink and downlink data is transmitted as frames of 10ms duration, as

shown in figure 2.4. Each frame is further divided into ten subframes of length 1ms

each. The duration of the subframe is known as the transmission time interval (TTI),

and each such subframe is further divided into two slots of 0.5ms duration each. The

resource units are allocated in slots of 0.5ms long in the time domain and 180KHz

bandwidth in the frequency domain [68, 69, 70]. The block of 0.5 ms long in the

time domain and 180KHz wide in the frequency domain is called Physical Resource

Block (PRB). The PRB is the minimum unit to be allocated to a UE, and resources are

allocated in multiple PRBs. Each PRB is a grid of 12*6 or 12*7 Resource Element

(RE) comprised of 12 subcarriers of 15KHz each in the frequency domain and 6

(extended CP) or 7 (Normal CP) symbols in the time domain [58, 53, 71]. The
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cyclic prefix refers to an additional piece of each OFDM symbol that the transmitter

duplicates from its end to its beginning before sending the entire signal.

Figure 2.4: LTE radio frame type-2 structure [59]

Depending on the bandwidth, the number of PRBs in the uplink ranges from 6 to

100. LTE provides a facility of flexible bandwidth from 1.4 MHz to 20 MHz. Thus,

the bandwidth of 1.4 MHz provides 6 PRBs of 0.5ms*180KHz, and the bandwidth

of 20 MHz provides 100 PRBs of 0.5ms*180KHz. The most basic modulation unit

is a resource element, a single block of 12*7 grid of a PRB, and contains one symbol

of 15khz. Each resource element may contain two or more bits depending upon the

modulation and coding scheme (2 bits in QPSK, 4 bits in 16QAM) [72, 32, 73].

There are two radio frame types, Type-1 and Type-2. Type-1 uses FDD, and Type-2

uses TDD mode. In type 2, there is 7 configuration from 0 to 6. We have used radio

frame type-2 and configuration 0 with a DL and UL switching periodicity of 5ms.

We have chosen a bandwidth of 5 MHz with 25 PRBs in our simulation environment,

and other time domain and frequency domain configurations are as shown in figure

2.4.
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Figure 2.5: Schematic diagram of LTE scheduling process [77]

2.1.4 LTE resource scheduling

The LTE packet scheduler is a MAC layer functionality of eNB, which is responsi-

ble for packet scheduling and physical resource-sharing decisions. When a MTCD

sends a scheduling request (SR) to eNB, the packet scheduler assigns the required re-

sources to that UE based on the received information from UE and network, such as

BSR, a sounding reference signal (SRS), and available resources. Physical resource

scheduling decisions depend on various attributes such as QoS attributes, CQI, fair-

ness, energy efficiency, and spectral efficiency per the scheduling objective. Figure

2.5 shows schematic diagram of LTE scheduling process [74, 75, 76].

Whenever a UE or a machine has data in its buffer for transmission, it sends a

BSR packet as an uplink resource scheduling request to the eNB over the Physical

Uplink Control Channel (PUCCH). BSR reporting interval can be configured to send

periodically or based on data availability in UE’s buffer [78, 79, 80]. Upon receiving

scheduling requests over PUCCH from UE, the scheduler allocates m available phys-

ical resources to n requesting UEs, using a specified algorithm according to received

reference signals and algorithm’s objective and sends scheduling grant information
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in Downlink Control Information-0 (DCI0) format to UE. The scheduling grant con-

tains information about MCS, frame number, transmit power, etc. The scheduling

task is performed per subframe of 1 millisecond as shown in figure 2.4. Suppose

a UEi received a scheduling grant in nnt subframe. In that case, the UEi can send

data in or after (n+ 3)th subframe over Physical Uplink Shared Channel (PUSCH)

[81, 82, 83, 84, 85]. For example, if a UE received scheduling grant in subframe 1

consisting of slots 1 & 2 as shown in figure 2.4, then UE is allowed to send data in

subframe four consisting of slots 7 & 8. PUCCH and PUSCH are logical channels in

the MAC layer, as shown in figure 2.5.

LTE resource scheduling is divided into two categories. The first is dynamic or

channel-dependent, and the other is static or channel-independent scheduling. Dy-

namic scheduling considers the channel quality between UE and eNB in scheduling

decisions. In contrast, static scheduling does not consider CQI in scheduling deci-

sions. In LTE, 15 CQIs are defined by 3GPP, ranging from 1 to 15. CQI values are

used to decide the transmission’s modulation and coding rate to achieve a lower Bit

Error Rate (BER). Table 2.1 shows the 4-bit CQI table for LTE [86, 87].

Table 2.1: Channel Quality Indicator Table [58]

CQI Modulation Code Rate (x1204) Efficiency

0 Out of range
1 QPSK 75 0.1523
2 QPSK 120 0.2344
3 QPSK 193 0.3770
4 QPSK 308 0.6016
5 QPSK 449 0.8770
6 QPSK 602 1.1758
7 16QAM 378 1.4766
8 16QAM 490 1.9141
9 16QAM 616 2.4063

10 64QAM 466 2.7305
11 64QAM 567 3.3223
12 64QAM 666 3.9023
13 64QAM 772 4.5234
14 64QAM 873 5.1152
15 64QAM 948 5.5547

Quadrature Phase Shift Keying (QPSK),Quadrature Amplitude Modulation(QAM)
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2.1.5 M2M Communication Challenges in LTE/LTE-

A

M2M communications are widely used in various applications, including security,

surveillance, intelligent transportation systems, emergency alerts, healthcare, and

smart metering [67]. Many devices are deployed to gather information and send

it via a network to processing devices. Due to its intrinsic IP connectivity and abil-

ity to serve many devices across vast distances, LTE cellular networks are a serious

candidate for M2M communications. The needs of M2M communications differ de-

pending on the supported service, making it difficult to integrate M2M services into

LTE/LTE-A networks. These traits and difficulties are covered in [88] and can be

summed up as follows:

• Energy Management: Since a majority of M2M devices function using bat-

teries in general, lowering power consumption is one of the main issues in

M2M communications [48].

• Access Priority: When competing for network access in particular applica-

tions, M2M devices must be given preference over other network nodes. Emer-

gency scenarios and military support missions call for priority access [48].

• Group Control: The system should be capable of handling many M2M de-

vices (massive deployments).

• Small Burst Transmissions: The size of the transmitted data bursts is typi-

cally minimal. Therefore, it is important to enable low traffic overhead [59].

• Time-controlled Operation: M2M communications need to allow time-controlled

operation, in which M2M devices send or receive data at specific pre-defined

times based on the type of application. Event-driven applications are the sole

exception [79].
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• Delay-tolerant Operation: Delay-tolerant M2M devices should have a lower

access priority from the system, which would delay their data transmission

following their application needs [78].

• Extremely Low Latency: For M2M devices that are not delay-tolerant, this

entails lowering network access latency and data transmission latency. In the

event of emergencies, this becomes critical [48].

• Infrequent Traffic: M2M communications are typically infrequent and have

long inter-arrival times. Therefore, establishing effective scheduling approaches

requires modeling the M2M traffic characteristics, similar to the study in [89].

The air interface presents the most serious difficulties in considering the needs men-

tioned earlier. These difficulties generally concern random access and resource allo-

cation with provisioning for QoS.

2.1.6 Importance of resource scheduling for M2M in

LTE

LTE is a cellular communication standard that offers high bandwidth and the flexibil-

ity to accommodate the varying requirements of UEs. M2M communication typically

consists of low bandwidth bursts of data with different QoS requirements from their

Human-2-Human(H2H) counterparts [53]. M2M communication is predominantly

uplink-based and contends with the uplink H2H traffic. Various mission-critical ap-

plications of M2M communication need to be prioritized over H2H, and this con-

tention is an issue that the uplink scheduler has to manage [90, 91].

As the M2M communication system has many devices with varying QoS re-

quirements, designing scheduling schemes that support machine-type communica-

tion over the LTE network is challenging [54]. Many MTCDs are infrequently send-

ing varying sizes of data packets; the LTE bandwidth offers a limited number of

physical resources and is optimized for H2H communication [89, 92].
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Therefore, it is required to design a solution for M2M communication that opti-

mizes the available physical resources while satisfying the unique QoS requirements

of M2M communication.

2.1.7 Scheduling metrics

Scheduling metrics are parameters related to the network and UE. The scheduler uses

these metrics to optimize the system utility and to fulfill the scheduling objectives.

This subsection introduces the most common scheduling metrics used in the existing

schedulers.

Channel quality identifier

The 3GPP standard describes the channel quality between eNB and UE as channel

quality identifiers (CQI). CQI values range from 0 (very poor channel) to 15 (very

good channel). In LTE, signal-to-noise plus interference ratio (SNIR) describes the

channel quality. The eNB uses reference signal received power (RSRP), noise level,

and interference level to estimate the CQI for a UE-eNB link. The eNB estimates

CQI for each resource block for all UEs. UE computes effective SNIR SNIRe f f based

on the received SNIR samples over multiple OFDM symbols [93]. The effective

SNIR SNIRe f f is defined as follows.

SNIRe f f = α1I−1

(
1
N

M

∑
k=1

(
SNIRk

α2

))
(2.1)

Where N is the number of SNIR samples. α1 and α2 are parameters to adapt

different modulation and coding. The maximum achievable sum rate is constrained

by Shannon capacity and depends on SNIR [93]. Shannon’s capacity is defined as

follows.

CS = log2 (1+SNIR) (2.2)
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Thus, a high data rate depends on channel quality. UE can send significant data

using higher modulation and coding schemes (MCS) over a channel with higher

channel quality as the transport block size (TBS) depends on the MCS. The mod-

ulation constraint Shannon capacity is defined as follows.

CS = log2(M)+
1

2πM

m−1

∑
m=1

∫
e−γ(y−xm)

2
log2

(
e−γ(y−xm)

2

∑
M−1
k=0 e−γ(y−xm)2

)
(2.3)

Where M is the size of the modulation alphabet, γ is SNIR, and xm is the modula-

tion symbol. Channel quality should support significant MCS to achieve a high data

rate. In the 3GPP standard for LTE, CQI is defined as a N×R matrix, where N is the

number of UEs and R is the number of available resources Nav
RB.

CQIi, j =



CQI11 CQI12 CQI13 . . . CQI1R

CQI21 CQI22 CQI23 . . . CQI2R

...
...

... . . . ...

CQIN1 CQIN2 CQIN3 . . . CQINR


The scheduler fetches the CQIi, j for the UE i over resource j. The throughput-

hungry scheduling policies consider CQI as the primary allocation metric.

QoS class identifier

3GPP defines QoS class identifiers (QCI) for different types of applications corre-

sponding to application requirements. A QCI encompasses parameters like required

bit rate, type of bearer (GBR/N-GBR), delay budgets, and application’s priory, de-

pending on the type of application. The LTE scheduler considers QCI priority to give

preference for an UE over another in the time domain selection [48]. Other param-

eters are used to decide on frequency domain resource allocation. Table 1.1 shows

standard QCIs for M2M communication. Let a UE i have priority p and allocated

resource set Rp
i . Another UE j has priority q and allocated resource set Rq

j . Then, the
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resource allocation algorithm fails to satisfy the QCI if.

Rp
i = φ and Rq

j ̸= φ i f q≤ p (2.4)

Equation (2.4) states that the MTCD j with lower priority gets resource even if

MTCD i has higher priority than MTCD j.

Delay

Network traffic is categorized into two types: delay bound and delay tolerant. Delay-

bound traffic has a strict deadline [79]. If the deadline is missed, the packet is not

significant and hence is considered a dropped or lost packet. However, the delay-

tolerant packet can be queued for some time. Delay-aware packet scheduling policies

use the delay budget of the application packet as the primary metric for resource

allocation [94]. If a UE i has a delay budget of Di
b and a delay in the network access

Di, then a delay-aware packet scheduling algorithm tries to satisfy the following

condition.

Di

Di
b
≤ 1 ∀i ∈ I (2.5)

Buffer status

UE sends periodic updates about their buffer level as a buffer status report (BSR)

to eNB. The buffer status of a UE represents the amount of data available in the

UE’s buffer ready for transmission. A higher buffer level increases the probability

of queue overflow and information loss. Buffer-aware resource allocation algorithms

prioritize UEs with higher buffer levels to provide more transmission opportunities

than those with lower buffer levels [53].
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Traffic pattern

Network traffic can be classified based on traffic characteristics like time-driven

(TD), event-driven (ED), and delay-bound or delay-tolerant. Generally, traffic char-

acteristics are used to prioritize a packet over others, data aggregation on gateway

devices, and clustering of devices. The data aggregation mechanism enables com-

munication in a dense network [79].

Round robin

Round robin scheme allocates equal resources to all UEs irrespective of any charac-

teristic or requirement of UEs. The round-robin approach aims to give all the devices

a fair chance [53].

The mentioned allocation metrics can be used individually or combined with mul-

tiple metrics to optimize the allocation. The selection of allocation metrics depends

on the scheduling objective. We have used channel quality, QoS class identifier, and

delay as selection metrics to optimize the resource scheduling in this thesis.

2.1.8 Scheduling objectives

The scheduling objective is an expected outcome of the allocation strategy. The

scheduling strategy optimizes the scheduling metrics subject to scheduling constraints

to achieve scheduling objectives. The primary scheduling objectives identified in the

literature are as follows.

Energy efficiency

Energy efficiency is a primary objective when the connected devices have power con-

straints, i.e., battery-operated devices. The primary allocation metric is channel qual-

ity between eNB and the device to achieve energy efficiency [48]. Moreover, some

researchers also minimize the interference to increase energy efficiency. Generally,

energy efficiency is measured as energy consumed per bit of information transfer by
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the communicating device. The objective is to minimize overall energy consumption

ei, j for the devices i ∈ I with the resource block j ∈ J.

Minimize∑
i

∑
j

ei, j (2.6)

Resource utilization

It is a ratio of resources utilized to total available resources. A combination of multi-

ple allocation metrics is used to optimize resource utilization. The allocation strate-

gies with straight allocation mechanisms, i.e., Round-Robin, provide better resource

utilization [48, 84]. Resource utilization URB is defined as follows.

URB =
∑

I
i=1 RBu

i
RBTotal

(2.7)

Where RBu
t is the resources the devices utilize in a time interval.

QoS support

Different devices have different QoS requirements like delay budgets, throughput

required, or priority. Generally, multiple allocation metrics, like a priority, buffer

level, or CQI, are jointly optimized to provide QoS support. However, there is a

trade-off between resource utilization and QoS [95].

Massive connectivity

With growing connectivity to the network, one of the objectives of scheduling strate-

gies is to provide connectivity for many devices. Traffic patterns and QoS class are

standard metrics jointly used for traffic aggregation to support massive connectivity

[89].
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Fairness

Fairness is applied when the resources to be shared are limited. Fairness refers to

the likely equal sharing of resources among the communicating devices. Fairness in

sharing resources is challenging due to the trade-off between fairness and efficiency

[83]. The resource fairness index IRB shows whether the resources are fairly shared

among the devices. The resource fairness index varies in the interval [0 1], 0 rep-

resents entirely unfair, and 1 represents fairness entirely [96]. The fairness index is

defined as follows.

IRB =

(
1

1+ x̂

)
(2.8)

x̂ =

√
∑(RBi−RBAvg)2

NUEs

Where RBi is the resource allocated to device i and x̂ is the standard deviation in

resource share among devices.

Throughput

Dedicated LTE bearer classes can be guaranteed bit rate (GBR) or Non-GBR. 3GPP

specifies GBR for a specific application. The LTE scheduler uses GBR to estimate

the minimum required resources for a particular UE [97]. The achieved throughput

RAche
i for UE i should be more than or equal to GBR and less than or equal to maxi-

mum achievable throughput Rmax. Throughput-aware resource allocation algorithms

satisfy the following conditions.

GBRi ≤ RAche
i ≤ Rmax ∀i ∈ I (2.9)

RAche
i =

NRB ∗NRB
RE ∗Bsymb

T T I

Where NRB is the number of resource blocks allocated to UE i, NRB
RE is the number

of resource elements per RB, and Bsymb represent bits per symbol and depends on

MCS used.
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The performance of an allocation strategy is the percentage of fulfillment of the

scheduling objective by optimizing the scheduling metrics. The limit of optimization

of scheduling metrics depends on the scheduling constraints. We have considered

resource utilization, QoS support, fairness, and throughput as scheduling objectives

in the proposed scheduling scheme. Throughput and resource utilization are selected

as system performance objectives, and others are considered as QoS objectives.

2.1.9 Scheduling constraints and flags

Scheduling constraints limit the optimization of scheduling metrics. During the

packet scheduling process, eNB satisfies the QoS of devices and efficiently allocates

resources among the devices for the best utilization of radio resources (i.e., max-

imizes cell capacity). To allocate radio resources efficiently among MTCDs, and

consider many factors such as CQI, SNR, BSR report, HARQ, etc. [53]. Many other

limitations should be considered in the packet scheduling process. Some of these are

-

1. Allocation Flag: If a resource R j is allocated to an MTC device i, it can not

be allocated to any other device. The allocation flag can be defined as follows.

αi, j =


1 i f R j isallocated toaMTCD

0 Otherwise
(2.10)

Where αi, j is a flag such that resource R j is allocated to the device i. A single

resource (PRB) can not be assigned to more than one MTC device [58].

Ri, j∩Ri′ , j = φ ; ∀ i ∈ I, j ∈ J (2.11)

Where Ri, j are resources allocated to device i and Ri′ , j are resources allocated

to the device i
′
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2. Hybrid Automatic Repeat Request (HARQ) Flag: If transmission of a packet

has failed, then packet retransmission is initiated by eNB. The eNB provides

high priority for the packets in the retransmission phase. LTE scheduler uses

a mechanism to re-transmit a packet called Hybrid Automatic Repeat Request

(HARQ) [84]. If the HARQ flag is enabled for a device i, it should be priori-

tized over other devices. HARQ flag is defined as follows.

βi =


1 i f reported byHARQ

0 Otherwise
(2.12)

Where βi is a flag such that device i has a packet for retransmission.

3. Delay Constraint: The maximum delay for a device i, dli, should not be more

than the maximum allowable delay budget (DBi)

dli ≤ DBi

dli
DBi
≤ 1; ∀ i ∈ I (2.13)

4. Throughput Constraint: Throughput for a device i should be greater than the

minimum required Guaranteed Bit Rate (GBR) GBRi and should be less than

the maximum allowable throughput T [58].

GBRi ≤
NRB ∗NRB

RE ∗Bsymb

T T I
≤ T (2.14)

Where nRE is the number of resource elements, and bsym is the number of bits

per symbol.

5. Maximum Resource Constraint: The maximum number of resources (PRBs)

allocated to devices in a single Transmission Time Interval (TTI)for all selected

devices (scheduled for transmission) should be less than or equal to available
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resources in that TTI [84].

| Ri,1∪Ri,2∪·· ·∪Ri, j |≤| Rav |;
m⋃

i, j=0

Ri, j ≤ |Rav| (2.15)

Ri, j refers to a resource j allocated to device i and Rav is the number of available

resources in a TTI.

6. Continuity Constraint: Multiple resources for a single device can only be

allocated continuously in the frequency domain [27]. For example, device A

needs three PRBs, device B needs one PRB, and available resources are four

PRBs. Now, the PRB allocation pattern should be (A-123)-(B-4) or (A-234)-

(B-1). It can not be (A-134)-(B-2).

Ri, j = φ ∀ j ≥ m+1 i f Ri,m = φ (2.16)

Where Ri, j refers to resource j allocated to device i.

7. Power Constraint: For a device, i maximum transmission power can not

exceed the maximum allowable limit [27] -

0≤ εi, j ≤ εmax; ∀ i ∈ I, j ∈ J (2.17)

Where εi, j is transmission power used by the device for jth resource.

A device i should have an equal power level for all PRBs allocated to the device

in a TTI -

εi, j = εi, j′ ∀ i ∈ I, j ∈ J (2.18)

Before designing a scheduling mechanism, constraints and metrics should be

identified to fulfill the scheduling objective. We have used the constraints based

on feedback received from the MTCDs in the proposed scheduling scheme. From

the above-listed constraints, delay and throughput are used as MTCD’s constraints,
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Figure 2.6: Classification of Scheduling Techniques

while continuity and maximum resource are used as eNB constraints. The HARQ

and power constraints are applicable for both MTCD and eNB.

2.2 Classification of Scheduling Techniques

This section discusses selected physical resource scheduling techniques for M2M

and H2H communication in the LTE network. All the scheduling techniques are

classified depending on the focused objective of the scheduling, as shown in figure

2.6.

2.2.1 Efficiency-based techniques

M2M devices have low processing capabilities and limited battery life. The major-

ity of these devices are deployed with fixed batteries. Some of these devices also

serve real-time mission-critical applications. Due to the nature of M2M communi-

cations, suitable radio resource allocation techniques are required to provide these

devices’ energy efficiency and throughput. These can be classified into two cate-

gories based on their optimization: energy-efficient and spectral/throughput efficient

resource scheduling techniques [98, 99, 100, 101].
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Energy efficient techniques

These algorithms aim to minimize energy consumption in MTCDs individually or for

the whole network. One approach is to give preference in allocating resource blocks

to the MTCD with the best channel quality to increase throughput and decrease power

consumption. The transmission rate depends on the channel quality between the UE

and eNB [102, 82, 103]. For the poor channel condition, a sufficient data rate can be

achieved using high transmit power (Ptx) and MCS such as 16QAM/64QAM. Thus,

the transmit power Ptx of UE can be seen as one of the link adaptation schemes. Some

applications can work efficiently with flexible data rates. For such cases, the energy

efficiency of a UE can be increased with a lower data rate. In practice, the data rate

of radio-link between the UE and eNB is controlled by Modulation and Coding rate

[104, 85, 105]. Figure 2.7 shows the relationship among the transmit power Ptx, data

rate Ttx, and transmission channel quality.

The LTE network provides two methods to control the UEs’ power consumption:

"Closed-Loop Power Control" and "Open-Loop Power Control." The Closed-Loop

power control mechanism uses the feedback provided by the UEs to the eNB through

sounding reference signals [106]. These SR signals provide information about the

path gain and shadowing through the path between the UE and the eNB and are used

to calculate the Signal-to-Inference plus Noise Ratio (SINR) employed to make deci-

sions about the MCS and transmit power required for the transmission. MCS affects

the amount of information transmitted per transmission and the power consumption

[92, 85]. The power control for the PUCCH is defined as follows.

PPUCCH =min{PT x
max,c,P0,PUCCH +PLDL

+△Format +δ}
(2.19)
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The power control for PUSCH is defined as follows.

PPUSCH,c =min{PT x
max,c−PPUCCH ,P0,PUSCH+

α.PLDL +10. log(M)+△MCS +δ}
(2.20)

Where; PT x
max,c is per-carrier maximum transmit power, PPUSCH,c is allocated power

for PUSCH over carrier c, P0,PUCCH is the target received power, PPUCCH is allocated

power for PUCCH, P0,PUSCH is cell-specific parameter, PLDL is downlink path loss,

α is partial path-loss compensation, △Format is Ptx power offset, and δ is explicit

power-control commands. The △MCS shows the requirements of different transmit

power levels for the different MCS. The term 10. log(M) reflects the power required

per resource block. A larger resource block size requires more power to transmit

data. Thus, (2.19) and (2.20) show that the transmission rate and resource block size

affect the power consumption of the transmitter[92].

(a) Power Control

(b) Rate Control

Figure 2.7: Power and rate control in LTE [92]

The discontinuous Reception (DRx) scheme also improves the UE’s energy ef-

ficiency. UE only consumes power when transmitting or receiving data to or from
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eNB; otherwise, it gets into sleep mode and consumes much less power. A UE can be

configured to monitor PDCCH discontinuously. DRx can be set in two ways, Long

DRx and Short DRx, as per the requirements of the UE’s application. DRx scheme

maintains various timers, such as the duration timer, DRx inactivity timer, and DRx

re-transmission timer. DRx mechanism sets the time offset and sets or resets the

timers as per the configurations [48, 92]. A typical DRx scheme with PDCCH recep-

tion is shown in Fig. 2.8 -

Figure 2.8: DRx scheme with PDCCH reception [48]

Rekhissa et al. [93] proposed two energy-efficient uplink allocation strategies

in H2H / M2M co-existence scenario by modifying Carrier-By-Carrier (CBC) and

Recursive Maximum Expansion (RME) algorithms for UEs as well as MTCDs. The

authors define UE metrics for each RB and allocate RBs such that RBi is allocated

to the UE, which has the highest metric for the ith RB. The CBC approach consists

of choosing the best CQI and allocating the corresponding RB to the MTCD; this

process is repeated until no one UE remains or all RBs are assigned. RME recursively

expands allocation toward the left/right of an allocated RB for a device.

Azari et al. [107] modeled energy consumption and network lifetimes based on

transmission and circuit energy consumption and proposed an algorithm that max-

imizes network lifetime by allocating devices that have the most effect on network
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lifetime first. The authors define network lifetime as the shortest, longest, and aver-

age individual lifetime and the expected lifetime metric.

L(t)≜
E(t)

εs + εd
T (2.21)

Where E(t) is the remaining power, T is the reporting interval, εs is static power

use, and εd is the average power of UE. The authors modeled the problem as Min-

Max optimization and proposed variations of this algorithm that work with limited

Channel State Information (CSI). Results demonstrate that the spectral and energy

efficiency show an inverse trend, i.e., Increasing data sent in each resource block

increases spectral efficiency and decreases energy efficiency.

In [108], the authors modeled machines’ energy consumption as a constraint min-

imization problem and defined it as follows.

min
T

∑
f=1

N

∑
n=1

En( f ) (2.22)

Where En( f ) is a function of the device’s power consumption in the data and signal

transmission rates, it goes into a sleep state when the device is not in any transmis-

sion state. The authors consider devices as sensory nodes and propose two energy-

efficient scheduling algorithms. The first algorithm is used when the distance be-

tween eNB and the device is long; it schedules data with short deadlines first and tries

all possible allocations of RBs to reduce power consumption. The second algorithm

minimizes the number of active sub-frames to achieve efficiency and is used when

the distance between the device and eNB is short. The algorithms were compared

with EDF, WF2Q, and Chen’s algorithm and were found to consume less energy

with satisfactory fairness and scheduling success ratios.

In [109], Azari et al. proposed an energy-efficient scheme to enhance the net-

work’s lifetime using an optimum size cluster. The expected lifetime of a cluster is

defined as the ratio of remaining power to the average power consumption of nodes
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in each duty cycle and is expressed as follows.

Lc =
E0

1
gEh +(1− 1

g)Em
Tc (2.23)

Where E0 is the remaining power, g is cluster size, Eh is the average power consump-

tion of the cluster head, and Em is the average power consumption of other devices in

the cluster. The authors have reduced energy consumption by selecting an optimum

value for g and proposed a distributed clustering scheme for massive M2M devices by

modeling power consumption and creating clusters of optimal size. The authors also

proposed a lifetime-aware scheduling technique that maximizes network lifetime.

Results indicate that this technique consumes less energy than standard scheduling

schemes.

In [110], the authors proposed an energy-efficient scheduling technique for small

data transmissions in an LTE network. The proposed algorithm selects an optimal

MCS according to the payload size to achieve energy efficiency. The authors defined

the energy-efficiency of a UE as the ratio of the number of transmitted payloads bits

L by UE to the energy consumed by the UE in the transmission ET and are calculated

as follows.

η =
L

ET
(2.24)

The simulation results show that their approach maximizes the battery lifetime

of MTCDs. The authors have also suggested a simple PRB allocation in which all

necessary PRBs are allocated to send the entire packet, which maximizes energy

efficiency.

In [86], the problem is reduced to an NP-hard mixed-integer linear fractional pro-

gramming problem consisting of MCS assignment, allocation of resources, power,

and data scheduling. The authors achieved the global optimum using the Charnes-

Cooper transformation and another technique called the Glover linearization scheme
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to obtain the global optimum. The authors compared the performance of their tech-

nique with Greedy and EES [108], and results indicate that their technique outper-

forms both in terms of packet-dropping ratio and provides optimal energy efficiency

when the number of resource blocks is limited.

Throughput and spectral efficient techniques

The spectral efficiency of a radio link is defined as the achieved data rate over a fixed

channel bandwidth. Spectral efficiency is also termed as normalized throughput and

measured in bits/second/Hz [115, 116]. Spectral efficiency and throughput efficiency

are proportionally related to each other. It can be enhanced through resource opti-

mization, spectrum sharing among multiple users, optimum allocation of MCS, and

optimum resource grid size. These strategies are also related to the device’s utility.

The parameters that broadly affect a radio link’s spectral efficiency are MCS and

SNR. Higher MCS and SNR give higher spectral efficiency [92, 117, 118]. 3GPP

defines 15 MCS indexes ranging from 1 to 15. A sufficient SNIR is required at the

receiver to maintain the BER acceptable for a selected MCS index.

Theoretical throughput for an LTE network can be defined as follows.

Tthe(Bits/ms/T T I) = PRBs∗REs∗ST T I ∗BitsMCS (2.25)

Where PRBs is the number of resource blocks in a given bandwidth, REs is the

number of resource elements in a resource block, and ST T I is the number of slots per

TTI and BitsMCS is the number of bits per symbol.

Figure 2.9 shows the SNR, MCS, and Throughput relationship. Multiple ap-

proaches have been proposed for resource scheduling to increase throughput and

spectral efficiency. For example, Yaacoub et al. [111] proposed a resource schedul-

ing scheme to increase spectral efficiency and define UE’s utility as a function of
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(a) Throughput vs MCS [84]

(b) Throughput vs SNR

Figure 2.9: Relationship between MCS, SNR, and throughput
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achievable throughput and the number of PRBs as follows.

max
k

∑
K=1

⋃
(Rk|IRB,k) (2.26)

Where Rk and IRB,k are achievable throughput and allocation of RBs to the user k, the

authors proposed an algorithm that greedily allocates each RB to a corresponding

user, which causes a maximum increase in throughput. In [87], Lin et al. proposed a

channel-aware and buffer-aware technique that sets priorities based on CQI and BSR

values. The technique performs better than proportional fairness, purely opportunis-

tic, and round robin against fairness, throughput, and packet loss probability.

Alawi et al. [40] proposed a scheme to meet the user’s minimum rate and de-

lay requirements by considering MAC and physical layer information. The authors

used the game-theoretic approach by applying two cooperative games, nontransfer-

able utility (NTU) and Transferable utility(TU). The authors use the Nash bargaining

solution for NTU and a coalition-based method for solving TU.

Similarly, Wang et al. [112] proposed a Nash Bargaining-based game theoretic

model for optimal resource allocation to maximize throughput as per the QoS of

UEs and MTCDs. The authors divide the problem into two sub-problems. The

first is channel allocation, and the second sub-problem is power allocation. The

authors model the channel allocation problem as a matching problem between UEs

and MTCDs, where MTCDs (max 2) share channels with a UE. The authors use

Exhausted and KM algorithms to solve this matching problem to maximize unit and

system earnings. According to the paper, maximizing unit and system earnings is

equivalent to reducing interference in the common channel. The power allocation

problem is solved by restricting the power of MTCDs to a threshold value. The UEs

are allocated power to maximize throughput using the Lagrangian multiplier method.

Safdar et al. [113] proposed another approach where the authors use both cooperative

and non-cooperative games for the femtocell environment.
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Tseng et al. [114] proposed a genetic algorithm-based technique that uses bi-

nary bit chromosome mutation based on fitness values. The fitness value is defined

using resource block pairs. The selection procedure for next-generation parents is

carried out using two methods: roulette wheel selection, which is similar to Russian

roulette in which larger blocks are allocated to chromosomes with larger fitness val-

ues, and the tournament selection method in which random mating is performed, and

the best-performing offspring becomes the subsequent parent. The procedure contin-

ues until either the desired convergent rate is obtained or the number of generations

reaches a threshold. The authors compare their algorithm against the random alloca-

tion method, and their algorithm performed better in terms of throughput and packet

service rates over the range of Nu (number of users).

2.2.2 Group-based techniques

M2M communication has many connected devices and diverse traffic patterns. Some-

times, data (i.e., sensory data) need not be sent immediately to the server due to a

high correlation or delay-tolerant nature. So the data can be preprocessed at inter-

mediary nodes (i.e., MTCGs) to reduce traffic and energy consumption of MTCDs

through data aggregation and preprocessing [31, 32, 119]. For example, a temper-

ature sensor sends temperature readings (TS) every 30 seconds, but the temperature

up to a threshold (Tthr) is acceptable. Then, sending readings if Ts < Tthr is unnec-

essary. These intermediary nodes are known as MTCGs or Aggregators [120, 121].

The main objectives of group communication in the LTE network are as follows.

• Data aggregation:- When multiple MTCDs transmit small packets and delay-

tolerant co-related data, then the data packets from different MTCDs can be

aggregated at an intermediary node and sent together to save bandwidth and to

reduce frequent scheduling [31].

• Connectivity support:- Gateways, which have the dual connectivity facility, can

provide connectivity support to non-LTE devices [122].
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• Reduced network traffic:- Unnecessary data transmission can be avoided through

preprocessing data at the gateway to reduce the network traffic, for example,

sending only the temperature readings above the threshold value [65].

• Reduced energy consumption:- Energy consumption can be optimized by lim-

iting packet transmission frequency and reducing transmission time [72].

• QoS support for MTCDs:- Gateway-based communication can provide QoS

support to MTCDs through preprocessing and intelligent decision approach

[32].

The grouping of devices is generally based on the characteristics and require-

ments of devices, which can be classified as the following criteria [123, 68].

• QoS requirements of devices:- the MTCDs having the same QoS requirements

can be grouped to support a QoS-aware scheduling decision [124].

• Communication protocol:- MTCDs can be grouped, which have the same com-

munication protocols, such as WiFi, BLE, ZigBee, etc., to support ease of con-

nectivity with the gateway.

• Data generation and traffic pattern:- MTCDs that have the same data gen-

eration pattern (i.e., Time Trigger or Event Trigger) and same traffic charac-

teristics (i.e., Periodic, Burst, Frequent) can be grouped to avoid the frequent

scheduling [125].

• Payload size:- To support the data aggregation approach, MTCDs can be grouped

based on the payload size (i.e., Small/Medium/Large).

• Physical layer parameter:- MTCDs can be grouped based on the physical layer

properties (i.e., Channel Quality, Tx power) to support better resource utiliza-

tion.
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(a) Relay Based

(b) Cluster Based

Figure 2.10: Group communication paradigms in LTE [41]
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• Locality of device:- MTCDs can be grouped based on the distance from dif-

ferent gateways. This approach can improve energy efficiency through short-

range communication.

There are two types of group communication: relay-based and cluster-based. In

relay-based communication, the relay serves as an eNB for the devices that cannot

directly communicate with the eNB. A UE can, with higher capacity, work as a re-

lay. In cluster-based communication, a UE acts as a cluster head, forwards data from

UE to eNB, and vice-versa [123, 31]. Fig. 2.10 shows a typical group communi-

cation paradigm in an LTE network. The research community has extensive work

in group-based resource scheduling for the LTE network, mostly focused on energy

consumption and data traffic.

In [123], Songsong et al. proposed a proportional fairness algorithm using user

grouping. The algorithm groups devices based on the number of carriers they can be

assigned. The carriers with the same bandwidth are grouped into L aggregated carri-

ers. Each aggregated carrier has V resource blocks. The power allocated to a carrier

in a group carrier is given as Pc =V/PT . Results indicate that this algorithm provides

better fairness than proportional fairness (PF) with degradation in throughput.

In [72] Ho et al. proposed an energy-conserving 2-hop transmission-based allo-

cation scheme. The author defines the maximum achievable bit rate for each sub-

carrier as follows.

fc j =
rc j

pc j + pcir
=

log2(1+ pc j |hc j |2/N0 ∗Bc

pc j + pcir
(2.27)

The author gets power for the group coordinator by maximizing Eq. (2.27) through

an iterative process. The authors also propose an optimal number of coordinators in

a group.

Gotsis et al. [68] proposed a queue-aware QoS-based scheduling technique. The

UEs have been grouped into L clusters based on the individual QoS requirements of

UEs. Physical resources are shared among clusters rather than directly to individual
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UE. The authors defined a probabilistic model such that the probability of violation

δ of maximum delay threshold△ is given as follows.

δ = Prob{Wq >△} ≈ e−r.θ(r).△ (2.28)

Where Wq is the experienced packet delay and θ is the QoS factor of the group.

Xu et al. [31] propose a group-based scheme for Random Access (RA) and

uplink scheduling procedure. A UE (M) can be a member of the group (k) if it

satisfies the following condition.

Mk = (nT B ∗CT B)/CMTCD (2.29)

Where nT B is the number of resource blocks allocated for transmission, CT B, and

CMTCD are the capacity of resource block and UE, respectively. The authors consider

a priority for a group of UE for uplink scheduling. The authors propose a group

paging scheme for resource allocation that improves delay and access probability.

Frank et al. [65] defined a scheme to reduce the effects of cell-edge interference,

which involves multiple adjacent base stations to communicate multi-cellular CSI

reports through a fast back-haul network to a central scheduling unit. The authors

proposed an interference-aware uplink scheduling algorithm based on a proportional

fairness approach to avoid inter-cell interference.

Hsu et al. [32] proposed an enhanced cooperative access class barring and traffic

adaptive radio resource management (ECACB + TARRM) for M2M devices. This

technique builds upon enhanced cooperative access class barring (ECACB), to which

the authors add support for UEs and TARRM. TARRM implies that UEs and MTCs

use different PRBs, preambles, and MTC devices, which are clustered based on their

data and random access rates. To determine better parameters for access class bar-

ring, several MTC devices are used as a factor over the factors used by CACB that

connect to an eNB.
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Bayat et al. [126] proposed a distributed coalition forming algorithm that in-

volves the rules called "merge-and-split." The authors used data aggregation for

machine-type devices with different delay requirements and proposed a game-theoretic

approach using coalition games. The algorithm allows MTCDs to organize into

groups independently, with each group head handling data to and from the machines

in each group.

2.2.3 Quality of Service Based Techniques

The M2M communication differs from regular H2H communication regarding the

number of connected devices, packet size, data transmission frequency, a broad range

of delay budgets, throughput requirements, priority, etc. ETSI defines QoS class

identifier for M2M communications in LTE [88, 127, 128], as shown in Table 1.1. As

the M2M communication system has many devices with varying QoS requirements,

designing scheduling schemes for M2M communication over the cellular network

is a challenging task [67, 129]. Many MTC devices are infrequently sending vary-

ing data packets; the LTE bandwidth offers limited physical resources optimized for

H2H communication [89]. Therefore, it is required to design a solution for M2M

communication that optimizes the available physical resources while satisfying the

unique QoS requirements of M2M communication [76, 130, 49].

AI-Rawi et al. [37] proposed an opportunistic channel adaptive radio resource

scheduling algorithm for dynamic traffic patterns based on the buffer sizes of users.

The scheduler estimates the expected rate µn,i of device i if the resource block n is

allocated to the device with an estimated throughput of xi.

y(t) = arg max
y

N

∑
i=1

C

∑
n=1

ui(xi)µn,iyi,n (2.30)

To find optimal allocation, the scheduler maximizes the Eq. (2.30). The authors

evaluated pruning, a process of recovering weaker bands for use by other UEs. The

authors evaluated the effect of delays in receiving buffer information and concluded



Chapter 2. Literature Survey 59

T a
bl

e
2.

4:
C

om
pa

ri
so

n
of

se
le

ct
ed

Q
oS

-b
as

ed
sc

he
du

lin
g

te
ch

ni
qu

es

R
ef

er
en

ce
M

od
el

/
A

pp
ro

ac
h

C
el

l T
yp

e
E

E
SE

T
E

Q
oS

IA
F A

Pr
io

ri
ty

C
L

O
M

2M
?

A
I-

R
aw

ie
t.

al
.[

37
]

H
eu

ri
st

ic
S/

M
C

×
✓

×
✓

×
✓

D
el

ay
×

H
2H

D
el

ga
do

et
.a

l.
[6

0]
G

re
ed

y
S/

M
C

×
×

✓
✓

×
×

G
B

R
×

H
2H

A
fr

in
et

.a
l.

[1
5]

G
re

ed
y

S/
M

C
×

×
×

✓
×

×
D

el
ay

✓
H

2H
Sa

fa
et

.a
l.

[1
31

]
G

re
ed

y
S/

M
C

×
×

×
✓

×
✓

Q
C

I
×

M
2M

M
at

a
et

.a
l.

[1
32

]
G

en
et

ic
S/

M
C

×
×

✓
✓

×
×

G
B

R
/D

el
ay

×
H

2H
M

ai
a

et
.a

l.
[1

33
]

D
et

er
m

in
is

tic
S/

M
C

×
✓

×
✓

×
✓

N
on

e
×

H
2H

/M
2M

A
fr

in
et

. a
l.

[1
34

]
D

et
er

m
in

is
tic

S/
M

C
×

×
×

✓
×

×
D

el
ay

×
M

2M
G

ilu
ka

et
.a

l.
[6

6]
U

til
ity

B
as

ed
S/

M
C

×
×

✓
✓

×
×

G
B

R
/D

el
ay

×
H

2H
/M

2M

B
ro

w
n

et
.a

l.
[1

35
]

M
L

H
E

S/
M

C
×

×
×

✓
×

×
D

el
ay

×
M

2M
A

gd
hm

ad
ie

t.
al

.[
13

6]
Fl

ow
B

as
ed

S/
M

C
×

×
✓

✓
×

×
G

B
R

×
M

2M
K

um
ar

et
.a

l.
[7

8]
Q

ue
ue

A
w

ar
en

es
s

S/
M

C
×

×
×

✓
×

✓
D

el
ay

×
M

2M

A
bd

el
sa

de
k

et
.a

l.
[1

1]
Q

ue
ui

ng
M

od
el

S/
M

C
×

✓
×

✓
×

×
D

el
ay

×
H

2H
/M

2M

A
la

a
et

.a
l.

[3
6]

Q
ue

ue
A

w
ar

en
es

s
S/

M
C

×
✓

×
✓

×
×

D
el

ay
×

H
2H

/M
2M

K
um

ar
et

.a
l.

[7
9]

Q
ue

ue
A

w
ar

en
es

s
S/

M
C

×
✓

×
✓

×
×

D
el

ay
×

M
2M

K
ar

ad
ag

et
.a

l.
[7

6]
G

ra
ph

T
he

-
or

y
S/

M
C

×
×

×
✓

×
×

D
el

ay
×

M
2M

O
ua

is
sa

et
.a

l.
[1

00
]

H
eu

ri
st

ic
S/

M
C

×
✓

×
✓

×
×

Q
C

I
×

M
2M

N
ot

e:
-M

ac
ro

C
el

l(
M

C
)F

em
to

C
el

l(
FC

),
Si

ng
le

-C
el

l(
S)

,M
ul

ti-
C

el
l(

M
u)

,E
ne

rg
y

E
ffi

ci
en

t(
E

E
),

Sp
ec

tr
um

E
ffi

ci
en

t(
SE

),
T

hr
ou

gh
pu

tE
ffi

ci
en

t
(T

E
),

Q
oS

Su
pp

or
t(

Q
oS

),
In

te
rf

er
en

ce
A

vo
id

an
ce

(I
A

),
Fa

ir
ne

ss
A

ch
ie

ve
m

en
t(

FA
),

C
ro

ss
-L

ay
er

O
pt

im
iz

at
io

n
(C

L
O

)



Chapter 2. Literature Survey 60

that it would result in better fairness, whereas limited buffer information would lead

to inefficient resource usage.

Delgado et al. [60] defined a utility function
⋃
(Rk|Sk) as a function of throughput

Rk and set of allotted resources Sk of device k and maximize the utility of the device

for optimal allocation of resources as follows.

max ∑
k∈K

⋃
(Rk|Sk) (2.31)

The authors proposed two algorithms that aim to reduce delay while having a

minimum throughput constraint. The authors use two highly scalable greedy heuris-

tics based on the problem.

Afrin et al. [15] defined an urgency metric Ui for the device i as a function of

deadline di and BSR index Bi as follows.

Ui =


Bi

max(B) ∗
TSF
di−t ifdi− t > 1

1 Otherwise
(2.32)

The devices are selected based on the urgency metric Ui to improve the satis-

faction of delay requirements. This approach allows the eNB to know the age of the

oldest packet in their buffer using a new MAC control field in the MAC PDU. Afrin et

al. [134] proposed a buffer-based adaptive semi-persistent scheduling (SPS) scheme,

which does not have the same overheads as dynamic scheduling while offering the

same flexibility. The authors examine the influence of semi-persistent scheduling on

the QoS and compare it with fixed allocation SPS schemes.

Safa et al. [131] proposed a technique to satisfy the delay requirements of M2M

devices. The authors defined a QoS aware allocation metric γc
i (t) of a UE i for QoS

introducer αi(t) of UE as follows.

γ
c
i (t) =

λ c
i (t)

αi(t)
(2.33)
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Their technique prioritizes the UEs having high-priority data while not starving

others.

Mata et al. [132] proposed a genetic algorithm-based approach to optimize video

streaming with a focus on video chat. The authors defined PF metric λ m
n (t) as a ratio

of instantaneously achieved data rate rm
n (t) to the long-term rate Rn(t) for a user n

with assigned resources m over some time t as follows.

λ
m
n (t) =

rm
n (t)

Rn(t)
(2.34)

The authors also defined a metric based on the number of packets residing in the

UE’s buffer.

Maia et al. [133] proposed an extension to the QoS classes for M2M in two

groups, event-based and time-based. The authors try to control the effect of M2M

communication on H2H communication by calculating the current demand for H2H

communication as a ratio of the average resource allocated to the average buffer size,

expressed as follows.

B̂H(u, t) =
BSu,t ∗RBavg

u,t−1

BSavg
u,t−1

(2.35)

Resources are shared among H2H and M2M devices based on the current de-

mand. Maia et al. [137] proposed a genetic algorithm-based method and introduced

a new scheme of initialization, crossover, mutation, and a QoS-aware fitness func-

tion.

Kumar et al. [78] proposed a multi-class scheduler for MTCDs with different

delay requirements. The authors classify M2M data into periodic updates (PU) and

event-driven (EU). The authors aimed to maximize utility by using heuristics and a

sigmoid-based utility function for each device type. Their algorithm prioritizes ED

data over PU data as long as PU deadlines are met and ensures that congestion due to

failed updates is reduced. Kumar et al. [79] proposed a delay in optimal scheduling

strategy in which multiple M2M devices communicate with an application server

from multiple M2M aggregators.
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Giluka et al. [66] proposed a classification and prioritization scheme of M2M

and H2H service flows based on QoS requirements. In a given class, H2H devices

are given higher priority, while a limit is set as the maximum limit for radio resource

block assignment to MTCDs. The authors define the utility of a QoS class Ci as

follows.

Ci = ∑S(H)+βi ∗∑S(M) (2.36)

Where S(H) and S(M) are the satisfiability functions of H2H and M2M commu-

nication requests.

Agdhmadi et al. [136] proposed a scheme to provide QoS to Guaranteed Bit

Rate (GBR) services based on QCI and using priorities for M2M. Erpek et al. [138]

proposed a scheme that prioritizes delay-bound traffic over delay-insensitive traffic.

The authors implement a utility proportional fairness policy based on the same.

Brown et al. [135] proposed a predictive resource allocation scheme using Max-

imum likelihood estimation (MLHE) and defined MLHE as follows.

L (t1, t2, . . . tn) = Pr(t1, t2, . . . tn|τ)

= {(t1, t2, . . . tn|τ)
(2.37)

⇒L =


a−b+1

σ
, if a≥ b

0 Otherwise
(2.38)

Where,

a = min{r1−1,r2−1− τ, . . .rn−1− (n−1)τ}

b = max{r1−σ ,r2−σ − τ, . . .rn−σ − (n−1)τ}

The authors used inter-sensor propagation time to determine when it will reach

downstream sensors. This approach allows sensors to send fewer scheduling re-

quests, reducing traffic and delay.
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Abdelsadek et al. [11] proposed a scheme considering the scheduler as an M/D/1

queues model. The achieved throughput for the UEs u is given as follows.

Ru =


µu if µu ≤ λu

λu if µu ≥ λu

(2.39)

Where λu and µu are the average arrival rate and average service rate, respectively,

the authors improved the computational efficiency of the optimization problem.

Alaa et al. [36] proposed a non-preemptive queuing model and investigated the

scheduling performance for different QoS classes of M2M and H2H devices with

dynamic access grant time interval scheduling. The authors use the M/G/c/c model

to improve bandwidth utilization and QoS satisfaction.

Karadag et al. [76] proposed an optimization approach for MTCD transmis-

sions considering the repetitive nature of these transmissions. The authors proposed

semi-persistent scheduling and implementation using the Depth-First and minimum

frequency-fit approaches to reduce the frequency bands used by MTCDs while main-

taining delay requirements. The authors proposed a heuristic algorithm in polyno-

mial time with fixed priority assignments to solve this problem. Ouaissa et al. [100]

proposed a hybrid model of RR, First Maximum Expansion, and Maximum Through-

put.

Abdalla et al. [139] proposed a technique that aims to retain the Quality-of-

Experience (QoE) of UEs while processing the message requests of M2M devices.

The authors proposed a new set of QCIs for M2M to ensure end-to-end QoS. Hassebo

et al. [70] proposed a technique that aims to manage QoS requirements of M2M

devices along with massive access while protecting H2H devices from a lapse in

service quality. The authors used a semi-persistent approach for scheduling many

MTCDs while using typical dynamic scheduling for H2H devices.
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2.2.4 Hybrid / Multi-Objective techniques

Multiple applications running on a single device can require optimized connectiv-

ity on multiple parameters. For example, smartwatches have streaming applica-

tions and blood pressure sensors. The streaming application requires high band-

width, while blood pressure sensors require urgent network access. This scenario

requires a scheduling methodology optimized for multiple parameters like through-

put, delay, and priority. For such scenarios, researchers proposed hybrid scheduling

mechanisms based on multiple metrics. In this section, we consider the schedul-

ing algorithms that focus on multiple objectives in combination with any scheduling

objective, like priority, QoS, throughput, energy, and fairness.

For example, Elhamy et al. [63] proposed a technique called "BAT" that aims to

balance throughput and delay requirements. This hybrid technique simultaneously

allocates M2M resources and UE using an RME-like expansion method. Maia et al.

[137] proposed a technique that aims to reduce congestion, satisfy QoS requirements,

and ensure fairness of the allocation of M2M devices while minimizing the effect on

H2H traffic. Their algorithm uses a state transition function with three states to eval-

uate the probability of allocating M2M devices while optimizing for the said factors.

Kwan et al. [80] proposed the classic throughput and fairness balancing approach

called PF scheduler, which aimed to improve the fairness of the Max-Rate scheduler

while taking some loss in throughput. AlQahtani et al. [45] proposed a schedul-

ing technique that borrows from RR and Best-CQI (B-CQI) to solve the fairness

and throughput trade-off. RR provides ideal fairness, whereas B-CQI provides high

data rates with weak fairness. Results by testing against RR and B-CQI indicated

that the technique provides a balance between fairness and throughput. AlQahtani

et al. [140] proposed a queuing-model-based access strategy for H2H and M2M co-

existence. The authors evaluated the system performance using a continuous-time

Markov-Chain model. Results indicate that this technique increases overall resource

utilization while decreasing blocking probability.
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Mardani et al. [98] proposed a technique that aims to minimize energy consump-

tion while maintaining the QoS requirements of H2H devices. The authors used a

fuzzy logic-based controller that anticipates and manages uncertainties and obtained

an optimal bandwidth ratio for each type of service flow. Mardani et al. [99] pro-

posed a technique to maximize throughput and satisfy power budget constraints and

statistical QoS delay requirements. The authors defined the problem as a mixed-

integer non-linear problem and proposed a solution using "Lagrange multipliers".

Aijaz et al. [141] proposed a technique to minimize energy consumption and statis-

tical QoS provisioning for M2M and H2H devices. The authors defined the problem

as a Mixed Integer Programming problem to maximize effective energy efficiency

in bits-per-joule capacity. The authors solved this using the Canonical Duality The-

ory. The authors also proposed another approach, proposing two low-complexity

heuristic techniques.

Dawaliby et al. [59] proposed a technique that aims to maximize throughput and

reduce delays in the case of LTE-M protocol. The authors model the problem to the

0/1 knapsack problem. Dawaliby et al. [48] proposed a technique to minimize energy

consumption while maintaining the QoS requirements of M2M devices. The authors

employ a cross-layer scheme using a memetic-based algorithm. Memetic algorithms

(MAs) are evolutionary algorithms that use another local search rather than global

search algorithms. The authors consider the QoS requirements while minimizing en-

ergy consumption using discontinuous reception switching. Kalil et al. [73] evalu-

ated a genetic algorithm that considers multiple constraints for the uplink scheduling

problem. This approach is evaluated against the optimal allocation binary-integer

programming problem (BIP). It offers performance comparable to the optimal solu-

tion for low population levels (<300 UEs) while having comparatively lower time

complexity. Tagarian et al. [94] proposed a technique that aims to minimize energy

consumption while maintaining delayed QoS requirements of machines. The authors

used a gateway-based approach where the use of clustering manages massive access.

The optimization problem is solved using genetic algorithms for maximizing energy
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efficiency. To manage delay, the authors used an existing scheduling approach.

Fagan et al. [64] applied a deep learning approach for downlink scheduling. The

data set is derived using a genetic algorithm over many simulated random UE data

reports and used to train the deep learning network. This approach allowed for ap-

proximating the genetic algorithm schedule without the delay of a genetic algorithm.

Comsa et al. [142] proposed a scheduling scheme using the q-learning method to ad-

just the fairness and system capacity trade-off dynamically during each transmission

time interval. The proposed algorithm decides allocation using CQI for each class of

users.

Chen et al. [91] proposed a heuristic technique to minimize the energy con-

sumption of MTCDs while guaranteeing the QoS. The authors minimized MTCDs’

energy consumption using lower modulation, coding, and spatial reuse. Abrignani

et al. [12] considered the problem of improving throughput while reducing resource

usage and minimizing Inter-Cell Interference (ICI) in the case of a densely populated

heterogeneous network. The authors modeled the problem using Mixed Integer Lin-

ear Programming (MILP). The authors employed a heuristics approach to solving

MILP. The algorithm was compared against RR and performed better in terms of

throughput.

Hamdoun et al. [69] considered an evolutionary game approach to preserve UE’s

QoS while preserving the battery life of MTCD. Here, MTCDs are in the same group

and share a spectrum with a UE, which is matched to it. The MTCDs switch dynam-

ically from non-cooperative to cooperative strategies. Results indicate that this adap-

tive technique performs better than a fixed discrete power allocation strategy and a

non-cooperative strategy regarding power consumption and QoS satisfaction.

Salam et al. [144] proposed a technique to improve outage probability, energy ef-

ficiency, and system capacity called the cooperative data aggregation scheme, which

employs fixed data aggregators and mobile data aggregators. These aggregators serve

M2M devices with varied QoS requirements. The authors also considered the param-

eters of queuing delay and the number of devices not served in a class. Edema et al.
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[62] presented a study on existing Fixed access grant time interval (AGTI) and Time-

controlled scheduling and proposed a dynamic AGTI scheme based on M2M and

H2H traffic intensities focusing on resource utilization and QoS satisfaction.

Lin et al. [143] proposed a technique to minimize energy consumption while

maintaining the QoS requirements of M2M devices. Their algorithm used the con-

cept of Multi-access edge computing. The authors considered packet processing time

and travel time in latency calculation.

2.3 Findings from the Literature

Numerous works have been carried out on LTE radio resource scheduling in liter-

ature. As shown in figure 2.11a, based on the priority metrics, about 36% focused

on delay budget satisfaction. Further, QoS class identifier and guaranteed bit rate

are considered in 16% and 11% proposals in the literature, respectively. The authors

worked on QoS, throughput, utilization, and energy efficiency in 30%, 20%, 21%,

and 15% proposals as scheduling objectives, as shown in figure 2.11b. From figure

2.11b, we observe that 30% of work was done for QoS support. To provide QoS sup-

port, researchers focused on the three metrics: delay, priority, and GBR. The authors

mostly used optimization and queuing theory about 27% and 15% in their proposals

to meet scheduling objectives. Figure 2.12 shows the classification of literature based

on the methodology used.

2.3.1 Research gaps

We find the following research gaps in LTE radio resource scheduling for M2M com-

munication through the literature.

1. Scheduling schemes that use channel quality as prioritization metrics improve

resource utilization and throughput. Because LTE can use higher modulation

and coding schemes with higher channel quality, enabling a bigger transport
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(a) Classification based on parameters used as priority metrics.

(b) Classification based on scheduling objectives.

Figure 2.11: Classification of radio resource scheduling in LTE.
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Figure 2.12: Classification based on the methodology used.

block size (TBS). These schemes lack priority support for mission-critical ap-

plications [93, 107, 108, 109, 110, 86].

2. If channel quality is preferred in allocation, it can cause starvation for the de-

vices with poor channel quality. Generally, M2M devices are stationary and

have a scarce chance of changes in channel conditions.

3. Mission critical applications, i.e., fire alarm required Non-Guaranteed bit rate

(N-GBR) resource type (reference, table 1.1). Taking Guaranteed Bit Rate

(GBR) as a prioritization metric can fail to support mission-critical applications

[60, 66, 136, 64, 40].

4. Delay budget is aligned with the application priority (reference, table 1.1).

Taking application priority as a resource allocation metric improve urgent chan-

nel access for mission-critical applications and delay budget violation. It re-

duces the chance for lower-priority devices [108, 40, 31, 126, 37, 15, 132, 66,

78, 11, 36, 79, 76, 63, 98, 94, 143, 144].
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5. When the number of devices and the number of different types of applications

is high, the lower-priority devices rarely get access to the network due to the

presence of high-priority applications, even if high-priority applications have

some delay budget [63, 137, 99, 141, 59, 48, 94, 91, 69, 143, 144, 62].

6. Researchers gave prioritization as a ratio of channel quality and application

priority. This improves throughput, resource utilization, and priority support.

However, in M2M communication, devices are static and have predetermined

application priorities. There are rare chances of improvement in channel qual-

ity. Therefore, devices with poor channel quality and low application priority

can be in starvation [48].

7. If more than one device has the same application priority and different channel

conditions. A device with good channel conditions is always preferred by

giving prioritization as a ratio of channel quality and application priority, even

if the device is already given a chance to access the network [48].

8. In some proposals, a few traffic classes are considered, i.e., event-driven and

periodic-update traffic types. Event-driven traffic is preferred over periodic-

update traffic. This traffic prioritization does not align with priorities defined

by standardization bodies [79].

9. Numerous works were presented in the literature to address the QoS require-

ment using delay budget, resource type, and application priority. Although, no

work addresses the application priority decision problem in surveyed literature.

10. We observe from the surveyed literature that the scheduling mechanisms that

focus on QoS parameters, i.e., priority and delay, lack in system performance

parameters, i.e., throughput and resource utilization.
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2.3.2 Test case scenario

Among the use cases for M2M communication are smart homes, smart agriculture,

smart animal husbandry, smart cities, smart environments, smart water, smart me-

tering, security and emergency, retail, logistics, and industrial control. M2M system

has a heterogeneous environment where different types of applications work together.

Numerous solutions fit best for the particular application domains. These solutions

lack one performance parameter while focusing on others. Therefore, to support

a heterogeneous environment for the M2M system, there is a need for a solution

that provides a balanced performance of a set of parameters. Considering the above

point, we choose the smart-building scenario as a test case for our work. Figure 2.13

illustrates the smart-building scenario, and table 2.6 provides a list of sensor-based

applications in a smart building.

Figure 2.13: An illustration of smart-building scenario (taken from [145]).
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2.3.3 Possible scenarios for an incorrect priority claim

Each MTCD has a single application installed. Application has a priority corre-

sponding to their service type. This priority is pre-decided according to the type of

application. The priority can be falsely increased due to a bug in the application

code, in the API, or in the host operating system being used. M2M devices can be-

have arbitrarily due to environmental conditions like overheating or moisture that can

impact hardware/ chipset levels.

Due to a false priority (High priority) claim, a malfunctioning device can restrict

the lower priority devices and limit high priority devices from getting a chance of

communication channel access. Mission-critical applications have high priority and

require urgent access. In a false priority claim scenario, mission-critical applications

are highly affected due to limited channel availability. Lower-priority applications

are rarely affected in a false-priority claim scenario due to the delay-tolerant nature

of the application. Thus, a malfunctioning device’s false priority (High Priority)

claims can destabilize the M2M system.

2.3.4 Problem formulation

The M2M communication has many devices and diverse QoS requirements; for ex-

ample, the delay budget ranges from 10 ms to several days, and the packet size ranges

from 20 to 2000 bytes (ref. 3GPP TR 43.868 release 12). Numerous applications,

like fire alerts in smart buildings, require urgent network access. As discussed in

section 2.3.1, resource allocation mechanisms based on channel quality, application

priority, resource types (GBR/N-GBR), traffic type, and the ratio of channel quality

to application priority are not sufficient for the M2M communication. So, there is a

requirement for a more feasible resource allocation mechanism to support the M2M

requirement. So keeping given the above, the problem formulation for this thesis

consists of the following steps:



Chapter 2. Literature Survey 75

1. A model is constructed to take decisions on application priority and integrate

the model with a priority-based algorithm to validate the system performance

and QoS trade-off problem in a heterogeneous environment. We assume the

presence of malfunctioning devices in the environment.

2. A resource allocation mechanism is designed to minimize trade-offs between

system performance and QoS support. The mechanism jointly optimizes the

channel quality and application priority and introduces a scaling variable con-

sidering the total number of devices and QoS classes with delay-budget con-

straints.

2.3.5 Research objectives

Based on the above observation, our thesis objectives are defined as follows.

1. To develop a model to control the strategic behavior of MTCDs and provide a

stable M2M system by revealing accurate application priority when malfunc-

tioning devices are present in the network.

2. To investigate and validate the trade-off between QoS support and the sys-

tem’s performance and utilization using a priority-based resource allocation

algorithm.

3. To provide support for application priority to enable urgent network access for

mission-critical applications based on the application priority.

4. To improve resource utilization while providing QoS support by jointly opti-

mizing channel quality and application priority.

5. To provide social fairness to support many connected devices and minimize

starvation by adding a scaling mechanism.

We construct an auction-game model to control the strategic behavior of devices

and implement an application priority-based resource allocation algorithm to address
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objectives 1 and 2 in chapter 3. We develop a scalable priority-based algorithm to

address objectives 3, 4, and 5 in chapter 4.

2.4 Chapter Summery

■ The chapter provides a comprehensive foundation of radio resource scheduling
techniques in the LTE environment from the perspective of M2M communica-
tion.

■ This chapter helps us identify the gaps in existing research for potential fu-
ture research in M2M radio resource scheduling and highlights the primary
methodologies employed by researchers.

■ Through literature, we get an overview of the LTE network’s fundamental ar-
chitecture and physical layer concepts.

■ It helps us to understand the basic architecture of M2M communication in the
LTE network.

■ This chapter helps to understand the following critical aspects of the LTE radio
resource allocation process.

• Scheduling metrics - The scheduling metrics are vital in preferring or
selecting a particular UE over others while assigning resources to the
UEs.

• Scheduling objectives - The study provides an insight into the scheduling
objectives like efficiency, QoS, etc., that were focused through previous
research works.

• Scheduling methodologies - The study helps to understand the pros and
cons of previously employed approaches like game theory, queuing the-
ory, etc. and provides direction toward the possibilities of implementing
new methodologies in resource scheduling.

• Constraints and limitations - In this literature review, we find out the
constraints and limitations of LTE that draw a boundary for the resource
scheduling process.

• Parameters that affect scheduling performance - By comparing different
scheduling work, we find out the parameters, i.e., MCS, number of PRBs,
etc., that affect the performance of the scheduling methodology.

• Current state of LTE resource scheduling - This study helps us get an in-
tegrated and synthesized overview of the current state of LTE scheduling.
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Decision on QoS Class Identifier

(QCI) : An Auction Model

The content of this chapter is partially published in the following article.
U. Singh, A. Dua, N. Kumar and M. Guizani, "QoS Aware Uplink Scheduling for
M2M Communication in LTE / LTE-A Network: A Game Theoretic Approach,"
in IEEE Transactions on Vehicular Technology, doi: 10.1109/TVT.2021.3132535.
[Q1, SCI, IF-5.987]
https://ieeexplore.ieee.org/document/9635654
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3 | Decision on QoS Class Identifier

(QCI): An Auction Model

“All outstanding work, in art as well

as in science, results from immense

zeal applied to a great idea.”

Santiago Ramón y Cajal

Key Points:

■ A combinatorial auction game model is proposed to make decisions on appli-
cation priority in the presence of malfunctioning devices.

■ We have worked in a scenario where some devices can malfunction for any
reason (Ref. subsection 2.3.3) and can claim false priority.

■ The constructed auction game model provides stability to the system with mal-
functioning devices.

■ We integrate the game-theoretic model with the application-priority-based re-
source allocation algorithm to investigate the system’s performance and QoS
support trade-offs.

■ To investigate the trade-off between system performance and QoS support, the
results of the proposed priority-based algorithm are compared to the state-of-
the-art scheduler from the system’s performance domain and proposals in the
literature.
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3.1 State-of-the-Art

Let’s study the previous works on the quality-of-service-based scheduling approaches

proposed by the research community. As discussed in chapter 1, M2M traffic is

uplink-dominated, mostly data flow from the device to the application server. The

M2M device generates small-size packets, and packet generation frequency depends

on the application installed on the device. The nature of M2M applications is very

diverse compared to H2H communication regarding the QoS requirements, as shown

in table 2.1. Therefore scheduling approaches developed for H2H communication are

not directly adaptable for M2M communication. Many researchers are contributing

to developing solutions for scheduling in the LTE network to support M2M com-

munication. Some researchers have worked on the coexistence of H2H and M2M

communication. The following pages show that the work on QoS-aware LTE up-

link scheduling is broadly grouped into four categories based on the QoS metric and

summarized in Table 3.1.

3.1.1 Delay aware scheduling

In delay-aware scheduling, the scheduler prioritizes devices based on the delay bud-

get of the application installed on the device. In [150], the authors presented a group-

based delay-aware heuristic approach for the multi-cell environment to support the

M2M communication in the LTE network. The authors in [151] [76] [79] proposed a

delay-sensitive approach for a single-cell scenario while considering channel aware-

ness (channel quality between UE and eNB) as the allocation metric. In [76] [79],

the uplink resource allocation problem is modeled as an optimization problem. In

[79], the author proposed a queuing model to give an optimal allocation of resources

by using the application-specific parameters, i.e., traffic rate, as an allocation metric.

The delay budget is used as a constraint in optimizing other physical layer parame-

ters, and the lowest delay budget as an allocation metric with heuristic approaches.
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3.1.2 Fairness based scheduling

The authors proposed a fair distribution approach of radio resources among the de-

vices in this category. This scheduling approach does not directly depend on the

device’s physical resource status and priority, which can lead to some devices’ star-

vation due to the poor condition of physical resources and lower priority level of the

device. In [65], the author proposed a cooperative interference-aware heuristic ap-

proach for fair distribution of resources among the devices, and multi-cell channel

awareness is used as an allocation metric. In [74], the resource allocation problem

was modelled as a mixed integer programming (MIP) problem and gave a channel-

aware approach for multi-cell for fair distribution of radio resources. In [156], the

authors proposed a Markov Chain-based model to provide the maximum possible

throughput in macrocell and femtocell networks. A Markov chain is a stochastic

model depicting a series of potential occurrences where each event’s probability is

solely determined by the state obtained in the preceding event. The authors focused

on the fairness of LTE radio resource distribution among UEs for H2H communi-

cation only. The authors addressed fairness that depends on the previous stats i.e.

previous throughput requirements.

3.1.3 QCI priority aware scheduling

A QoS Class Identifier (QCI) refers to a group of communication attributes for a

particular scenario, such as application priority, required bit rate, delay budgets, etc.,

jointly defining a QoS class. The authors proposed various models like queuing

model [154], MIP [141, 109], BIP [7], and stochastic modeling [158] for QoS. Some

of proposed scheduling works provide support for both H2H and M2M communica-

tion [133, 141, 154], whereas others are only for H2H communication [148, 153],

or for M2M communication [139, 158, 49, 48]. The application priority is an allo-

cation metric, and other parameters, i.e., delay budget and throughput are used as a
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constraint in the optimization.

3.1.4 Throughput aware scheduling

Throughput-aware scheduling methodology focuses on the throughput achieved by

the UEs in the unit time interval and tries to maximize it. The throughput depends

on the number of resource blocks assigned and the MCS index of UE related to

the communication channel condition. All the scheduling approaches in this cate-

gory use channel awareness (channel quality between UE and eNB) as the allocation

metric. The authors formulated the scheduling problem as a search tree [146], game-

theoretic [149], MIP [152], and mixed-integer linear programming problem [155] for

different network scenarios.

3.1.5 Other scheduling work

The authors have proposed a channel-aware resource allocation methodology for

application-specific requirements in [147, 130]. In [157], the author considers Quality-

of-Video (QoV) as a QoS metric and has used application-specific parameters as an

allocation metric to propose a scheduling approach for a single-cell environment.

The scheduling approaches presented in the literature are best-fit for a particular

environment and objective and may lack performance in other scenarios.

3.2 Research Contribution of this Chapter

Following are the research contributions of this chapter concerning surveyed litera-

ture.

1. Priority decision problem is formulated as a function of the device’s valua-

tion and modeled as a combinatorial auction game, which is a computationally

efficient solution that can be computed in polynomial time.
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2. The proposed auction game model controls the strategic behavior of the MTCDs

and provides stability to the M2M system in the presence of malfunctioning

devices.

3. This chapter highlights the effect of priority-based resource allocation on other

key performance indicators (KPIs), i.e., resource utilization, throughput, and

fairness.

4. The proposed solution provides QoS support for MTCDs and stabilizes the

M2M system when malfunctioning devices are present in a heterogeneous en-

vironment.

3.3 Combinatorial Auction Game

Game theory helps control the players’ strategic behavior to get an efficient outcome

for the game. The application field of game theory is vast, for example, networking,

resource management, economics, and politics. Games can be classified as coopera-

tive or non-cooperative, zero-sum or non-zero-sum, simultaneous move or sequential

move, and one-shot or repeated in the context of game theory. The auction game is a

non-cooperative game where players (i.e., bidders) make their strategy to win. Auc-

tion is a combinatorial game where an item or group of items are distributed among a

set of players. Players bid for an item or a bundle of items. The bidding amount of an

item or bundle depends on the player’s private valuation. The player with the highest

bidding amount wins the auction, and the auctioneer assigns the item or a bundle of

items to the winning player. In our work, the bidder is the device, the auctioneer is

the eNB, and the item is the resource [159, 160].

The resource allocation problem is modeled as an auction. Figure 3.1 depicts

the auction model of resource allocation. Each device bids for a resource(s) with

a valuation (Need of the communication). The eNB acts as an auctioneer for the

resource allocation. The resource allocation consists of three steps.
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1. Resource valuation: In this step, devices calculate the valuation for the re-

sources and submit their bids.

2. Resource allocation: The eNB performs the resource allocation task based on

device bids.

3. Payment: The eNB assigns a cost to each winner of the auction process.

Figure 3.1: Auction Model of Resource Allocation Process.

3.3.1 Resource valuation

A valuation is a real-value function v : (VR)
n −→ R+ for each subset R of resources,

indicating the value that bidder(device) gets if the resource(s) is/are allocated to the

device. if device does not get any resource than v(R) = φ . The valuation function of

device i is a private-value function, s.t. no other device or eNB knows. In this work,

we assume that devices are a kind of single-minded bidders and that each device is

only interested in a single set of resources R. If the device gets the requested set of

resource R, it gains a scalar value of welfare and zeroes otherwise [161].
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A valuation v is called single-minded valuation if there is a set of resources R∗ and

a value v∗ ∈ R+ s.t. v(R) = v∗; ∀ R⊇ R∗, and v(R) = 0 otherwise. A single-minded

bid is a pair of (R∗,v∗) [161].

3.3.2 Resource allocation

We need to define a socially efficient (imposed cost of communication in a TTI

should be the same for all devices in that TTI) and computationally efficient allo-

cation mechanism to allocate resources among devices. Given an allocation Ar of

resources R = r1,r2,r3, ...,rm among devices such that R∗i ∩R∗j = φ ; ∀ i ̸= j, the so-

cial welfare achieved by the allocation is given as follows [162].

Wel f are(Ar) = ∑
i

vi(R∗i ) (3.1)

Welfare is the sum of the total valuation of devices allocated to a set of resources.

We aim to maximize the total welfare, i.e., maximizing the total QoS satisfied by

the allocation. An allocation Ar is socially efficient if it maximizes the total welfare

among all possible allocations. A socially efficient allocation increases the utility of

the device. The device’s utility di is given as follows [162].

Utility(di) =Wel f are(di)−Payment(pi) (3.2)

Resource allocation gives disjoint sets of resources R∗i for all the devices i∈ 1...n,

and maximize the total welfare ∑i vi(R∗i ). An optimal resource allocation can allocate

exactly the requested set of resources to each device Ri = R∗i or nothing Ri = φ . Let

V be the set of valuations of m resources by n devices and Ar is the set of resource

allocation for n devices. Then, the resource allocation mechanism is defined as a

function a : V n −→ Ar. This allocation problem is similar to the ”Weighted−Packing”

problem, and it is an NP-complete problem that can be proven by the reduction from
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the ”INDEPENDENT −SET ” problem. A mechanism is computationally efficient

only if it can be completed in polynomial time [162, 163].

3.3.3 Payment function

Let ei be a payment function and assume that resources can be allocated continuously

and each device has a single valuation for all identical resources. Then the payment

function can be defined as ei : V −→ R+; ∀ i = 1,2, ...,n. We need to define a pay-

ment function so that no device can report a false valuation for a set of resources

instead of reporting true information to the eNB. This type of payment mechanism is

called dominant strategy incentive compatible (DSIC). A mechanism is universally

truthful and dominant strategy incentive compatible if the device reports its true val-

uation with probability 1. Let, vi is the true valuation of device i, v−i is the true

valuation of other devices and v
′
i is reported valuation of device i [162][164]. A de-

vice i can only report a potential lie if the device gets a higher utility with a lie than

the utility with a true valuation. It can be defined as follows.

vi(Ai)− ei(vi,v−i) ≥ vi(A
′
i)− ei(v

′
i,vi) (3.3)

∀ v1, ...vn,v
′
i ∈V

where, Ai = v(vi,v−i) , A
′
i = v(v

′
i,v−i) if device i wins in allocation Ar and zero if

device lost in auction.

We use the Vickery-Clark-Groves (VCG) mechanism to define the payment func-

tion, as it is a DSIC mechanism with a socially efficient outcome. In the VCG mech-

anism, a bidder, in this case, the device is charged by its externalities. A device must

pay a cost equivalent to the loss to other devices by participating in the auction, i.e.,

the amount of bidder lost due to the device i. Ar is an allocation of resources for k

number of devices those wins and device i report its private value pi then the payment

of device i can be defined as follows [162].
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ei =
M

∑
i̸= j

v j(p j,A∗r−i)−
M

∑
j

v j(p j,A∗r ) (3.4)

where ∑
M
i̸= j v j(p j,A∗r−i) is the welfare of other devices when device i is not par-

ticipating in the auction and ∑
M
i̸= j p j(v j,A∗r ) is the welfare to other devices with the

participation of device i. Thus if K devices win in the auction process, device i

needs to pay the valuation of (K +1)th device, which is lost due to the participation

of device i. All devices pay the same amount of v(K + 1), which is socially feasi-

ble because all winning devices communicate in the same time slot in time domain

scheduling. By reporting the valuation vi of device i, the chosen allocation is A∗r , and

the utility for device i is defined as follows.

Ui = vi(pi,A∗r )−
{ M

∑
i̸= j

v j(p j,A∗r−i)−
M

∑
j

v j(p j,A∗r )
}

(3.5)

= vi(pi,A∗r )+
M

∑
j

v j(p j,A∗r )−
{ M

∑
i̸= j

v j(p j,A∗r−i)

}

=
M

∑
j=1

v j(p j,A∗r )−
{ M

∑
i̸= j

v j(p j,A∗r−i)

}

Ui =Wel f are(A∗r )−
{ M

∑
i̸= j

v j(p j,A∗r−i)

}
(3.6)

If the device reports a fake valuation to eNB and can change the allocation A∗r . If

the new allocation is X∗r , then the changed allocation is good if and only if

Wel f are(X∗r )−
{ M

∑
i̸= j

v j(p j,A∗r−i)

}

>Wel f are(A∗r )−
{ M

∑
i̸= j

v j(p j,A∗r−i)

}
(3.7)

Constraint equations (3.3) and (3.7) show that a device can only lie if the welfare
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received by the device is more than the welfare received with true valuation. The

VCG payment function defined in equation (3.4) maximizes the device’s welfare

with true valuation. Since the device’s utility depends on the total efficiency, the

device has to choose the efficient outcome of the resource allocation process [162].

Example of VCG mechanism:

Let there be five bidders A, B, C, D, and E. All bidders submit the bids as <A-3$>,

<B-6$>, <C-4$>, <D-7$>, and <E-5$>. There are three items to be auctioned. So

based on the bids submitted by the bidders, bidders D, B, and E win in the auction.

Bidder C has the bid 4$ that just lost the auction. All the winner has to pay 4$ as

payment. Thus the welfare for bidders D, B, and E is 3$, 2$, and 1$ and zero for

others. Now, assume that bidder C makes a false bid of 6$ (actual valuation for C

is 4$) to win in the auction. Bidders D, B, and C win the auction with valuations of

7$, 6$, and 6$, and bidder E with a valuation of 5$, lost the auction. Now all the

winners will pay 5$, then the welfare for bidder C is 4$ - 5$ = -1$. This way, the

VCG auction controls the strategic behavior of the bidders.

3.3.4 Feasibility of VCG mechanism

Theoretically, the VCG mechanism provides perfect efficiency with DSIC truth-

revealing strategies. However, VCG has some serious limitations regarding the im-

plementation [165]. In this subsection of this chapter, we address the feasibility of

these issues concerning our scenario.

1. Weak equilibrium and bidding cost: As losing the bid sets the price to be paid

by the winner. The auctioneer may be worried about revenue generation. Fur-

thermore, submitting the bids for n items will require 2n− 1 combinations of

bidding information. Nevertheless, in this scenario, revenue is not an objective

of the whole process, and all the resources are identical; therefore, only one in-

dividual bidding information is sufficient for the auction process. Thus 2n−1

bidding price combinations turn into a linear relation of problem size n.



Chapter 3. Decision on QoS Class Identifier (QCI): An Auction Model 89

2. Winner determination effort: To determine the winner from n bidders re-

quires 2n− 1 information from each bidder. This is an NP-complete problem

[162, 163]. If the bidders are single-minded and desire continuous allocation

of identical resources (SC-FDMA constraint) s.t., ∀ R∗ = { ji, ji + 1, ...ki} for

some 1≤ ji ≤ ki ≤m then this can be performed in the polynomial time [162].

3. Budgets limitations and information revelation: Budget constraints of a bidder

can destroy the truthful auction process. There is no way to ascertain which

will be the highest bidding [166]. In our scenario, every device must submit

the bid, which is a sealed bid process; therefore, it does not affect the process.

Furthermore, the complete process of auction is carried out by eNodeB. Thus,

there is no risk of information revelation.

4. Possibility of cheating: In the VCG process, there is a possibility of cheating

by the bidder and bid taker [165]. In this scenario, all the devices can submit

only a single bid and are unaware of each other. So conspiracies by bidders are

not possible. Furthermore, the bid taker (eNodeB) is assumed to be a trusted

device.

3.4 Priority-Based Resource Allocation with Auction

Game

We consider an LTE single-cell network scenario, where M2M devices can com-

municate directly to the LTE base station or indirectly through a gateway. In this

model, we focus only on LTE communication. Let’s consider n number of devices

(MTCDs) randomly distributed in an LTE cell. Each device tries to get uplink access

for communication in a time slot for m number of shared resources. Devices have

a priority and a fixed valuation for uplink communication to happen. The objective

of the work is to devise a scheduling policy for access grant to a device for uplink

data transmission in the time domain and allocate resources in the frequency domain
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as per the priority and valuation such that communication per time slot maximizes

the total system valuation and also prevent device’s strategic behavior in a socially

efficient manner. System valuation is the sum of all valuations of communicating

devices in a particular time slot; an efficient system maximizes the total system valu-

ation per time slot. The term "socially efficient" refers to the cost of getting access in

a time slot for a device, which is the lowest cost with which the system can control

the device’s strategic behavior from claiming false valuation.

3.4.1 Problem formulation

Let D = {d1,d2, . . .dn} be a set of devices, randomly deployed in an LTE cell and

ready for communication, and R= {r1,r2, . . .rm} is a set of resources in the frequency

domain for uplink scheduling. Device i sends its preference value ηi to eNB at the

time of bearer establishment. The preference value of a device di depends on all

QoS parameters (i.e., Delay Budget, Throughput Required, Application Priority).

The packet scheduler uses this preference value. Then, the scheduler allocates m

resources among devices such that the allocation A∗ maximizes the total valuation

from k number of alternatives.

v(A∗) = argmax
{ k⋃

i=1

v(Ai)
}

(3.8)

where v(Ai) is an allocation. The selected valuation in equation (3.8) maximizes the

system utility.

As the UE sends its preference vector to eNB, which is used to calculate the UE’s

valuation, UE may send false information in the preference vector to eNB to gain

priority over other communicating UEs. Therefore the allocation process should be

such that it can not make a false claim and can be enforced to release true information

by applying some constraints. The constraint should be strong enough to restrict a

UE from making a false claim and soft so that it should not burden UE. Suppose

k number of UEs get scheduled for communication in current TTI, ci is the cost of
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communication for the UEi and ck+1 is the cost of communication for the UEk+1.

Then the cost of communication of UEi can be expressed as follows.

ci = ck+1 + ε; ∀1≤ i≤ k (3.9)

Where ε stands for small positive quantity. That provides ci slightly greater than

ck+1. Equation (3.8) chooses an efficient QoS aware allocation, and equation (3.9)

applies a soft constraint to restrict the strategic behavior of UEs.

3.4.2 Methodology

Consider a scenario where n number of devices wait for their turn to communicate

over M shared resources in the LTE network. If the number of available resources m

is more than or equal to the number of devices n in the network, all the devices can be

satisfied in the same TTI. Nevertheless, with the available number of resources m< n

number of devices, there is a need for an efficient allocation mechanism to allocate

the resources between the devices. In this case, the problem is to satisfy the QoS (i.e.,

Delay, Throughput, HARQ) requirements. An Auction game-theoretic approach is

used to allocate resources in a computationally efficient and socially efficient manner

(the cost of communication for all devices communicating in the same TTI should

be the same) along with taking care of the QoS requirements of devices. Figure 3.2

shows the proposed scheduling scheme.

Figure 3.2: Proposed Scheduling Scheme
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In this work, the priority of QCI, defined in the table 1.1, is used as the valuation

for resource allocation purposes. The higher the valuation, the higher the preference

for that device over other devices. UE’s preference (valuation) is a function of the

QoS attributes of UE such that v : QoS−→ Z+. In the radio resource allocation in the

LTE network, valuation is a random variable that is uniformly distributed in [0, p] =

[0,1]. The probability distribution function (PDF) of the uniform random variable in

[0,1] is defined as follows [167].

f (p) =


1 i f 0≤ p≤ 1

0 Otherwise
(3.10)

The equation 3.10 shows that any device in the network can have a value for prefer-

ence from QCI1 to QCImax. Moreover, devices do not have different valuations for

different sets of resources. At eNB, TDPS sorts the UEs in non-increasing order and

selects the k number of UEs out of n UEs with higher preference. The number of se-

lected UEs k depends on available resources. The eNB allocates a set of the required

number of physical resources (PRBs) for the UEs so that each UE gets precisely the

number of resources required; otherwise, it gets zero.

The FDPS allocates a set of resources to an UE depending on the requirement

and assigns MCS index and power limitations for the data transmission. The UE i

gets subset R∗i (consecutive resource blocks) of the available resource set R and is

defined as follows.

R∗i ⊆ R (3.11)

The equation (3.11) is subject to following constraints -

R∗i, j∩R∗
i′ , j

= φ ; ∀ i ∈ I, j ∈ J

R∗i, j = φ ∀ j ≥ m+1 i f Ri,m = φ

Where Ri, j are resources allocated to device i and Ri′ , j are resources allocated to the
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device i
′
. The eNB informs the UE by sending a scheduling grant using DCI-0 over

PDCCH. The UE inspects the received DCI-0 for scheduling information. Then, UE

starts the actual data transmission over PUCCH in response to the uplink (UL) grant.

The timing among scheduling requests (SR), scheduling grants, and PUSCH depends

on the configured transportation mode.

The number of high-priority applications is less compared to lower-priority ap-

plications, as observed from table 2.6. There is a significant difference in the number

of packets generated by higher-priority applications to lower-priority applications.

High-priority applications generate fewer packets in a specific time interval. On the

other hand, the low-priority application generates many packets and therefore de-

mands more transmission chances [168, 169, 170].

Let a device i with application priority Pi and the total required transmission

chances CT
i in a time interval T claim their priority as a bid when they connect

to eNB. We consider application priority as valuation and scheduling chances as a

cost in the auction. We can penalize the device i with the number of scheduling

chances if it changes the application priority. We reduce scheduling chances for

every scheduling grant of device i. Reduction in the scheduling chances depends on

the priority of the winner and loser device as the winner pays externalities in VCG

auction and defined in equation 3.4. A device i with priority Pw
i wins in the auction,

and a device k with priority Pl
k loses in the auction, then the reduction in transmission

chances CT
i is defined as follows.

CT
i =CT

i −

(
1+

⌊
1
2
+

Pw
i

Pl
k

⌋)
(3.12)

For example, if a device has a priority of 7 and claims its priority as 1 the device wins

in the auction. If the loser device’s priority is 2 or 3, we reduce 2 scheduling chances,

and if the loser device’s priority is 5 or 6, we reduce 1 scheduling chance from total

transmission chances. If the application generates packets as per its real priority and
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claims a high priority, it will get fewer chances and exit from the scheduling oppor-

tunity. This approach provides a stable M2M system with malfunctioning devices.

Note: There is a probability that fair devices can suffer with the scheduling oppor-

tunities as the reduction in transmission chances is the same for all winning devices

in this approach. Therefore the time interval T and the total required transmission

chances CT
i need to be defined precisely. Thus the total required transmission chances

should be sufficient enough in a longer time interval.

3.4.3 Feasibility of proposed methodology

To evaluate the feasibility of the proposed model, we use a three-step approach as

follows.

• Whenever we define an efficient allocation mechanism, the first question arises;

Is the allocation maximizing the system’s utility and computationally efficient?

It should give optimal and computationally efficient output. As the constraint

imposed by SC-FDMA, resources can only be allocated in a consecutive re-

source blocks subset of resource blocks s.t., ∀ R∗ = { ji, ji +1, ...ki} for some

1 ≤ ji ≤ ki ≤ m and all the resource blocks are identical, so no one device

has a different valuation for two different resources. Due to this, the allo-

cation functions a : V n −→ Ar turn into a linear allocation function such that

a : V −→ Ar. it leads to the allocation problem as a linear mapping of sorted

elements. The resource allocation problem can be solved efficiently in poly-

nomial time. The scheduler selects the highest valuation for each TTI. Thus

the allocation scheme maximizes the total system utility in context to the total

QoS satisfied [161].

• The second question is; Is the allocation mechanism strategy-proof? To control

UEs’ strategic behavior so that it reveals accurate information to eNB about

their valuation, the utility of the UE should be independent of its self-valuation

[162]. In the VCG mechanism, the device pays its externalities (as shown
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in equation 3.6) and enforces the UE to reveal accurate information equation

(3.7). As in LTE, UEs have a single valuation; thus, the payment function can

be computed in polynomial time.

• Is the cost of communication socially efficient? Socially efficient means the

cost of getting a chance to communicate should not differentiate between the

UEs. It should be sufficient to control strategic behavior and not impose a huge

burden on the UEs. The equation (3.12) provides such a mechanism.

3.5 Scheduler Algorithm

The main steps of the proposed scheduling scheme are listed in the algorithm 1.

The UE sends its buffer status via BSR to eNB. If the UE has data in its buffer for

the uplink transmission, it is considered for the current scheduling process. In the

initialization phase, the scheduler collects the information on available data in UE’s

buffer, available resources, and the number of active UEs. In the algorithm 1, steps

from 1−5 perform the initialization of the scheduler.

If a device i ∈ X needs RBi resources from |M| available resources, there are two

possibilities for the scheduling based on the initial information.

1. if ∑
|X |
i=1 RBi ≤ |M|; ∀ i ∈ X: In this case, the number of UEs with data in their

buffer is less than the number of available resources, TDPS selects all UEs for

data transmission in steps 8 and 9. In the steps from 10 to 14 in algorithm 1,

FDPS performs the resource allocation with MCS and power assignment.

2. if ∑
|X |
i=1 RBi > |M|; ∀ i ∈ X: In this case, if the number of UEs is more than the

available resources, then TDPS selects the appropriate number of UEs from

the request queue (sorted in non-increasing order of preference) and stores the

radio network temporary identifiers (RNTI) of these UEs in the select queue

and remove the selected UEs from the request queue in steps from 16 to 20 of
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Algorithm 1: QCI_Priority_Scheduler
Data: QoS Parameter: Application Priority of UEs.
Other Parameter: CQI, SINR, MCS Matrix, UEs Request Queue
Result: Set of selected UEs with assigned RBs

1 Initialization:
2 requestUE ← getRequest();
3 M← sizeof (RBAV );
4 selectUE ← NULL;
5 NR← sizeof(requestUE);

6 begin
7 if Nr < M then
8 selectUE ← requestUE;
9 reset (requestUE);

10 for j← 0 to NR do
11 allocateRB← Map(selectUEi,RBk);
12 mcsIndex(selectUE j)← MCS(RB j);
13 PPUSCH, j ← Tx(UE j);
14 end
15 else
16 requestUE ← Sort(requestUE,Priority);
17 for i← 0 to M do
18 selectUEi← requestUEi;
19 remove (requestUEi);
20 end
21 for j← 0 to M and k←M to 0 do
22 allocateRB← Map(selectUEi,RBk);
23 mcsIndex(selectUE j‘)← MCS(RBk);
24 PPUSCH, j ← Tx(UE j)
25 updateTChances(UE j)
26 end
27 end
28 end

algorithm 1. TDPS passes the select queue to the FDPS to allocate resource

blocks. From 22 to 30, the FDPS allocates the physical resources to the UEs.

MCS index is assigned as per the assigned resource block. If k number of UEs

are selected for the physical resource allocation, then the transmission chances

for each UE, CT
i are updated as defined in the equation (3.12). Then eNB sends

scheduling grants to the UEs in DCI-0 format. The UE inspects the received

DCI-0 and starts actual data transmission. If the UE receives a scheduling grant
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in nth TTI, then it can transfer the data in (n+3)th TTI.

In both above cases, the scheduling task is performed in two phases; 1) Node se-

lection in TDPS and 2) Resource block allocation in FDPS. The proposed algorithm

considers the QCI as the allocation metric. UEs are sorted in non-increasing order

of QCI before being selected by TDPS. TDPS selects the appropriate UE number

in O(n logn) time. TDPS selects the m number of UEs, and then FDPS allocates

the physical resources to the selected devices in O(m). Thus the running complexity

of the proposed algorithm is O(m+ n logn). If the number of available resources is

lower than the active UEs, then the proposed algorithm’s complexity is O(n logn).

The proposed algorithm can be implemented in polynomial time complexity with

diverse QoS support for M2M communication.

3.6 Scheduler Performance Evaluation

The simulation is performed with the 5G NR Toolbox in MATLAB R2020b. Figure

3.3 shows the layered architecture of MATLAB simulation modules. MATLAB 5G

NR toolbox supports RLC, MAC, and physical layer simulation. This toolbox uses

a traffic generation module to generate data packets per the application requirement.

At the MAC layer, the 5G NR toolbox supports the simulation of custom schedulers.

We have run a test simulation to decide on parameters. After four hundred devices,

the average system buffer level increases abruptly with 5 MHz bandwidth. Therefore,

we have chosen five hundred as the maximum number of devices. We run simulations

for 50, 100, . . . , 450, and 500 frames. We have observed a pattern in the results of up

to 500 frames. Therefore, we have chosen five hundred frames for a single iteration

as simulation time. The results are stable after 25 iterations for a single scenario.

Consequently, we have simulated for forty iterations.

We create a single-cell LTE network of 1 KM radius. The base station is placed at

the center of the cell. The devices are randomly placed in the cell without mobility

for a single simulation. We use the hNRUEPassThroughPhy module for devices and
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Figure 3.3: MATLAB LTE simulation environment.

hNRgNBPassThroughPhy for the base station to simplify the physical layer. We

assume the physical layer works correctly, and the parameters are listed in table 3.2.

At the RLC layer, the hNRUMEntity module is used to reduce the packet transfer

complexity. The hNRUMEntity is an unacknowledged packet transfer mode at the

RLC layer. The hNRScheduler module is only on the base station and attached to

the hNRgNBMAC module. The hNRScheduler module supports the attachment of a

custom packet scheduler.

3GPP defines 13 QCIs for M2M communication as listed in table 1.1. Initially, we

took 7 QCIs out of 13 for simulation to test resource utilization, throughput, fairness,

delay budget violation, and priority violation. Further, we increased up to 10 to test

the effect of an increase in heterogeneity on priority and delay budget violations. Ap-

plications, number of devices, and traffic models are chosen as defined in the 3GPP

TR 43.868 release 12. QCI for the applications is adopted from Dawaliby et al. [48].

A single application is installed on each device. Devices with the exact application

requirements are grouped and connected to a single MTCG. As specified in 3GPP
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Table 3.2: Physical layer parameters

Parameter Value

Network Type Single cell (1 KM Radius)
Number of Frame 500
Frame Duration 10ms
Number of Sub-frame/frame 10
Scheduler Periodicity 4 slots
Sub-frame Configuration 1
Number of PUSCH RBs 25 (5MHz)
UL Carrier Freq. 2.515e9 Hz
Sub-carrier spacing 15 KHz
Number of Sub-carrier/PRB 12
Number of Symbols/sub-carrier 7(Normal CP)
RBG Allocation Limit UL 1 RBG
RBG Size Configuration 1
No. Logical Channels 3
Channel Model AWGN
Transportation Mode TDD / Frame Type-2/ Config-0
Antenna Mode Single
UE Distribution Random
BSR Periodicity 5ms
Channel Update Periodicity 0.1 sec

TR 43.868 release 12, we generate custom traffic in MATLAB simulation. The ap-

plication characteristics like traffic type, number of devices, and traffic intensity are

listed in table 3.3. The values in the table 3.3 are normalized according to the simu-

lation time. We update channel quality with a random operation (±2) every 100ms

to model the channel quality changes.

3GPP defines 13 QCIs, as listed in the table 1.1. We include 7 QCIs for a smart-

building scenario in simulation. The core objective of this thesis is to provide a bal-

anced system performance and QoS support. Therefore, we evaluate the scheduler’s

performance on the metrics explained in section 3.6.1.

3.6.1 Performance evaluation metrics

We consider two metrics, system performance, and QoS support, to evaluate the

balanced performance of the priority-based algorithm.
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Table 3.3: Application traffic patterns

Application
Type

Traffic
Type QCI Priority App

Count
UE

Count (%)
Pkt

/minute

Accidental
Warning

Event-
Driven

5 1 3 12 5

Security
Breaches

Event-
Driven

1 2 3 7 10

Delay Sensi-
tive Monitor-
ing

Periodic
Update

3 3 2 12 30

Environment
Monitoring

Event-
Driven /
Periodic
Update

2 4 3 12 30

Home Au-
tomation

Event-
Driven /
Periodic
Update

4 5 5 19 40

Utility Appli-
cation

Periodic
Update

6 6 4 19 60

Smart Meters Periodic
Update

7 7 5 19 60

• We have selected fairness, throughput, and resource utilization parameters as

system performance metrics, and plots include the aggregate results for all

devices. The proposed algorithm’s simulation results are compared to state-

of-the-art schedulers like Proportional Fair (PF) and BestCQI schedulers for

system performance evaluation.

• QCI priority and delay budget are selected as QoS metrics, and plots include

the sum of results for individual devices. The proposed algorithm’s simulation

results are compared to schedulers from literature (RCQ [48], and Queue [79])

for QoS support evaluation.

Following metrics are used to evaluate the performance of the proposed scheme.

1. Resource sharing fairness: It shows how equally resources are shared among

the communicating devices. In this thesis, resource-sharing fairness is based

on Jain’s fairness, and we measure the deviation of resources shared among
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the devices. Value one in the fairness index shows that resources are equally

shared among the devices.

2. Average cell throughput: It defines how many bits of information (excluding

control information) are transmitted per unit of time. In this thesis, throughput

is used as a system performance parameter. Therefore, we measured for cell

throughput rather than individual device throughput. The average cell through-

put is measured as an average throughput for the entire simulation time of each

scenario.

3. Average resource utilization: It shows the percentage of resources used from

the total available resources in a time interval. The resource utilization is mea-

sured as an average resource utilization per transmission time interval for each

scenario.

4. QCI priority support : It shows whether data transmission preference is given

to high-priority applications over lower-priority ones. The QCI violation index

shows how often a lower-priority device is served; even a high-priority device

is ready to send a data packet. The stats are measured as per the TTI average.

5. Delay budget violation: It shows the average number of events when one of the

communicating devices cannot transmit data before its delay budget expires.

The stats for delay-budget violation are measured as an average per TTI for

the number of incidents when the devices do not get a chance to send a packet

before the delay budget expires. This metric is used to show delay budget

violations in the view of the M2M system rather than to count delay budget

violations for individual devices or groups of devices. To highlight system

performance, we count delay budget violations per TTI and average it for the

simulation time.

The selection of the schedulers for each performance metric is as listed in the table

3.4.
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Table 3.4: Performance evaluation metrics

Algorithm Objective Evaluation Metric Domain

Proportional Fair Fairness Resource sharing fairness
System

BestCQI
Throughput Average cell throughput
System Utilization Resource Utilization Performance

RCQ [48] QoS
Delay budget

QoS Support
QCI Priority

Queue [79] QoS
Delay budget

QoS Support
QCI Priority

M2M communication has diverse characteristics as stated in section 1.1. Therefore,
we can evaluate the metrics mentioned above against the following events.

• Number of nodes.

• Traffic types.

• Number of applications.

• Traffic generation frequencies.

• Number of priorities or QCI classes.

• Packet size.

• The traffic generation frequency, packet size, and traffic type are characteristics

of an application (refer to table 3.3). Each application has a unique priority (re-

fer to table 1.1). We have selected a heterogeneous environment with different

types of applications. Therefore, there are only two different events, the num-

ber of nodes and applications / QCIs, to compare the performance evaluation

metrics.

• We have evaluated all five parameters (listed in table 3.4) against the variable

number of nodes.

• We have evaluated QoS metrics delay-budget violation and priority support

against a variable number of QoS class identifiers (QCIs) to show the effect of

environment heterogeneity on QoS support.
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3.6.2 Resource sharing fairness

Resource sharing fairness is crucial for the performance of the resource allocation

algorithm. It shows how likely the individual devices have been treated. The re-

source fairness index IRB shows whether the resources are fairly shared among the

devices. The resource fairness index varies in the interval [0 1], 0 represents entirely

unfair, and 1 represents fairness entirely [96]. The fairness index is inspired by Jain’s

fairness and is defined as follows.

IRB =

(
1

1+ x̂

)
(3.13)

x̂ =

√
∑(RBi−RBAvg)2

NUEs

Where RBi is the resource allocated to device i and x̂ is the standard deviation in re-

Figure 3.4: Resource sharing fairness.

source share among devices. The resource-sharing fairness of different algorithms is

shown in figure 3.4. The highest value for the fairness index of the proportional fair
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algorithm is 0.8, which is 0.5 (50%) more than the fairness index of BestCQI. The

fairness index values for both priority and RCQ algorithms are below the average

for the highest and lowest values of the fairness index of all algorithms. This phe-

nomenon is because the BestCQI and RCQ algorithms consider the channel quality

as an allocation metric. The wireless channel is much more unpredictable; therefore,

the BestCQI and RCQ algorithms do not share the devices’ resources fairly. The QCI

priority-based (proposed algorithm) considers traffic priority. This information is not

sufficient for fairness. Therefore, the proposed algorithm performs below average

with a margin of approximately 0.33. Although fairness increases with the number

of devices, it is highly unlikely to distribute resources equally among devices due to

unpredicted network conditions.

Figure 3.5: Resource utilization.
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3.6.3 Resource utilization

Resource utilization is the percentage of radio resources utilized from the total avail-

able resources. Resource utilization Ru is defined as follows.

Ru =
NUE

∑
i=1

(
RBGi

avg

RBGTotal

)
(3.14)

Where RBGi
avg is the average number of RBGs per transmission the device i

uses, figure 3.5 shows the resource utilization of implemented algorithms. For a

lower number of devices (100 devices), resource utilization is around 0.2 (20%) with

a limited difference of 0.06 (6%) among implemented algorithms. As the number of

devices increases (500), the resource utilization for PF, BestCQI, and RCQ increases

to 0.91 (91%). The resource utilization is limited to 0.74 (74%) for the priority

algorithm, with a difference of approximately 20%. BestCQI algorithms allocate

resources irrespective of the device’s QoS requirements. The RCQ algorithm also

considers channel quality as the primary metric in the allocation. Therefore these

algorithms can highly utilize the resources. PF algorithm does not directly consider

QoS; however, it considers the device’s requirement based on past data transmission

activities. The resource utilization incurs a saturation after 300 devices for all algo-

rithms. This implies that resource utilization increases with the number of devices

but moves towards saturation after an average number of devices (300 devices). It

will not be possible to use 100% of resources as it shows a logarithmic pattern.

3.6.4 Average cell throughput

The throughput is the rate of successful data transmission over some time. The av-

erage cell throughput for implemented scheduling algorithms is shown in figure 3.6.

The average cell throughput is likely to equal (3.8 Mbps with 200 devices) for all the

algorithms for a small number of devices. As the number of devices increases, the

difference in average cell throughput for different algorithms increases. The BestCQI
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Figure 3.6: Average cell throughput.

provides the highest throughput of 8.7 Mbps, and the priority algorithm provides the

lowest throughput of 6.2 Mbps for 500 devices. The proportional fair and RCQ al-

gorithms provide average results. The reasoning behind this phenomenon is that the

throughput is closely related to the channel quality, which is crucial in deciding the

MCS and TBS. The channels with high CQI can use higher MCS and TBS to pro-

vide a high data transmission rate. The algorithms that consider channel quality as

an allocation metric provide high throughput. The average cell throughput improves

with the number of devices but is bounded by Shannon capacity (2.2), as shown in

figure 3.6.

3.6.5 QCI violation index

QCI violation index shows how often the algorithm fails to satisfy the QCI priority

requirement. We have measured QCI satisfaction as the average number of QCI vi-

olations per frame. The number of frames in a single iteration of the simulation is

500. The high QCI violation index value shows that the algorithm frequently fails
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(a) QCI violation index (For 7 QCIs).

(b) QCI violation index (For 250 devices).

Figure 3.7: QCI violation index (Avg. violation per frame).
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to support the QCI priority. The proportional fair, BestCQI, and RCQ algorithms

perform up to 300 devices equally. The QCI violation index increases exponentially

for BestCQI and PF scheduling schemes after 300 devices and reaches 0.8 for five

hundred devices. The RCQ algorithm manages the growth to some extent, using the

CQI and QCI priority ratio and limiting the QCI violation index to 0.5. The proposed

priority-based algorithm maintains the QCI violation index below 0.05. As shown

in figure 3.7a, the priority-based algorithm outperforms all other algorithms in QCI

priority satisfaction. The QCI violation increases abruptly after 300 devices for the

algorithms other than the priority-based algorithm.

We compare the results of priority algorithms with two schedulers from the litera-

ture, RCQ, and Queue, for a different number of QoS classes. QCI violation for the

priority algorithm increases gradually, while for other algorithms, it increases rapidly

with the increasing number of QoS classes. Figure 3.7b shows the increment of QCI

violation for the number of QCIs. The Queue algorithm uses two classes of traffic.

Therefore at two QCIs, it performs equally to the QCI priority-based algorithm. After

that, QCI-priority violations increase exponentially. The RCQ algorithm uses QCI

priority with a combination of channel quality. Therefore, it has restricted growth in

QCI priority violation.

3.6.6 Delay budget violation

The delay violation is the average number of incidents per TTI when the devices miss

the delay budget. The average delay budget violation for different scheduling algo-

rithms is shown in fig 3.8a. As shown in fig 3.8a, there is no incident when a device

misses the delay budget for 100 devices with 5 MHz(25 PRBs) bandwidth. The de-

lay budget violation is gradually increasing as the number of devices increases. The

delay violation increases abruptly after 400 devices. The proposed priority algorithm

better results in delay violation with ten average incidents. Delay budget violation in-

creases rapidly as the number of devices increases. For an increasing number of QoS
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(a) Delay budget violation (For 7 QCIs).

(b) Delay budget violation (For 250 devices).

Figure 3.8: Average delay budget violation per frame.
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classes, delay budget violation increases promptly for RCQ and Queue algorithms

after four QCIs with 250 devices, while it has sub-linear growth for the priority al-

gorithm. Figure 3.8b shows that all algorithms have similar growth patterns after 16

QCIs.

Observations from results

1. A device should have data and an appropriate channel quality to get resources.

The higher volume of devices increases the probability of having data and

appropriate channel conditions for many devices. This increases the chances

of fair distribution of resources among devices (equation 3.13). Thus, The

fairness index value increases for an increasing number of devices. Although

fairness increases with the number of devices, it cannot reach up to 1 because

it is practically impossible to distribute resources equally due to unpredicted

network conditions.

2. The resource utilization for all implemented algorithms observes a slack sat-

uration after 300 devices and shows a logarithmic behavior. This implies that

resource utilization increases with the number of devices, and it will not be

possible to use 100% of resources.

3. The algorithms that consider channel quality as an allocation metric provide

high throughput. The average cell throughput improves with the number of

devices but is bounded by Shannon’s capacity (equation 2.2), as shown in fig-

ure 3.6.

4. QCI priority violation increases rapidly for all the algorithms other than the

priority-based algorithm for both varying numbers of devices and QCIs.

5. Delay budget violation moderately increases for priority-based algorithm for

an increasing number of devices with seven QCI classes. But delay-budget
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increases rapidly for all algorithms, including priority-based algorithms with

more QCIs.

6. The simulation results show that the proposed priority algorithm performs

poorly in throughput and resource utilization. It gives average results in resource-

sharing fairness.

7. The priority-based algorithms perform better than others in priority support

and delay budget violations.

8. For the higher number of QoS classes, the priority algorithm gives good results

for priority support and average results for delay-budget violation.

9. The results conclude that the QoS satisfaction of the end-users degrades if the

resource utilization and throughput increase and vice versa.

Preface to chapter 4

● The priority-based algorithm performs best in application priority support.

Therefore, we continue using application priority in resource allocation in the

proposed scheme in chapter 4.

● The priority-based algorithm performs the poorest in resource utilization and

throughput. We jointly optimize the channel quality and application priority

(equation 4.3) to improve resource utilization and throughput in chapter 4.

● The priority-based algorithm performs below average in the fair distribution of

resources among the devices. We include a scaling factor regarding the number

of scheduling grants, devices, and QCIs (equation 4.5) to improve fairness in

resource distribution in chapter 4.

● The priority-based algorithm performs well for delay budget violation for seven

QCIs but does not perform well for a larger number of QCIs. Therefore, to im-

prove delay budget violation, we include delay constraint (equation 4.6) in the

resource allocation process in chapter 4.
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3.7 Chapter Summary

■ The proposed game-theoretic approach provides a stable M2M system with

malfunctioning devices.

■ The results show that the throughput is directly proportional to the CQI be-

tween the eNB and UE. CQI is used to decide the transport block size (TBS).

UEs having a significant TBS with better CQI can send enormous amounts of

data using a higher modulation and coding scheme (MCS).

■ From Fig.3.6, it can be observed that the allocation algorithms that use CQI

as an allocation metric, directly or indirectly, provide better results regarding

cell throughput. Therefore, for the system (M2M system) with a diverse range

of QoS requirements, if the allocation is more focused on QoS satisfaction, it

compromises resource utilization.

■ There is a trade-off between QoS satisfaction and resource utilization. The

degradation in resource utilization affects the overall throughput.

■ Defining the correct time interval and the number of scheduling chances is a

very challenging task to minimize the probability of getting fewer scheduling

chances for fair devices.
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4 | Balancing Performance and QCI

support for M2M

“Research is to see what everybody

else has seen and to think what nobody

else has thought.”

Albert Szent-Györgyi

Key Points:

■ The solution in this chapter is intended to balance the M2M-LTE system’s
performance and QoS support for M2M applications.

■ We proposed a scheduling scheme that provides social fairness regarding the
number of devices rather than considering past data rates or channel quality.

■ We give preferences to the devices for scheduling grants on social bases rather
than on the physical and application layer parameters.

■ In this chapter, we have used the term "socially fair or social fairness," which
means we are concerned with the number of devices and type of applications
installed on the devices.

■ We introduce a virtual QCI concept to achieve social fairness, system perfor-
mance, and QoS support and minimize the starvation for lower CQI and lower-
priority devices. The virtual QCI is based on the application priority, channel
quality, delay budget, number of QCIs, and the number of devices.
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4.1 State-of-the-art

Dawaliby et al. [48] addressed the problem of allocating LTE radio resources in a

collective energy-efficient and QoS-aware manner for both the time and frequency

domains. This paper used a memetic-based optimization strategy to consider a cross-

layer resource allocation for M2M devices over LTE-M. It optimizes resource alloca-

tion in the time and frequency domain to reduce the energy consumption of LTE-M

devices while considering, at the same time, their delay requirements. Karadag et al.

[76] used a heuristic approach to propose an aware semi-persistence radio resource

allocation scheme for M2M communication in an LTE network. Using the heuristic

approach, they efficiently used the frequency bands to increase the number of serving

devices per schedule.

Ghavimi et al. [49] used a group-based radio resource allocation with identical

transmission protocols and QoS requirements to ensure QoS guarantees for M2M

devices and efficiently tackle the overload problems for M2M communications in

3GPP LTE-A networks. The authors presented a framework as a sum throughput

maximization problem while respecting all the constraints associated with RB and

power allocation in the LTE-A uplink networks. Abrignani et al. [81] formulated

the radio resource allocation problem as mixed-integer linear programming (MILP)

to balance the trade-off between throughput versus delay and throughput versus fair-

ness. Girici et al. [171] proposed a proportional fair scheduling with QoS con-

straints. The authors optimized the required bandwidth and power to improve energy

efficiency throughput.

Wei Fu et al. [128], used priority queue model to improve E2E QoS. The pro-

posed mechanism prefers guaranteed-bit-rate (GBR) traffic over Non-GBR traffic.

The solution fails to perform in terms of system throughput. Zaki et al. [172] also

used the priority queue model to balance the system throughput and QoS support

trade-offs. J. Yin et al. [173] used the queue model to support Quality-of-Experience

(QoE) in their work. They focused on queue overflow and system stability. W.K. Lai
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et al. [174] used the queue model and focused on the access delay. The proposed

solution imposes a high packet loss.

Hajer et al. [93] used a recursive expansion approach in frequency domain re-

source allocation to improve the energy efficiency of MTCDs. MTCD’s delay budget

is used as a QoS parameter, and the proposed scheduler provides average perfor-

mance for QoS support. Shafinaz et al. [175] used a recursive expansion approach

in the FDPS stage to satisfy the delay budget and increase the throughput of the in-

dividual device in vehicular communication. The authors proposed traffic classes for

vehicular communication to prioritize the devices. The proposed solution lacks fair-

ness compared to other solutions. Mostafa et al. [130] also implemented a recursive

expansion mechanism for resource allocation in the frequency domain to ensure the

End-to-End (E2E) QoS for machine type communication in the LTE network. The

authors proposed a statistical priority based on traffic statistics. Maia et al. [52] pro-

posed a dynamic uplink scheduler for M2M communication using a resource reser-

vation approach for a different type of traffic. The authors divided traffic among

event-driven, time-triggered, and H2H. They prioritize H2H traffic and reserve some

frequency resources for that. The proposed solution lacks system throughput and

fairness compared to other solutions.

4.2 Motivation

The M2M devices either have low or no mobility, so changes in the channel condi-

tions are limited. Focusing only on channel quality indicator (CQI) as an allocation

metric can cause starvation for devices with poor channel quality. M2M has a vast

application domain from a mission-critical application (requires urgent transfer) to

smart meters (very long delay budget). Therefore, application priority should be

considered as an allocation metric. Moreover, considering application priority as the

only allocation metric degrades resource utilization as the traffic pattern of M2M is

very diverse. if high-priority devices are continuously present in the network. It
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may lead to starvation for lower-priority devices. Therefore, designing a solution

that jointly considers channel quality and application priority as allocation metrics is

desirable to minimize the trade-off between channel utilization and QoS satisfaction.

However, joint optimization of CQI and application priority minimizes the trade-off

between resource utilization and QoS support but shortfalls in minimizing the star-

vation for MTCDs with poor CQI and lower application priority. The application

priority needs to be scalable to minimize the probability of starvation for some M2M

devices.

Motivated by the discussion as mentioned earlier, this chapter presents a scalable

priority-based resource allocation scheme for the M2M communication under the

LTE/LTE-Advance network.

4.3 Contribution of This Chapter

This chapter provides LTE physical resource allocation schemes based on the scal-

able priority of the application installed on the MTCDs. Scalable priority minimizes

the trade-off between resource utilization and priority handling. The proposed so-

lution also minimizes the starvation of the device having poor channel quality and

lower application priority.

Following are the research contributions of this chapter.

• This chapter provides LTE physical resource allocation schemes based on the

scalable priority of the application installed on the MTCDs.

• The scalable priority minimizes the trade-off between resource utilization and

priority handling.

• The proposed scheme also minimizes the starvation for the device having poor

channel quality and lower application priority.
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4.4 Weighted Priority Proportional Fair Scheduling

Let’s assume a network scenario where M2M devices are randomly placed in LTE

cells and communicating to eNB. M2M devices are stationary. Devices have a sin-

gle application installed, and the application priority and the traffic pattern are as

per the 3GPP QCI classification. This section discusses the proposed scheduling

mechanism, focusing on resource utilization, fairness, and QoS support for M2M

communication.

4.4.1 Problem formulation

Let D be a set of active devices randomly placed in a macro cell with one eNB,

and M denote a set of available physical resource blocks. Each device has a single

application installed on it with static priority. Priority is an integer number in Z+.

The smallest priority number denotes the highest application priority. Let X ⊆ D

denote a set of eligible devices with data in their buffer and waiting for the trans-

mission with available resources |M|. The scheduling of physical resources occurs

at an integral time, numbered from zero. The scheduling time slot [t, t + 1); t ∈ T

(including t, excluding t + 1) is referred to as transmission time interval (TTI). If a

device i ∈ X need RBi resources, then scheduling is required with |M| resource if and

only if ∑
|X |
i=1 RBi > |M|; ∀ i ∈ X . Based on the buffer status report (BSR) received

by eNB from UE, the LTE scheduler selects k devices for the transmission where

∑
k
i=1 RBi ≤ |M|; i ∈ X based on the allocation metrics. The proposed resource allo-

cation scheme combines weighted priority with proportional fairness.

To improve channel utilization and priority support, the priority of devices pi is

weighted to the channel quality ci. The weighted priority metric is defined as fol-

lows.

f (xt
i) = ωi.pi ∀ t ∈ T (4.1)
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Where ωi = 1/ci is priority weight such that 0 < ωi < 1;∀i ∈ X . Moreover, we

combined the weighted priority of the previous scheduling grant time and the weight

of the total number of devices and QCIs to improve fairness. A M2M device i has

a priority weight ωi = 1/ci such that 0 < ωi < 1;∀i ∈ X with priority pi and ci is

channel quality. The fitness function f (xt
i) at time t for device i is defined as follows.

f (xt
i) = ωi.pi +α.( f (xt−1

i )+ξ ) ∀ t ∈ T (4.2)

Where ξ is a scaling factor in integrating the proportional fairness for a total number

of priority classes and devices. The α is a scaling constraint and α ∈ {0,1}. The

time t−1 represents the time of the last scheduling grant for device i.

Equation 4.2 is a recursive function bounded by the device i’s delay budget Di
b. More-

over, it is a convex function in the interval [t, t ′] where (t ′− t) ≤ Di
b. To match the

LTE scheduling parameters, we define a virtual QoS class identifier based on the

problem formulated in equation 4.2 and discuss it in the next section.

4.4.2 Virtual QoS class identifier

We define a virtual QoS class identifier (vQCI) V i
qci ∀i∈D for each device in set D to

select devices in a proportional fair manner, considering channel quality to improve

resource utilization, and QCIs to improve the priority handling for urgent services.

The vQCI, V i
qci, is used to decide the device’s fitness for the scheduling in the current

TTI. The metric V i,t
qci for a device i at time t is defined as a virtual QCI.

V i,t
qci = ωi.pi +α×

(
V i,t−1

qci +ξ

)
(4.3)

The scheduler per iteration selects a device that has a minimum for V i
qci from the

eligible devices. Further, the value of vQCI defined in equation (4.3) is increased per

scheduling grant concerning the total number of QCIs and devices.
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Priorities assigned to applications are static, and M2M devices have minimal or no

mobility. In this case, changes in the value of V i
qci for device i are rare. This scenario

leads to starvation for devices with poor channel quality and lower-priority appli-

cations. Therefore, we are concerned about the total number of devices and QoS

classes in scaling the priority. Thus, the scaling factor ξ is defined as follows.

ξ =
qcii,t

|qci|
× |D| (4.4)

Thus, with priority scaling, the V t
qci at time t is defined as follows.

V i,t
qci =

qcii,t

cqii,t
+α×

(
V i,t−1

qci +

(
qcii,t

|qci|
× |D|

))
(4.5)

Where |qci| represents the total number of QoS classes that scale the qcii,t to the

total number of QCIs, and |D| represents the total number of devices and socially

scales the allocation metric. The increment in the value of V i,t
qci for device i at time

t is constrained by equation (2.5). Although the value of V i,t
qci is increased for every

grant, we reset it to zero if the difference between the last grant and the current

scheduling time violates the delay budget of the device. The term α in equation (4.5)

is defined as follows.

α =


o i f t i

cg− t i
lg ≥ Di

b

1 Otherwise
(4.6)

Where t i
cg is the current scheduling grant time, and t i

lg is the last scheduling grant time

for the device i. Our proposed algorithm uses the device selection metric defined in

the equation 4.5 as the primary allocation metric.

4.4.3 Resource allocation algorithm

The proposed scheduling algorithm uses virtual QCI as a primary allocation metric.

The proposed scheduling scheme minimizes the value of fitness function f (xt
i) for
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Figure 4.1: Proposed scheduling scheme.

the current allocation for k number of selected devices for the current TTI.

argMin
k

∑
i=1

f (xt
i) (4.7)

The device with a minimum value of virtual QCI is given priority over other devices.

The proposed scheduling scheme is divided into three parts: initialization, TDPS,

and FDPS, as shown in figure 4.1. The virtual QoS (vQCI) class identifier defined in

section 4.4.2 selects devices in the time domain. We use the red-black tree to store

vQCI and other information related to devices to reduce the time complexity of the

resource allocation process.

Red-Black tree building in TDPS

A red-black tree is a self-balancing binary search tree with one extra bit at each

node, generally referred to as the color (red or black). As insertions and deletions are

made, these colors balance the tree. The balance of the tree is not perfect, but it is

good enough to reduce searching time to about O(log n), where n is the total number

of elements in the tree. These trees have the same memory footprint as a regular

(uncolored) binary search tree because each node only needs 1 bit of memory to hold

the color information. Figure 4.2 illustrates the structure of a red-black tree. Every

Red-Black tree maintains the following properties.

• Every node has a color, either red or black.
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Figure 4.2: Structure of a red-black tree.

• The root of the tree is always black.

• There are no two adjacent red nodes.

• Every path from a node (including root) to any of its descendant’s NULL nodes

has the same number of black nodes.

• All leaf nodes are black nodes.

Compared to the Red-Black tree, the AVL tree is more balanced, although the AVL

tree may produce more rotations during insertion and deletion. If the application

requires a lot of insertions and deletions (As in our case), the Red-Black tree is the

way to go. If insertions and deletions are few and searching is the most frequent

operation, the AVL tree should be used over the Red-Black Tree.

Proposed scheduling algorithm builds a red-black (RB) tree of eligible devices. An

eligible device has data and is ready for transmission. The balancing of the RB tree is

performed using the value of virtual QCI (V i,t
qci). RB tree is an approximately balanced

tree and has height at most 2lg(n+1) for n nodes [176].

Lemma 4.4.1. A red-black tree with n internal nodes has a height at most 2lg(n+1)

[176].
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Insertion and deletion in a binary search tree (BST) of height h takes O(h) time.

Thus, the height of a red-black tree is O(log n), which ensures that an insertion or

deletion operation on a red-black tree can be performed in O(log n). Thus, building

a red-black tree of eligible devices takes O(log n) time [176]. Due to the ease of

insertion and deletion operation in the red-black tree, the proposed algorithm uses

a red-black tree as a primary data structure for storing information regarding the

scheduling process. The algorithm 2 presents the scheduling scheme.

Proposed algorithm

The main steps of the proposed scheduling scheme are listed in the algorithm 2.

The UE sends its buffer status via BSR to eNB. If the UE has data in its buffer for

the uplink transmission, it is considered for the current scheduling process. In the

initialization phase, the scheduler collects the information on available data in UE’s

buffer, available resources, and the number of active UEs. In the algorithm 2, steps

from 1−4 perform the initialization of the scheduler.

If a device i ∈ X needs RBi resources from |M| available resources. There are two

possibilities for the scheduling based on the initial information.

1. if ∑
|X |
i=1 RBi ≤ |M|; ∀ i ∈ X: In this case, The number of UEs with data in their

buffer is less than the number of available resources, TDPS selects all UEs for

data transmission in steps 7. In steps 8 to 12 in algorithm 2, FDPS performs

the resource allocation with MCS and TBS assignment.

2. if ∑
|X |
i=1 RBi > |M|; ∀ i∈X: In this case, the number of eligible UEs is more than

the available resources. Here, the scheduler selects the devices for resource

allocation using the value of the virtual QCI of each UE. Steps from 14 to 22

in algorithm 2 update the value for virtual QCI depending on the value of α .

In step 23, the proposed algorithm builds the red-black tree for the eligible

devices. In steps 24 to 29, the FDPS assigns the radio resource for the selected

devices with appropriate MCS and TBS and updates the last scheduled grant
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Algorithm 2: WPPF_Scheduler
Data: QoS Parameter: Application Priority p, QCI
Other Parameter: CQI, BSR, MCS Matrix, rQueue, sQueue, last_Gt ,
curr_Gt

Result: Set of selected MTCDs with assigned RBs

1 Initialization:
2 rQueue← getRequest();
3 M← sizeof (RBAV );
4 sQueue← NULL; & Nr ← sizeof(rQueue);

5 begin
6 if Nr < M then
7 sQueue← rQueue;
8 for j← 0 to Nr do
9 RB_Map(sQueue j)← Map(sQueue j,RBAV);

10 mcsIndex(sQueue j)← MCS (RB_Map(sQueue j);
11 T BS(sQueue j)← tbSize (mcsIndex(sQueue j));
12 end
13 else
14 for j← 0 to Nr do
15 if (curr_Gt - last_Gt) ≥ DB then
16 α = 0;
17 computeVQCI (Vqci, rQueue j, C, p j, Q);
18 else
19 α = 1;
20 computeVQCI (Vqci, rQueue j, C, p j, Q);
21 end
22 end
23 buildRBTree (TRB, rQueue) ;
24 for j← 0 to M do
25 RB_Map(sQueue j)← Map(removeMTCD (TRB, RBAV ));
26 mcsIndex(sQueue j)← MCS (RB_Map(sQueue j);
27 T BS(sQueue j)← tbSize (mcsIndex(sQueue j));
28 updateLastGrantTime (sQueue j, curr_Gt);
29 updatevQCI (sQueue j, vQCI);
30 end
31 end
32 end
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time to the current grant time. Then, eNB sends scheduling grants to the UEs

in DCI-0 format. The UE inspects the received DCI-0 and starts actual data

transmission. If the UE receives a scheduling grant in nth TTI, then it can

transfer the data in (n+4)th TTI.

The proposed scheduling scheme uses virtual QCI values for selecting devices, which

are updated after every scheduling grant of the devices. The proposed algorithm uses

two for-loops that iterated up to m time and took O(m) time to complete. Another

for-loop iterates n times and takes O(n) time to complete. For dense M2M networks,

n >> m and the loops can be completed in O(n) time. The proposed algorithm

uses a red-black tree that takes O(n lg n) with n active devices. Thus, the proposed

algorithm takes time to complete O(n lg n).

Numerical illustration of proposed algorithm

The proposed weighted priority proportional fair (WPPF) algorithm considers the

following metrics in selecting devices for radio resource allocation as specified in

equation 4.5.

• QCI priority of M2M application.

• QCI delay budget to control scaling.

• Channel quality (CQI) as a weight for QCI priority.

• Total number of devices, QCIs, and vQCI of M2M device at last grant as a

scaling factor.

The critical steps of the proposed algorithm are first to select devices with weighted

priority and then lower the priority with a scaling factor. If the delay budget of

devices is close, then the proposed algorithm resets to the original priority of the

device. Figure 4.3 and 4.4 show the calculation of all steps. The cells shaded in light

green are selected RNTIs in that step and shaded in light red to show the delay budget

time-out for that device.
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Let’s consider two physical resource blocks (PRBs) available. The number of de-

vices is 6, and the total number of QCIs is 3. There are two devices from each QCI

category. We assume that the delay budget for QCIs 1, 2, and 3 are 2, 3, and 4 steps.

The initial vQCI for each device is zero, as shown in Table 1 of figure 4.3.

In step 1, the scheduler calculates CQI and weighted priority for each device. The

vQCI is calculated as per the equation 4.5. In step 1, vQCI’ is received from the ini-

tial stage. So, based on the value of vQCI, devices 1 and 2 are selected for allocation

grants. The value of vQCI and the last grant step are updated for devices 1 and 2.

In step 2, the value of vQCI’ for devices 1 and 2 is 2.11; for the remaining devices,

it is still 0 from the initial step. Now, the scheduler selects devices 1 and 2 based on

the vQCI values. The value of vQCI and the last grant step are updated for devices 1

and 2 to 4.18 and 4.22.

In step 3, values of vQCI’ for devices 1 and 2 are 4.18 and 4.22; for others, it is

0. Based on the vQCI calculation scheduler, select devices 3 and 4 for the scheduling

grant and update the vQCI and last grant step value for devices 3 and 4. This process

continues for all steps.

In step 5, the delay budget of two steps for devices 1 and 2 is expired. Thus, the

value of vQCI’ for devices 1 and 2 becomes zero. It significantly reduces the value

of vQCI for devices 1 and 2. Therefore, devices 1 and 2 are selected for scheduling.

Step 7’s delay budgets for devices 3 and 4 are timed out. Thus, the value of vQCI’

becomes zero, and devices 3 and 4 are selected for scheduling.

Step 9’s delay budgets are exceeded for devices 2, 5, and 6. However, we can serve

only two devices. Therefore, devices 2 and 6 are selected for scheduling.
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Figure 4.3: Numerical illustration of the proposed algorithm -1

4.5 Performance Evaluation of Proposed Scheduling

Scheme

In chapter 3, we have analyzed the effect of priority support on the system perfor-

mance. The proposed algorithm minimizes the trade-offs between system perfor-

mance and QCI priority support. Therefore, we consider the same network and sim-

ulation scenario as in chapter 3 (refer to section 3.6.1) for the performance evaluation
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Figure 4.4: Numerical illustration of the proposed algorithm-2
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of the proposed weighted priority proportional fair (WPPF) scheduler. We implement

the application traffic and QCI priorities in table 3.3 and physical layer parameters

in table 3.2. We compare the result of the proposed WPPF algorithm with standard

schedulers’ proportional fair and BestCQI scheduling algorithms. We also compare

with state-of-art scheduler RCQ from Dawaliby et al. [48] and the QCI priority al-

gorithm from chapter 3. The updated performance evaluation metrics are shown in

table 4.1

Table 4.1: Performance evaluation metrics

Algorithm Objective Evaluation Metric Domain

Proportional
Fair

Fairness Resource sharing fairness
System

BestCQI
Throughput Average cell throughput
System Utilization Resource Utilization Performance

RCQ [48] QoS
Delay budget

QoS Support
QCI Priority

Queue [79] QoS
Delay budget

QoS Support
QCI Priority

Priority Chapter 3QoS
Delay budget

QoS Support
QCI Priority

4.5.1 Average cell throughput

The average cell throughput for the proposed scheduling algorithm and other al-

gorithms is shown in figure 4.5. The priority-based algorithm proposed in chap-

ter 3 provides minimum average cell throughput ranging from 2 to 6.3 Mbps. The

BestCQI algorithm provides the highest average cell throughput ranges from 2 to 8.5

Mbps. The difference between the highest and lowest achieved throughput is 3.2

Mbps. The proposed WPPF algorithm and PF and RCQ algorithm provide average

throughput. We can conclude that the achievable throughput over a specific band-

width depends on the channel quality between the device and eNB. Higher channel

quality permits a larger transport block size (TBS) with a higher modulation and

coding scheme(MCS). More bits can be transmitted in a single resource element
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Figure 4.5: Average cell throughput.

with high MCS. The scheduling algorithm that uses CQI as an allocation metric, like

BestCQI and PF, provides a higher cell throughput. The proposed algorithm (WPPF)

and RCQ use the ratio of CQI to priority to provide better average cell throughput.

4.5.2 Resource sharing fairness

The resource sharing fairness is defined in equation 2.8. The value one for the fair-

ness index shows that the allocation algorithm is entirely fair, and zero indicates

that the algorithm is entirely unfair. The simulation results for the resource sharing

fairness are shown in figure 4.6. The BestCQI algorithm is the lowest in resource-

sharing fairness, as the value of the fairness index is below 0.3 for all cases. The

priority algorithm and RCQ are slightly fairer than the BestCQI algorithm, and the

fairness index value ranges from 0.35 to 0.45. The proposed WPPF algorithm pro-

vides better fairness than all other algorithms, and the value of the fairness index

varies from 0.55 to 0.85 for 100 devices to 500 devices. The difference in the high-

est fairness index value for proposed WPPF and BestCQI is 0.55 for 500 devices,
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Figure 4.6: Resource sharing fairness.

which is more than 50% of the fairness range. The simulation results show that the

scheduling schemes independent of device attributes like BestCQI perform poorly

in fairness. The proposed algorithm performed better in fairness, considering total

devices and total CQIs in the allocation metric.

4.5.3 Resource utilization

Resource utilization is defined as the percentage of resources used from available

resources. The simulation results for average resource utilization per TTI are shown

in figure 4.7. The priority algorithm from chapter 3 provides the lowest resource

utilization in 20% to 72% for the 100 to 500 devices. BestCQI provides the best re-

source utilization with 92% for 500 devices. The proposed algorithm provides 90%

resource utilization, which is 18% more than the priority algorithm. We can con-

clude that resource utilization directly depends on the channel quality between the
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Figure 4.7: Average resource utilization per TTI.

device and eNB. If optimization of the scheduling scheme focused on channel qual-

ity, the scheduling scheme could provide higher resource utilization. The schedul-

ing scheme, BestCQI, provides the highest resource utilization. In comparison, the

priority-based algorithm provides the lowest resource utilization. However, the pro-

posed algorithm provides satisfactory results in resource utilization.

4.5.4 QCI priority support

M2M communication systems sometimes require urgent transmission for critical ser-

vices, e.g., road accident alerts. To evaluate the performance of urgent services, we

use the QCI violation index. The QCI violation index is defined as the average num-

ber of times per frame when a lower-priority device is granted access, even if the

higher-priority device has data for transmission. The QCI priority-based algorithm

performs best in this category, and the QCI violation index value remains below

0.05. The proposed WPPF scheduling algorithm performs satisfactorily. The QCI

violation index value ranges from 0.05 to 0.25 and has a difference of 0.55 from the
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(a) QCI violation index (For 7 QCIs).

(b) QCI violation index (For 250 devices).

Figure 4.8: QCI violation index (Avg. violation per frame).
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(a) Delay budget violation (For 7 QCIs).

(b) Delay budget violation (For 250 devices).

Figure 4.9: Average delay budget violation per frame.
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worst case of the proportional fair algorithm and 0.2 from the best case. The RCQ

algorithm performs average in the QCI priority support. The results for QCI priority

violation for the different number of devices are shown in figure 4.8a, and for the dif-

ferent number of QoS classes are shown in figure 4.9b. QCI violation index for the

algorithm queue increases quickly after four QCIs, and the RCQ and WPPF increase

moderately for the increasing number of QoS classes. The queue algorithm reaches

up to 0.8 average QCI violations per TTI while priority remains below 0.1 average

QCI violation per frame.

4.5.5 Delay budget violation

As shown in table 1.1, an MTC application has a specific delay budget. After the

violation of the delayed budget, information lost its significance. The proposed al-

gorithm has a scaling factor and the delay constraint as shown in equation (4.5). The

average delay budget violation of up to 200 devices does not differ much. After 200

devices, the average delay budget violation increases drastically. BestQCI algorithm

has 17 average delay budget violations. The proposed WPPF algorithm has eight av-

erage delay budget violation incidents, which is approximately 50% of the BestCQI

algorithm. The algorithms PF, RCQ, and Priority provide average results. Due to

the scaling and delay constraints, the proposed algorithm provides better results than

others. The simulation results are shown in figure 4.9a. The delay-budget violations

for RCQ and Queue algorithms increase exponentially. In contrast, for the proposed

WPPF algorithm, growth in delay-budget violations is very low for the increasing

number of QoS classes. Figure 4.9 shows results for delay violation with variable

QoS classes.

Observations from results

● The results show that the proposed algorithm performs best in delay budget sat-

isfaction and fairness and better in QCI priority support due to fast-forwarding

in the priority line using scaling and the delay constraint.
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● Using a combination of channel quality and QCI priority improves the pro-

posed algorithm’s resource utilization and average cell throughput performance.

● The proposed WPPF algorithm provides better results for many QoS classes

regarding QCI priority and the delay-budget violation.

● The proposed WPPF algorithm performs more than average in throughput, re-

source utilization, and priority support. The WPPF algorithm performs best in

fairness and delay-budget violation.

● Thus, the proposed WPPF algorithm perfectly balanced the system perfor-

mance and QoS support for M2M communication in a heterogeneous envi-

ronment.

● The improved resource-sharing fairness also minimizes the cases of starvation.

4.5.6 Comparison to recent proposals in the literature

We have compared our proposed algorithm with the recent proposals of LTE schedul-

ing strategies in the literature concerning the parameters, i.e., energy efficiency,

throughput efficiency, resource sharing fairness, resource utilization, delay budget,

and balance between system performance and QoS. We do not implement all these

proposed schedulers as those schedulers do not completely match our implementa-

tion scenario. Table 4.2 compares different algorithms.

4.6 Chapter Conclusion

■ This chapter presents an uplink resource allocation algorithm for M2M com-

munication in the SC-FDMA-based LTE/LTE-Advance network.

■ The proposed algorithm combines channel quality and application priority as

allocation metrics. It scales the allocation metric concerning the total QCI

classes and the number of devices for every scheduling grant.
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■ The delay-budget constraint restricts scaling. The proposed scheme imple-

ments a virtual QoS class identifier (vQCI) concept to scale the application

priority.

■ The proposed scheme balances resource utilization and application priority

support in resource allocation.

■ The results show that the proposed scheduling scheme performs better than

state-of-the-art schemes concerning resource sharing fairness, QCI priority

support, and delay budget violation.

■ Moreover, the proposed scheduling algorithm performs satisfactorily in re-

source utilization and average cell throughput.

■ The proposed scheduling scheme performs satisfactorily in our scenario. How-

ever, the proposed scheduling scheme is not suitable for a small number of QoS

classes and devices.



5 | Thesis Summary

“Science is not only a disciple of

reason but also one of romance and

passion.”

Stephen Hawking

In this chapter, the primary outcomes of the thesis are encapsulated. Further, a

few research directions are provided that may be studied in future research work.

5.1 Conclusion

This thesis provides a foundation for the M2M communication in chapter 1 and LTE

radio resource scheduling mechanism in chapter 2. We found some research gaps

for M2M communication in LTE / LTE-A cellular networks based on the literature

review in section 2.2 as described in section 2.3.1 and addressed these research gaps

through chapter 3 to chapter 4.

Chapter 3

Issue If malfunction or intruder devices are present in the network, it can claim the

wrong application priority, and the M2M system can be unstable. Is it feasible

to schedule resources based on the priority concerning system performance?

Because the focus on application priority degrades the system’s performance.
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Solution We have constructed a game-theoretic model to stabilise the M2M system with

the malfunctioning/intruder devices. We have used the VCG combinatorial

auction game to provide stability, and we penalize the devices by the number

of transmission opportunities. Further, we integrate the constructed game theo-

retic model with a priority-based resource allocation mechanism to investigate

the effect of priority-based resource allocation on the system/s performance

parameters like throughput and resource utilization.

Result The implemented priority-based algorithm performs better in application pri-

ority and delay-budget support and stability of the M2M system with intrud-

er/malfunctioning devices. But it lacks in the system’s performance. There is

a trade-off between QoS support and system performance.

Lacks The priority-based resource allocation mechanism degrade system performance.

Deciding the exact number of transmission chances and time intervals is chal-

lenging.

Chapter 4

Issue As discussed in chapter 1, M2M communication has many devices and a vast

range of QoS classes. Therefore, static priority allocation leads to starvation

for devices with poor channel conditions and lower priority.

We observe from the results in chapter 3 that channel quality must be used as a

device selection metric in resource scheduling to improve resource utilization

and throughput.

The priority-based algorithm performs below average in the fair distribution of

resources among the devices.

The priority-based algorithm performs well for delay budget violations for

seven QCIs but does not perform well for many QCIs.

Solution A weighted-priority proportional fair (WPPF) scheduling scheme based on

the virtual priority is designed in chapter 4 to improve resource utilization,
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resource utilization, and proportional fairness to support many devices with

mentioned challenges. The proposed mechanism uses application priority as

a weight to channel quality and scales down the weighted priority for each

scheduling grant. Scaling of the priority is done proportionally fair concerning

the total number of MTCDs and QCIs. The delay budget of the device restricts

the scaling of priority if the delay budget of the device is about to time out.

Result The results show that the proposed algorithm performs best in delay budget

satisfaction and better in QCI priority support and fairness and minimizes star-

vation.

Using a combination of channel quality and QCI priority improves the pro-

posed algorithm’s resource utilization and average cell throughput performance

with application priority support.

The proposed WPPF algorithm provides better results for many QoS classes

regarding QCI priority and the delay-budget violation.

The proposed WPPF algorithm perfectly balanced the system performance and

QoS support for M2M communication in a heterogeneous environment.

Lacks The proposed scheduling scheme performs satisfactorily in our scenario. How-

ever, the proposed scheduling scheme may provide similar results to other im-

plemented scheduling schemes for a small number of QoS classes and devices.

5.2 Application of Proposed Work

The M2M system is a heterogeneous network with many applications running on

many devices with diverse QoS requirements. When the heterogeneity applications

increase, a scheduling scheme may fail on one parameter while focusing on an-

other parameter. For example, while focusing on application priority, the schedul-

ing scheme may degrade resource utilization or vice versa. The proposed scheduling
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scheme in this thesis best fits in a heterogeneous environment, i.e., Smart-City sce-

nario. The smart city scenario has many applications related to home automation,

smart buildings, smart grid, intelligent transportation, traffic management, retail, lo-

gistics, etc.

5.3 Pertinence of the Proposed Solution towards 5G

We can directly apply the proposed solution with higher frequencies if the available

resources are shared using orthogonal multiple access (OMA). A single resource of

orthogonal multiple access (OMA) can be shared among more than one device in

the power domain in NOMA [186, 187]. If the distribution of resources uses the

power domain, the proposed solution needs significant improvement before imple-

mentation. The proposed solution is not compatible with slot aggregation. However,

it supports mini slots and heavy DL and UL transmissions with OMA distribution.

Consequently, the proposed solution can be applied in 5G NR if the OMA is used.

5.4 Future Research Directions

However in the last decade, extensive research has been carried out by industry and

academia in the field of radio resource scheduling in LTE networks. Researchers have

proposed various techniques to improve the efficiency of the scheduling process and

optimize the radio resources.

There is a scope for improvement in the proposed WPPF resource allocation schemes

for Non-Orthogonal Multiple Access (NOMA) technologies, which provide different

power labels in resource allocation. NOMA is suitable for devices having various

power labels and the co-existence of H2H and M2M communication.

Massive-multiple Input Multiple Output (massive-MIMO) is a futuristic technology;

the MIMO communication model must optimize resource allocation.

Although the QoS classes are well-defined in the literature, they all are statically
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defined. So, the resource allocation methodologies can be improved to support the

dynamic QoS classes.
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