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ABSTRACT 

The planet is now facing a possible catastrophic situation due to an imbalance between 

energy demand and energy supply on one side and ever-increasing environmental degradation 

on the other. World leaders, scientists and industrialists decided to switch over from fossil fuel 

to nonconventional, clean, environment-friendly sustainable energy sources like wind energy, 

solar energy, biomass energy, fuel cells etc. Due to the inherent problem of fluctuation of wind 

and solar energy production-sustainability, they are questionable for the attainment of a 

constant and steady supply from these renewable energy sources. Hydrogen emerges to be an 

alternative source of energy with a high energy density of ~142 MJ/Kg, clean, environment 

friendly and at a competitive cost. The main challenge of hydrogen energy is due to storage 

and transportation. Compressed gas requires high pressure, high cost and high risk of leakage. 

Liquid hydrogen requires cryogenic temperature and high pressure. Solid state materials like 

Zeolites, MOFs, COFs, BN nanotubes, CWNT, SWNT etc. either suffer from low gravimetric 

density or requirement of low temperature and high pressure or non-reversibility, non-

recyclability etc. issues. Magnesium hydrides offer favorable thermodynamic properties, high 

gravimetric density (~7.6 wt %), absorption at moderate temperature and pressure, safe and 

cost-effective but suffer from limited reversibility, high desorption temperature, and high 

activation barrier. With the advent of nanoclusters with their size-dependent tuning of 

thermodynamic and electronic properties, researchers hope for the possibility of effective 

hydrogen storage material with doped metal clusters.  

The thesis systematically examined pure and Ti-doped (both endohedrally and 

exohedrally) magnesium clusters and their isomers from size n=2 to 20 to find the global 

minimum structures. It reports that TiMg8 is a Magic cluster with a 20-electron cell closing 

structure with high stability and low reactivity. The TiMg5 emerges to be the most suitable 

cluster with all favorable hydrogen storage properties. Due to the catalytic effect of Ti doping 

the activation barrier drops by 32.8%, and gravimetric density increases from 1.63 wt.% for 

the pure Mg5 cluster to 3.45 wt.% for the TiMg5 cluster. MgO supported TiMg5 Cluster shows 

enhanced gravimetric density ~ 62.89 wt.% with higher stability and greater recyclability due 

to catalytic effect of Ti doping and MgO support. 
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CHAPTER-1 

INTRODUCTION 

 
1.1 Preamble 

In the era of fast-growing civilization, the energy demand throughout the world is 

rising. According to the BP Statistical Review of world energy [1], the rising figure is ~ 5.8% 

in 2021. Fossil fuel remains the primary energy source covering about 82% of energy supplies 

and 90% of mobile transportation. The primary concern with the use of fossil fuels is climate 

change of the world. During consumption, fossil fuel releases CO2, NOx and SOx gases into 

the atmosphere, contributing to global warming and a non-habitable environment. The CO2 

level is now 50% higher than in the preindustrial age. World temperature rises ~1.1◦C each 

year. The ancient prayer from Rikveda to the almighty is worth mentioning in this context  

मधु वाता ऋतायते मधुƗरİȶ िसɀवः । माȰीनŊः  स̢ȕौषधीः ॥ 

मधु नƅमुतोषिस मधुमȋािथŊवँ रजः । मधुȨौरˑु न िपता॥ 

मधुमाɄो वन˙ितमŊधुमाँ अˑु सूयŊः । माȰीगाŊवो भवȶु नः ॥  शुƅ-90-ऋƹेद॥ [2] 

 In English letters 

Madhu vātā ritāyate Madhu ksharanti sindavah, 

Madhvīr nah santvoshadhīh. 

Madhu naktam utoshasi Madhumat pārthivam rajah, 

Madhu dyaurastu nah pitā. 

Madhumānno vanaspatih Madhumām astu sūryah, 

Mādhvīr gāvo bhavantu nah. ıı Sukta 90-Rikveda ıı 

The “Sloka” of Rikveda is an absolute perception of a beautiful habitable planet. The “Sloka” 

is a prayer to the almighty for a pollution-free environment with clean air, water and soil, a 

prayer for a pollution-free sky and pure radiation from Sun, pollution-free fruits and 

vegetables from trees and vegetation, a prayer for mother nature’s biomedicines from plants 
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and herbs, and a prayer for milk from cows of its own natural quality. The “sloka” is an active 

realization of a habitable ecosystem for maintaining cosmic order and harmony.  

The realization of the truth is reflected in the bold decisions of some countries. Many countries 

and international organizations have set the target for transitioning from fossil fuel to 

alternative, cleaner and sustainable energy sources to address the urgent challenges of climate 

change. 

1.2 The Energy Scenario Today 

According to BP statistical review [1], in 2019-2021, renewable energy production 

increased by 8 EJ (1 ExaJoule=108 J). Fossil fuel consumption has decreased by ~3% over 

the last five years. It is worth noting that India has committed to reducing its reliance on fossil 

fuels by transitioning to solar energy and wind energy by investing more in the sector. India 

has the world's highest installed solar power capacities, over 67 GW in 2023, wind power 44 

GW in 2023, and biomass energy 10 GW. The developments in other sources are very low.  

1.3  Hydrogen: The alternative 

1.3.1 Prospects 

One of the other significant sources of cleaner, nontoxic, environment-friendly, 

nonconventional energy source is hydrogen energy [3-6]. Hydrogen is not a source of fuel but 

an energy carrier. To develop a practically useable hydrogen fuel cell, firstly, hydrogen must 

be produced from water, bio-sources, or fossil fuels for storage. Secondly, a proper hydrogen 

storage system is required to store hydrogen. It is not only a challenge; the challenges that one 

has to face to make hydrogen fuel cell-driven vehicles include production, storage, 

transportation, and distribution. European Union considers hydrogen as a high-potential 

energy carrier for stationary and mobile transportation applications. International Energy 

Agency (IEA) has taken a leading global policy on hydrogen. 

For mobile applications, critical demands of energy sources can be listed as 

(i) lightweight (ii) competitive cost and availability (iii) high gravimetric and 

volumetric density (iv) first kinetics (v) proper thermodynamic properties (vi) low 
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temperature of dissociation (vii) easy activation (viii) reversibility and (ix) recyclability for a 

long time. 

Hydrogen energy is getting attention as a potential energy source because of the following 

facts: 

(i) No emission: when used in a fuel cell, the only by-product is water and heat without 

any emission of pollutants that can adversely affect the climate. 

(ii) High energy density: Hydrogen has a high energy-to-weight ratio of about 142 MJ/Kg, 

about three times higher than the energy density of fossil fuel. High energy density 

implies storing a more significant amount in a small space. It makes hydrogen a good 

option for stationary and mobile transportation in vehicles. 

(iii)  Versatility: Hydrogen can be produced from various sources. The flexibility makes it 

a potential solution for meeting energy needs among different sectors, including 

transportation, industry, and power generation. 

(iv)  Durability: Hydrogen can provide a long-term energy solution as it can be produced 

from renewable energy sources and can be stored. 

As of 2022, hydrogen energy has found a wide range of applications along with transportation, 

power generation, and industrial use. The most promising application is in fuel cells 

converting hydrogen into electricity with water and heat as by-products. Fuel cells are now 

used in cars, buses, trains, and airplanes.  

1.3.2 Challenges 

Hydrogen is a promising source of clean energy. It has the potential to replace fossil 

fuels, but a few challenges must be addressed.  

(i) Hydrogen is not readily available in nature. It is to be produced from other sources like 

fossil fuel reforming, biomass, nuclear/ solar thermo-chemical cycles, using solar, 

wind, hydro energy, or water using energy from fossil fuel or solar or wind energy. 

Mainly, it is produced in steam methane reforming (SMR), which is associated with 

the production of CO2. The Electrolysis method requires a lot of energy, which 

demands a high cost. 
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(ii) Hydrogen storage is a big problem. Low-density hydrogen gas is to be compressed at 

high pressure of ~ 700 bars or liquefied at a cryogenic temperature of ~20 K, increasing 

its cost. New avenues for storing hydrogen are to be explored, viz., storing in solid-

state materials.  

(iii) Hydrogen is inflammable. Storing and transportation or distribution is insecure. New 

technology development is required to distribute it safely. 

(iv) Hydrogen is currently more expensive than conventional fuels. New technology 

development is required to reduce the cost of storage and distribution. 

1.4 Solid State Hydrogen Storage Materials: The Challenges 

The hydrogen storage techniques can be summarized into four categories  

(i)     Compressed gas storage at high pressure ~ 700 bars. 

(ii)     Liquefied hydrogen storage at cryogenic temperature and high pressure. 

(iii)    Physical adsorption in solid-state materials. 

(v)     Chemical adsorption of solid-state materials. 

High-pressure compressed gas storage in high-pressure tanks is currently used for mobile 

transportation systems. High cost and high risk of leaking from high-pressure tanks are the 

main challenges in expanding the technology. It also cannot provide high gravimetric density. 

The maximum gravimetric density achieved is 0.042 Kg H2/ Kg [7-9]. 

Liquefaction of hydrogen is associated with a high energy requirement to produce a 

temperature of 20K cooling system [10-12]. The hydrogen loss due to vaporization at room 

temperature is also a factor. It can provide high gravimetric density but at a high cost and 

leakage losses of hydrogen.  

In physisorption, the hydrogen molecules get weakly adsorbed in solid state material surface 

by Weak Van der Waal forces. The technique provides highly competitive cost with respect 

to fossil fuel as it stores hydrogen at room temperature and relatively low pressure. Usually, 

porous materials of large surface area are used for physisorption. The materials have high 

storage density, longevity, recyclability, lightweight and fast charging-discharging kinetics. 

Zeolites, Metal-Organic Frameworks (MOF), Covalent Organic Frameworks (COF), and 

carbon materials viz fullerene, nanotubes and Graphene are studied extensively. Using 
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zeolites, it is reported that a maximum of 2.19 wt.% was obtained in CaX zeolites at 15 bar 

pressure and 77K can be achieved. Theoretical studies show that maximum gravimetric 

density with zeolites is limited to 2.086 wt.% [13-15]. 

The highest hydrogen storage capacity with MOFs reported is 7.5 wt.% at 77 K [16-18] and 

there is a direct correlation between hydrogen uptake and specific surface area. Here, the 

requirement of large surface area, sensitivity to the synthesis process and need for cryogenic 

temperature puts challenges for the industrialization of the MOFs and COFs systems. 

Single-walled carbon nanotubes (SWNT), multi-wall carbon nanotubes (MWCNT), graphite 

nano fibres (GNF), etc. are among the nanotubes studied for hydrogen storage. It is reported 

that GNFs, SWNTs, and MWCNTs offer first kinetics and reversibility. The low hydrogen 

uptake capacity ~1.5 wt.% per 1000 m/g of specific area [19, 20] & requirement of cryogenic 

temperature puts a challenge for the materials for application as hydrogen storage systems. 

CNTs are often used as support material for low cost, high thermal stability, chemically 

inertness and lightweight material [21] 

In the Physisorption technique, hydrogen molecules adsorbed on the reactive cluster surface 

and dissociates into hydrogen atoms. Then the hydrogen atoms diffuse to available reactive 

sites, and forms a bond with the reactive atoms present in the cluster by Chemisorption.  

Metal hydrides provide a high storage density of ~6.5 H atom/cc of MgH2 compared to 0.99 

H atoms/cc in hydrogen gas and 4.2 H atoms/cc in liquid hydrogen [3]. Metal hydrides are the 

most promising material for stationary and mobile applications. Magnesium-based other 

hydride materials viz. Mg2Ni, Mg-Co, Mg2FeTi, etc., are also studied [22-25]. 

Recently, complex metal hydrides have been studied extensively [26-28]. Usually, complex 

hydrides are studied with the formula AxMeyH4. The hydrides of Boron LiBH4, NaBH4, 

KBH4, Be(BH4)2, Mg(BH4)2, Ca(BH4)2, Al(BH4)2 etc. are studied. It is reported that almost 

all complex Boron hydrides offer more than 5 wt.% of gravimetric density but suffer from 

poor hydrogen kinetics and high adsorption temperature.  

Among the Aluminum complex hydrides LiAlH4, NaAlH4, KAlH4, Mg(AlH4)2, Ca(AlH4)2, 

Ca(AlH4)2, Li3AlH6, LiMg(AlH4)2, Na3AlH6, LiMgAlH6, etc are studied [29] extensively. 

Among the aluminum hydrides, NaAlH4 partially fulfills the requirement for a hydrogen 

storage system, but its volumetric density falls too low after the first cycle. Some aluminum 
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hydrides are not reversible, and some others offer low hydrogen storage capacities, which are 

unsuitable for broad industrial applications. 

The combination of Li-Mg-N-H systems cannot offer more than 5.5 wt.% at temperatures 150 
οC to 200 ⁰C, 100 MPa adsorption pressure, and 1 MPa desorption pressure [3]. They are not 

considered for broad industrial applications. 

Compared to metal hydrides, the hydrogen storage capacity of complex hydrides is high. But 

due to ease of operation at NTP in the case of metal hydrides, these materials are considered 

more feasible for hydrogen storage from the application point of view. 

1.5 The Possible Solution: The Atomic Clusters 

Atomic clusters are promising alternatives for use as hydrogen energy storage systems 

because nanoclusters can exhibit unusual properties with change in size, viz. clusters of 

semiconductor atoms may show metallic properties and vice versa [30], clusters of 

nonmagnetic atoms may show magnetic behavior [31], a cluster of brittle material may show 

malleable character, a cluster of inert material atoms may exhibit reactivity and so on with a 

change of size of the cluster. Thus, clusters are the only way to be tuned to follow the pathway 

from physisorption to diffusion to chemisorption for hydrogen storage. Now, it is crucial to 

know what clusters are. 

Clusters are assemblies of very few to 100's atoms comprising similar or dissimilar atoms, 

aggregated in such a way that they can form a definite crystal structure or a mixture of 

structures with some symmetry element. Their size varies from 1-10 nm.  

There are marked differences between clusters and compounds or molecules. The molecules 

and compounds (CO2, CH4, O2, N2, inorganic and organic compounds) exist in nature at 

ambient conditions, whereas nanoclusters can exist only in a vacuum or inert environment. 

Compounds may exist with very few isomers with fixed composition, but a number of isomers 

of a cluster may be many, depending upon the structure and bonding. Isomers of clusters with 

the same composition may have different thermodynamic and chemical properties depending 

upon the geometry and symmetry of the cluster. Bonding of compounds may be ionic or 

covalent, whereas the cluster may be formed with varied bonding.  
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Both can be synthesized using various methods, including chemical reactions, self-assembly, 

and deposition techniques. Additionally, both types of materials can exhibit exciting 

properties that are not observed in their constituent elements or larger bulk forms, making 

them of interest for various applications in fields such as catalysis, electronics, and materials 

science. 

1.5.1 Nanoparticles and nanoclusters 

Nanoparticles and nanoclusters are nanoscale materials; nanoparticles are generally 

larger and have a more comprehensive range of shapes and structures, while nanoclusters are 

typically smaller and are composed of tiny atoms or molecules.  

Nanoparticles typically have at least one dimension between 1 and 100 nanometers. They can 

be made from various materials, such as metals, metal oxides, and polymers, and can have a 

range of shapes and structures, including spheres, rods, and cubes. Nanoparticles are typically 

composed of a single material and have a well-defined structure. Nanoparticles are often used 

in various applications, including drug delivery, electronics, and catalysis. 

On the other hand, nanoclusters are small groups of atoms or molecules that are typically less 

than 2 nm in size. They can be made from various materials, including metals, metal oxides, 

and semiconductors, and can have a range of structures, including crystalline and amorphous. 

Nanoclusters can exhibit unique properties due to their small size and high surface area, 

making them useful in catalysis, sensing, and biomedical imaging applications. 

Both nanoparticles and nanoclusters exhibit unique physical and chemical properties that are 

distinct from those of bulk materials or individual atoms or molecules. These properties arise 

from the high surface-area to volume ratio of both nanoparticles and nanoclusters, resulting 

in many exposed atoms or molecules on the surface. 

1.5.2 Why do nanoclusters show unusual properties? 

The unusual properties of nanoclusters arise due to (i) the unusual surface-to-volume 

ratio of nanoclusters (ii) Molecular orbitals showing an energy gap between the highest 

occupied molecular orbital (HOMO) and lowest unoccupied molecular orbitals (LUMO). The 
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HOMO-LUMO gap varies with the cluster's structure and number of atoms. It determines the 

thermodynamic, electronic, and chemical properties of the cluster. 

With the experimental confirmation of electronic shell structures from mass spectra [32, 33] 

and the theoretically established Jellium model in analogy with the nuclear shell model [34-

36], atomic clusters may be considered separate entities with their own physical and chemical 

properties.  

1.6 Literature Survey:  

1.6.1 Literature Survey: Why Magnesium Nanoclusters?  

An up-and-coming candidate is magnesium for mass-sensitive applications; it can 

store up to 7.6 wt.% of hydrogen. The metallic Mg has a hexagonal (space group: P63/mmc) 

crystal structure with lattice parameters a=b=3.2094 Å and c=5.2108 Å. It is one of the 

alkaline earth metals and the eighth most abundant material in the Earth's crust. It can be 

considered as a cheap material. Divalent Magnesium, [Ne] 3s2, has a closed-shell electronic 

configuration and medium reactivity with the environment. A considerable energy gap exists 

between the ground state 3s2 and the vacant 3p state. Two Mg atoms interact weakly with 

binding energy 0.0025 eV compared to bulk material 1.51 eV/atom. These small-sized 

diatomic Mg clusters are weakly bonded by Van der Waals forces, while 3p electron 

involvement in sp hybridization increases in larger clusters.  

A huge number of theoretical investigations reported, using the Kohn-Sham Density 

Functional theory [34] with different exchange-correlation functional [37-52], Hartree-Fock 

Theory [35], Moller-Plesset (MP) perturbation theory [36], Moller-Plesset of fourth order 

MP4, etc. and their differences of results depending upon the method and basis set chosen. 

Thus, before proceeding further toward applications of Mg nanoclusters, it is worthy to 

performe a complete systematic study of pure Mg clusters using a proper method with a proper 

set of basis functions. 

The interaction between Mg atoms increases in pure clusters with increased cluster size. The 

gap between the highest occupied molecular orbital (HOMO, here 3s) and the lowest 

unoccupied molecular orbital (LUMO, 3p) decreases. The evolution of structural growth of 
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Mgn clusters has been investigated by many researchers in the past [38-52]. The gap becomes 

negligibly tiny for higher-size clusters, reaching the metal work function and showing metallic 

characteristics [30, 38, and 42, 43]. F. Reuse et al. studied the geometry, stability, and 

electronic properties of small-sized (n=1-8) clusters using LDA approximation and concluded 

that Mgn clusters tend to form compact structures [39]. V. Kumar et al. [40] reported for (n=2-

13), the base structure of Mgn clusters is trigonal and tetrahedral. Energetics and structural 

properties of Mgn (n=2-22) have been reported by Kohn et al. [41] using DFT and reported 

n=4, 10, and 20 are the most stable clusters as per the shell model. With the increase of the 

number of atoms in the cluster, metallic characteristics appear with an ionization potential of 

3.64 eV, and the band gap becomes very narrow for clusters above n=18 are reported by 

Thomas et al. (n=3-35) and Lyalin et al. [44, 46]. Heidari et al. [47] reported for (n=10-56) as 

a theoretical counterpart of the experimental work of Diedrich [48, 49], for (n=2-17). Detailed 

structure and bond length have been reported by Xia et al. [50], Dong Shen et al. [51] using 

kick’s method of global minimum structures reported optimized stable structures. Janecek et 

al., using Langevin molecular dynamics, reported the nature and properties of Mgn and Nan 

for (n=2-30) [52], and Zhang et al. reported structure and electronic properties for (n=2-20) 

[53]. Experimental investigation of the stability of Mgn clusters up to 80 atoms using mass 

spectroscopy has been reported by Diederich et al. [48, 49] found the deviation of magic 

numbers in case of clusters and established them using spherical shell model. The conclusions 

arrived from these results (n=2-20) agree with the experimental results of mass spectroscopy 

and photoelectron spectroscopy [48, 49, 54-56]. 

1.6.2 Literature Survey: Why is doping required? 

Pure magnesium clusters have limitations in terms of hydrogen storage, such as high 

desorption temperatures and slow kinetics. Among the nanoclusters with different 

compositions, transition metal-doped magnesium clusters have become one of the exciting 

systems in hydrogen storage. This is because the group II metal clusters possess some unique 

physiochemical tuning properties, tunable electronic properties, and the ability to transition 

from weakly bonded (Van der Waal type) small clusters to metallic characteristics in large 

clusters due to addition of Mg atoms. With the increase of size of a cluster, the s-p 

hybridization increases, and the non-additive many-body exchange interaction component 
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becomes significant. Another essential feature of Mg clusters is the rapid increase of binding 

energy per atom with the cluster size increase in the small range [54-56]. A physical process 

of charge transfer occurs after doping with a transition metal. The charge transfer process is 

responsible for cluster formation. There is a redistribution of charge density in the orbitals. 

The electronic charge transfers between the 4s, 3d, and 4p orbitals of transition metal and the 

3s and 3d orbitals of Mg occur to stabilize the clusters. Due to the charge transfer mechanism, 

the average bond length also changes to form a stable cluster. TM doped clusters, the 4s and 

3d orbitals of TM atoms form the core, and 4p has a minimal contribution. Similarly, in Mg, 

atoms 3s and 3p orbitals form the core showing strong sp hybridization while 3d, 4s, and 4p 

orbitals contribute very weakly. 

The d-block elements exhibit vacant d-orbital, so they have variable vacancies. The vacancies 

of d-orbitals are very much helpful in storing hydrogen. The stored hydrogen can be released 

when needed at a particular temperature.  

Xi et al. [60] reported electronic properties of strontium-doped Mgn (n = 2–12) clusters. Ni-

doped Mgn (n = 1–7) clusters have been studied by Chen et al. [61] reported that the Ni atom 

starts trapped in cage clusters from n = 5. C. M. Li et al. [62] reported carbon-doped Mgn (n 

= 1–12) clusters and found that Mg8C and Mg11C are the most stable structures in endohedral 

doping. In another work, C. Li et al. [63] reported that Li-doped Mgn (n = 2–11) clusters LiMg9 

with C4v symmetry possess high stability and strong Li-Mg interaction. Zn-doped Mgn (n = 

1–5) has been reported by Z. Li et al. [64], and claimed Mg3Zn and Mg3Zn2 are the most stable 

clusters. Zhu et al. [65] reported Pd-doped Mgn (n = 2–20) clusters with potential applications. 

Ge, Sn, and C doped Mgn (n = 2–12) has been studied by Zeng et al. [66] and found XMg8 (X 

= Ge, Sn, C) is the most stable cluster always. Droghetti et al. [67] investigated the N-doped 

Mg system as a promising material for spintronics application. They reported that if MgN is 

possible to make, then MgO/MgN system will be a suitable system platform for tunnel 

junctions. Boruah et al. [68] studied 3d transition metal (TM) doped Mgn (n = 2–10) neutral 

and cationic clusters and reported TMMg3 as the most stable cluster. Husain et al. [69] 

reported TM (Sc, V, Fe, Co, Ni, Cu, Y, Zn, Nb) doping on Mg5H2. Transition metal (Fe, Co, 

Ni) doped Mgn (n = 1–9) clusters have been studied by Kong et al. [70].  
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1.7  Research Gap 

The first row of transition metals (Ti, V, and Cr) are exceptionally suitable dopant for  

alkaline earth metal clusters to achieve high gravimetric density and produce good hydrogen 

storage system [71-80]. The catalytic effect of Ti in hydrogenation reaction was first reported 

by Bogdanovic and Schwickardi [81]. The catalytic activity of Ti is different from other d-

block elements in metal hydrides [82-86]. Experimental evidence shows TiH2 formation may 

offer effective catalytic activity [85, 86]. Kyoi et al. [87] experimentally studied TiMgn 

hydrides. They have reported that TiMg7 is the most stable cluster. Ti is a suitable catalyst 

found in other studies. The Ti atoms occupy substitutional sites in the Mg lattice and act as 

catalysts to enhance the dissociation and adsorption of hydrogen molecules onto the cluster 

surface. This may lead to high stability, lower desorption temperatures and faster hydrogen 

uptake and release kinetics. Complete systematic studies on Ti-doped Mgn clusters with 

exohedral and endohedral doping have yet to be reported regarding hydrogen storage. Impact 

of catalyst-substrate interaction on hydrogen storage with Mgn clusters also not reported. 

1.8 The Objectives of the Thesis 

From the discussions and literature search, it is evolved that the catalytic activity of 

Titanium doping on Magnesium clusters and its impact on hydrogenation/ dehydrogenation 

efficiency has yet to be systematically studied. The objectives of this thesis are:  

i).    Systematic study of thermodynamic and chemical properties of pure Magnesium clusters,  

ii).   Systematic study of Ti-doped Magnesium clusters and their hydrogen storage capacity in 

the framework of Kohn Sham density functional theory under effective core potential and 

B3LYP functional using 6-311G(d) basis set with Gaussian’09 package. The target is finding 

a high efficiency, clean, renewable, nontoxic environment-friendly energy storage system.  

iii). The last step is an attempt to enhance the stability and efficiency of hydrogenation/ 

dehydrogenation of Ti-doped Magnesium clusters using the catalytic effect of Titanium 

doping and substrate support. 

1.9 The Mechanism 

The mechanism of solid-state hydrogen storage systems consists of two steps: 



 

12 | P a g e  

 

(a)  Hydrogenation: It includes (i) absorption of hydrogen molecules on the surface of the 

metal by weak van der Walls interaction (physisorption), (ii) dissociation of hydrogen 

molecule into atomic hydrogen, (iii) diffusion of the atomic hydrogen towards the reactive 

atoms of the cluster material (iv) chemical interaction of the hydrogen atom and the solid 

material by strong bonding (Chemisorption) (v) formation of metal hydride interface. 

 

Fig. 1.1 Pictorial view of the process of hydrogenation and dehydrogenation in hydrogen storage cluster 
systems. 

(a) Dehydrogenation: The process includes (i) the release of hydrogen by metal hydride, (ii) 

diffusion of hydrogen atoms to the metal interface, (iii) recombination of hydrogen atoms 

to hydrogen molecules, and the release of hydrogen molecules. 
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During hydrogen intake by metal atoms, heat is evolved. As a result, the operating temperature 

enhances, reducing hydrogen intake and absorption rate. Since the hydrogen atoms are 

chemically bonded with Mg atoms, it requires higher detachment energy. So, releasing 

hydrogen atoms to form hydride requires heat (endothermic for Mg metal). Considering both 

hydrogenation (exothermic) and dehydrogenation (endothermic), the process becomes 

thermodynamically viable. 

The pictorial view of the process of hydrogen storage and release of H2 molecules in solid-

state hydrogen storage cluster systems is presented in Fig. 1.1. 

1.9.1 Enhancement of stability and efficiency of hydrogen storage: Substrate support 

The catalytic activity of Ti doping on Mgn clusters was favorable in enhancing the 

hydrogen storage efficiency and kinetics [72, 74, 82, 85-87]. The main problems are with the 

system's stability during hydrogenation and dehydrogenation. To have optimum stability and 

hydrogen storage kinetics, atomic adsorption on support material has been reported in the 

recent past [88-91]. Another way of tuning the deciding parameters of hydrogen storage 

systems is by supporting the nanoclusters with a substrate. The interaction between the 

substrate material and the nanoclusters is reported by many researchers [92-109]. Some of the 

Graphene substrate supported clusters studied are: TM clusters (Nin, Pdn, Ptn ) [92, 94], Tin 

[93], Fen, Con, Nin [95, 96]. Nin and Fen, Aun [97]. L. Wang et al. [98] reported Graphene oxide 

substrate act as the ideal substrate. Other substrate materials include Nin clusters on CeO2 and 

TiO2 substrate by Bo Han [99]. Os3-5, Ir2, Ir4, Rh6 clusters on MgO and Al2O3 substrate [100], 

Ptn clusters on ZrO2 support [101], tungsten nanoclusters on Si substrate [102]. Carbon 

clusters on Ni (111) substrate [103]. Aun clusters on CeO2(111) substrate [104], Aun 

nanoclusters on MgO (111) substrate [105], Aun, Agn, and Cun nanoclusters on TiO2 substrate 

[106], Cun nanoclusters on Cu7SiO2 substrate [107], Pt-Re nanoclusters on MgO (100) 

substrate [108],  etc. Kantorovich et al. [109] reported theoretical and experimental work of 

Mgn clusters on the MgO surface. From the literature, it is seen that Graphene substrate, in 

many cases, yields good results. Also, MgO substrates can improve electronic properties on 

nanoclusters to achieve a hydrogen storage system. A substrate with a rectangular and a 

honeycomb structure of MgO substrate is reported by Zhang [110].  
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1.10 Chapter-wise Organization of the Thesis 

Chapter I: Introduction 

The chapter presents an overview of the present scenario of energy research, mainly 

hydrogen as an alternative source of clean, nontoxic, renewable and environment-friendly 

energy carrier and the present challenges of its implementation in mobile transportation 

systems. Different hydrogen storage methods, especially with an emphasis on solid-state 

hydrogen storage methods, are discussed with their challenges. A literature search indicates a 

promising alternative for highly efficient hydrogen storage is the nanoclusters of magnesium 

and the literature search advocates magnesium clusters with a suitable transition metal doping 

may be a promising solution. 

Chapter 2: Methodology 

This chapter briefly discusses the quantum mechanical development of Kohn Sham's 

density functional theory. The theoretical methods used for the calculations of the electronic 

structures and the computational methods have been discussed. This part can be categorized 

into two sections. The 1st section contains the concept of theories and the theoretical methods. 

In the 2nd section, the discussion on the computational approach, GAUSSIAN, Gauss View, 

and Multiwfn software are briefly discussed.  

Chapter 3: The Electronic Structures and Properties of Mgn (n=2-20) 

Nanoclusters: A Density Functional Investigation 

The chapter presents a systematic study of pure Mgn (n=2-20) nanoclusters within the 

Kohn Sham density functional theory using the Gaussian'09 package [111]. The clusters are 

optimized using B3LYP functional with a 6-311G (d) basis set. Growth of clusters, ground 

state structures, their symmetry elements, average bond length, Binding Energy (BE) per 

atom, second order change in energy or stability parameter, the gap between the highest 

occupied molecular orbital (HOMO) and lowest unoccupied molecular orbital (LUMO), the 

HOMO-LUMO orbitals, Vertical Ionization Potential (VIP), Vertical Electron Affinity 

(VEA), Chemical Potential (µ) and Chemical Hardness (ɳ) are studied. The Molecular 

Electrostatic Potential (MEP) and Total Electron Density (TED) contours are presented. 
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Chapter 4: Systematic Study Of Ti Doped Magnesium (TiMgn) (n=2-20) 

Clusters: A Density Functional Approach. 

The chapter systematically studies Titanium doped Mgn (n=2-20) clusters using 

density functional theory using B3LYP functional and 6-311 G(d) basis set using Gaussian 

'09 package. The growth pattern of doped clusters, the ground state structures, the symmetry 

elements, and average bond lengths (Mg-Mg & Ti-Mg) are presented. The BE per atom. 

Stability parameters, Fragmentation energy (FE), HOMO-LUMO gap, VIP, VEA, Chemical 

Potential (µ) and Chemical hardness (ɳ) using both the anion-cation method and Koopmans 

method are presented. The HOMO-LUMO orbitals, Molecular electrostatic potential, and 

total electron density contour are studied. The Mullikan charge distribution, Polarizability, 

dipole moment, and vibrational frequencies are presented. From NBO (Natural Bond Orbital) 

analysis, the electronic configuration of the doped clusters is studied and included in the 

chapter. The Electron Localization Function (ELF) study and critical points of the most stable 

cluster (TiMg8) are presented in the chapter. The Nucleus independent chemical shift (NICS) 

is studied to check the aromaticity of the most stable nanocluster TiMg8. The IR and Raman 

spectra of the doped clusters are also presented. 

Chapter 5: Catalytic Effect of Ti Doping on Hydrogenation of Mgn (n=2-8) 

Nanoclusters: A Density Functional Study 

In this chapter, firstly, the optimized global minimum structures and their growth 

process are presented. The same computational technique is used: the Kohn Sham density 

functional theory with B3LYP functional, 6-311G (d) for magnesium and Ti atoms, and 6-

311G (d, p) for hydrogen atoms. The thermodynamic, chemical, and electronic properties of 

the hydrogenated clusters (BE/atom, Stability, HOMO-LUMO gap, VIP, VEA, ɳ, µ) are 

presented. The variation of chemisorption energy with the size of the cluster is presented. The 

ELF for the most promising cluster (TiMg5) is studied. The catalytic activity of Ti on the 

doped cluster is studied by finding the reduction of activation barrier potential with the help 

of Intrinsic Reaction Coordinate (IRC) of pure hydrogenated and doped hydrogenated 



 

16 | P a g e  

 

clusters. The extra hydrogen storage capacity due to Ti doping and the gravimetric density of 

hydrogen storage is evaluated and presented in the chapter. 

Chapter 6: Hydrogen Storage on MgO Substrate Supported TiMgn (n=2-6) 

Clusters:  A First Principle Investigation 

This chapter dealt with the enhancement of catalytic behavior and stability of the 

TiMgn clusters with the aid of MgO substrate support. In the first step, computation in the 

work is self-consistent-field (SCF) electronic structure calculations of all clusters within the 

density functional theory (DFT) framework. During the calculations, molecular orbitals (MO) 

are expressed as a linear combination of atom-centered basis functions for which the 

LanL2DZ inbuilt in the Gaussian’09 program package [111] is used. Spin-polarized 

calculations use the Becke three-parameter exchange and the Lee, Yang, and Parr generalized 

gradient approximation (GGA), famous as B3LYP functional.  

The adsorption energy of the supported cluster (Eads), hydrogen adsorption energy by the 

supported clusters (Eads-H), HOMO-LUMO gap, vertical ionization potential (VIP), vertical 

electron affinity (VEA), chemical potential (μ) and chemical hardness (ɳ) are calculated. It is 

found that the supported TiMg5 cluster enhances the clusters' thermodynamic stability and 

chemical reactivity compared to bare TiMg5 due to the support. These properties make the 

substrate-supported TiMg5 a sound system for hydrogen storage. The H2 physisorption, 

splitting, diffusion, chemisorption, dissociation, and release of the H2 molecule are verified in 

the supported TiMg5 cluster system.  

 

Chapter 7: Summary and Future Scope 

This chapter summarizes the work done in the thesis. The direction for further studies that can 

be performed from the results obtained in the thesis are discussed. 
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CHAPTER-2 

METHODOLOGY  

2.1 Introduction 

This part discusses the theoretical methods used for calculating electronic structures 

and the computational methods. This part can be categorized into two sections. The 1st section 

contains the concept of theories and the theoretical methods. In the 2nd section, a discussion 

on the computational approach, GAUSSIAN’09, Gauss-View, and Multiwfn software used 

for the simulations are briefly discussed. 

 

2.2 Theoretical Approach of Quantum Chemistry Calculations 

2.2.1 Quantum Theories and Ideas of Multielectron System 

 To simulate a chemical composite or many-bodies atomic system consisting of an 

‘N’ number of interacting electrons, the multibody wavefunction is defined as  ,r R  which 

is used to describe the quantum state of the system. The wavefunction    is dependent on ‘r’ 

known as the electronic coordinate, which also can be denoted as r


 representing the position 

vector for electrons, and ‘R’ is the coordinate of nuclei or can be denoted as R


, the position 

vector for nuclei, respectively. The non-relativistic time-independent Schrodinger equation 

[1] can be written as  

ĤΨ=EΨ                                                                             (2.1)  

The time-dependent Schrödinger equation for wavefunction   can be written as  

2
2 ( , )

( , )                                    (2.2)
2

r t
V r t

m t


  
       

    

Where  is the wavefunction, r


is the position vector, t is the time. Here,  

2
2 ˆ                                                              (2.3)

2
V H

m

 
    
 


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Ĥ is known as the Hamiltonian operator, which is basically the sum of kinetic energy and the 

potential energy operator. For multielectron or many-body atomic systems, the Hamiltonian 

operator Ĥ takes the form like 

ˆ ˆ ˆ ˆ ˆ ˆ                                              (2.4)e A Ae ee AAH T T V V V      

Where, êT  is the kinetic energy term of electrons which can be mathematically expressed as,   

2 2

1

ˆ                                                                  (2.5)
2

N
i

e
i

T
e


  

 

Where ‘N’ is the number of interacting electrons. 

The second term of equation (2.4) of Hamiltonian is ÂT . It represents the kinetic energy of ions 

and it can be expressed as,  

2 2

1

ˆ                                                                 (2.6)
2

M
A

A
A A

T
M


  

 

Here, M is the number of ions and MA is mass of nucleus A. The third term of equation (2.4) 

is ˆ
AeV  denotes the attractive interaction energy between electrons and ions. It can be 

mathematically expressed as, 

2

1 1

ˆ                                                          (2.7)
N M

A
Ae

i A i A

e Z
V

r R 


  

Where ir  is electronic coordinate, RA is the nuclear coordinate and ZA is the atomic number 

of the nucleus A. The fourth term of the equation (2.4) is êeV , which represents repulsive 

interaction energy between the electrons and can be mathematically expressed as, 

2

1 1

ˆ                                                             (2.8)
N N

ee
i j i j

e
V

r r 


  

The fifth and the last term of equation (2.4) is ÂAV , which defines the repulsive interaction 

energy between the ions and it can be defined as, 

2

1 1

ˆ                                                        (2.9)
M M

A B
AA

A B A B

e Z Z
V

R R 


  

Thus, finally, we may express the Hamiltonian of the multi-body system for ith electron and 

Ath nucleus as,  
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2 2 2 2 2 22

1 1 1 1 1 1 1 1

ˆ     (2.10)
2 2
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e Z e Z Ze
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The above Hamiltonian also can be expressed in a simple form as,  

2 2

1 1 1 1 1 1 1 1

1ˆ                 (2.10 )
2 2

N M N M N N M M
i A A A B

i n i A i j A BA i A ABi j

Z Z Z
H b
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 
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      

So, finally the Schrödinger equation takes the form like 

Ĥ E    

2 2

1 1 1 1 1 1 1 1

1
               (2.11)

2 2

N M N M N N M M
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i n i A i j A BA i A ABi j

Z Z Z
E
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Here, 2
i  and 2

A are the Laplacian Operators and ZA is atomic number of nucleus A as 

mentioned earlier. The third term also represents coulomb attraction between the electrons. 

Thus, as we can see the Hamiltonian of multibody system is very complicated and as a result, 

solving the Schrödinger equation of a more extensive system will be more difficult, 

complicated and time as well as energy consuming. So, there is a need to introduce some 

approximation to show a better and easier way to deal with such a complicated problem. 

2.2.2  Born-Oppenheimer Approximation 

This approximation is based on the mass difference between nuclei and electrons, 

that nuclei are much heavier and almost 1800 times more massive than that of electrons. As a 

result, the electron’s kinetic energy is much higher than that of nuclei. Thus, while solving the 

electronic problem, one can easily ignore the nuclear kinetic energy as electron’s kinetic 

energy is much higher than kinetic energy of nuclei. In this way, this approximation allows us 

to deal with such kind of complicated many-body problems more efficiently. It reduces the 

complexities of the modified multi-body Schrödinger equation, especially in a “frozen” nuclei 

configuration. 

We had the Hamiltonian as, 

2
2

1 1 1 1 1 1 1

1 1ˆ                     (2.10 )
2 2

N M N M N N M M
i A A B

A
i A i A i j A B AA iA ij AB

Z Z Z
H b

M r r R       


            
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By recalling the equation (2.10b), the above equation is basically the total Hamiltonian of the 

system. The Born-Oppenheimer approximation [2] plays a significant role in reducing the 

above complicated Hamiltonian. As discussed before, the nuclei are much heavier in mass 

than the electrons and electrons move much faster than the nuclei, hence nuclei can be 

considered as fixed and not moving anywhere. Thus, the second term of the Hamiltonian, 

which is nothing but the kinetic energy of nuclei, can be ignored or neglected. Similarly, the 

fifth or the final term of the above Hamiltonian which is the term coming due to the repulsion 

between the nuclei, can be considered as constant for nuclei. Thus, the reduced and simplified 

Hamiltonian takes the mathematical form like 

2

1 1 1 1 1

1ˆ                                    (2.12)
2

N N M N N
i A

ele
i i A i jiA ij

Z
H

r r    


       

The above Hamiltonian equation (2.12) is known as electronic Hamiltonian or the electronic 

part of the total Hamiltonian of the system. Similarly, the total wavefunction of the whole 

multibody system can have two parts: the electronic part e and the nuclear part A . Thus, 

the electron wavefunction with Schrödinger equation can be expressed as, 

       ˆ ˆ ˆ, ,                                       (2.13)e AA eH V r R E R r R     

Here, the electrons are considered as they are moving under the influence of potential field 

due to nuclei. For the practical use, the electronic wavefunction is appropriate, where 

ˆ ˆ ˆ ˆ
e e ee AeH T V V    

Thus, as we all know, that the simplest form of Schrödinger equation can be written as, 

Ĥ E    

 H d E d         

So, we can calculate the energy E as     

ˆ
                                                        (2.14)

H d
E

d









 


 


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2.2.3  Hartree-Fock (H-F) Theory 

It has been observed that the approximation of non-interacting electrons also should 

be introduced to calculate the Schrödinger equation for a multi-electron system. The 

Hamiltonian of all electrons present in the system can be represented as, 

ˆ ˆ                                                          (2.15)ei ei Ai
A

H T V   

Where êiT  is the kinetic energy of electrons and AiV  is the potential energy developed due to 

the electron-nucleus interaction. So, for single electron system, the Schrödinger equation can 

be solved as ˆ
ei i i iH    , where i  is the wavefunction of the single-electron (say: ith 

electron presents in the system) and  i  the energy value. 

As we are discussing about the electrons, one thing we must have in our mind, that 

electrons are fermions and possess anti-symmetry of the multi-electron wavefunction [3]. The 

wavefunction  is not a physically observable quantity. For a system that consist of N number 

of electrons, Slater proposed his theory and said that a linear combination of single electrons 

spin functions can be represented as an anti-symmetrized determinant in which each row of 

the determinant represents an electron and each column present a spin-orbital. Such 

determinants can be expressed as,  

1 2

1 2

1 2

(1) (1) (1)

(2) (2) (2)
1

                                 (2.16)
!

( ) ( ) ( )

N

N

N

N

N N N

  
  

  

 




  
  



 

where,  is a set of electronic wavefunction including spin orbitals and 1, 2,3, N are the 

electrons or the coordinate of electrons or the position of the electrons. This above determinant 

is known as “Slater Determinant” [4]. According to the restricted Hartree-Fock method [5, 6], 

for all paired electrons, the Hartree-Fock equation can be expressed as, 

                                                           (2.17)i i i if     

where, i = Single-electron wavefunction, i = eigenvalues, if  represents the Fock operator 

and can be mathematically expressed as, 
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 
1

ˆ (1) (1)                                               (2.18)
N

i ei i
j

f H J K


    

In the above equation, J represents the coulomb integral, which describes the electrostatic 

repulsion between fermions, whereas K represents the exchange integral. “1” means the 

operator operates only on coordinates of number “1” electron. As the system is consist of the 

“N” number of electrons, so we have used summation starting from j=1 to N. In the system of 

N electrons, the electrons can be found nearer to each other than they have to be if the energy 

of each and every individual electron can be minimized. Thus, HF approximation [5, 6] may 

overestimate energy. 

                                                    (2.19)corr exact HFE E E   

It means the correlation energy can be estimated by the difference between the exact energy 

and the HF energy, which means the summation of single-electron energy values does not 

give the exact total energy of the consist of ‘N’ electrons. The reason behind this is, the 

electron-electron interaction energy will be calculated twice if we consider the equation (2.12) 

and (2.18). It can be rectified by dividing the entire interaction into two. 

Thus, the HF energy will become 

 1
                                         (2.20)

2HF i ij ij
i j

E J K     

By solving the HF equation, one may get so many energy levels which are basically molecular 

orbitals in which each and every orbital represents certain energy levels. For a system consist 

of ‘N’ electrons, N orbitals can be found with lowest possible energy values, which leads to 

the lowest possible energy of the whole system, which can be considered as the most stable 

ground state energy of the system. As one can calculate the orbitals with certain energy, the 

MO (molecular orbital) can be found, including highest occupied molecular orbitals (HOMO) 

and lowest unoccupied molecular orbitals (LUMO). The linear combination of atomic orbitals 

(LCAO) can describe the molecular orbital (MO) as follows 

                                                              (2.21)i iC    
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Here, iC  is the coefficient and  denotes an atomic orbital. This means, with the help of the 

LCAO method one can calculate molecular orbitals using known functions with one unknown 

coefficient. By integrating over the volume, we can get Roothan equation [7] 

                                                                   (2.22)FC SC  

Where F represents the Fock matrix, C denotes the coefficients C v and S is nothing but the 

matrices with overlap integrals vS . F and S can be expressed as, 

*

*
                                                     (2.23)

v

v

F f d

S d

  

  





   


   




 

As discussed before, the lowest energy state represents the ground state of the energy, which 

is the most stable sate of the system. The equation (2.22) and (2.23) involves a method in 

order to minimize the energy. To find out the most stable sate of the system (ground state), it 

is very important to minimize the energy of the system. An iterative process can do this with 

a C v coefficient calculated by the energy minimization. This iterative process to minimize 

the system’s energy to get the ground state is known as self-consistent field (SCF) method. 

2.2.4 Density Functional Theory  

2.2.4.1 Hohenberg-Kohn (H-K) Theorem 

In the year of 1964, Pierre Hohenberg and Walter Kohn invented that the molecular 

wavefunction, the ground state energy, molecular properties like molecular orbitals of the 

system consist on ‘N’ number of electrons and system with non-degenerate ground state can 

be calculated as functionals of ground state electron density [8]. This means, the ground state 

energy of a system consist of ‘N’ electrons can be determined as a functional of ground state 

electron density of the system. 

Let us consider the system is under the influence of an external potential V(r). We 

can consider Hamiltonian as H T V U   . Where, Hamiltonian can be expressed as, 

2 2
2 1

( )                                  (2.24)
2 2i

i i j i j

e
H r

m r r




             
  
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where T is the kinetic energy of the electrons, ( )r 
is the potential energy and the third term 

represents repulsive interaction energy between the electrons. If we consider a  and b  are 

the external potential, Ha and Hb are the correspondingly Hamiltonian of the system, similarly, 

if we consider 0,a and 0,b  are the ground state energies of the system. According to 

Hohenberg and Kohn, the expectation value of Hamiltonian Ha over wavefunction 0,b  will 

be higher than the ground state energy 0,aE .  

Thus, 0, 0, 0,
ˆ

a b a bE H   0, 0,
ˆ ˆ ˆ

b a b b bH H H      

0, 0, 0, 0,
ˆ ˆ ˆ                                    (2.25)b a b b b b bH H H        

As discussed before, there are two different potentials a  and b , so we have two different 

corresponding Hamiltonian Ha and Hb. Thus, we can write 

0, 0, 0, 0,
1

[ ( ) ( )]                                (2.26)
n

a b a i b j b b
i

E r r E 


      
 

where, ( )a ir 
 and ( )b jr 

 are one electron potential energy operators. So, we can write 

 0, 0, 0,( ) ( ) ( )                                        (2.27)a b a b bE n r r r dr E   
   

 

Similarly,  0,b 0, 0,( ) ( ) ( )                                         (2.28)a b a aE n r r r dr E   
   

 

From Eq.no. (2.27) and (2.28), we can get 

, 0, 0,b ,                                                       (2.29)o a b o aE E E E    

The above equation cannot exist and it is a valueless result as our initial assumption was to 

deal with non-degenerate ground state. Two different Potential will have two different 

Hamiltonian; thus, they have two different Schrödinger equations with different 

wavefunction. As a result, two different potentials cannot possess same ground state energy 

as well as they cannot have same ground state electron density for a non-degenerate ground 

state. As discussed before, the electronic Hamiltonian can be considered as, 

ˆ
ele e Ae eeH T V V    

We have considered, that all the terms are as functional of ground state electrons density, so 

the above expression can be written as, 
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0 0 0 0( ) ( ) ( ) ( )                                 (2.30)e Ae eeE E n T n V n V n     

where 0 0 0
1

( ) ( ) ( )                                (2.31)
n

Ae i
i

V r r n r dr 


    
   

 

This can lead to 

                                     0 0 0 0( ) ( ) ( ) ( ) ( )e eeE E n n r r dr T n V n   
  

 

                                                0 0( ) ( ) ( )                                              (2.32)n r r dr F n 
  

 

The term, 0 0 0( ) ( ) ( )e eeF n T n V n   does not depend on the external potential. As 0( )F n

unknown we cannot compute the ground state energy of the ‘N’ number of electron system 

from 0n .  

So, from the above equation, the ground state energy E0 cannot be calculated as the 

above equation failed to provide a proper way out. Thus, we need some other theory to 

calculate the system’s ground state energy. 

2.2.4.2 The Second Hohenberg and Kohn (H-K) Theorem 

Later, Hohenberg and Kohn gave another theory, where they considered a trial 

density function as ( )n r  satisfying ( )n r dr n 
 

and ( ) 0n r 


 for all r. For this density, the 

inequality stands 0 [ ]E E n  [8]. According to the second theory of Hohenberg and Kohn, 

the trial density function ( )n r


determines the external potential ( )r from the potential

( )r , wavefunction ( )r


can be determined from the ( )r


and from the equations 

(2.30), (2.31), and (2.32), we can write  

1
1

ˆ ˆ ˆ ( )
n

e ee
i

H T V r   


       

  
0 0[ ]                    (2.33)E E n   

As discussed before, kinetic and potential energies are the functional of the electron density, 

we can write 

( ) ( ) ( )                                           (2.34)e eeT n V n n r dr E      
 

 

Now, if we look at the right-hand side of equation (2.34) and the left-hand side of equation 

(2.32), they looks pretty same with the only difference is that, 0n in equation (2.32) is just 
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replaced by n in equation (2.34). Only the actual electron ground state density can provide 

the authentic ground state energy. Actual ground state energy cannot be obtained from a trial 

electron density. Thus, the H-K theorem provides somehow an incomplete result. 

2.2.4.3 Kohn-Sham Equations 

In 1965, scientists W. Kohn and L. Sham placed their theory [9]. According to Kohn 

and Sham, if ( )i r


denotes KS wavefunction and Kohn-Sham potential is denoted [ ( )]KSV n r


depending on ( )n r


the electron density, then 

21
[ ( )] ( )                                 (2.35)

2 KS K K KV n r r         
 

 

Thus, ˆ ( ) ( )                                          (2.36)KS K K KH r r  
 

 

The ground state electron density depends on KS wavefunction  

2
( ) ( )                                                      (2.37)

N

K
i

n r r  
 

Now, [ ( )]KSV n r


consist of [ ( )]XC n r 
the exchange and correlation potential due to nuclei. 

Let us consider the Hartree potential as ( )Hartree r 
. Thus, the Kohn-Sham potential can be 

expressed as,  

[ ( )] ( ) ( ) [ ( )]                                   (2.38)KS ext Hartree XCV n r r r n r    
   

 

( )ext r 
is the sum of all nuclear potentials.  

0 ( )n r


, the ground state electron density can be obtained from atomic densities for a solid-

state system. 

0 ( ) ( )                                                   (2.39)n r n r R 


  
 

Here, we are expressing the ground state electron as R is the position of   nucleus and n

is atomic density. Now, the external potential ( )ext r 
, which is basically the sum of all nuclear 

potential (discussed before) can be represented as, 

( ) ( )                                                 (2.40)ext r r R 


   
 

If Z be the nuclear charge, then the  can be expressed as,  
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2

                                                              (2.41)
Z e

r


  
   

 

By the definition, the Hartree potential can be expressed as,    

3( )
( )                                                (2.42)Hartree

n r
r d r

r r
 


 

   

By using Poisson equation, we can get 

                                                       2 ( ) 4 ( )                                             (2.43)Hartree r n r   
 

 

The exchange-correlation potential [ ( )]XC n r 
, the third term of equation (2.38), can be 

expressed as, 

[ ( )]                                                      (2.44)
( )
XC

XC

E
n r

n r
 





  

Thus, the total energy of the system can be expressed as, 

( ) ( ) ( ) ( ) ( )( )                     (2.45)Tot s ext H XC ionE n T n E n E n E n E      

where KS kinetic energy is  

                                      3 * 21
( ) ( ) ( )                                    (2.46)

2s K K K
K

T n d r r r
m

       

The external potential energy is 

                                            3[ ] ( ) ( )                                                     (2.47)ext extE n d r r n r 
 

 

Where, K is the occupation function [10],  
1

0
K F

K
F K

for

for

 


 
 

   
 

The third term, Hartree energy, can be expressed as,  

2
3 3 ( ) ( )

[ ]                                             (2.48)
2H

e n r n r
E n d r d r

r r




 
  
   

The exchange-correlation energy can be calculated using local density approximation (LDA)                                            

3

( )
( )                                               (2.49)LDA XCE

XC n n r
E n d r


 


 

And,
( )

( ) ( )                                            (2.50)
( )

LDA XCE
XC n n r

r n
n r

 






  

The term XCE  in the above two equations (2.49) and (2.50) represents the exchange-

correlation energy per unit volume of the electron-gas with constant electron density n. Now, 
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from this derivation, we can calculate the system’s total energy. Thus, from the Kohn-Sham 

theory and by using the above equation we can express the energy as,  

[ ] ( ) ( ) ( ) ( )( )Tot s ext H XC ionE n T n E n E n E n E      

2
3 * 2 3 3 31 ( ) ( )

[ ] ( ) ( ) ( ) ( ) ( )  (2.51)
2 2Tot K K K ext XC

K

e n r n r
E n d r r r r n r d r d r d r E n

m r r
 


       

    
    
   

The first term represents the Kohn-Sham kinetic energy, the second term of the above equation 

(2.51) indicates the external potential energy term, third term is the Hartree energy and the 

last and the final energy term [ ]XCE n  represents the exchange -correlation energy term.  

The electrostatic repulsion of the nuclei in a pseudopotential frame work can be 

expressed as, 

2

1

ionN
A B

ion
A B A B

Z Z e
E

R R 


  

2

1

( )
ionN

A
ext

A A

Z e
r

r R




 
  

To optimize a molecular geometry or an atomic cluster, it is very important to add this above 

term to the total energy term. 

2.2.5 Exchange Correlation Functional 

2.2.5.1 Local Density Approximation (LDA) 

We already know that the exact form of exchange-correlation energy functional is 

unknown. Thus, the solution obtained from DFT calculation is directly dependent on the 

functional which has been chosen i.e., XCE [11]. Local density approximation (LDA) can be 

considered as the simplest approximation, which considers the concept of a uniform electron 

gas, where the electrons are placed in an infinite region of space, hypothetically with a uniform 

positive external potential. Thus, LDA
XCE  can be mathematically expressed as,  

( ) ( )                                            (2.52)LDA
XC XCE r r dr   

  
. 

The exchange-correlation energy functional can be categorized into two parts as XE and CE . 

where XE and CE are the exchange functionals and correlation functionals respectively. Thus, 
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we can write XC X CE E E  . In the above equation (2.52), the term XC  is a functional which 

depends explicitly on the local density at each point r


. The XE (exchange part) for the 

homogenous electron gas is known and it was derived by Bloch [12] and Dirac [13], but there 

is no such expression is known for  CE  (the correlation part) [14-16]. The correlation part has 

been developed by few authors. The most widely used one has been invented by Perdew and 

Wang [17]. 

2.2.5.2 Local Spin Density Approximation (LSDA) 

We have already discussed the local density approximation [18] previously. For the 

spin-polarized system, it is very essential to consider the spin during the calculation. Here, the 

exchange-correlation energy in LSDA can be mathematically expressed as,  

      
[ , ] ( ) ( , )LSDA

XC XCE dr r           
( ) ( )                         (2.53)XCr r dr    


 

Where,  and  are the spin electronic densities. It provides much better results, especially 

during the optimization of structure geometries, Charge calculations, electrostatic potential, 

and vibrational frequencies for the system containing spin. Thus, LSDA is just an extension 

of LDA method, which contains spin-polarization as well. 

2.2.5.3 Generalized -Gradient Approximation (GGA) 

After LDA, another very well-known and widely used method come into the picture 

and that method is known as generalized gradient approximation (GGA) [19, 20]. Here, to 

evaluate XCE , the information about the density ( )r 
at a particular point r


along with the 

information on the charge density gradient, ( )r 
is used for the non-homogeneity of the 

proper electron density. GGA exchange-correlation functional can be explained as,  

( , )                                                    (2.54)GGA
XCE f dr  


 

This kind of functional is suitable for a molecular system with non-uniform electron density. 

There are so-many GGA functionals available [19-22]. The most commonly used is the PBE 

functional by Perdew, Burk, and Ernzerhof (PBE) [22]. In this kind of method, spin-polarized 

versions of these functions are developed. It has been proved several times that the DFT-GGA 

approach is very reliable for a wide range of applications. However, GGAs still have some 
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disadvantages of yielding only approximate exchange continuous contributions, which result 

in certain problems expressing the exchange part of the energy. These difficulties can be 

overcome by including a component of the exact exchange energy calculated from the 

Hartree-Fock theory. Functional of such type is known as hybrid functional [23] and can be 

expressed as, 

(1 )                                       (2.55)Hybrid HF DFT DFT
XC X X CE cE c E E     

the coefficient c indicates the HF exchange contribution.  

2.2.6 Basis Set 

Basis set can be defined as a set of unknown basis functions with the help of which, 

the wavefunction can be expanded. A single electron wavefunction can be written as,  

( ) ( )                                                 (2.56)i j j
j

r C r   

where ( )j r is a complete set of functions. Such kind of set of functions can be used as basis 

functions. In general, any basis function should exhibit similar kind of limiting behaviors as 

the real wavefunction holds and for any isolated atom or molecules they should decay to zero 

as they should not be very complicated or computationally expensive. 

2.2.7 Plane Wave Basis Set 

The expression of potential of a periodic system can be presented as,  

                                                    (2.57)V r na V r    

Where ‘n’ is an integer and ‘a’ is lattice vector.  

The wavefunction of a system can be written as 

                                                             ( ) ( )                                                  (2.58)ikr
i ir e r   

As discussed before, that the system has a periodicity, here ( )i r can be expanded as set of 

plane wave as, 

( )                                                     (2.59)iGr
i i

G

r C Ge   

In the above equation, G represents the reciprocal lattice vector.  

If we substitute the equation (2.59) in equation (2.58), we can get 
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( ).( )                                            (2.60)i K G r
i i

G

r C Ge    

From the above equation, the largest wave vector can control the number of wavefunctions 

used for a particular simulation for a particular system. Here, K represents the wave vector. 

The kinetic energy of an electron of such a system can be written as, 

22

                                                         (2.61)
2K

K
E

m



 

Thus, the Kohn-Sham equations can be written as [24] 

     
2

2
. ,  (2.62)

2
i

GG en ee XC i i
G

K G V G G V G G V G G C K G C K G
m

 


 
              

 
 

 

Here,  enV G G  is the Fourier transforms of electron-nuclei potential. 

 eeV G G = Fourier transforms of electron-electron interaction potential 

 XCV G G = Fourier transforms of exchange-correlation potentials. 

2.2.8  Self-Consistent Field (SCF) 

The solution for the molecular orbitals and the total energy of the ‘N’ body or multi-

body system should be carried out by an iterative process starting from the initial guess. Each 

molecular orbital is dependent on the repulsive interaction of each electron in the orbitals with 

all other electrons in the system. Thus, it is next to impossible to optimize the molecular 

orbitals and simulate the energy of the system until or unless the field experienced by the 

electron is known. To deal with such cases, optimizing the molecular orbitals and simulating 

the system’s energy using the iterative method is the only way out. This method is referred to 

as the self-consistent field method. The density functional energy of a multi-body system can 

be calculated by this iterative method named as self-consistent field method (SCF) [25]. For 

example, if we consider the H-F method, we can understand that in the case of the Hartree-

Fock equation [5, 6], the Fock operator if  is dependent on the HF potential on the spin orbitals. 

So, the eigenvalue problem has to be solved, which will be solved with the help of an iterative 

process. This procedure is known as a self-consistent field procedure. In this technique, the 

orbitals are derived from their own effective potential. The iterative method starts with an 

initial guess. In our work, this initial guess will be, a guessed set of orbitals, for which the HF 
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equations are solved. The resulting new set of orbitals is then used in the next iteration and so 

on until or unless we don’t get the optimized lowest ground state energy. 

 2.2.9 B3LYP  

In our work, we have mainly considered B3LYP functional to calculate or simulate 

our system. It is a hybrid functional that is developed or invented in the late 80's. B3 is Becke 

3-parameter exchange-correlation functional [26-28]. These functional utilize 3-parameters to 

mix the exact HF exchange-correlation and Lee, Yang, and Parr [29] correlation functional. 

The hybrid functional, which is a mixing of DFT and HF, include the exchange and correlation 

parts of both methods will give much better and more reliable results than the others. That is 

why B3LYP [26-29] is the most famous and widely used hybrid functional. 

     3
0   (2.63)B LYP LDA HF LDA GGA LDA LDA GGA LDA

XC X X X X X X C C C CE E a E E a E E E a E E         

Where, GGA
XE and GGA

CE are the generalized gradient approximation exchange and correlation 

functionals respectively. LDA
CE is the local density approximation correlation term. Here, 

0 0.20a  , 0.72xa  , 0.81ca  . Here, 0a , xa  and ca  are 3 empirical parameters.  These 

parameters determine the relative weight of each compared to this hybrid functional. Proper 

choice of Functional as well as the basis set is very important to get a reliable result in such 

kind of simulation process. 

2.3 Computational Methodology 

2.3.0 Gaussian’09, GaussView& MultiWaveFunction 

In our work, all the simulation and calculations are performed using GaussView and 

Gaussian’09 program [30]. GaussView is a graphical user interface (GUI) program by which 

one can prepare the input file and submit the simulation job under a certain potential 

environment.  

2.3.1 Gaussian’09 

Gaussian’ 09 [30] program is one of the most widely used simulation programs all 

over the world. After preparing the input file using the GaussView program that input file 

needs to be submitted for the calculation. When that input file gets submitted, the Gaussian 
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program starts the simulation process. After simulation, it produces the output file. The output 

file of Gaussian '09 contains the SCF energy of the system. Generally, the output file of 

Gaussian’ 09 depends on the input file submitted using GaussView. Gaussian provides us with 

a wide range of calculation facilities such as one can perform geometry optimization, single 

point energy calculation, frequency, NBO analysis, Transition state, IRC (Intrinsic reaction 

coordinate) and many more. Thus, whatever information required in the output file strongly 

depends on the input file, the type of coding, and the type of calculation, the type of system, 

the potential environment and the degree of accuracy. In Gaussian, once the convergence 

criterion is met, the optimized geometry of the system is obtained. 

2.3.2 GaussView 

The Gauss view program allows us to prepare atomic systems of any chemical 

composition, atomic clusters, supercell geometries, nano-tube, etc. With the help of 

"GaussView" one can set the potential environment, a particular method of calculation such 

as a semi-empirical method, Hartree-Fock method, DFT method, MP2 (Moller-Plesset), MP4, 

CCSD, BD, etc. In "GaussView" we can also choose the basis set such as 3-21G, 6-31G, 6-

311G, Lanl2DZ, 6-311G(d), 6-311G (d, p), and many more. The functionals included in 

"GaussView" program are B3PW91, LSDA, B3LYP, PBE, TPSS, and many more. Spin and 

charge of a particular system also can be assigned here. Gaussian and "GaussView” provide 

us with a wide range of calculation types such as one can perform geometry optimization, 

single point energy calculation, frequency, NBO analysis, Transition state, IRC (Intrinsic 

reaction coordinate), and many more. After calculation, the output of the simulations can be 

visualized using "GaussView". 

2.3.3 MultiWaveFunction 

Multiwfn [31] is an open-source program that provides a wide range of calculations 

such as orbital calculations, topology analysis, IR, Raman, UV-Vis, NMR, electron density 

calculation, Electron localization function (ELF), basin analysis. Critical point (CP) 

determination, DOS, total DOS, partial DOS, photoelectron spectrum, and many more. In our 

work, the Multiwfn program is used for calculating the ELF and Critical point of the clusters. 
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CHAPTER-3 

THE ELECTRONIC STRUCTURES AND PROPERTIES OF Mgn (n=2-

20) NANOCLUSTERS: A DENSITY FUNCTIONAL INVESTIGATION 

3.1 Introduction 

Nanoclusters containing a minimal number of atoms to hundreds of atoms became a 

center of importance because of their wide range of applications in nanoscience and 

nanotechnology. The physical properties of macroscopic materials are very much independent 

of their shape and size due to their very negligible surface to volume ratios, still, stable nano-

materials formed due to molecular or atomic simulation, a drastic change in surface to volume 

ratio occur and the system shows some exciting properties that depend very much on their size 

and shapes. Nanoclusters are essential not only due to their size-dependent physical and 

chemical properties but its wide range of applications as hydrogen storage, catalyst, 

biomedicines, electronic devices and mechanical appliances. The properties like chemical 

reactivity, stability, diffusion length, electron-free path, coherent domain size etcetera change 

with the size of the cluster because a significant fraction of the atoms lie on the surface of the 

cluster with different bond lengths, bond angles, and thus acquiring a discrete electronic 

structure. The phenomenon is very complex and the change of different parameters manifests 

differently due to changes in the orientation and size of clusters. With the experimental 

confirmation of electronic shell structures from mass spectra [1] and the theoretically 

established Jellium model in analogy with the nuclear shell model [2-5], atomic clusters may 

be considered as separate entities with their physical and chemical properties.  

 Magnesium is a promising candidate for mass sensitive applications, and it can store up to 

7.6 wt.% of hydrogen. The metallic Mg has hexagonal (space group: P63/mmc) crystal 

structure with lattice parameters a=b=3.2094 Å and c=5.2108 Å. It is one of the alkaline earth 

metals and the eighth most abundant material in the Earth crust. It can be considered as a 

cheap material. Divalent Magnesium, [Ne] 3s2 has a closed-shell electronic configuration and 

medium reactivity with the environment. A considerable energy gap exists between the ground 

state 3s2 and vacant 3p state. Two Mg atoms interact very weakly with binding energy 
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0.0025eV compared to bulk material 1.51 eV/atom [6].  These small-sized diatomic Mg 

clusters are weakly bonded by Van der Waals forces, while in larger clusters, 3p electron 

involvement in sp hybridization increases. In pure clusters, with the increase in cluster size, 

the interaction between Mg atoms increases and the gap between highest occupied molecular 

orbital (HOMO, here 3s) and lowest un-occupied molecular orbital (LUMO, 3p) decreases. 

For higher size clusters, the gap becomes negligibly small, reaching the metal work function, 

and shows metallic characteristics [7, 8]. Many researchers have investigated evolution of 

structural growth of Mgn clusters in the past [7-18, 22, and 23]. Reuse et al. studied the 

geometry, stability and electronic properties of small sized (n=1-8) clusters using LDA 

approximation and concluded that Mgn clusters tend to form compact structures [9]. Kumar et 

al. [10] reported for (n=2-13), the base structure of Mgn clusters are trigonal and tetrahedral. 

Energetics and structural properties of Mgn (n=2-22) has been reported by Kohn et al. [11] 

using DFT and reported n=4, 10 and 20 are most stable clusters according to the shell model. 

With the increase of the number of atoms in the cluster, metallic characteristics appear with 

an ionization potential of 3.64 eV, and the band gap becomes very narrow for clusters above 

n=18 are reported by Thomas et al. (n=3-35) and Lyalin et al. [7, 14]. Using LDA 

approximation, a growth pattern has been reported by Delaly et al. in early 1992 [12] for (n=8-

13). Belyaev et al. reported a DFT study of Mgn (n=2-31) for singlet and triplet states [13]. 

The Mg-Mg bond length approaches that of Mg metal for n>20 concluded from simulation 

using B3LYP with Hartree-Fock many body perturbations [14]. Jellinek et al. reported (n=2-

22) size induced insulator to metal transition [15, 16]; a study of electron affinity of alkali-

earth materials has been reported by Torrejon et al. [17]. Heidari et al. [18] reported for (n=10-

56) as a theoretical counterpart of the experimental work of Diedrich [19, 20], for (n=2-17) 

Shen et al. [22] using kick’s method of global minimum structures reported optimized stable 

structures. Detailed structure and bond length has been reported by Xia et al. [21], Janecek et 

al. using Langevin molecular dynamics, reported nature and properties of Mgn and Nan for 

(n=2-30) [23] and Zhang et al. reported structure and electronic properties for (n=2-20) [24]. 

Boruah et al. reported influence of 3d metal doping for (n=2-10) [25]. Experimental 

investigation of the stability of Mgn clusters up to 80 atoms using mass spectroscopy has been 

reported by Diederich et al. [19, 20] found the deviation of magic numbers in case of clusters 

and established them using spherical shell model. The conclusions arrived from these results 
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for (n=2-20) agree well with the experimental results of mass and photoelectron spectroscopy 

[19, 20, 26-28]. 

 A considerable number of theoretical investigations are done using Kohn-Sham Density 

Functional theory [29] with different exchange correlation functional [9-23], Hartree-Fock 

Theory [30], Moller-Plesset (MP) perturbation theory [31], Moller-Plesset of fourth order 

MP4 [32] etc. and their differences of results depending upon the method and basis set chosen, 

and also has been studied. Thus, before proceeding further towards applications of Mg 

nanoclusters it is worthy to perform a complete systematic study of pure Mg clusters using a 

proper method with a proper set of basis functions.  

In this work, the structural growth of pure Mgn clusters (n=2-20), interatomic distances, 

average binding energy per atom, second order change in energy, Fragmentation energy, 

HOMO-LUMO energy gap, Vertical ionization potential (VIP), Vertical electron affinity 

(VEA), Chemical potential (µ), Chemical hardness (η), and Fermi energy are presented.  

HOMO-LUMO surface structures, Molecular electrostatic potential contours, and total 

electron density has been also studied. All the simulations are done within the framework of 

Kohn-Sham Density Functional Theory (DFT) using GAUSSIAN’09 [33]. A comparison of 

calculation of Vertical ionization potential (VIP) and Vertical electron affinity (VEA) has been 

made between the two methods viz. one is the anionic-cationic method, and the other one is 

Koopmans method [34]. The conclusions arrived from these results for (n=2-20) correlate well 

with experimental results of photoelectron spectroscopy and mass spectroscopy of Diedrich 

et al. and others [19, 20, 26-28]. 

3.2 Computational Methodology 

In the current work, the geometry of all the clusters has been optimized within the 

Kohn-Sham Density Functional Theory (DFT) framework using GAUSSIAN’09 [33]. To 

optimize the pure Mgn (n=2-20) clusters, B3LYP [35, 36] (Becke, 3-parameter, Lee-Yang-

Parr) functional with 6-311G (d) basis set is used. While calculating potential energy surface, 

it is considered that all electrons of the cluster are available for interaction. With the growth 

of the clusters, as the size of clusters increases, calculations or optimizations of the clusters 

become more and more time demanding and high configuration computational system 
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demanding. Therefore, in the present work, we limit our investigation by the cluster size n=20.  

One of the essential characteristics of the Density Functional Theory is that here many-

electron correlation with exchange-correlation potential is considered. This basis set consists 

of 6 contracted Gaussian primitive functional for the core, a triply split valance basis set using 

three, one and one Gaussian primitives. Total 18 basis functions for each atom of the first row 

are taken. The basis function produces one s one p and one d diffuse function for the third row 

of atoms.  For all the clusters, geometries were optimized with unconstraint symmetry starting 

from the different initial configurations to avoid the minima of surface potential energy lock. 

Comparing these results with reported experimental, and theoretical studies it is confirmed 

that the computational methods adopted here and the results obtained agree with the reported 

works. 

3.3 Results and Discussions 

3.3.1 Growth Pattern of Pure Magnesium Nanoclusters Mgn (n=2-20)  

  Pure Mgn clusters (n=2-20) with all possible isomers have been optimized. Among all 

optimized clusters, only ground-state clusters with minimum energy are chosen. The growth 

of clusters with point group symmetries has been discussed in this section. The first member 

of the pure Mgn series is Mg2. Mg2 is a dimer of two magnesium atoms whose bond length is 

3.927 Å which is in good agreement with the experimental result of [19, 20, 26-28] and also 

in agreement with the computational chemistry benchmark database, a standard reference 

database [37]. The Mg3 cluster forms by giving one upper cap with Mg2 which is an Mg-Mg 

dimer. Mg3 cluster forms an equilateral triangle with point group symmetry D3h and bond 

length 3.47 Å and binding energy per atom is increasing rapidly at this stage. The ground state 

configurations of Mg4-Mg6 are mostly tetrahedron-based clusters. Here, Mg4 has Td point 

group symmetry and the other orientation of Mg4_B has D2d point group symmetry, whereas 

Mg5 possesses D3h point group symmetry. The other orientation of the Mg5 cluster is 

cyclopentene, where all the carbon atoms are replaced with Mg atoms and hydrogen atoms 

are removed. This cluster possesses D5h point group symmetry.  
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Fig. 3.1 Optimized ground state structures of pure Mgn (n=2-20) clusters with point group symmetry.  
All the pink balls are Magnesium atoms. 
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The Mg6 has D2h, and Mg6_B also has D2h point group symmetry. Mg6 is nothing but a side 

cap with an Mg5 cluster, and Mg6_B can be achieved by giving an upper cap with an Mg5_B 

cluster. The lowest energy state configuration of Mg7 is a pentagonal-bipyramid-based cluster 

with Cs point group symmetry. The Mg7_B cluster can be made by giving one upper cap and 

one down cap on the Mg5_B cluster. Mg7_B cluster is with Cs point group symmetry and Mg7_C 

is also with Cs point group symmetry. Mg8 cluster has Cs point group symmetry, and Mg8_B 

is C1 point group symmetry and Mg8_C holds Cs point group symmetry. Here, Mg8_B can be 

formed by giving a side upper cap to the Mg7_B cluster where Mg8_C possesses a ring-type 

construction. The ground state cluster of Mg9 can be achieved by giving an upper hat to the 

Mg8_B cluster. The Mg9 cluster holds C1 point group symmetry. The other orientations, like 

Mg9_B, also hold C1 point group symmetry which can be achieved by giving an upper hat to 

the Mg8_C cluster. Mg9_C cluster possesses C1 point group symmetry. The ground state 

orientation of the Mg10 cluster is achieved by having a side cap to the Mg9 cluster, which also 

holds C1 point group symmetry. The other orientation structure Mg10_B has C1 point group 

symmetry where Mg10_C can be achieved by giving two hats to the Mg8_C cluster, one on one 

side and another one on the opposite side. This cluster holds point group C2. The lowest energy 

state of the Mg11 cluster holds D3h point group symmetry which is nothing but an upper or a 

lower hat with the Mg10_B cluster. Mg11_B holds C2 point group symmetry. The lower state of 

the Mg12 cluster holds C1 point group symmetry where Mg12_B has Cs point group symmetry, 

and Mg12 _C has C1 point group symmetry. Here, Mg12 is the most stable cluster, which comes 

under a new cluster category. Mg12_D has D2d point group symmetry which can be achieved 

by adding two hexagons with each other. Mg12_E is a very unstable cluster; we are not 

interested in it.  The ground state Mg13 cluster holds C1 point group symmetry which can be 

formed by giving just a side hat to the Mg12 cluster. Mg13_B has C1 and Mg13_C also possess 

C1 point group symmetry. Mg13_D cluster holds C2v point group symmetry which can be made 

by adding a side cap to the Mg12_B cluster. The ground state Mg14 holds C1 point group 

symmetry. A new category of cage-type clusters comes from the Mg14 cluster. Mg14_B holds 

a unique construction that possesses C2v point group symmetry where Mg14_C can be made 

by adding an upper or a lower hat to the Mg13_D cluster. 

The ground state orientation of the Mg15 cluster holds D3h point group symmetry. The 

construction of the Mg15 cluster is very unique, it results in the high symmetry structures of 
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two connected Mg9 clusters. Mg15_B comes under Cs point group symmetry, and Mg15_C 

holds C1 point group symmetry. Mg15 clusters can be considered as a new starting point for 

forming an hcp lattice for Magnesium. The lowest energy state of Mg16 holds C1 point group 

symmetry, where Mg16_B also has C1 point group symmetry and Mg16_C has S8 point group 

symmetry. The lowest energy state and the most stable configuration of the Mg17 cluster can 

be achieved by adding a central Mg atom to the center of Mg16_C cluster. This configuration 

holds C1 point group symmetry Mg17_B and Mg17_C also possess C1 point group symmetry 

where Mg17_D has Cs point group symmetry and, from which Mg17 is the most stable cluster. 

The ground state cluster of Mg18 has C1 point group symmetry and Mg18_B holds C1 and 

Mg18_C has C2v point group symmetry, among which Mg18 is the most stable cluster. These 

all cluster are 3 layer clusters; if we look at their construction, we can understand that there 

are three layers inside. The ground state configuration of Mg19 cluster holds Cs point group 

symmetry where the other orientation also holds Cs point group symmetry.  

Similarly, Mg20 also holds Cs point group symmetry, achieved by adding a single Mg atom 

with Mg19_B cluster. It is seen that all pure clusters are singlet spin states with multiplicity 1. 

Magic numbers may be assigned with different polyhedral geometry viz. n=7 for decahedral 

geometry, n=4, 10, 20 as tetrahedral geometry etc. [11] Fig. 3.1 shows the growth of pure Mgn 

clusters. 

The average bond lengths of all optimized clusters are given in Table 3.1. The values are 

compared with available bond length of previous work [37-39] and available experimental 

data [37]. Not all values of average bond length available from the literature, however, data 

available from Trivedi and Bandyopadhyay calculated using Gaussian’03, B3LYP for (n=2-

10) and Duanmu et al. [39] presented bond lengths of only a few clusters (n=2-4) calculated 

using coupled cluster method CCSD (T) are compared. However, the bond length is available 

only for (n=2-10) from the literature [39]. It is seen that with an increase of cluster size, 

average bond length decreases nonlinearly from 3.927 Å to 3.14 Å. The minimum interatomic 

distance is 3.14 Å. 
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Table 3.1 Average bond length (Mg-Mg) for Mgn (n=2-20) pure clusters in(Å) 

Cluster 

Avg. 
Bond 

Length(Å
)This 
work 

Prev. work/ Expt. Value 
(Å) 

Cluster 
Average Bond 
Length(Å)This 

work 

Prev 
work 
/Expt. 
Value 
(Å) 

Mg2 3.927 
3.96a/3.891b/3.929c/3.9

3d 
Mg12 3.23 - 

Mg3 3.47 3.45b/3.33c/3.43d Mg13 3.18 - 

Mg4 3.17 3.13b/3.06c/3.18d Mg14 3.18 - 

Mg5 3.32 3.24b/3.33d Mg15 3.16 - 

Mg6 3.56 3.16b/3.3d Mg16 3.23 - 

Mg7 3.24 3.82b/3.32d Mg17 3.23 - 

Mg8 3.44 3.91b/3.25d Mg18 3.30 - 

Mg9 3.16 3.19b/3.09d Mg19 3.20 - 

Mg10 3.23 3.89b/3.06 Mg20 3.19 - 

Mg11 3.14 -   - 
a[36] , b[37] , c[25], d[39] 

 
3.3.2 Relative Stability of Clusters 

3.3.2.1 Average Binding Energy and Stability of the Pure Mgn (n=2-20) Clusters  

The binding energy per atom can be defined as  

( ) ( )
( )                                   (3.1)n

n

nE Mg E Mg
BE Mg

n


  

E(Mg) represents the optimized energy of single Mg atom, E(Mgn) is the optimized energy of 

nth cluster and n represents the number of atoms in the cluster.  

The pure Mgn (n=2-20) clusters are optimized using the B3LYP method with 6-311G (d) basis 

set. 

Let us discuss the behavior of the binding energy of pure clusters as a function of cluster size. 

In Fig.3.2 the number of Mg atoms in the clusters has been plotted along x-axis, and the 

average binding energy per atom in eV/atom has been plotted along y-axis. Here, the variation 

of binding energy with the increase of cluster size is compared with that reported earlier [11, 

14, 22, and 23]. It is found that the nature of the graphs is almost same as each other except 
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n=16. The binding energy per atom of reference [15, 16] differs due to functional and the basis 

set chosen. This indicates our process of calculation is in right direction. 

According to the electronic shell model, electronic shell such as 1S, 1P, 1D, 2S, 1F, 2P …. 

are fully occupied by 2, 8, 18, 20, 34, 40… number of electrons, respectively. It gives n=4, 

10, and 20 are closed shell clusters. Again, the deformed jellium clusters that have closed 

electronic sub-shells hold higher stability. According to the theory of superatom, all these 

shells correspond to superatomic orbitals. For that reason, the clusters with valence electrons 

6, 10, 14, 18, 22, 26, 30, 34 etc. are relatively more stable than the other clusters. These give 

rise to some more magic numbers such as 3, 5, 7, 9, 11, 13, 15, and 17 as closed shell systems.  

According to the photoelectron, mass spectroscopy [19, 20] and high-resolution transmission 

electron microscopy [26] it is reported that clusters with n=5, 10, 15, 18, 20, 25, 28, 30, 35, 

40, 47, 56, 59, 62 and 69 are most stable clusters.  

 

Fig. 3.2 Variation of average binding energy per atom with cluster size. 

 

In this study, from Fig. 3.2 and Table-3.2 it is seen that the binding energy per atom rises with 

the increase of cluster size. A higher the rate of change in binding energy leads to higher 

stability of the clusters. The behavior of binding energy indicates the local maxima at n=4, 10, 
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20, which corresponds to the most stable geometry of the magic magnesium cluster 

respectively. In our study also, Mg4, which has eight valence electrons and possesses 1S21P6 

electronic configuration, the Mg10 cluster has 20 numbers of valence electrons and holds 

1S21P61D102S2 electronic configuration, Mg17 cluster has 34 numbers of electrons and has 

1S21P61D102S21F14 electronic configuration and Mg20 cluster possesses 40 numbers of 

electrons and its electronic configuration is 1S21P61D102S21F142P6. Thus, these behaviors of 

binding energy in our calculations agree with the spherical jellium model. 

The second order change in cluster energy is considered as a parameter for stability. Large 

positive values of Δ2E are an indication of gain in energy during the growth process from the 

just lower size cluster and lower gain in energy for the next higher size. 

Thus, higher is the value of Δ2E the higher the stability of the cluster. Δ2E is calculated with 

the relation 

             2 1 1( ) [ ( ) ( ) 2 ( )]                (3.2)n n n nE Mg E Mg E Mg E Mg      

This graph also supports the previous BE graph. As we can see, according to the stability 

graph (Fig.3.3) 4, 7, 10, 13, 15, 17, and 20 are showing local peaks and positive stability 

values. We have already discussed the spherical Jellium model.  

The analysis of stability graph also confirms the binding energy graph and its conclusion and 

also gives an indication about relative stability of the Mg13, Mg15, and Mg17 along with the 

stable clusters Mg4, Mg10 and Mg20.  

The spheroidal Jellium model confirms that the orbital angular momentum is not an 

appropriate or proper quantum number to characterize the valance electron energy levels. We 

have already discussed the electronic configurations of some stable cluster like Mg4, Mg10, 

Mg17 and Mg20, confirming that these clusters are shell filled clusters. 

Fragmentation energy of clusters is also an indicator of relative stability of clusters compared 

to neighboring clusters. The higher the value of FE stronger is the interaction means a higher 

energy requirement to detach an atom from the cluster. The fragmentation energy is calculated 

as         

1( , 1) ( ( ) ( ) ( ))                (3.3)n n nn n Mg E Mg E Mg E Mg      
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Fig. 3.3 Variation of stability and fragmentation energy with cluster size. 

This implies larger stability of the cluster. From graph Fig. 3.3 it is seen that the local peaks 

of fragmentation energy are for n = 4, 10, 13, 15, 17, 19. The results for pure Mgn clusters 

agree well with previous works [11-18]. The trend in stability is possibly due to size effect 

and it implies that the stability depends upon the compactness of a cluster.  

3.3.3 HOMO-LUMO gap 

HOMO is the highest occupied molecular orbital, the orbital may or may not be 

completely filled (singlet or triplet cases), whereas the valance band concept is the band up to 

which all states are filled. Similarly, LUMO is the lowest unoccupied molecular orbital, which 

implies the orbital is empty, but the conduction band is the band from which states are empty 

or partially empty so HOMO-LUMO gap in clusters cannot be considered the same as band 

gap in metal, semiconductors and insulators.  However, a cluster with a larger HOMO-LUMO 

gap possesses higher chemical stability and higher inertness. It also reflects the kinetic 

stability and electrical conductivity of the cluster. If the HOMO-LUMO energy gap is high, 
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high energy is required for electrons to jump from highest occupied orbit to lowest unoccupied 

orbit of a cluster. 

                                          

Fig. 3.4 Variation of HOMO-LUMO gap with size of clusters. 

On the other hand, when the HOMO-LUMO energy gap is low, it represents the higher 

chemical reactivity, mean that much low energy is required for an electron to jump from 

HOMO to LUMO. Fig.3.4 shows the variation of energy gap between the highest occupied 

molecular orbital and lowest unoccupied molecular orbital (HOMO-LUMO gap) for pure Mgn 

clusters as a function of cluster size. In the study of HOMO-LUMO gap for pure Mgn (n=2-

20) cluster, it is found that maxima at n= 4, 10, 20, which indicates these cluster are more 

stable than others (Fig. 3.4), these clusters follow the jellium model. The gap gradually 

decreases with increase of the number of atoms in cluster 3.485 eV for Mg2 to 0.977 eV for 

Mg19, which indicates the metallic behavior of pure Mgn clusters starts from Mg18. This is due 

to overlapping of more and more atomic orbitals, with increase of atom number, energy levels 

come closer and closer. 
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3.3.4 Vertical Ionization Potential (VIP), Vertical Electron Affinity (VEA), Chemical 

Potential (µ) and Chemical Hardness (ɳ) 

To study the chemical reactivity of the pure Mgn cluster, the study of the reactivity 

indicators, such as vertical ionization potential (VIP), vertical electron affinity (VEA), 

chemical hardness (η), chemical potential (µ) etc. are performed.  

Vertical Ionization Potential (VIP) expresses the tendency of a cluster to release or gain an 

electron. The vertical ionization potential is the amount of energy absorbed when an electron 

is detached from the neutral atom considering particle relaxation is not allowed. The decrease 

in VIP may occur due to increase of energy of the occupied orbital due to a donor electron. A 

higher value of VIP means more energy is required to detach an electron from an atom. So, 

they are more stable. The optimized energy difference between the cationic and neutral cluster 

can estimate it. Mathematically one can express it as, 

( ) ( ) ( )                     (3.4)n n nVIP Mg E Mg E Mg   

Again, according to Koopmans’s theorem, VIP can be calculated from HOMO-LUMO 

energies of clusters as 

                                                                                    (3.5)HOMOVIP E   

The ground state of pure Mg4 with Td point group symmetry, Mg8 with Cs point group 

symmetry, and Mg10 with C1 point group symmetry, all of them have higher value of VIP.   

There is a drop of VIP occurs at n= 7, 10, 13, 15, 17, 19.  

Electron affinity describes the tendency of a cluster to absorb an electron from neighbor. VEA 

may predict the stability of a cluster since it is the amount of energy liberated when an extra 

atom is added to a cluster.  

It may be calculated as the difference of optimized energy of pure cluster and anionic cluster 

as, 

( ) ( ) ( )                           (3.6)n n nVEA Mg E Mg E Mg    

According to Koopmans theorem VEA can be defined in terms of HOMO and LUMO as 

                                                     

                                            (3.7)LUMOVEA E   
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Estimation of VIP and VEA using both cationic and anionic method and Koopmans method 

is presented here (Fig. 3.5(a)). It is seen that the nature of variation is same in the two methods 

but there is an average difference of 0.97 eV between the two processes. Here, since B3LYP 

functional, a hybrid functional, and Gaussian’09 uses extended Koopmans theorem one may 

rely on the values obtained from Koopmans theorem. The values obtained from cationic and 

anionic method gives poorer values with respect to experimental values. 

Chemical Potential can be evaluated as 

                                             

                               (3.8)
2

HOMO LUMOE E 
   

And Chemical hardness can be defined as  

        

( )
                              (3.9)

2
HOMO LUMOE E 

  

Chemical hardness also can be defined as  

( )
                                  (3.10)

2

VIP VEA 
  

Where VIP is the vertical ionization potential and VEA is the electron affinity. 

Global softness (S) is defined as the inverse of hardness and Fermi energy can be represented 

by                                                             

                                                                                                       (3.11)FE     

 Based on all calculated energetics parameters, we can consider Mg4 as one of the most stable 

clusters. 

If we apply the concept of Jellium model, one can conclude that for Mgn clusters, n= 4, 8, 10, 

20 etc. are most stable clusters. 
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Fig. 3.5(a) Variation of VIP and VEA with cluster size for both anionic-cationic methods 

                    and Koopmans method. 
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Fig. 3.5(b) Variation of VIP and VEA with cluster size (Koopmans method). 

 
Fig. 3.6 Variation of chemical hardness and chemical potential with the size of cluster. 
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Table 3.2 Thermodynamic, Electronic and Chemical properties of Mgn (n=2-20) in eV. 

Cluster 
Avg. BE 

(eV/atom) 
∆2E 

Stability 
FE 

H-L 
Gap 

VIP VEA 
Chem. 
Pot.  µ 

Chem. 
Hard. ɳ 

Mg2 0.01 -0.10 0.02 3.49 4.83 1.34 -3.09 1.74 
Mg3 0.04 -0.34 0.11 3.05 4.80 1.74 -3.27 1.53 
Mg4 0.15 0.35 0.45 2.93 4.91 1.97 -3.44 1.47 
Mg5 0.14 -0.06 0.11 2.37 4.34 1.97 -3.15 1.19 
Mg6 0.14 -0.13 0.16 2.38 4.50 2.12 -3.31 1.19 
Mg7 0.16 -0.08 0.29 2.34 4.44 2.10 -3.27 1.17 
Mg8 0.19 -0.27 0.36 2.31 4.51 2.19 -3.35 1.16 
Mg9 0.24 -0.02 0.64 1.61 4.30 2.69 -3.49 0.81 
Mg10 0.28 0.43 0.66 1.92 4.19 2.27 -3.23 0.96 
Mg11 0.27 -0.01 0.23 2.02 4.25 2.23 -3.24 1.01 
Mg12 0.27 -0.16 0.23 1.69 4.11 2.42 -3.26 0.84 
Mg13 0.28 0.07 0.39 1.56 4.03 2.47 -3.25 0.78 
Mg14 0.28 -0.42 0.32 1.41 4.07 2.66 -3.37 0.70 
Mg15 0.31 0.67 0.73 1.33 3.91 2.59 -3.25 0.66 
Mg16 0.30 -0.99 0.06 1.19 4.00 2.81 -3.40 0.60 
Mg17 0.34 0.50 1.05 1.10 3.77 2.67 -3.22 0.55 
Mg18 0.35 -0.20 0.56 0.99 3.84 2.86 -3.35 0.49 
Mg19 0.38 0.03 0.76 0.98 3.73 2.75 -3.24 0.49 
Mg20 0.39 0.67 0.72 1.38 3.81 2.43 -3.12 0.69 

 

In the present work of calculation of VEA, the electron affinity is lower for 7, 10, 15, 17, 19 

and 20. It increases almost monotonically with the increase in the cluster size (Fig.3.5 (b) and 

Table 3.2).   

Chemical hardness can be expressed as resistance to change in the number of electrons. A 

minimum value of hardness means maximum tendency to exchange electrons or maximum 

reactivity i.e., lower stability. So, the greater the value of hardness, the larger will be the 

stability of clusters. It is seen from the Fig.3.6 that the magnitudes of chemical hardness for 

pure clusters decreases with the growth of pure Mgn clusters. For more clear understanding of 

chemical stability and reactivity of pure Mgn clusters we have studied chemical potential also. 

Fig 3.6 shows the variation of chemical potential as function of cluster size. Chemical 

potential is high for 7, 10, 13, 17, and 19. 
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Fig. 3.7 HOMO and LUMO surface of pure Mgn cluster. 
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3.3.5 HOMO-LUMO Orbital Study of Nanoclusters 

Highest occupied molecular orbital (HOMO) and lowest unoccupied molecular orbital 

(LUMO) are the most important parameters in quantum condensed matter physics or quantum 

chemistry. HOMOs are the most outer orbital containing electrons; thereby free electrons are 

available from them. As per Koopmans theorem, ionization potential can be directly obtained 

from the HOMO energy value and on the other side, electron affinity can be obtained from 

LUMO energy of the system. The study of HOMO-LUMO provides information regarding 

the charge transfer among the atoms within the cluster. The HOMO-LUMO energy gap can 

be obtained by subtracting the LUMO and HOMO orbital energy.  

We can study the stability of the molecule from the HOMO-LUMO energy gap. The more is 

the HOMO-LUMO gap, the higher is the stability. On the other hand, the lower is the gap, the 

higher is the reactivity of the cluster and lower is the stability. The approximate HOMO-

LUMO surfaces of the clusters of pure Magnesium from our previous experiences of HOMO-

LUMO surfaces of compounds available in the standard texts are presented in Fig. 3.7. The 

HOMO and LUMO energies of each cluster obtained from the study are given in the Fig. 3.7. 

Here, the red coloured surface indicates positive diffuse where green coloured surface refers 

to negative phase. It is seen that the HOMO and LUMO surfaces of some clusters fits well 

with our known surfaces, whereas some surfaces obtained are nearly approximated surfaces.   

3.3.6 Molecular Electrostatic Potential and Total Electron Density Mapping 

Molecular electrostatic potential can be studied either by plotting the top surface or by 

plotting the contour. If one plots the MEP surface, then that particular one can only see the 

top surface. Instead of doing that if we can plot each MEP surfaces as a contour around each 

molecule to see all the MEP. 

     To study molecular reactivity, it is crucial to study electrostatic potential, V(r), produced 

in a molecule due to the electrons and nuclei. V(r) can be addressed by  

 0

0

( )                       (3.12)
r drZ

V r
R r r r

  
 

  
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Fig. 3.8 MEP and total electron density of pure Mgn (n =2-20) clusters.     
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where 0Z  represents the nuclear charge at 0R  and ( )r  the electron density of the 

molecule. Electrostatic potential can be referred as a sum of positive and negative contribution 

from electrons nuclei. The sign of electrostatic potential of the system depends on major and 

minor contribution. If electrostatic potential is positive, it indicates that the major contribution 

is from nuclei, and if the sign is negative, it means significant contribution is coming from 

electrons [40, 41]. 

Molecular electrostatic potential is very much informative; especially in order to study the 

nuclear and electronic charge distribution of the molecules. It is also very useful to study the 

chemical reactivity of the system. MEP effectively represents the reactivity map of an atomic 

cluster from which we can get some useful information regarding the most probable region 

for nucleophilic and electrophilic In Fig. 3.8 Red colours in MEP map indicates the negative 

region, which means electron-rich region, blue region is the positive region where the electron 

density is poor. The green region represents zero electrostatic potential. The negative region 

is the region where electrophilic attacks occur and the nucleophilic attack region is indicated 

by the positive region. The electron density flows in the following order Blue< 

Green<Yellow<Orange< Red. In our study of MEP, each contour curve around each atom is 

the MEP surface. There is a colour scale that indicates the positive and negative values. Here, 

we have basically yellow and red colours. The red-colour region defines the negative 

electrostatic potential whereas the positive potential is indicated by yellow in our study. 

3.4 Summary and Conclusions 

The chapter is aimed at a systematic complete study of pure Mgn (n=2-20) clusters.  

The structural growth of pure Mgn clusters (n=2-20), interatomic distances, the average 

binding energy per atom (BE), second-order change in energy (Stability), Fragmentation 

energy (FE); HOMO-LUMO energy gap, Vertical ionization potential (VIP), Vertical electron 

affinity (VEA), Chemical potential (µ), Chemical hardness (ɳ), Fermi energy (EF), HOMO-

LUMO orbital surface structures, Molecular electrostatic potential contours (MEP), total 

electron density (TED)  has been studied within the framework of Kohn-Sham Density 

Functional Theory (DFT) using GAUSSIAN’09. Since the vertical ionization potential (VIP) 

and vertical electron affinity (VEA) can be calculated using either the anionic-cationic method 
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or using Koopmans method, the parameters are calculated here by both methods and 

compared. 

 The conclusions arrived from these results (n=2-20) have a good correlation with the 

experimental results of photoelectron spectroscopy and mass spectroscopy of Diedrich et al. 

and others [19, 20, 39]. In the study of the growth pattern of the clusters, it is found that the 

most stable structures of Mg4-6 are tetrahedron based and Mg7 and Mg8 are pentagonal 

bipyramid based. The ground state clusters of Mg9-Mg15 are trigonal prism based. Mg17-Mg20 

is derivatives of Mg16. These structures agree well with earlier works [7-14].  The interatomic 

distances of the clusters have been studied for Mgn (n=2-20) the values are compared with 

available experimental and theoretical data of other authors [25, 36-38]. Only a few 

interatomic distance data available, and that at most up to n=10. Here, inter atomic distance 

up to n=20 are presented. It is seen that the average separation varies with increase of cluster 

size and it decreases nonlinearly from 3.927 Å to 3.14 Å. The minimum interatomic distance 

is 3.14 Å. The binding energy graph (Fig.3.2) shows Mg4, Mg10, Mg15, Mg20 have local peaks 

from which Mg4, Mg10 and Mg20 are very stable as they are spherical closed shell clusters 

possess 8, 20, 40 valence electrons respectively. Again, Mg13, 15, 17 are also stable clusters. The 

BE per atom assumes values 0.01 eV for Mg2 which rises to 0.39 eV for Mg20. The behaviors 

of the stability and fragmentation energy (Fig.3.3) with the growth of the cluster supports the 

results of BE graph.  Stability is positive for n=4, 10, 13, 15, 19 and 20 whereas fragmentation 

energy possesses local peaks for n=4, 10, 13, 15 and 20. The HOMO-LUMO gap has a 

maximum value of 3.485 eV for Mg2 which gradually decreases to 0.986 eV at Mg18 which 

signifies that the metallic behavior of the pure clusters starts from Mg18. Here, chemical 

parameters are calculated using both the methods. It is seen that the nature of variation is 

identical in the two methods. In respect of values, an average scaling of 0.97 eV is required 

for VIP equivalence of the two methods. In Fig. 3.7 the HOMO-LUMO orbitals and the MO 

number energy values in eV are presented. The molecular electrostatic potential contours and 

total electron density contours (Fig. 3.8) explains the electron delocalization in the clusters.  

This wide variation of HOMO-LUMO gap makes these clusters suitable for fabrication of 

electronic devices. It can be seen that, Mg atoms are basically with s and p atomic orbital’s 

whereas the TM has s, p and d orbitals. So, if we dope pure Mgn clusters by 3d TM atoms 

(TM= Co, Cu, Sc, Fe, Ti, V, Zn etc.) then there will be a significant interaction between s and 
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p orbitals of Mg and s, p, d orbitals of TM. Where, s orbital will be marked at Mg site and 3d 

orbitals will be marked at TM site. This may lead to highly stable clusters, some of which can 

behave like an elemental atoms and may give rise to ‘superatom’ [42, 43] and some of them 

can be used as a great hydrogen storage system because of the catalytic effect of doped TM 

atoms and higher reactivity. In order to find the suitable hydrogen storage system, it needs 

more study in different environment.  
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CHAPTER-4 

SYSTEMATIC STUDY OF Ti DOPED MAGNESIUM (TiMgn) (n=2-20) 

CLUSTERS: A DENSITY FUNCTIONAL APPROACH 

4.1 Introduction 

Divalent Magnesium clusters remain the fundamental topic of interest of the 

theoreticians and experimentalists for decades. It is because the group II metal clusters possess 

some unique features like; exciting physiochemical tuning properties, tunable electronic 

properties, ability of transition from weakly bonded (Van der Waal type) small cluster to 

metallic characteristic in large clusters due to successive addition of Mg atoms and many 

more. With the increase in the size of clusters, the s-p hybridization increases and non-additive 

many-body exchange interaction component becomes significant. Another essential feature of 

Mg clusters is the rapid increase of binding energy per atom with an increase of cluster size 

in the case of small clusters [1-4]. 

Many theoretical and experimental studies on pure clusters have been reported in the past 

[5-20]. Theoretical studies using Kohn Sham density functional theory (DFT) [5] with 

exchange correlation functional on Mg clusters have been reported [7-18] after reporting the 

existence of electronic shell structures by Knight et al. [6] with an experimental study. Ab 

initio calculation using Hartree Fock theory [21, 22], Moller-Plesset theory (MP) [23] has also 

been reported. Experimental studies of Mg clusters using gas phase spectroscopy, 

Photoelectron spectroscopy [24, 25], and Raman spectroscopy [26] has been reported for very 

few to hundreds of magnesium atomic clusters. The experimental finding supports the 

theoretical predictions to a larger extent.  

Here a systematic study of Ti doped magnesium clusters is presented. The clusters are made 

to use as a material for hydrogen storage.  One of the notable findings in earlier studies of pure 

Mg clusters is the high thermodynamic stability with high hydrogen storage capacity of 

Magnesium hydrides (MgH2) [27-29]. But higher stability imposes constraints in practical 
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applications as it requires high desorption temperature~350oC at normal atmospheric pressure. 

Low rate of absorption and desorption results in slow diffusion through hydrides which 

ultimately reduces hydrogen kinetics. High surface to volume ratio and- high enthalpy of 

formation are the main barrier for industrial use. 

Doping a cluster by a foreign atom tunes the structural, physical, chemical and electronic 

properties of the cluster to a great extent. Doping with a foreign atom into a pure cluster forms 

a mixture that prevents production of single crystals. Depending upon the number and nature 

of atoms used for doping and place of dopant on the surface (exohedrally) or inside 

(endohedrally) the cluster, the change of nature of property occurs. Doping can change the 

charge state of the cluster. For different practical applications, clusters must be doped with 

suitable dopant. As a result, suitably doped clusters may find various fields of applications 

viz. hydrogen storage material, catalysts, Photo-voltaic applications, portable power module, 

sensors; biomedicines and nano electronic applications. 

Doping a pure Mgn with selective transition metal atoms can improve the stability, 

physiochemical properties, and absorption-desorption kinetics of magnesium clusters [30-50]. 

Zhang et al. [30] reported structural growth and electronic properties of Be3Mgn (n=1-20) is 

which from n=10 cage clusters were studied and found Be3Mgn as most stable cluster. Xi et 

al. [31] reported electronic properties of strontium doped Mgn (n=2-12) clusters. Ni doped 

Mgn (n=1-7) clusters has been reported by Chen et al. [32] and reported that Ni atom starts 

trapped in cage clusters from n=5. Li et al. [33] reported carbon doped Mgn (n=1-12) and 

found Mg8C and Mg11C are most stable structures in endohedral doping. C. Li et al. [34] 

reported Li doped Mgn (n=2-11) clusters and found LiMg9 with C4v symmetry possesses high 

stability and a strong Li-Mg interaction. Zn doped Mgn (n=1-5) has been reported by Zhi Li 

et al. [35], who claimed Mg3Zn and Mg3Zn2 are the most stable clusters. Zhu et al. [36] 

reported Pd doped Mgn (n=2-20) clusters. Ge, Sn and C doped Mgn (n=2-12) has been studied 

by Zeng et al. [37] and found XMg8 (X= Ge, Sn, C) is the most stable one. A. Droghetti et al. 

[38] investigated the N-doped Mg system as a promising material for the spintronics 

application. They reported that if MgN is possible to make then MgO/MgN system will be a 

suitable system platform for tunnel junctions. 3d, transition metal (TM) doped Mgn (n=2-10) 

has been studied by Boruah et al. for natural and cationic clusters and reported Mg3TM as the 
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most stable cluster [39]. Hussain et al. [40] reported TM (Sc, V, Fe, Co, Ni, Cu, Y, Zn, Nb) 

doping on Mg5H2. Fe, Co, Ni, doped Mgn (n=1-9) clusters has been studied by Kong et al. 

[41], who reported that Mg4 doped with (Fe, Co, Ni) is the highest stable cluster. Mg17 doped 

with Ti and Ni is reported by Charkin et al. [42]. Studies on Co doped Mgn (n=1-10) have 

been reported by Trivedi et al. [43], who reported Mg5Co as best suitable for a hydrogen 

storage. Again, Rh doped Mgn (n=1-10) has been reported by Trivedi et al. [44], who reported 

Mg9Rh is the best suitable material for hydrogen storage. Ma et al. on 2017 reported a study 

of Ti and Nb doped Mg55 clusters [45].  Kumar and Tarakeshwar [46] compared the variation 

of chemisorption energy with number of hydrogen absorption in M13H2n (M=Sc, Ti, Zr) 

transition metal clusters.   Experimental studies on TM doped Mgn clusters reported by Bobet 

et al. [47, 48], who reported Mg7Ti is the most suitable material for hydrogen storage. The 

catalytic effect of TM on Mg clusters reported by Shelyapins et al. [49]. Studies on MgH2-TM 

(TM= Ti, V, Mn, Fe, Ni) has been experimentally studied by Liang et al. [50] and reported 

that MgH2-Ti shows best desorption Kinetics over V, Mn, Fe, Ni doped clusters. Liang et al. 

[50] first reported the catalytic effect of 3d transition metal doping (like Fe, Co, Ni) the time 

taken to reach maximum desorption rate reduces by almost 50% and ball milled MgnTi 

exhibits most rapid adsorption and desorption rate over all first row of transition metal 

elements. Doping Mg with rare earth fcc atoms shows fast adsorption kinetics but does not 

adsorb hydrogen appreciably [51]. It is understood from the study that fast kinetics is due to 

the fcc structure of the dopant. The first row of transition metals (Ti, V, and Cr) is 

exceptionally suitable materials for hydrogen storage material as they possess high 

gravimetric density and also produce an fcc structure of hydrides [52-58]. Silva et al. [57] 

reported electronic characteristics and reactivity of Ti doped Mgn (n=1-6) using MP2 (Moller-

Plesset second order) optimization using 6-311G (d) basis set. Kyoi et al. [59] experimentally 

studied TiMg hydrides and reported Mg7TiHn as the most stable cluster.  

Complete systematic studies on Ti doped Mgn clusters with both exohedral and endohedral 

doping have yet to be reported. This work presents thermodynamic, chemical and electronic 

studies of Mgn clusters (n=2-20) with exohedral doping of small sized clusters (n=1-6) and 

both exohedral & endohedral doping of n=6-20. The global ground state energies are taken 

from the both types of doping for study the variation of average binding energy per atom, 
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second order change in energy commonly known as stability, fragmentation energy, and 

embedding energy. The difference between highest occupied molecular orbital (HOMO) 

energy and lowest occupied molecular energy (LUMO) with vertical ionization potential 

(VIP), vertical electron affinity (VEA), chemical potential (µ) and chemical hardness (ɳ) for 

the global GS structures are presented. The variation of interatomic distances with cluster size, 

nearest neighbor distance of dopant, variation of dipole moment, charge transfer between Ti 

atom and Mg atoms, shapes of HOMO, LUMO orbitals, molecular electrostatic potential 

contour, total electron density contours are also studied. Later, the electron localization 

function (ELF), Critical points (Cps), nucleus independent chemical shift (NICS), of the most 

stable cluster have been studied to understand it’s stability.  

4.2 Computational Methodology 

Computational involved in the presented work is self-consistent-field (SCF) electronic 

structure calculations on all clusters within the density functional theory (DFT) framework. 

During the calculations, molecular orbitals (MO) are expressed as a linear combination of 

atom-centered basis functions for which the 6-311G(d) inbuilt in the Gaussian’09 program 

package [60] is used. Spin-polarized calculations are carried out using the Becke three-

parameter exchange and the Lee, Yang, and Parr generalized gradient approximation (GGA), 

popularly known as B3LYP functional [61, 62] with 6-311G(d) basis set for pure as well as 

for Ti-doped Mgn clusters. As a preliminary step, geometry optimization was performed, and 

harmonic vibrational frequency calculations were computed to ensure that the clusters were 

global minima in each size range. All geometries were optimized with unconstraint symmetry 

starting from the different initial configurations to avoid the minimum surface potential energy 

lock. Further, the Electron Localization Function (ELF) and the Critical Point (CP) of the most 

stable and suited cluster are studied using MultiWfn open-source program. 

To verify the accuracy of the method adopted in this work some test calculations (viz. Bond 

length and Vibrational frequencies) with methods and basis sets are available in the 

Gaussian’09 package. The calculated results are compared with the experimental data [63] 

presented in Table 4.1. Comparing these results with reported experimental and the present 
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works confirmed that the B3LYP method under the 6-311G (d) basis set is appropriate for the 

present system under study.  

Table 4.1 Comparison between the present work with experimental bond lengths and 
lowest frequency in different dimmers 

Method Dimer 

Bond length (Å) Lowest frequency (cm-1) 

6-

311G(d) 

6-

311++G(d) 

Expt. 

[48] 

6-

311G(d) 

6-

311++G(d) 
Expt. 

B3LYP 

Mg-Mg 3.93 3.99 3.89 45 44 48 [48] 

Ti-Ti 1.932 1.912 1.943 618 594 408 

Mg-Ti 3.044 2.42  242 242  

B3PW91 

Mg-Mg 3.60 3.61 3.89 1563 1564 48 [48] 

Ti-Ti 1.826 1.904 1.943 566 259 408 

Mg-Ti 2.974 2.428  242 322  

 

From the above table, one may conclude the B3LYP/6-311G (d) is the best compared to the 

other methods and basis sets combination when the calculated results are compared with the 

available experimental data of dimers. Therefore, we have used the B3LYP method with a 6-

311G(d) basis set in the present study. Variations of the minimum value of the Mg-Mg and 

Mg-Ti bond lengths in pure Mgn and TiMgn are shown in Fig 4.2. 

4.3 Results and Discussion 

4.3.1 Growth Pattern of Magnesium Nanoclusters in Pure and Doped Form 

   Most stable structures of Mg4-6 are tetrahedron based and Mg7 and Mg8 are pentagonal 

bipyramid based. The ground state clusters of Mg9-Mg15 are trigonal prism based. Mg17-Mg18 

are derivatives of Mg16. They are obtained by adding magnesium, atom to Mg16. These 

structures agree well with earlier works [6, 7, 9, 12, and 15]. All optimized doped clusters are 

displayed in Fig.4.1. TiMg has C∞V point group symmetry. Pure Mg2 is nothing but a Mg-Mg 

dimmer with C2v point group symmetry. TiMg2 is formed by adding a Ti atom as upper cap 
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to pure Mg2 to forms an equilateral triangle in shape with Cs point group symmetry i.e., it has 

a mirror plane in addition to identity.  

The ground state configuration of TiMg3 holds C2v point group symmetry where the Ti atom 

is added perpendicularly on Mg3 cluster. The global minimum state of the cluster is a triplet. 

The ground state configuration of TiMg4 is tetrahedron based cluster with C2v point group 

symmetry which can be obtained by a side cap with Mg to TiMg3 cluster. The global minimum 

state of TiMg4 is also a triplet state. The ground state of TiMg5 is also a triplet state. The most 

stable configuration of TiMg5 comes under Cs point group symmetry. It is formed with a lower 

cap of Mg on TiMg4 cluster. Next global minimum structure is TiMg5_B with C1 point group 

symmetry has energy 0.26 eV higher than TiMg5. The global ground state of TiMg6 is a triplet 

state. The most stable structure TiMg6 holds C1 point group symmetry, which can be achieved 

with a diagonal capping of Mg atom to TiMg5 cluster. The next global minimum structure is 

TiMg6_B with 0.5 eV higher energy. The lowest energy sate configuration of pure Mg7 is 

pentagonal bipyramid-based cluster with C1 point group symmetry in which Ti atom is doped 

endohedrally. The global ground state of TiMg7 is a singlet state. The next higher energy 

structures are with 0.17 eV and 0.26 eV TiMg7 structures.  The ground state of TiMg8 cluster 

is with C2 point group symmetry which has a ring type construction in which Ti atom has been 

doped at the centre of the cluster. The other endohedrally and exohedrally doped structures 

are with C1 point group symmetry with 0.01 eV and 1.35 eV higher energy respectively. The 

lowest energy sate of TiMg9 cluster holds C1 point group symmetry which can be made by 

giving an upper or a lower cap of Mg atom to TiMg8 cluster. The exohedrally doped TiMg9 

cluster with Cs point group symmetry has 0.81eV higher energy. The ground state of TiMg10 

cluster holds C1 point group symmetry which can be obtained by giving a side cap of Mg atom 

to TiMg9 cluster. The other optimized clusters of TiMg10 are 0.79 eV and 2.83 eV higher 

energy. The next member in our series of clusters is TiMg11 whose ground state orientation 

possess C2v point group symmetry and it can be made by giving a side cap of Mg atom to 

TiMg10 cluster. Exohedrally and endohedrally doped other TiMg11 clusters are of C1 point 

group symmetry with 0.89 eV and 1.53 eV higher energy respectively. The lowest energy state 

of TiMg12 is singlet with C1 point group symmetry. It has a unique type of construction. Other 

optimized clusters of  



 

88 | P a g e  

 

 
Fig. 4.1 Optimized global GS TiMgn (n=2-20) clusters. 
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TiMg12 are of 1.01 eV and 2.83 eV higher energy. The exohedrally doped TiMg12 is just the 

global minimum structure with an upper cap with Ti atom. The ground state orientation of 

TiMg13 is with C2 point group symmetry which can be made by giving a cap of Mg atom to 

TiMg12 cluster. Other TiMg13 structures are of C1 point group symmetry having 0.6 eV and 

0.89 eV higher energy. The lowest energy state of TiMg14 holds C2v point group symmetry 

and it has a unique construction, with 3 layers atomic planes. From TiMg14 a new trend of 

construction of clusters which is made of three layers of atom is starting. Other structures are 

TiMg14exo and TiMg14_B are of C1 point group symmetry with 0.87 eV and 2.83 eV higher 

energy respectively. The next member is very stable TiMg15 cluster which possess C1 point 

group symmetry and it also has unique 3-layer construction. The exohedrally doped cluster 

has 0.26 eV higher energy. Another endohedrally doped TiMg15_B has Cs point group 

symmetry with 0.74 eV higher energy.  The lowest energy state of TiMg16 is with C1 point 

group symmetry. Exohedrally doped TiMg16 and endohedrally doped TiMg16_B clusters are 

of C1 point group symmetry. They are 0.22 eV and 0.56 eV higher energy than the global 

minimum cluster. The ground state of TiMg17 which holds C1 point group symmetry and it 

can be achieved by giving a side cap with Mg to TiMg16 cluster. Other clusters of TiMg17 are 

at 0.35 eV and 0.6 eV higher energy. From TiMg18 to TiMg20, all the clusters hold C1 point 

group symmetry and all of them can be achieved by giving either an upper hat or side hat with 

Mg atom to its just previous cluster, viz. TiMg18 cluster can be achieved by giving an upper 

cap with Mg atom to TiMg17 cluster. The exohedrally doped cluster of TiMg18 has 1.38 eV 

higher energy. The ground state of TiMg19 can be made by having side cap with Mg atom to 

TiMg18 cluster and TiMg20 is nothing but a side cap to TiMg19 cluster. The exohedrally doped 

TiMg19 cluster has 0.35 eV higher energy and another endohedrally doped TiMg19 cluster 

(TiMg19_Bendo) holds C1 point group symmetry has 0.73 eV higher energy than the global 

minimum cluster. From TiMg7 all the clusters are cage type clusters in which Ti atom has 

been doped endohedrally and exohedrally to the clusters.  

In the current work, global minimum GS structures are considered for further analysis from 

all exohedrally and endohedrally doped clusters.  

The average bond length and nearest neighbor distance between Ti-Mg atom and Mg-Mg 

atoms of the global minimum GS structures are presented in Table 4.2 and Fig. 4.2 The 
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stability of a cluster depends on the size of the cluster. The minimum bond length measures 

the compactness of the cluster.  

The average bond length of TiMg7 (Ti-Mg=2.75Å, Mg-Mg=3.59Å), TiMg8 (Ti-Mg=2.7Å, 

Mg-Mg=3.3Å), TiMg13 (Ti-Mg=2.79Å, Mg-Mg= 3.42Å) and TiMg18 (Ti-Mg=2.88Å, Mg-

Mg=3.3Å) showing local minima and thus from the structural point of view they are relatively 

stable clusters. 

Table 4.2 Average bond length and nearest neighbor distance in (Å)  

Size of 

Cluster (n) 

Average Bond Length 

for TiMgn  

Nearest neighbor for s p 

hybridization 

Ti-Mg Mg-Mg Min Ti-Mg Min Mg-Mg 

2 3.16 3.21 3.16 3.21 

3 3.09 3.14 3.09 3.14 

4 3.05 3.21 2.97 3.09 

5 3.00 3.21 2.90 3.34 

6 2.96 3.65 2.93 3.09 

7 2. 75 3.59 2.65 3.24 

8 2.70 3.30 2.70 3.21 

9 2.81 3.35 2.78 3.11 

10 2.81 3.41 2.75 3.15 

11 2.79 3.35 2.72 3.17 

12 2.80 3.45 2.68 3.03 

13 2.79 3.42 2.67 2.94 

14 2.82 3.33 2.65 2.74 

15 280 3.25 2.68 2.90 

16 2.77 3.44 2.77 2.95 

17 2.81 3.32 2.71 3.03 

18 2.88 3.39 2.70 2.91 

19 2.91 3.34 2.76 2.96 

20 3.10 3.19 2.96 2.74 
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Among the nearest neighbor distances of Ti, TiMg7 (2.65Å), TiMg8 (2.7Å), TiMg13 (2.67Å) 

and TiMg18 (2.67Å) are the lowest. So, s-p hybridization is expected to the more pronounced 

in these clusters. 

 

Fig. 4.2  Variation of bond length (Ti-Mg and Mg-Mg) of TiMgn (n=2-20) clusters with cluster size (n).

  

4.3.2 Relative Stability 

The relative stability of optimized clusters for pure, Ti-doped Mgn clusters (n=2-20) is 

estimated from the variation of thermodynamic, chemical and electronic parameters such as 

average binding energy per atom (BE), second-order change in binding energy, Fragmentation 

energy (FE) of GS structures. Since the binding energy per atom is the average gain in energy 

per atom during the formation of a cluster, it may be calculated for pure BE (Mgn) and doped 

BE (TiMgn) clusters as, 

 ( ) ( )
( )                     (4.1)n

n

nE Mg E Mg
BE Mg

n


  
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  
     

 
(4.2)

1

M M
n

n

nE Mg E Ti E TiMg
BE TiMg                       

n

   


 

 Where, E(Mg), E(MTi), E(Mgn) and E(MTiMgn) are the optimized global minimum energies 

of Mg, Ti, Mgn and TiMgn respectively, M and n represents the multiplicity and number of 

atoms in the cluster respectively. The variation of average BE per atom with cluster size is 

depicted in Fig. 4.3. Binding energy increases with increasing cluster size according to the 

liquid drop model in both pure and doped clusters as reported in the literature [7-19]. The rate 

of change of BE is more significant for TiMg8, TiMg13, TiMg15 and TiMg18  for global 

minimum clusters, indicating higher stability of these clusters. The trend is due to an increased 

number of nearest neighbors with cluster size as it enhances the number of interactions per 

atom. In doped clusters, the binding energy of clusters enhances due to doping, showing more 

stability due to doping .  

Another thermodynamic parameter which gives information about stability of a cluster is the 

embedding energy(EE). Obeying Wigner-Witmer spin conservation rule, the embedding 

energy(EE)  can be calculated as  

      (4.3)WW M M
n nEE E Mg E Ti E TiMg                             

 All global minimum energy pure magnesium clusters are singlets (M=1), global minimum 

energy Ti cluster is triplets (M=3) whereas, for doped clusters, clusters with n=2-6 are triplets, 

other clusters are singlets. All values of embedding energy are positive, which means addition 

of Ti atom to the Mgn cluster is favourable. M denotes multiplicity. Since all pure clusters are 

singlets, Ti is a triplet, and clusters from n=2-6 are triplets while other clusters are singlets. 

Fig. 4.3 presents the variation of average binding energy per atom  and embedding energy 

with the size of clusters. The BE per atom increases initially and reaches saturation at n=8. It 

shows local maxima for n= 8, 13, 15 and 18. Embedding energy shows the local maxima for 

n=8, 13, 15 and 18. The second-order change in cluster energy  is considered as a parameter 

for stability. Large positive values of ∆2E indicate a gain in energy during the growth process 

from the just lower size cluster and a lower gain in energy for the next higher size. Thus higher 

the value of ∆2E,  the higher the stability of the cluster.  
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Fig. 4.3 Average binding energy and embedding energy of  global GS TiMgn (n=2-20) clusters. The 

encircled points are showing local peaks present in the variation of the BE and EE. 

 
Fig. 4.4  Second order changes in energy and fragmentation energy of TiMgn (n=2-20) clusters with cluster 

size (n). The encircled points are showing local peaks present in the variation of the stability and FE. 

The second order change in energy ∆2E is calculated with the relation 
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       2 1 1 2  (4.4)n n n nTiMg E TiMg E TiMg E TiMg                         

The fragmentation energy of clusters indicates the relative stability of clusters compared to 

neighboring clusters. The higher the value of FE, the stronger is the interaction means a higher 

energy requirement to detach an atom from the cluster. The fragmentation energy is calculated 

as  

             11 (4.5)
n

n nTiMg
n,n E TiMg E Mg E TiMg                        

The variation of ∆2E  and FE are shown in Fig. 4.4.  It shows doped GS clusters n=8, 13, 15 

and 18   have local peaks for both second order change in energy and fragmentation energy. 

Thus clusters with n=8, 13, 15 and 18 have local maxima for average BE per atom, Embedding 

energy, second order change in energy, and fragmentation energy. In the case of TiMg8, if we 

assume each Mg atom donate two electrons to the valance manifold and the Ti atom possesses 

valancy four, the cluster bocomes a 20-electron cluster. The closed shell configuration is 

1S21P61D102S2 according to shell model. The situation is  similar to Ge10Ni or Si12Fe cluster. 

On the other hand, the electronic shell configuration of TiMg8 is 1s22s22p63s23p64s2, which 

shows a closed shell configuration. 

Again, TiMg18 is also a stable cluster having closed shell configuration 1S21P61D102S21F142P6 

with 40 electrons. Due to ellipsoidal shell closure, in the case of n=13 with number of 

electrons, 30 assumes configuration 1S21P61D102S21F10.  Again, due to spheroidal 

deformation of the cluster core with number of electrons 34 for TiMg15 got closed shell 

configuration 1S21P61D102S21F14. The average binding energy per atom,  Fragmentation 

energy, HOMO-LUMO energy gap are presented in Table 4.3 with cluster size (n=2-20). The 

trend in stability is possibily due to the size effect and it implies that the stability depends 

upon the compactness of a cluster.  
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Table 4.3 Average Binding energy per atom in eV, Fragmentation energy (FE) 

in eV and HOMO-LUMO gap in eV for Mgn  and TiMgn (n=2-20)  clusters.  

n Mgn TiMgn 

 BE FE Gap BE FE Gap 

2 0.01 0.02 3.49 0.19 0.53 2.06 

3 0.04 0.11 3.05 0.28 0.56 1.93 

4 0.15 0.45 2.93 0.31 0.40 1.79 

5 0.14 0.11 2.37 0.34 0.51 1.93 

6 0.14 0.16 2.38 0.37 0.52 1.71 

7 0.16 0.29 2.34 0.41 0.68 1.45 

8 0.19 0.36 2.31 0.48 1.06 1.47 

9 0.24 0.64 1.61 0.44 0.10 1.32 

10 0.28 0.66 1.92 0.43 0.27 1.40 

11 0.27 0.23 2.02 0.41 0.25 1.27 

12 0.27 0.23 1.69 0.44 0.82 1.15 

13 0.28 0.39 1.56 0.48 0.93 1.34 

14 0.28 0.32 1.41 0.43 -0.29 1.25 

15 0.31 0.73 1.33 0.46 0.95 1.17 

16 0.30 0.06 1.19 0.43 0.01 1.08 

17 0.34 1.05 1.10 0.44 0.53 0.98 

18 0.35 0.56 0.99 0.48 0.92 1.14 

19 0.38 0.76 0.98 0.44 -0.02 1.15 

20 0.39 0.72 1.38 0.46 0.77 1.02 
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4.3.3 Electronic Properties 

       4.3.3.1 HOMO-LUMO 

Highest occupied molecular orbital (HOMO) and lowest unoccupied molecular orbital 

(LUMO) are considered as the most valuable parameters in quantum condensed matter 

physics or quantum chemistry. HOMOs can be defined as outer orbital that contains electrons; 

thereby it acts as electron donor. Ionization potential is directly proportional to the HOMO. 

On the other side, LUMO acts as electron acceptor where LUMO energy is related to electron 

affinity of the system. The study of HOMO-LUMO provides information regarding the charge 

transfer among the molecule. Higher HOMO-LUMO gap implies higher kinetic energy and 

higher stability [59]. We can study the stability of the molecule from the HOMO-LUMO 

energy gap where the hard molecular system exhibits much higher HOMO-LUMO energy 

gap. One can get an idea of chemical reactivity of the system by studying HOMO-LUMO 

energies.  HOMO- LUMO energy gap is a measure of the energy of electron jump from an 

occupied to an unoccupied energy orbital and it reflects the electronic stability of the cluster. 

The HOMO-LUMO energy gap is calculated as   

 ( ) ( )                                       (4.6)GapE E LUMO E HOMO   

The plot (Fig. 4.6) shows a gradual decrease of the energy gap with cluster size. This is due 

to the fact as molecular orbitals are formed from the overlap of more and more atomic orbital, 

the energy levels come closer. This indicates that the clusters showing metallic characteristics.  

In the case of pure clusters, the gap reduces to less than 1 eV from n=18. The HOMO-LUMO 

gap is higher for magic numbers than for shell closing in small metal clusters. HOMO-LUMO 

gap of TiMgn (n=2-20) varies from 2.06 eV to 0.98 eV for global minimum doped clusters 

(Table-4.3). This establishes that the energy gap decreases from small clusters to large clusters 

and becoming metal like clusters. As the HOMO-LUMO gap increases, the possibility of 

electron transfer from HOMO to LUMO decreases. Higher values of the gap correspond to 

the higher kinetic stability of the cluster [13]. Here HOMO-LUMO gap has local peaks for n= 

5, 10, 13, and 19.  
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Fig. 4.5 Representation of HOMO-LUMO surfaces of TiMgn. 
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Fig. 4.6 Variation of HOMO-LUMO energy gap of Mgn & TiMgn (n=2-20) clusters with cluster size (n). 

The encircled points are showing local peaks present in the variation of the HOMO-LUMO gap.  

The shape of HOMO and LUMO orbitals of each cluster along with number of molecular 

orbitals and energies in electron volts are presented in Fig. 4.5. Here, the red colored surface 

indicates positive diffusion, where green colored surface refers to negative phase means the 

red colored surface denotes the negative charge. In contrast, the green colored surface denotes 

the positive charge for the addressed molecule. Since clusters follow neither atomic orbitals 

nor molecular orbitals, here it is tried to assign orbitals as a composition of the two. 

4.3.3.2 Reactivity Indicators 

With the help of reactivity, indicators viz. Vertical ionization potential (VIP) Vertical 

electron affinity (VEA), Chemical Hardness (ɳ) and Chemical Potential (µ) the change in 

electronic properties of clusters with cluster size are studied. 
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According to Koopmans theorem [64], the VIP and VEA can be calculated from HOMO 

LUMO energies of clusters as [26, 39]  

;                          (4.7)HOMO LUMOVIP E VEA E     

Chemical Potential 

                                   (4.8)
2

HOMO LUMOE E 
   

The global Hardness can be expressed as [39] 

                                      (4.9)
2

LUMO HOMOE E



  

The vertical ionization potential is the amount of energy absorbed when an electron is 

detached from the neutral atom considering particle relaxation is not allowed. The decrease in 

VIP may occur due to increase of energy of occupied orbitals due to a donor electron. A higher 

value of VIP means more energy is required to detach an electron from an atom. So, they are 

more stable. VEA may predict the stability of a cluster since it is the amount of energy 

liberated when an extra atom is added to a cluster.  

      (4.10)n n nVIP TiMg E TiMg E TiMg                       

In Fig. 4.7(b), TiMg5, TiMg8, TiMg10, TiMg13, TiMg15 and TiMg18 cluster showing local 

peaks in VIP and also TiMg5, TiMg8, TiMg13, TiMg15, TiMg18 possesses lower value of 

electron affinity. The values of VIP, VEA, µ, ɳ are calculated using anion-cation method. The 

variation of VIP, VEA and Chemical hardness & chemical potential are presented in Fig. 

4.7(a, b) and Fig. 4.8(a, b). 

Koopmans gave a concept which indicates the energy required to detach an electron from a 

closed-shell system is basically approximated as minus the orbital energy of the molecular 

orbital from which the electron has been removed. 

As this is an approximation by Koopman’s, it is inaccurate because 

1. It neglects the changes in the forms of the molecular orbitals which takes place during 

ionization. 

2. It also neglects the change in correlation energy terms that happens between the neutral 

molecule and ion. 
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Fig. 4.7(a) Variation of VIP and VEA of TiMgn (n=2-20) clusters with cluster size(n) (Koopman). 

 
Fig. 4.7(b) Variation of VIP and VEA of TiMgn (n=2-20) clusters with cluster size(n) (Anion-cation 

method). 
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Fig. 4.8(a) Variation of chemical hardness and chemical potential of TiMgn (n=2-20) 

            clusters with cluster size(n) (Koopman). 

            
Fig. 4.8(b) Variation of chemical hardness and chemical potential of TiMgn (n=2-20) 

            clusters with cluster size(n) (Anion Cation Method) 
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That is why we may not get a good results or accurate results if we calculate VIP, VEA, 

chemical hardness and chemical potential only by using HOMO-LUMO energies. There are 

so many good journals in which physicists and scientists have reported the calculation of VIP, 

VEA, chemical hardness and chemical potential by using cation and anion method which is 

more accurate than the Koopman’s method. This is because this anion and cation method 

involves the change in energy that happens between the neutral molecule and ion during the 

ionization. 

 

Table 4.4 Vertical Ionization Potential (VIP) and Vertical Electron Affinity 
(VEA), Chemical Hardness (ɳ) and Chemical Potential (µ) in eV of TiMgn 
Clusters (Anion-Cation method). 
n VIP VEA µ ɳ n VIP VEA µ ɳ 

1 5.67 0.57 -3.12 2.55 11 4.12 1.42 -2.77 1.35 

2 5.32 0.88 -3.10 2.22 12 4.10 1.50 -2.80 1.30 

3 5.26 1.23 -3.24 2.02 13 4.51 1.36 -2.94 1.58 

4 5.06 1.29 -3.18 1.88 14 4.28 1.85 -3.06 1.22 

5 5.46 1.07 -3.27 2.19 15 4.39 1.57 -2.98 1.41 

6 4.88 1.42 -3.15 1.73 16 4.44 2.01 -3.22 1.22 

7 4.43 1.50 -2.97 1.47 17 4.28 1.95 -3.12 1.17 

8 4.51 1.18 -2.85 1.66 18 4.38 1.83 -3.10 1.28 

9 4.21 1.33 -2.77 1.44 19 4.15 1.74 -2.95 1.21 

10 4.22 1.46 -2.84 1.38 20 4.33 2.02 -3.18 1.15 

.  

Chemical hardness is the second energy derivative with several electrons at constant 

external potential 

2

2

1 1

2 2ext .Pot

E

N N




          
 

Also, it can be defined as    
2

VIP VEA 
  where, VIP is the ionization potential and 

VEA is the electron affinity. Chemical hardness can be expressed as resistance to exchange 
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the number of electrons. A minimum value of hardness means maximum tendency to 

exchange electrons or maximum reactivity i.e. lower stability. Chemical hardness shows local 

peaks for n= 5, 8, 13, 15, 18, showing enhanced stability. The expression of VEA can be 

written as, 

      (4.11)n n nVEA TiMg E TiMg E TiMg               

Calculated values of VIP, VEA chemical Hardness and chemical potential of TiMgn clusters 

for n=2-20 are presented in Table 4.4. 

4.3.4 Molecular Electrostatic Potential (MEP) and Total Electron Density Contours  

Molecular electrostatic potential can be studied either by plotting the top surface or by 

plotting the contour. If one plots the MEP surface, then in that particular case one can only 

see the top surface. Instead of doing that we can plot each MEP surfaces as a contour around 

each molecule to see all the MEP. 

It is really important to study electrostatic potential, V(r) produced in a molecule due to the 

electrons and nuclei to study the molecular reactivity [65]. V(r) can be written as   

 0

0

( )                         (4.12)
r drZ

V r
R r r r

  
 

    

Where, 0Z  is the charge of the nucleus at 0R  and ( )r is the electron density of the 

molecule. Electrostatic potential can be referred as a sum of positive and negative contribution 

from electrons nuclei. The sign of the electrostatic potential of the system depends on the 

major and minor contributions.  

If electrostatic potential is positive, it indicates that the major contribution is from nuclei and 

if the sign is negative, the significant contribution is coming from electrons.  In the study of 

MEP, each contour curves around each atom are the MEP surface. There is a color scale that 

indicates the positive and negative value. Here, we have basically yellow and red color. The 

red colored region defines the negative electrostatic potential, where the positive potential is 

indicated by yellow is our study. The contour plot of total electron density of TiMgn (n=2-20) 

is shown if Fig. 4.9. 
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Fig. 4.9 Contour of electrostatic potential and electron density of TiMgn. 
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The contours are obtained from DFT calculation using B3LYP functional and 6311G (d) basis 

set. The iso value is 0.001, resolution 0.1Å in a 2D grid of -10Å to +10Å. Here the positive 

charge contour centers around Ti atom whereas the negative charge contours on the Mg 

cluster. The electron density distribution depends on the electrostatic interaction of the core 

and the electrons. The electron density is high in spherical regions and diffused in the outer 

cluster region. 

4.3.5 Mulliken Charge Distribution Between Ti Atom and Mg Atoms 

The transfer of charge between the dopant atom (Ti) and the atoms of the cluster (Mg) 

is a crucial parameter to discuss about the possibility of hydrogenation-dehydrogenation using 

clusters and the possibility of being used as a hydrogen storage material [66]. It is very much 

interesting to see that in all the Ti doped Mg clusters, Ti atom donates charge to nearest 

neighbor acceptor Mg atoms. Here, Ti atom acts as donor and Mg atoms act as acceptor. As a 

result, Ti atom gets positively charged and nearest Mg atoms becomes negatively charged and 

becomes reactive site for hydrogen adsorption.  

 

Fig. 4.10 Variation of average charge on Ti and on Mg atom in coulombs with cluster size (n). 
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The charge transfer mechanism may be considered as interaction between the orbitals of the 

donor and the acceptor atoms. The interaction occurs between HOMO of donor and LUMO 

of acceptor. The physical process of charge transfer is responsible for cluster formation. There 

is a redistribution of charge density in the orbitals. The electronic charge transfer between 4s, 

3d, 4p orbitals of Ti and 3s, 3d orbitals of Mg occurs to make the clusters stable. Due to the 

charge transfer mechanism the average bond length also changes to form a stable cluster. In 

case of TiMg7, there is an abrupt transfer of charge (Fig. 4.10).  

4.3.6 Electrostatic Dipole-moment and Polarizability of TiMgn Clusters 

Polarizability is a measure of asymmetry of the structures and their orbital 

distributions. It also measures the change of the cluster properties under an electrostatic field 

[67, 68].  

The variation of polarizability and dipole moment of the clusters are shown in Fig. 4.11. The 

polarizability increases with cluster size with a dip in n=7, 13. The dipole moment holds local 

minima at n=5, 8, 11 and 14. Also it is seen that the chemical hardness is higher for n= 5, 8, 

13, 15, 18 which implies that the clusters are less polarizable.  

 

Fig.  4.11 Variation of electrostatic dipole moment and polarizability with cluster size (n). 
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The calculated data are given in Table 4.5. 

Table 4.5 Variation of Charge transfer, Dipole moment, Polarizability and vibrational 
frequency of TiMgn with cluster size (n). 
n Charge Q  in Coulombs Dipole Moment  

Debye 

Polarizability 

in Bohr3 

Vibr. 

Frequency(cm-1) 

QTi QMg (Avg.)    

2 0.24 -0.12 0.14 237.51 123.71 

3 0.44 -0.15 0.09 302.19 130.88 

4 0.52 -0.13 0.39 385.08 78.00 

5 0.64 -0.13 0.17 454.37 47.99 

6 0.73 -0.12 1.24 529.73 17.58 

7 1.91 -0.27 0.42 463.21 19.38 

8 1.72 -0.22 0.6 624.24 18.52 

9 1.82 -0.20 1.27 852.06 32.91 

10 1.87 -0.19 1.26 843.12 11.78 

11 1.85 -0.17 0.88 888.63 31.34 

12 1.99 -0.17 2.49 886.56 15.40 

13 2.01 -0.15 2.97 878.29 49.17 

14 2.09 -0.13 2.18 908.28 35.11 

15 2.09 -0.14 2.52 1007.69 36.22 

16 2.04 -0.13 1.40 1035.56 34.56 

17 2.14 -0.13 3.30 1078.57 103.14 

18 2.33 -0.13 2.03 1123.31 38.29 

19 2.12 -0.11 2.34 1212.13 19.56 

20 2.39 -0.12 0.64 1239.46 38.12 

 

4.3.7 Population Analysis  

From natural population analysis one can have explanation of charge transfer within 

the cluster  [69]. The NBO calculation of lowest energy clusters of TiMgn are shown in the 
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Table 4.6. The redistribution of charge among the nearest neighbours taken place. The most 

reactive site in the cluster having most negative charge is seen to be the closest Mg element 

from Ti, the calculated distance is shown in the table. The elements that gains electrons 

becomes negatively charged. Almost in all cases, Ti atom shows positive charge means Mg 

atoms gains electrons from Ti atoms and Mg atoms becomes negative. To have a closer look 

into the fact, the electronic configuration of Ti atoms and electronic configuration of Mg atoms 

are presented in Table 4.6. It is seen that in case of Ti doped clusters in Ti atoms 4s and 3d 

orbitals forms the core and 4p has very little contribution. Similarly, in Mg atoms 3s and 3p 

orbitals forms the core showing strong sp hybridyzation while 3d, 4s, 4p orbitals contribute 

very weakly. The results of NBO analysis of the clusters viz charge of most reactive site, 

electronic configuration of Ti and average electronic configuration of Mg atoms for global 

minimum GS clusters are shown in Table 4.6. It is interesting to note that the charge 

distribution with Mulliken and NBO are largely different. In Mulliken distribution all Ti atoms 

are donors and Mg atoms are acceptors whereas in NBO TiMg7, TiMg8, TiMg11 and TiMg12, 

Ti atoms are acceptors and as such number of reactive sites differ in the two processes. 

After studying all the TiMgn clusters ranges from n=1-20, it has been found from their 

thermodynamic and chemical properties, TiMg8 cluster is showing enhanced stability.  From 

the study it is seen that TiMg8  possesses local peak in BE/atom, EE, FE, Stability, VIP, 

Chemical hardness and  Local dip in VEA. The exceptional stability of TiMg8 can be 

explained using electron counting rule as: one Mg atom has two valence electron and one Ti 

atom has four valence electron so, TiMg8 has Mg8 (16) + Ti (4) =20 valence electrons and it 

has shell model configuration like 1S21P61D102S2 which is a closed shell configuration. On 

the other hand, like atoms the electronic configuration of TiMg8 is 1s22s22p63s23p64s2 It is 

found that the cluster having 20 valence electrons is relatively more stable than other 
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Table 4.6 Natural electronic configuration of Ti and Mg atoms  in TiMgn (n=2-20).  

n 

Multi

plicit

y 

Mulliken 

Charge 

Highest  -ve 

charge on Mg 

atom and No. 

of reactive 

sites from 

NBO 

Electronic 

configuration Ti 

atoms 

Electronic configuration of Mg atoms 
Charge 

on  

Ti 

Av. 

Charge 

on Mg  

2 3 0.24 -0.12 -0.101 (2) 4s1.643d2.144p0.015s0.01 3s1.753p0.333d0.014p0.01 

3 3 0.44 -0.15 -0.147 (3) 4s1.353d2.194p0.015s0.01 3s1.553p0.574s0.013d0.014p0.01 

4 3 0.52 -0.13 -0.198 (4) 4s1.173d2.334p0.025s0.01 3s1.49-1.593p0.44-0.693d0.014p0.01-0.02 

5 3 0.64 -0.13 -0.235 (5) 4s1.043d2.464p0.03 3s1.41-1.533p046-0.793d0.014p0.02-0.03 

6 3 0.73 -0.12 -0.110 (4) 4s1.023d2.544p0.034d0.01 3s1.46-1.523p0.43-0.633d0.014p0.01-0.02 

7 1 1.91 -0.27 -0.181 (2) 4s0.643d3.514p0.05 3s1.26-1.293p0.64-0.753d0.014p0.02-0.03 

8 1 1.72 -0.22 0.00 (0) 4s0.803d3.244p0.05 3s1.273p0.673d0.014p0.02 

9 1 1.82 -0.20 -0.055 (6) 4s0.763d3.234p0.04 3s1.25-1.293p0.63-0.773d0.014p0.02-0.04 

10 1 1.87 -0.19 -0.301 (4) 4s
0.74

3d
3.19

4p
0.05

 3s
1.21-1.48

3p
.0.20-1.05

3d
0.01

4p
0.01-0.03

 

11 1 1.85 -0.17 -0.282 (5) 4s0.733d3.23 4p06 3s1.19-1.493p0.19-1.043d0.0-0.014p.01-0.03 

12 1 1.99 -0.17 -0.587 (7) 4s0.733d3.244p0.05 3s1.05-1.33.3p0.36-1.393d 0.014p0.01-0.04 

13 1 2.01 -0.15 -0.3945(5) 4s0.693d3.244p0.04 3s1.05-1.213p0.56-1.323d0.014p0.02-0.03 

14 1 2.09 -0.15 -0.1724 (9) 4s0.553d2.894p0.02 5s0.04 3s1.11-1.233p0.71-1.183d 0.01-0.024p0.02-0.04 

15 1 2.09 -0.14 -0.7831 (7) 4s0.663d2.234p0.034 3s1.01-1.353p0.29-1.753d 0.014p0.01-0.03 

16 1 2.04 -0.13 -0.1710 (8) 4s0.573d2.404p0.035s0.03 3s1.01-1.073p0.88-1.133d0.0-0.014p0.02-0.03 

17 1 2.14 -0.13 -1.5481 (7) 4s0.57 3d3.184p0.04 3s0.86-1.153p0.49-2.673d0.014p0.01-0.03 

18 1 2.33 -0.13 -1.220 (7) 4s
0.57 

3d
3.03

4p
0.04

5s
0.01

 3s
0.91-1.13

3p
0.56-1.58

3d
0.01

4p
0.01-0.03

 

19 1 2.12 -0.11 -1.3370 (5) 4s0.55 3d3.084p0.04 3s0.74-1.13p0.44-2.533d0.014p0.01-0.05 

20 1 2.39 -0.12 -0.4420(10) 4s0.423d2.34p0.045s0.13 3s0.9-1.353p0.21-1.414s0.013d0.014p0.01-0.02 
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clusters in the series. There is a local peak in VIP at n=8  and a sharp drop in VIP as the 

valence electron count increase by 1, means when the electron count comes 20 to 21. So it can 

be understood that the magic cluster lies between n=2 to n=12. 

Our main focus is to find out a promising cluster which can store hydrogen with higher 

efficiency. Smaller clusters are more efficient in hydrogen storage compared to the higher size 

endohedrally doped clusters. For these reasons, we limited our study from n=1 upto n=10. The 

hydrogen storing efficiency of these clusters has been discussed in the next chapter of my 

thesis. For now and from now we limit our study upto n=12 clusters only because of the above 

reasons. 

4.3.8 Electron Localization Function (ELF) 

One can find a strongly localized electron-pair in a molecular system from the electron 

localization function. Thus, it gives the probability of finding two electrons of opposite spin  

in a particular region in an atomic or molecular system. These electron-pair can interact with 

other electrons outside the region. The ELF can be obtained from the  expression [70] 

2
2

1

( )1 ( ( )) 1 1
( )  ( ) ( )   (4.13)

4 ( ) 2 8 ( )

N

i
i

rr
D r Electron localization T r r

r r

 
 


       

Where ρ denotes the electron spin density, T(r) represents the kinetic energy density. The 

second term represents the bosonic kinetic energy density. From the above relation one can 

get the expression for uniform electron gas like 

2 2/3 5/3 2 2/3 5/33 3
( )   (6 ) ( ) (3 ) ( )    (4.14)

5 10hD r uniform electron gas r r       

Thus, the ratio 

( )
( )

( )h

D r
r

D r
 

 

where, ( )r  can be defined as the ratio of electron localization D(r) w.r.t uniform electron gas 

Dh(r). 

The ELF function can be defined as,  



 

111 | P a g e  

 

2

1 ( )
( ) ; ( )

1 ( ) ( )h

D r
ELF r r

r D r



 

  

ELF of the TiMg8 cluster is shown in Fig. 4.12. ELF 2D map contains three regions, regions 

with ELF =0, represents the region with low electron-pair localization, and is represented by 

blue or deep blue color in the ELF -2D map. The portion with ELF=0.5 or around 0.5 is the 

zone with metallic bonding picturized with green color in the ELF map.  

 

Fig. 4.12 Representation of ELF-2D map of TiMg8 cluster. 

Finally, the third portion, where ELF = 1.0 or nearly 1.0 represents the zone where a strongly 

localized electron pair is present, shaded by the red color in the ELF map.   

ELF map of TiMg8 indicates no such region where strong electron-pair localization, as ELF 

is less than 0.9 everywhere. Most of the region is shaded by green and contains only very few 

regions where the ELF value is around 0.85 means less than 0.9. This map indicates that this 

TiMg8 cluster is the most stable with no reactive sites. 
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4.3.9 Critical Points (CP’s) of TiMg8 Cluster 

Here the critical points and NICS are studied for the most symmetric TiMg8 cluster 

which is found to be the most stable cluster from the study of thermodynamic and electronic 

properties. The ring cluster TiMg8 consist of Mg-Mg and Mg-Ti interactions. The Mg atoms 

that are bonded with Ti atoms can be examined by the study of critical points (CP). The bond 

length at which the electron density vanished is the so-called critical point. The indices at 

which the critical points occur can be evaluated by diagonalizing the Hessian matrics of the 

electron density. At a critical point, the eigenvalues of the Hessian matrix are real as well as 

non-zero values. There are two components of critical pint one is rank ‘R’ and another one is 

signature ‘S’. The rank ‘R’ of a critical point can be referred to as the number of non-zero 

eigenvalues and the signature ‘S’ of critical point can be defined as the algebraic sum of signs 

of the eigenvalues. The topological features of CP’s can be represented as (R, S) [71, 72].  

In the present work, the bond-critical points (BCP) are (3, -1), which means the rank is 3 and 

the signature is -1. The bond-critical point (3, -1), here the electron density falls down in two 

perpendicular directions of space and rises in the thired direction. The bond critical point is a 

saddle point along the bond path at the inter atomic surface where the shared electron density 

reaches a minimum. The atomic critical point (3, -3) can be defined as the space where the 

electron density falls down in all three perpendicular direction of space. For all atoms except 

hydrogen it is also the position of nucleus. In our system TiMg8 clusters, the number of bond-

critical points is 8 in (3,-1). Another type of critical point is the atomic critical point (3,-3). 

Here, the number of atomic critical points is 9 (3, -3). Fig. 4.13(a) shows (3, -1) bond critical 

point and Fig. 4.13(b) shows (3, -3) atomic critical points of TiMg8 cluster.  

For, the completeness of study of the topological space Poincare-Hopf rule is to be verified. 

According to the Poincare-Hopf rule [72] 

1n b r c     

Where, n is the number of (3, -3) CPs., b the number of (3, -1) CPs, r is the number of (3, +1) 

CPs, and c the number of (3, +3) CPs. Where (3, +1) and (3,+3) are ring CP and cage CP 

respectively. For the TiMg8 cluster, there are 9 (3,-3) CPs and 8 (3,-1) CPs. So the rule is 

readily verified as, 9-8+0-0=1. Thus Poincare-Hopf rule is satisfied. 
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                                            (a)                                                               (b) 

Fig. 4.13 (a) represents (3, -1) bond critical point and (b) represents (3, -3) atomic critical points of TiMg8 

cluster. 

(3, -1) CPs show that there are 8 Mg-Ti bonds, In the TiMg8 cluster. It is clear from the (3, -

1) CP that the Ti atom is bonded to all of the Mg atoms in TiMg8 and its valance electron 

count is 20 . Also, in all the stability parameters like BE, EE, FE, stability, etc TiMg8 holds 

local peaks and showing enhanced stability. (3, -3) is denoting atomic CPs. According to ELF 

and CP configuration, it can be inferred that there is no uniform electron-rich region inside 

the cluster. 

4.3.10 Nucleus Independent Chemical Shift (NICS) of TiMg8 Cluster 

Nucleus-independent chemical shift (NICS) and anisitropy of magnetic succeptibility  

are the important and widely used method for studying the aromaticity of a particular ring-

type cluster. The NICS is represented as the negative value of absolute magnetic shielding 

evaluated at the ring center. To be an aromatic compound, the chemical species should obey 

the 4n+2 Huckel rule for monoclinic π-systems [73]. Although, electron counts do not provide 

in-depth evidence of aromaticity or anti-aromaticity, especially in the case of metal systems 

[74, 75].  

An aromatic system can be defined as a conjugated cyclic π-electron compound that possesses 

a chemical shift. It shows the magnetic shielding at the center of the cluster. If a ring-type 

chemical species or a ring cluster exhibits negative values of NICS then it can be concluded 

that the cluster is showing aromaticity. 
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Fig. 4.14 Variation of Nucleus-independent chemical shift (NICS) of TiMg8 cluster with the distance from 

the center of the cluster. 

An aromatic cluster in nature shows enhanced stability. Although, positive or zero NICS 

magnitude indicates anti-aromaticity or non-aromaticity of that particular ring system. In the 

present computation, NICS of the ring-type atomic cluster (TiMg8) has been calculated under 

Kohn-Sham DFT using Gaussian’ 09. B3LYP functional with 6-311G(d) basis set with 

effective core potential is used to calculate the NMR using the gauge-independent atomic 

orbital (GIAO) method for the TiMg8 ring cluster. The NICS graph (Fig. 4.14) shows the 

variation of NICS of the TiMg8 cluster with the distance from the central Ti atom. It is seen 

that NICS values near the surface or above the outer surface are relatively less than the NICS 

value inside the cage. It can be seen from the graph that, the minimum value of NICS is -93.17 

ppm at a distance 0.7 Ả above the Ti atom at the center of the cluster. The nature of the NICS 

of the TiMg8 cluster is pretty similar to the nature of the NICS of the benzene ring, MoGe12, 

NbGe12 clusters. [74, 75]. Which are very valuable confirmations of the aromaticity and higher 

stability of the TiMg8 cluster. 
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4.3.11 IR and Raman Spectra of the Doped Clusters 

The optical properties of the clusters are tested by calculating the vibrational (IR) and 

Raman spectra of the optimized geometries in order to predict the abundance of the 

nanoclusters experimentally and are presented in Fig. 4.15. As displayed in Fig. 4.15, the IR 

and Raman spectra of TiMgn (n=1-10) clusters are distributed in the frequency range (wave 

number) of 0 cm‑1 to 350 cm‑1. In the study of MEP, each contour curves around each atom is 

MEP surface. Following the IR spectrum of TiMgn cluster presented has many peaks. The 

dominating mode in IR and Raman are indicated by the bold letter in Table 4.7 in addition to 

all modes. 

 A Gaussian width 4 cm-1 is added to the frequencies to draw the IR and Raman spectrum. 

The absence of an imaginary frequency in the spectrum represents the real nature of the 

clusters with the absence of any geometry with a transition state. The low-frequency modes 

in the IR spectrum of the endohedrally doped Ti clusters (n=7-12) are mainly due to the 

vibration of Mg atoms on the cage surface.  

In such modes, hardly any movement of the Ti atoms occurs. On the other hand, at the 

dominating mode in IR, the displacement of the caged Ti atom is much higher compared to 

the caged Mg atoms. The vibrations of the Mg atoms in the cage are mainly of two types. In 

the low-frequency IR modes, the cage Mg atoms do not have any regularity in phase between 

them. In the most dominant mode in Raman, all the Mg atoms in the cage move in phase. This 

mode is known as breathing mode. The animations of such modes are presented in the SI. The 

intensity of the breathing mode in most of the cases is much higher than the other modes (but 

always highest) present in Raman spectrum. But the picture is different in the case of 

exohedral doping of Ti atom in Mg cluster (n=3-6). In such clusters, the highest mode is the 

breathing mode where all the atoms in the clusters vibrate in the same phase. The low intensity 

in the spectrum of the vibrational modes of the doped atom indicates the weak binding 

between the doped atom and the cluster. 
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Fig. 4.15 IR and Raman spectrum of different ground state isomer of TiMgn (n=1-12). 

 

The high-frequency region indicates the higher bond energy between the elements. Comparing 

the intensity spectrum with the binding energy graph, it can be said that the increase in bond 

energies helps to increase the binding energy per atom in the clusters. Comparing the spectra 

of clusters of the same size with the frequency of the dope This indicates that the interaction 

between Mg and Ti increases in doped clusters due to the hybridization of Mg atoms in the 

clusters with the doped element of the clusters in the high-frequency region, the frequency is 

less in both the IR and Raman spectra. 
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Table 4.7 Frequency (cm-1) of IR and Raman spectra of TiMgn (n=1-12). The bold frequency 
values are the dominating mode in IR and Raman respectively 

1 2 3 4 5 6 7 8 9 10 11 12 

120.77 143.84 131.42 60.75 49.95 19.76 23.43 16.92 20.34 6.61 27.58 17.06 
 

157.96 136.76 102.84 51.52 68.13 24.56 38.68 43.95 46.14 50.81 32.39 
 

180.44 168.59 120.28 79.3 88.99 102.24 69.34 54.8 48.48 52.96 36.2 
  

182.36 136.47 118.22 112.21 111.91 75.04 74.86 55.64 64.94 40.83 
  

202.85 151.94 144.77 125.07 112.59 80.03 78.63 82.97 71.39 59.18 
  

224.85 180.12 176.59 127.03 112.78 101.71 85.99 94.97 79.63 64.93 
   

203.34 187.9 140.53 121.33 106.56 102.4 97 102.9 73.16 
   

216.44 220.59 153.04 121.59 109 114.44 113.25 116.5 80.32 
   

232.05 227.78 176.89 128.86 109.77 114.61 118.97 120.27 87.28 
    

244.02 181.19 145.14 117.89 119.87 121.09 125.27 100.39 
     

193.98 146.42 118.34 124.46 130.73 125.82 113.47 
     

239.22 203.06 127.3 126.25 133.48 127.94 122.12 
     

253.83 215.25 137.42 126.86 134.32 130.52 125.97 
     

272.97 215.45 149.05 130.99 137.26 136.48 129.54 
      

222.12 195.92 133.08 141.82 139.18 135.11 
      

316.61 203.39 153.73 150.94 150.19 144.08 
      

316.96 216.9 157.99 157.74 157.47 149.23 
      

319.58 222.61 164.15 173.41 166.39 153.87 
       

302.15 182.11 178.36 170.34 161.22 
       

304.1 198.62 185.11 174.55 164.96 
       

310.26 215.26 202.85 180.9 168.12 
        

237.21 204.14 187.86 170.58 
        

250.17 213.06 208 195.27 
        

291.99 213.11 208.93 197.31 
         

285.73 220.06 203.68 
         

287.16 224.59 217.12 
         

288.28 226.79 218.61 
          

295.14 224.27 
          

306.88 284.82 
          

308.8 299.36 
           

300.57 
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4.4 Summary and Conclusions 

Present study represents a systematic study of Ti doped Magnesium clusters for 

number of Magnesium atoms n=2-20.  

The cluster containing more than seven Mg atoms can form a cage-type cluster, and these 

clusters are capable of absorbing the Ti atom endohedrally during the growth process. Always 

endohedrally Ti atom doped Mgn cage clusters are more stable than exohedrally doped clusters 

due to hybridization between Ti -3d and Mg -3s and -3p orbitals. Also, due to the addition of 

the Ti atom with the Mgn cluster, BE increases, and hence the addition of a Ti atom improves 

the thermodynamic stability of the cluster. From the variation of different thermodynamic 

parameters (BE, EE, FE, Δ2, etc.) and chemical parameters (VIP, VEA, etc.), it is found that 

TiMg8 is the most stable cluster under the present range of study. The electron localization 

function (ELF)-2D plot showing low index value of localized electron-pair confirming higher 

stability of the cluster. The NICS study shows negative values of NICS, confirming that the 

TiMg8 cluster is aromatic and of higher stability. Orbital analysis shows that the TiMg8 cluster 

has 20 valence electrons, and it follows the closed-shell configuration with a sequence 

1S21P61D102S2 which is in good agreement with the shell model. NBO analysis also supports 

the results obtained from thermodynamic and chemical properties. From the IR and Raman 

spectra analysis, it is found that in the low-frequency region, the contribution in the spectrum 

is primarily due to the vibration of the Mg atoms in the cage in a random phase. However, in 

the breathing mode in the Raman spectrum, the doped Ti atom is mostly static, and the Mg 

atoms in the cage oscillate in the same phase. Infrared intensities and Raman activities show 

distinct spectra for different optimized clusters. It also reflects the change in the nature of 

bonding with the size of the clusters. IR and Raman spectra do not show any imaginary 

frequency in the optimized geometries. The spectral analysis could help to understand the 

experimental abundance of different TiMgn clusters and design more clusters of a bigger size. 

In the end, calculated CP’s satisfied the Poincare-Hopf rule. According to ELF and CP 

configuration, it can be inferred that there is a lack of uniform electron-rich regions inside the 

cluster. Hence, it indicates the existence of localized electron clouds that helps to strengthen 

the bond strength to stabilize the TiMg8 cluster. The cluster fills octet as 2, 8, 8 with valancy 
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2 in 4s shell. It may be considered as an superatom [73-75] with 18 electron core and an 

electron gas of 4s electrons like 4s2 group of elements of the periodic table. TiMg8 obeys 20 

electron counting rule [67] it may be possible to form stable alkaline earth  compound. This 

study thus indentifies a magnesium based superatom which can be used as building blocks of 

materials for tunable alkaline earth materials. Calcium is a s-block element with 4s2 electronic 

configuration. TiMg8 is a diamagnetic cluster like s-block elements with lowest electron 

affinity and high stability. This superaton may mimic Calcium atom.  

Again, TiMg18 is also a stable cluster having closed shell configuration 1S21P61D102S21F142P6  

with 40 electrons. It also satisfies the essential characteristics of a  stable cluster. TiMg8 having 

HOMO-LUMO gap 1.47 eV and TiMg18 with 1.14 eV and average bond length of Ti-Mg 2.7 

Å and 2.87 Å may find applications as single junction PV cells.  

On the other hand, TiMg5 having less second order change in energy but with higher rate of 

change of BE/atom, local peak in HOMO-LUMO gap, VIP,Chemical hardness, chemical 

potential, higher polarizability with lower VEA and a fall in electrostatic dipole moment, 

lower interatomic seperation may be suitable for hydrogen storage material.  TiMg7 having 

high rate of change of BE/atom,  lower bond length with dip in VIP, chemical hardness, high 

charge trasfer and peak in chemical potential, VEA and local dip in HOMO-LUMO becomes 

most reactive cluster with compact structure. However, further investigation is required to 

establish TiMg5 or TiMg7  as a high efficiency hydrogen storage material with low activation 

energy and at room temperature. 
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CHAPTER-5 

CATALYTIC EFFECT OF Ti DOPING ON HYDROGENATION OF Mgn 

(n=2-8) NANOCLUSTERS: A DENSITY FUNCTIONAL STUDY 

5.1 Introduction 

To cope with the growing energy need of modern civilization and to address the 

problems of depleting fossil fuel, climate change owing to pollution, and temperature change 

due to the rise of CO2 in the environment, the crying need of the day is to develop clean 

nontoxic, renewable, low cost and pollution-free energy sources. Throughout the past few 

decades, quite sizeable research has been conducted to develop a sustainable non-conventional 

energy source. Still, it could not meet the standards to replace fossil fuels. Only up-to-date 

29% replacement has been done globally [1-7]. 

Hydrogen is the most abundant element in the universe; it can be estimated that about 90% of 

the visible universe contains hydrogen. But a tiny fraction of hydrogen is available in Earth's 

atmosphere. It contains a higher energy density per unit mass of ~120 MJ/kg. In contrast, 

Diesel/ Gasoline has an energy density of ~45.5 MJ/kg, reacts non-toxically, and produces 

only water as a by-product. In this sense, it is recyclable. In terms of power, it contains 

~39kWh/kg. Hydrogen is not a fuel source but an energy carrier [3]. To develop a practically 

useable hydrogen fuel cell, at first, hydrogen must be produced from water, bio-sources, or 

fossil fuels for storage. Secondly, a proper hydrogen storage material is required to store 

hydrogen. It is not only a challenge, but the challenges that one has to face to make hydrogen 

fuel cell-driven vehicles include production, storage, transportation, and distribution. 

Considering these facts, the European Commission placed hydrogen as a potential material 

for energy sources for use in mobile and transport applications. The International Energy 

Agency (IEA) decided to lead the global policy on hydrogen [7]. Storing hydrogen in liquid 

or gas form is highly efficient, but it requires high pressure ~700 bar and low temperature 

(~20K), which enhances cost [5]. In the past decade, very efficient hydrogen storage materials 

have been proposed, including metal hydrides, amides, composite materials, metal-organic 
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frameworks, porous hydrates, etc. Hydrogen can bond with almost every material except some 

inert gases. Hydrogen can be stored in atomic or molecular form and extracted by thermal or 

electrochemical processes. The Mechanism of solid-state hydrogen storage systems consists 

of two steps: 

(a) Hydrogenation: It includes (i) adsorption of hydrogen atoms on the surface of the 

metal by weak Van der Walls interaction (Physisorption), (ii) dissociation of 

hydrogen molecule into atomic hydrogen, (iii) diffusion of the atomic hydrogen to 

the atoms of the cluster material (iv) chemical interaction of the hydrogen atom and 

the solid material by strong bonding (Chemisorption) (v) formation of metal hydride 

interface. 

(b) Dehydrogenation: The process includes (i) the release of hydrogen by metal hydride, 

(ii) diffusion of hydrogen atoms to the metal interface, (iii) recombination of 

hydrogen atoms to hydrogen molecules, and the release of hydrogen molecules. 

During hydrogen intake by metal atoms, heat is evolved. As a result, the operating temperature 

enhances, reducing hydrogen intake and adsorption rate. Again, oxide or hydroxide formation 

on the metal surface reduces the diffusion rate during hydrogenation [8]. Since the hydrogen 

atoms are chemically bonded with Mg atoms, it requires higher detachment energy. So, 

releasing hydrogen atoms to form hydride requires heat (endothermic for Mg metal). The 

process becomes thermodynamically viable by considering hydrogenation (exothermic) and 

dehydrogenation (endothermic). During these processes and these steps, the step with a higher 

energy barrier is the rate-limiting step. Physisorption is a fast process and is not a rate-limiting 

step. The main rate-limiting steps are the diffusion steps in both adsorption and desorption. 

The dissociation of hydrogen from hydrides requires higher energy and may be considered a 

rate-limiting step. High pressure and high temperature increase the kinetics in the steps. Thus, 

during this process, some potential barrier exists that stop or decreases the speed or rate of the 

process of hydrogen migration in the cluster which can be realized as the hydrogen spillover 

effect. 

In atomic chemisorption processes, the binding energy is >1.2 eV/H2. In the molecular 

chemisorption processes, the binding energy lies between 0.3 eV/H2 to 0.7 eV/H2, whereas in 
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the physisorption process, the binding energy is less than 0.3 eV/H2. In CH4 (Covalent or ionic 

bond), the binding energy is higher ~4.5 eV/H2, whereas, in carbon and BN nanostructures, 

the binding energy becomes less than 0.2 eV/H2. A minimal quantity of hydrogen can be 

stored [9]. Porous materials have open pores, which make hydrogen kinetics faster, and they 

are highly reversible. Still, it has the disadvantage that their hydrogen uptake requires high 

pressure (~20 bar) proportional to the surface area, leading to low material density [10]. In 

carbon nanotubes and other carbon-related nanostructures, the binding energy is <0.2 eV/H2; 

in the structures, a minimal amount of hydrogen storage can be achieved [11]. Complex 

hydrides show enhanced hydrogen uptake with higher hydrogen kinetics, but the only 

difficulty lies in higher desorption temperatures (300-1000 K) [12-19]. However, attempts 

have been made to reduce desorption temperature below 100 K [20], but after three cycles, 

the gravimetric density falls from 6 wt.%/H to 3.2 wt.%/H. Studies on the hydrogenation 

properties of Mg-based systems have been reported in the past [21-30]. Magnesium hydrides 

(MgH2) have high thermodynamic stability and hydrogen storage capacity. It has also been 

reported that higher stability imposes constraints in practical applications as it requires high 

desorption temperature~350oC at normal atmospheric pressure. Lower rate of adsorption and 

desorption results in slow diffusion through hydrides which ultimately reduces hydrogen 

kinetics. High surface-to-volume ratio and high enthalpy of formation are the main barriers to 

industrial use [31, 32]. The low rate of adsorption and desorption of hydrogen may be due to 

other reasons, viz., surface oxidation of the magnesium-based system may be one of them. If 

it happens, the activation process can remove the oxide layer. The activation process can be 

performed under the hydrogen atmosphere. Even after activating and removing such an oxide 

layer, Mg-H2 can be formed completely after several hours at around 350-4000C [33]. Adding 

a small impurity into the pure Mg cluster may dramatically improve the hydrogen kinetics. 

Especially, transition metal d-block elements show higher catalytic effects 

(TiMg>NiMg>VMg>CoMg>MoMg) [8]. The d-block elements exhibit vacant d-orbital, and 

so they can hold variable vacancies. These vacancies are very helpful in storing hydrogen in 

these vacancies. This stored hydrogen can be released when needed at an applied particular 

temperature and pressure. Generally, d-block TM elements form a complex compound that 

finds applications related to energy storage, transportation, PV cells, and energy harvesting. 

Doping can be made in two ways, a) Exohedral and b) Endohedral to the cluster. Doping a 
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pure Mgn cluster by TM atoms can reduce the ignition temperature for hydrogen dissociation 

[32]. An extensive review of endohedrally doped clusters is presented by Zhao et al. [34]. 

Hussain et al. [35] reported TM (Sc, V, Fe, Co, Ni, Cu, Y, Zn, Nb) doping on Mg5H2. Fe, Co, 

Ni, doped Mgn (n=1-9) clusters have been studied by Kong et al. [36], and reported that Mg4 

doped with (Fe, Co, Ni) is the highest stable cluster. Mg17 doped with Ti and Ni is reported 

by Charkin et al. [37]. Studies on Co-doped Mgn (n=1-10) have been reported by Trivedi et 

al. [38], and reported Mg5Co as best suitable for hydrogen storages. Again, Rh-doped Mgn 

(n=1-10) has been reported by Trivedi et al. [39], and Mg9Rh is the best suitable material for 

hydrogen storage. Bandyopadhyay et al. [40] reported hydrogenation properties of TiMgn 

(n=2-12) clusters and reported TiMg5 is the best cluster for hydrogen storage. Chatterjee and 

Bandyopadhyay [41] studied the catalytic behavior of Ti on Mgn (n= 1-12) clusters and 

reported that TiMg8 is the most stable structure in the series of Mgn. Ma et al. 2017 report the 

study of Ti and Nb-doped Mg55 clusters [42]. Kumar and Tarakeshwar [43] compared the 

variation of chemisorption energy with the number of hydrogen adsorption in M13H2n (M=Sc, 

Ti, Zr) transition metal clusters. Yanagisawa et al. [44] reported an investigation on the first 

row of transition metal dimmers using different Gaussian basis functions, and they have 

studied the performance of several DFT approaches, including Becke-3 Lee-Yang-Parr 

correlation functional, OP correlation (BOP), Perdew-Wang exchange-correlation, etc. Zeng 

et al. studied Ge, Sn, and C doped Mgn (n=2-12) [45] and found XMg8 (X= Ge, Sn, C) is the 

most stable one. A study on MgH2-TM (TM= Ti, V, Mn, Fe, Ni) has been experimentally 

studied by Liang et al. [46] and reported that MgH2-Ti shows the best desorption kinetics over 

V, Mn, Fe, Ni-doped clusters. Liang et al. [46] first reported the catalytic effect of 3d transition 

metal doping (like Fe, Co, and Ni). The time taken to reach maximum desorption rate reduces 

by almost 50%, and ball-milled TiMgn exhibits the most rapid adsorption and desorption rate 

overall first row of transition metal elements. The first row of transition metals (Ti, V, and Cr) 

is an exceptionally suitable material for hydrogen storage as they possess high gravimetric 

density and produce an fcc structure of hydrides [47-56]. Silva et al. [57] reported electronic 

characteristics and reactivity of Ti-doped Mgn (n=1-6) using MP2 (Moller-Plesset second 

order) optimization using a 6-311G (d) basis set. Wang et al. [58] report the catalytic effect of 

Ti in MgH2 hydrogenation studies, Kyoi et al. [59] experimentally studied MgnTi hydrides 

and reported Mg7TiHn as the most stable cluster and reported Mg7Ti is the most suitable 
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material for hydrogen storage. A thorough study on hydrogen storage with pure and Ti-doped 

Mg clusters has not been reported. 

This chapter contains a comprehensive study of pure Mgn, Ti-doped Mgn (n=2-8) clusters, 

and their hydrogen adsorption/desorption properties using the global minimum method. The 

reason behind choosing n=2-8 lies in the fact that the ground states of the higher clusters (n>7) 

are endohedral doped clusters, as the endohedrally doped clusters are comparatively more 

stable than the exohedral clusters with low reactivity to that of exohedral clusters. Thus, for 

hydrogen storage, exohedral clusters are more suitable than endohedral clusters. Due to higher 

reactivity, hydrogen storage at reactive sites can take place.  

In this chapter, the chemical and thermodynamic stabilities viz. average binding energy per 

atom (BE), relative stability, Vertical Ionization Potential (VIP), Vertical Electron Affinity 

(VEA), chemical hardness (ɳ), and chemical potential (µ) are studied. To have an idea about 

the localization of electrons around the reactive atoms 2D plot of the Electron Localization 

Function (ELF) of selected clusters is presented. Adsorption energy ( adE ), Chemisorption 

energy (CE) for hydrogenated clusters are presented. Transition states (TS) and Intrinsic 

Reaction Coordinates (IRC) for the most promising clusters are given for confirmation. An 

attempt to estimate the catalytic effect of Ti doping on the TiMg5 cluster by adding extra 

hydrogen to the doped cluster and evaluating the number of extra hydrogen it can 

accommodate is presented. The enhancement of the gravimetric density also has been studied 

to have a clear understanding of the catalytic behavior of doped Ti atom in the Mgn clusters. 

5.2 Computational Methodology 

To investigate the thermodynamic and electronic properties of the clusters during the 

growth process and hydrogenations, we did all calculations using the Gaussian’09 program 

package [60]. The present computational work performed the electronic structure calculations 

using density functional theory (DFT). We used Becke three-parameter hybrid functional with 

Lee, Yang, and Parr generalized Gradient approximation (GGA), famously known as B3LYP 

functional [61, 62]. Several initial guess geometries are chosen for each size. The redundant 

internal coordinates of the guess clusters are relaxed from each initial structure to achieve the 
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optimized energy state. The convergence criterion of the optimization is set as very tight. The 

convergence threshold in SCF is set as 10-9 on RMS change in density matrix and 10-7 on 

maximum change in density matrix as implemented in the Gaussian' 09 program package. 

During the optimization of pure, doped, and hydrogenated clusters, an all-electron basis set 6-

311G (d, p) basis set has been used from the inbuilt Gaussian'09 program package. The relaxed 

structures were found to have zero imaginary frequency in all cases. So total bonding energies 

and geometries for each stable cluster and its stable isomers correspond to local minima. 

Further, natural bond orbitals (NBO) have been studied. The open-source Multiwfn program 

[63] is used to study the electron localization function on the surface of Mg5, Mg5-2H, TiMg5, 

and TiMg5-2H clusters. Finally, the most suitable clusters' intrinsic reaction coordinate (IRC) 

has been studied. 

5.3 Results and Discussion 

5.3.1 The Structures 

5.3.1.1 Growth of Pure Mgn Clusters 

As a first step of the computation, several pure and doped Mgn clusters (n=2-8) and 

their isomers are modeled based on our previously reported systems [38-41] and optimized 

following the methodology explained in the previous section under no symmetry 

consideration. Only global ground state clusters in each size are considered for 

characterization among all optimized clusters. The growth of clusters is studied starting from 

Mg-Mg and Ti-Mg dimers.  

In the present section, our primary focus is the hydrogenated Mgn and TiMgn (n=2-8) 

clusters. The reactive sites of different clusters are shown in Fig. 5.1. At first, hydrogen 

molecules are released near the reactive sites of the clusters and optimized. After optimizing 

all the clusters and isomers, the global ground state clusters are selected for each size. Here 

the global ground state is not only in respect of spin-states but considering both exohedral and 

endohedral doping energies. 
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Fig. 5.1 Optimized global minimum structures of pure, doped, Mgn-2H (n=2-8) and TiMgn-2H (n=2-8) 

clusters. 

  The pictorial growth process of doped and doped hydrogenated clusters is given in Fig. 5.2 

and 5.3. The optimized pure Mgn (n=2-8) doubly hydrogenated pure clusters Mgn-2H, Ti-

doped Mgn clusters i.e., TiMgn, and hydrogenated TiMgn i.e., TiMgn-2H clusters (n=2-8) with 

their point group symmetries are displayed in Fig. 5.1 The blue-colored arrowhead in the first 

row of pure clusters shows the reactive sites of pure clusters. The bond length and growth of 

clusters are studied starting from the pure (Mg-Mg and Ti-Ti) and hybrid dimmer (Ti-Mg). 

Mg-Mg dimer has a bond length of 3.927Å which is in good agreement with the experimental 

result of Diedrich et al. [64, 65] and also in agreement with the Computational Chemistry 

Benchmark Database, a standard reference database [66]. Adding an Mg atom with the Mg-

Mg dimer forms an equilateral triangle of the Mg3 cluster with point group symmetry D3h and 
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bond length 3.47Å. The ground state configurations of Mg4, Mg5, and Mg6 are mostly 

tetrahedron-based clusters. The ground state Mg4 has Td point group symmetry, whereas Mg5 

possesses D3h point group symmetry. After the capping of Mg5, the ground state of n=6 size 

with D2h point group symmetry has formed. The lowest energy state configuration of Mg7 is 

a pentagonal-bipyramid-based cluster with D5h point group symmetry. The ground state 

geometry of Mg8 cluster has Cs point group symmetry.  

5.3.1.2 Growth of Mgn-2H (n=2-8)     

In this section, the growth of Mgn-2H clusters is discussed. The Mg1-2H cluster holds

D h
 point group symmetry. The next member in the series is the Mg2-2H cluster which holds

D h
 point group symmetry. The ground state of the Mg3-2H cluster is in a singlet state, and 

it holds C2v point group symmetry. This can be achieved by hydrogenating the pure ground 

state Mg3 cluster. The ground state of Mg4-2H cluster also possesses C2v point group 

symmetry with a singlet state and can be obtained by hydrogenating the ground state pure Mg4 

cluster. The ground state of the Mg5-2H cluster has C2v point group symmetry, and the ground 

state of the Mg6-2H cluster also holds C1 point group symmetry, both of which are singlet 

states. All the clusters can be obtained by adding hydrogen to the ground state of the particular 

pure Mgn clusters. 

Similarly, Mg5-2H and Mg6-2H clusters are also achieved by doing the same. The next 

member, n=7, means the Mg7-2H cluster, which holds Cs point group symmetry with a singlet 

state. The ground state of the Mg8-2H cluster possesses C2 point group symmetry. 

5.3.1.3 Growth Pattern of TiMgn (n=2-8) Clusters 

 
The growth pattern of all Ti-doped Mgn clusters is discussed thoroughly in the section. 

TiMg1 has C∞V point group symmetry. The next cluster is TiMg2 which can be formed by 

giving an upper cap of Ti atom with Mg2 dimmer, and it forms equilateral symmetry having 

C2v point group symmetry, and its ground state is a triplet state. The ground state configuration 

of TiMg3 holds C3v point group symmetry where the Ti atom is added perpendicularly to the 

Mg3 cluster. The minimum global state of the cluster is a triplet. 



 

138 | P a g e  

 

 

Fig. 5.2 Pictorial view of the growth pattern of TiMgn (n=2-8) clusters. 

The next member is TiMg4, which can be achieved by giving a side cap of Mg atom to the 

TiMg3 cluster forming a tetrahedron-based cluster, which holds C2v point group symmetry. 

Its ground state is also a triplet state. The lowest state of the TiMg5 is also a triplet state. The 

most stable geometry of TiMg5 holds Cs point group symmetry. It can be obtained by giving 

a lower cap of Mg on the TiMg4 cluster. The global ground state configuration of the TiMg6 

cluster is a triplet state which holds C5v point group symmetry and can be achieved with a 

diagonal capping of the Mg atom to the TiMg5 cluster. The next cluster is the TiMg7 cluster. 

It holds C1 point group symmetry and is an endohedrally doped cluster, which means the Ti 

atom has been injected into the center of the cage-type cluster. The ground state of the TiMg8 

cluster is with C2 point group symmetry, which has a ring-type construction in which the Ti 

atom has been doped at the cluster's center. Its ground state cluster is a singlet state. The other 

endohedrally and exohedrally doped structures are with C1 point group symmetry with 0.01eV 

and 1.35 eV higher energy, respectively, as the growth pattern of all exohedrally and 

endohedrally doped clusters of TiMgn (n=2-20) have been discussed in the last chapter 

(Chapter 4). In this chapter, the focus is on the hydrogenation of the clusters. For 
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hydrogenation, the smaller clusters are more important than the higher clusters. The pictorial 

view of the growth of TiMgn clusters is shown in Fig. 5.2. 

5.3.1.4 Growth Pattern of Hydrogenated TiMgn (n=2-8) Clusters 

This section, the formation and structural properties of TiMgn-2H clusters are 

discussed. Here, Fig. 5.3 shows the pictorial view of the hydrogenated TiMgn (n=2-8) growth 

pattern, i.e., TiMgn-2H clusters. The TiMg1-2H holds a triplet state, and its point group 

symmetry is C2V.  

 
Fig. 5.3 Pictorial view of the growth pattern of hydrogenated TiMgn (n=2-8) clusters. 
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The next one is the TiMg2-2H cluster with C2v point group symmetry and a triplet state as its 

global ground state. After adding 2H molecules to the reactive sites of the TiMg3 cluster, it 

got C1 point group symmetry with a triplet state. The hydrogenated TiMg4 cluster has C2v 

point group symmetry, and its ground state is a triplet. The next member in our cluster series 

is the TiMg5 cluster with Cs point group symmetry. After the hydrogenation, it retains Cs point 

group symmetry. The global ground state of TiMg6-2H holds C1 point group symmetry, and 

its ground state is also a triplet state. The lowest energy state of TiMg7-2H is its singlet state, 

and it retains C1 point group symmetry. The next hydrogenated cluster TiMg8-2H also retains 

C2 point group symmetry; its ground state is a singlet state. The steps of formation of the stable 

clusters and the hydrogenated stable structures for n=2-8 are presented in Fig. 5.3. 

5.3.2 Thermodynamic and Electronic Properties of Mgn-2H and TiMgn-2H (n-2-8) 
Nanoclusters. 

After optimization, different energetic parameters, such as binding energies (BE), 

stability (2), vertical ionization potential (VIP), vertical electron affinity (VEA), etc., of the 

clusters are calculated. The variation of average binding energy per atom with cluster size with 

the cluster's growth is shown in Fig. 5.2. The binding energy of clusters can be defined as the 

average energy gain per unit atom during the growth of the clusters. The higher the rate of 

change in binding energy (atom to atom) higher is the stability. Similarly, if any clusters show 

local maxima in the BE graph, the cluster shows enhanced stability. The higher the binding 

energy higher is the stability. The average binding energy per atom of different clusters is 

defined [39-42] as, 

   =                     (5.1)
n nMg Mg MgBE eV nE E n                                               

     1 (5.2)
n n

M M M
TiMg Ti Mg TiMgBE eV E + nE E n                                     

      (5.3)
n nMg - 2H Mg Mg -2HBE eV nE + 2H E n 2                                    

      (5.4)
n n

M M M
TiMg 2H Ti Mg TiMg 2HBE eV = E nE 2H E n 3                         

Variations of BE with the cluster size are shown in Fig. 5.4. In Fig. 5.4(a), the average BE per 

atom of pure (Mgn) and pure hydrogenated (Mgn-2H) clusters are presented.  
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Fig. 5.4(a) Binding energy variation of Mgn and Mgn-2H clusters. 

As reported earlier [42], the average BE of pure Mgn clusters rises with a peak at n=4. In the 

cases of pure hydrogenated clusters, the average binding energy continues an asymptotic fall 

from n=5 to 7 without any clear maxima or minima. After doping with Ti, the TiMgn cluster's 

average binding energy rises, with a sharp peak at n=8 in the present range of study. While in 

hydrogenated doped clusters (TiMgn-2H), a frequent fall of average BE for n=2-8, having a 

prominent dip at n=5, is observed. 

From the study of average binding energy, it can be concluded that n=5 may show higher 

reactivity. Therefore, hydrogenation to Mgn and TiMgn clusters helps to decrease the average 

binding energy. 
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Fig. 5.4(b) Binding energy variations of TiMgn and TiMgn-2H clusters with cluster size. 
 

The stability or 2nd order change in energy (Δ2) can be obtained from the relations given below 

following our previous reports [39-42] 

    (5.5)
n n 1 n-1 n2Mg Mg Mg MgeV E E 2E                                             


   

  (5.6)
n n 1 n-1 n2 TiMg TiMg TiMg TiMgeV E E 2E                                     


   

  (5.7)
n n 1 n 1 n2 Mg 2 H Mg 2 H Mg 2 H Mg 2 HeV E E 2E                      

       

  (5.8)
n n 1 n 1 n2TiMg 2 H TiMg 2 H TiMg 2 H TiMg 2 HeV E E 2E               

       
  

 

Fig. 5.5 presents the variation of stability parameters of Mgn, Mgn-2H, TiMgn, and TiMgn-2H 

clusters with the cluster size (n). The stability curve of pure clusters has local maxima for 

Mg4. However, the maxima shifted to n=5 after hydrogenation. TiMgn-2H clusters possess 

local peaks at n = 3 and 6.  
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Fig. 5.5(a) The variation of stability of Mgn-2H and Mgn clusters. 

 
Fig. 5.5(b) The variation of stability of TiMgn-2H and TiMgn clusters with the growth of the clusters. 
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In all cases, the TiMg8 cluster shows very high stability as TiMg8 possesses a closed-shell 

configuration with 1S21P61D102S2 [41]. Thus, it has a shell closure configuration according to 

the electron counting rule. Fig. 5.5 (a) represents the variation of the second-order change in 

energy which is famously known as the stability parameter of pure Mgn and hydrogenated 

Mgn-2H clusters, and Fig. 5.5 (b) shows the variation of the stability parameter of Ti-doped 

Mgn cluster, i.e., TiMgn and hydrogenated TiMgn, i.e., TiMgn-2H clusters with the increase of 

cluster size. Table 5.1 contains the calculated binding energy values per atom, relative 

stability, and HOMO-LUMO band gap energies for pure, pure hydrogenated, doped, and 

doped hydrogenated clusters for n=2-8. 

To have a clearer picture of the effect of Ti doping, vertical ionization potential (VIP), vertical 

electron affinity (VEA), chemical hardness (η), and chemical potential (μ) have been studied. 

Fig. 5.6 shows the behavior of vertical ionization potential (VIP) and vertical electron affinity 

(VEA) with the growth of the clusters. 

 

 

By definition, the higher the value of VIP higher the stability, i.e., a cluster showing a local 

peak in VIP implies the cluster is showing higher stability. From Fig. 5.6(b), it can be easily 

seen that TiMg5-2H and TiMg7-2H possess local minima in VIP, which implies that these 

clusters are less stable and more reactive. This is a requirement for hydrogen storage material 

[40, 41]. It is noted that highly stable clusters are not appropriate for hydrogen storage.  

Table 5.1 Variation of av. BE (eV), Stability (eV), and HOMO-LUMO Energy Gap 
(eV) 

n 

BE (eV) Stability Band Gap (eV) 

Mgn 
Mgn-
2H 

TiMgn 
TiMgn -
2H 

Mgn Mgn-2H TiMgn 
TiMgn-
2H 

Mgn 
Mgn-
2H 

TiMgn 
TiMgn-
2H 

2 0.01 1.17 0.19 1.21 -0.10 0.074 -0.03 -0.56 3.49 3.78 2.06 2.21 

3 0.04 0.95 0.28 1.14 -0.34 -0.151 0.16 1.13 3.05 3.16 1.93 2.08 

4 0.15 0.82 0.31 0.93 0.35 -0.082 -0.11 -0.71 2.93 2.92 1.79 2.15 

5 0.14 0.81 0.34 0.86 -0.06 -0.220 -0.20 -0.83 2.37 2.67 1.93 2.20 

6 0.14 0.72 0.40 0.90 -0.13 0.704 0.23 0.49 2.38 1.96 1.77 1.46 

7 0.16 0.62 0.41 0.89 -0.08 -0.590 -0.57 0.11 2.34 2.33 1.45 1.52 

8 0.19 0.60 0.48 0.86 -0.27 -0.659 0.96 -0.05 2.32 2.33 1.38 1.68 
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Fig. 5.6(a) The variation of VIP and VEA of Mgn-2H and Mgn clusters. 

 
Fig. 5.6(b) The variation of VIP and VEA of TiMgn-2H and TiMgn clusters with the growth of the 
clusters. 
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On the other side, by definition, the higher the value of VEA, the higher its reactivity will be. 

From the variation of VEA with the growth of the clusters (n=2-8), one can say that VEA has 

peaked for TiMg5-2H and TiMg7-2H; these clusters have higher electron affinity and are less 

stable or more reactive. This is good for hydrogen storage. Similarly, in the variation of VIP 

for pure Mgn-2H cluster (Fig. 5.6 a), one cannot see any sharp peak. Still, a fall after Mg5-2H 

but local maxima and minima are present in doped hydrogenated clusters (TiMgn-2H).  

Thus, it has been seen in several cases that Ti doping to pure Mgn clusters improved 

magnesium clusters' hydrogen storage capacity. 

Next, chemical hardness and potential have been studied to understand the chemical 

characteristics of Mgn, TiMgn, Mgn-2H, and TiMgn-2H clusters. The variation of chemical 

hardness and chemical potential has been presented in Fig. 5.7. Chemical hardness can be 

defined as the resistance to change to the electronic configuration of a chemical species, i.e., 

a measure of resistance to change in several electrons. 
 

 

Fig. 5.7(a) The variation of Chem.Hard and Chem.Pot of Mgn-2H and Mgn clusters. 
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Fig. 5.7(b) The variation of Chem.Hard and Chem.Pot of TiMgn-2H and TiMgn clusters with the growth 
of the clusters. 

Table 5.2 Variation of VIP, VEA, Chem. Pot., Chem. Hardness in eV with the size of the 
cluster 

n 

VIP (eV) VEA (eV) µ (eV) ɳ (eV) 

Mgn 
Mgn-
2H 

TiM
gn 

TiM
gn-
2H 

Mgn 
Mgn-
2H 

TiM
gn 

TiM
gn-
2H 

Mgn 
Mgn-
2H 

TiM
gn 

TiM
gn-
2H 

Mgn 
Mgn

-2H 
TiM
gn 

TiMg
n-2H 

2 6.33 7.45 5.32 6.34 0.04 0.33 0.88 0.79 -3.15 -3.89 -3.10 -3.57 3.19 3.56 2.22 2.77 

3 6.16 6.64 5.26 5.32 0.55 0.76 1.23 0.88 -3.35 -3.70 -3.24 -3.10 2.81 2.94 2.02 2.22 

4 5.91 6.55 5.06 5.98 0.78 1.29 1.29 1.30 -3.35 -3.92 -3.18 -3.64 2.56 2.63 1.88 2.34 

5 5.41 6.51 5.46 5.22 0.88 1.17 1.07 1.55 -3.14 -3.84 -3.27 -3.38 2.27 2.67 2.19 1.83 

6 5.39 5.45 5.14 5.83 1.03 1.24 1.15 1.16 -3.21 -3.35 -3.14 -3.49 2.18 2.10 2.00 2.34 

7 5.22 5.15 4.60 4.78 1.13 1.69 1.28 1.38 -3.18 -3.42 -2.94 -3.08 2.05 1.73 1.66 1.70 

8 5.32 4.76 4.51 5.06 1.37 1.55 1.18 1.10 -3.35 -3.16 -2.85 -3.08 1.98 1.60 1.66 1.98 
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Thus, the higher the chemical hardness, the higher the chemical inertness and stability. On the 

other hand, the higher the chemical potential, the higher the chemical reactivity and the lower 

the stability. The chemical hardness and chemical potential can be defined as,  

                                                    (5.9)
VIP VEA

η =
2



                                                     (5.10)
VIP+VEA

2
    

η and μ are the chemical hardness and chemical potential, respectively.
 

In the case of the pure hydrogenated Mg5-2H cluster (Fig 5.7(a)), a small local peak in the 

chemical hardness and a rising chemical potential.  

From Fig. 5.7(b), it is clear that the TiMg5-2H cluster shows local minima in chemical 

hardness and local maxima for the chemical potential. This nature for both types of clusters 

supports that n=5 could be the best choice for hydrogenation of pure and Ti-doped Mgn 

clusters within the present range of study. 

In Table 5.2, the evaluated values of VIP, VEA, chemical hardness, and chemical potential, 

all in electron volts, are given for pure, pure hydrogenated, doped, and doped hydrogenated 

clusters for the cluster size n=2-8.  

5.3.3 Adsorption Energy (Eads) 

The adsorption energy may be expressed as  

2 2( ) ( ) ( ) ( )                                  (5.11)ads n n nE Mg E Mg H E Mg E H    

2 2( ) ( ) ( ) ( )                          (5.12)ads n n nE TiMg E TiMg H E TiMg E H    

 The variation of H2 adsorption energy with cluster size is shown in Fig. 5.8. Eads for pure 

Mg5H2 shows local maxima, whereas the doped cluster TiMg5H2 shows local minima. It 

indicates that the physisorption energy for the doped cluster is reduced from 0.22 eV to 

0.09eV, a reduction of 59%. 
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Fig. 5.8 Variation of H2 adsorption energy with cluster size (n). 

 

5.3.4 Chemisorption Energy  

Chemisorption energy (CE) can be obtained by using the following relations: 

                                   (5.13)Ti doped n 2 nCE E TiMg 2H E H E TiMg     

                                            (5.14)pure n 2 nCE E Mg 2H E H E Mg     

Fig. 5.9 shows the chemisorption energy of pure and doped Mgn clusters with cluster size. It 

is seen that a sharp fall in chemisorption energy for the Mg5 cluster and a sharp peak of 

chemisorption energy occurs for the doped n=5 cluster.  
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Fig. 5.9 The variation of chemisorption energy of Mgn-2H and TiMgn-2H with the growth of the clusters.  

This result indicates that the TiMg5 cluster is capable of storing hydrogen. In Ti-doped Mgn 

clusters, the Ti atom changes the cluster surface's properties. Due to the transfer of charge 

density from the Ti atom to the nearest neighbor Mg atoms, the Mg atoms become reactive 

sites and gain hydrogen intake capacity, evident from NBO analysis and ELF 2D- Map. The 

presence of the Ti atom changes the Fermi level of Mg5-2H from 3.64 eV to 3.52 eV after Ti 

catalytic activity. This reduction, in turn, increases the diffusion rate of hydrogen atoms. In 

exohedrally doped Mgn clusters, the hydrogenation/ dehydrogenation process starts with the 

adsorption of the H2 molecule by the Ti atom through weak Van der wall forces by 

physisorption at a Ti-H distance of 1.8Å. In the next step, the H2 molecule dissociates, forming 

two Ti-H bonds. The next step is the diffusion of H. The H atoms transfer to Mg atoms through 

partial bonds between Ti-H-Mg, clear from the electron localization near the Mg atom. The 

chemisorption of H atoms by the reactive Mg sites completes the step. The final product in 

the process is TiMgn-2H. In the dehydrogenation process, the Mg atoms got spontaneously 
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released from Mg atoms. The H atoms then diffuse towards each other and recombine to form 

H2 molecule to be used as an energy carrier. 

5.3.5 Electron Localization Function (ELF)  

The 2-D Electron Localization Function (ELF) has been studied to know about the 

reactivity of the clusters. It confirms the position of reactive atoms in the clusters Mg5-2H, 

TiMg5, and TiMg5-2H clusters. In the 2D-ELF plot of TiMg5 (Fig. 5.10), the reddish region 

on the outer surface of the 2nd, 3rd, 4th, and 5th index of atoms indicates these atoms have 

electron-pair localization on the surface. The ELF can be defined as (5.15)  

2

1 ( )
( ) ; ( )                                                 (5.15)

1 ( ) ( )h

D r
ELF r r

r D r



 


 

One can find the presence of a strongly localized electron pair in a molecular cluster from the 

electron localization function. It gives the probability of finding two electrons of opposite spin 

in a localized region of the molecular cluster under consideration. This electron pair can 

interact with other electrons outside the region. The ELF expression given above can be 

understood in detail in terms of D(r) ( )hD r  and ( )r as follows: 

2
2

1

( )1 ( ( )) 1 1
( )  ( ) ( )      (5.16)

4 ( ) 2 8 ( )

N

i
i

rr
D r Electron localization T r r

r r

 
 


       

Where ρ denotes the electron spin density, T(r) is the kinetic energy density. The second term 

represents the bosonic kinetic energy density. From the above relation, one can get the 

expression for uniform electron gas: 

2 2/3 5/3 2 2/3 5/33 3
( )   (6 ) ( ) (3 ) ( )      (5.17)

5 10hD r uniform electron gas r r       

Based on the electron localization, ( )D r uniform electron gas ( )hD r ( )r is defined in terms 

of the ratio.  
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( )

( )                                            (5.18)
( )h

D r
r

D r
   

In this study, ELF is calculated [38] for Mg5, Mg5-2H, TiMg5, and TiMg5-2H clusters with 

contour, as shown in Fig. 5.10. ELF can be categorized into three stages, viz. ELF= 0 indicates 

no electron density, electron pairs, or low electron localization zone with parallel electron 

signs (blue region). ELF= 0.5-0.6 represents the zone with metallic bonding (green region). 

The last and most crucial area is when ELF=0.9-1.0 represents the zone occupied by paired 

electrons means the location corresponds to perfect absolute electron pair localization (red 

region). To have a colored 2D-ELF map, Multiwfn software is used. 

The ELF map (Fig. 5.10(a)) of the Mg5 cluster shows that the pure Mg5 cluster has three 

reddish regions indicating the three reactive sites at 1, 3, and 4 numbered Mg atoms. The ELF 

map presented in Fig. 5.10 (b) of the Mg5-2H cluster shows the electron localization profile 

of the cluster, where one can see that the hydrogen has been dissociated or adsorbed by the 

most reactive Mg atoms of Mg5 clusters. The highly reactive Mg atoms are 1 and 3. Here, we 

can see the reddish regions shift towards the hydrogenated atoms, and after hydrogen 

adsorption, these Mg atoms (1 and 3) become positive. Similarly, the 2D ELF map of the 

TiMg5 cluster (Fig. 5.10 (c)) shows reddish regions on the surface of the 1st, 2nd, 3rd, and 4th 

indexed Mg atoms. Therefore, the Ti atom acted as a charge donor after the Ti doping 

(partially endohedral) to the pure Mg5 cluster. 

In contrast, the Mg atoms in the Mg5 clusters acted as charge acceptors. As a result, after 

doping Ti to the pure Mg5 cluster, the Ti atom distributes the charges over the Mg atoms 

present in the cluster, producing more reactive sites.  

From the ELF maps of the cluster, one can easily find that the Mg5 cluster has three and TiMg5 

has four reactive sites. In addition, it also indicates robust electron pair localization on the 

surface of the 1st, 2nd, 3rd, 4th, and 5th index of Mg atoms of TiMg5 clusters. After Ti doping in 

Mg5, the Ti atom becomes positive after sharing the charge among the Mg atoms. Here, the 

most reactive Mg atoms have adsorbed hydrogen. It indicates that the hydrogen molecule has 

dissociated successfully and gets adsorbed at the reactive sites of the cluster. 
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             Fig. 5.10(a) 2D ELF map Mg5.                                    Fig. 5.10(b) 2D ELF map Mg5-2H. 

   

               Fig. 5.10(c) 2D ELF map TiMg5.                             Fig. 5.10(d) 2D ELF map TiMg5-2H. 

Fig. 5.10 Behavior of ELF (with contour) of Mg5, Mg5-2H, TiMg5, and TiMg5-2H. 

 

 

 

 
 
 
 
 
 
 

 
 

 
              Fig. 5.11 3D representation of ELF of TiMg5-2H. 
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The ELF map indicates the position of the Ti atom by the blue region at the center of the map. 

There are other electron pair or electron density region in the TiMg5-2H cluster (Fig 5.10(d)). 

Here, again, the reddish region shifts towards the hydrogenated atoms after hydrogenation. Ti 

atom is positive and indicated by the blue shade in the ELF map. Hence the Ti atom plays an 

essential role in the cluster to make the cluster more promising for hydrogen storage. Ti doping 

in the Mg5 cluster makes the cluster more reactive and with more affinity to adsorb hydrogen. 

From the stability parameter also, we can conclude that the TiMg5 cluster is a more promising 

material for hydrogen storage than the pure Mg5 cluster. After Ti doping, the electron pair 

localization on the outer surface of the cluster becomes stronger. It makes this TiMg5 cluster 

more promising than Mg5. Exohedral Ti doping to the Mg5 cluster also enhances the hydrogen 

intake of the cluster as TiMg5 can adsorb two more H2 molecule than the Mg5 cluster (section 

5.4). One can explain it from ELF as well. It is seen from the ELF of TiMg5-2H that 

hydrogenation occurred on the 1st and 4th indexed Mg atoms as they were more reactive. But 

there are still three reactive atoms, 2nd, 3rd, and 5th indexed Mg atoms, and additional hydrogen 

atoms may be adsorbed in the cluster. 

5.3.6 Mechanism of Catalytic Activity of Ti on Hydrogenation/ Dehydrogenation of TiMg5 
Cluster. 

In doped Mg5 cluster with respect to pure clusters the BE rises from 0.14 eV to 0.34 eV, 

energy gap falls from 2.37 eV to 1.93 eV (~22.8%), VEA rises from 0.88 eV to 1.07 eV 

(~21.6%), chemical potential falls from -3.14 eV to -3.27 eV (~4%) and chemical hardness 

falls from 2.27 eV to 2.19 eV (~4%). In respect to pure hydrogenated Mg5-2H cluster, in the 

doped hydrogenated (TiMg5-2H) cluster, the BE rises from 0.81 eV to 0.86 eV (~ 6%), 

HOMO-LUMO gap falls from 2.67 eV to 2.2 eV (17.6%), VIP falls from 6.51 eV to 5.22 eV 

(19.8%), VEA rises from 1.17 eV to 1.55 eV (32.5%), chemical hardness falls from 2.67 eV 

to 1.83 eV (29.26%), and chemical potential rises from -3.84 eV to -3.38 eV (11.97%). As a 

result, the adsorption energy falls from 0.22 eV to 0.09 eV (59%), and chemisorption energy 

changes from -4.65 eV to -4.5 eV. In a nutshell, the change in the parameters mentioned above 

indicates that the catalytic activity of Ti prepares the Mg5 cluster as an exceptionally suitable 

material for hydrogen storage. 
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5.3.7 Intrinsic Reaction Coordinate (IRC) 

The so-called IRC path represents the process of hydrogenation and dehydrogenation 

graphically. The energy difference between reactants and products gives the reaction energy, 

or enthalpy, which can also be defined as the minimum energy required to start a chemical 

reaction. If it is negative, it is an exothermic process; if it is positive, the process is 

endothermic. The IRC nature of TiMg3, TiMg4, TiMg5, TiMg6, and TiMg7 and their activation 

barriers are shown in Fig. 5.12. To show the catalytic effect of Ti, a comparison between 

activation barriers of pure and doped Mg5 clusters is presented in Fig. 5.12. Activation energy 

also has been obtained by calculating the energy difference between the reactants and the 

transition state (TS). It is clear that if the enthalpy of a reaction is negative, it is a good sign 

of hydrogenation dissociation. 

The hydrogenated TiMg3-2H cluster has an imaginary frequency of -137.84 cm-1, the 

activation barrier has a value of 1.845 kcal/mole, TiMg4-2H has a single imaginary frequency 

of -364.11 cm-1 and the activation barrier energy 6.68 kcal/mole. For TiMg6-2H, the imaginary 

frequency is -186.03 cm-1. It has nearly Gaussian IRC with an activation barrier of 1kcal/mole. 

None of the clusters TiMg3-2H, TiMg4-2H, or TiMg6-2H have fair values of chemisorption 

energy, VIP, VEA, Chemical hardness, or chemical potential favorable for hydrogen storage. 

In the case of TiMg7-2H, the single imaginary frequency is -392.31 cm-1, and the activation 

barrier is relatively high at 20.04 kcal/mole. Although TiMg7-2H possesses higher VEA, 

lower VIP, lower chemical hardness, and higher chemical potential, it cannot be considered a 

suitable hydrogen storage cluster because of its lower chemisorption energy and high 

activation barrier energy. 

For hydrogen adsorption on TiMg5 clusters, the reaction energy or enthalpy is -5.326 

kcal/mole. Thus, according to enthalpy parameters, TiMg5 clusters are suitable for hydrogen 

storage. 

The activation barrier energy of pure Mg5 and TiMg5 hydrogenated clusters is 7.92 kcal/mole 

and 5.326 kcal/mole, respectively. Due to the catalytic effect of Ti doping, the activation 

barrier energy falls about 32.75% to that of the pure cluster. The transition states of pure and 

doped Mg5 clusters contain only one imaginary frequency, -281.41 cm-1 and -454.56 cm-1, 

respectively. 
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Fig. 5.12 IRC path for the transition from reactant to product via transition state (TS) of H2+TiMg5 
(reactant) to TiMg5-2H (product). 
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5.4 Gravimetric Density of Hydrogen Storage 

The catalytic activity is manifested by (i) lowering the activation energy for forward and 

backward reactions and (ii) providing new avenues of reaction as discussed in the previous 

section. In the following section we have checked the maximum number of additional 

hydrogen molecule that can be adsorbed by TiMg5 cluster. 

The most important parameter for hydrogen storage system is its gravimetric density. It is 

calculated using the relation [67] 

 
2

2

2% of H 100%                             (5.19)H

H Ti Mg

N m
wt

N m m n m


 

   
 

where, N is the number of H2 molecules adsorbed, n is the number of Mg atoms in the cluster, 

mH2, mTi and mMg are the masses of H2 molecule, Ti atom and Mg atoms. 

It is seen from the study that bare Mg5 atom can adsorb only one hydrogen molecule and after 

Ti doping due to catalytic effect of Ti three hydrogen molecules can be adsorbed by bare 

TiMg5 cluster (Fig. 5.13). The binding energy per hydrogen atom falls from 0.95 eV to 0.71 

eV. The reaction energy defined as the minimum energy required to start the adsorption 

reaction. It can be calculated from the difference of optimized energies of the reactants and 

products as 

     Re 5 2 5 2-                                             (5.20)actionE E TiMg E nH E TiMg nH   

The reaction energy of TiMg5-H2 comes out to be 5.567 eV, which increases to 6.218 eV for 

2H2 molecules and 6.475 eV for 3H2 molecules.  

 

 

 

 

 
 

TiMg5-H2 TiMg5-2H2 TiMg5-3H2 

Fig. 5.13 Highest possible H2 adsorption in TiMg5 cluster systems. 
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The gravimetric density enhances from 1.18% (Mg5) to 3.45% (TiMg5) cluster. The optimized 

TiMg5-2H, H2-TiMg5-2H and 2H2-TiMg5-2H cluster systems are shown in Fig 5.13. In case 

of adsorption of more than 2 atoms of hydrogen the pure Mg5 cluster throws the extra 

hydrogen away and it cannot split the hydrogen molecule at all. In case of TiMg5 cluster the 

cluster geometry breaks during 4 hydrogen molecule adsorptions. TiMg5 cluster can adsorb 

up to three hydrogen molecule and the splitting of hydrogen molecule can be observed. Fig. 

5.14 is showing how pure Mg5 cluster throws the extra hydrogen away and it absolutely failed 

to split the hydrogen molecule. Fig. 5.14 also represents the way that the TiMg5 cluster breaks 

during four hydrogen molecule adsorption and it throws the extra hydrogen away. 

 

  

H2-Mg5-2H 4H2-TiMg5-2H 

Fig. 5.14 The rejection of extra H2 molecules by the cluster. Mg5-2H cannot adsorb one more H2 molecule 

where TiMg5 cluster is throwing the 4th hydrogen molecule away. 

 

5.5 Summary and Conclusions 

In the present report, a comparative study of hydrogen storage properties of Mgn and 

TiMgn (n=2-8) clusters has been studied systematically before and after hydrogenation. Based 

on the comparative results drawn from the variations of different thermodynamic and 

chemical parameters with the increase of the size of the clusters, it is found that cluster Mg5 

shows favorable properties to be a promising hydrogen storage material. Titanium doping 

changed the picture entirely. The doping improves the catalytic behavior of the cluster to split 

hydrogen. The complete study may be summarized as follows: 

During the growth process of the clusters (Fig. 5.2), in the beginning, the binding energy 

increases rapidly both in TiMgn and Mgn clusters with the increase of the cluster size. After a 
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while, it tends to saturate in Mgn clusters under the present range of study, whereas the binding 

energy in TiMgn shows an increasing trend. The rapid increase in BE reflects the 

thermodynamic instability of the clusters. However, the average BE of the Mgn and TiMgn 

clusters rapidly drops after hydrogenation. However, the nature of stability shows a fluctuation 

about the zero value. The negative value of stability represents the unstable nature of the 

clusters. Sharp maxima at n=5 in the pure cluster demand the stable nature of Mg5. In doped 

clusters, TiMg6 and TiMg8 show relatively higher stability. But the rise in VIP, fall in VEA, 

and rise in chemical hardness makes them unsuitable for hydrogen storage—however, the 

stability of TiMg5 drops after hydrogenation, which is preferable for a hydrogenation reaction. 

The chemical potential and chemical hardness variation have supported it. In potential 

chemical variations, Mg5-2H and TiMg5-2H show relatively higher values, whereas chemical 

hardness indicates the opposite nature. The chemisorption energy drops from pure 

hydrogenated to doped hydrogenated case (-4.65 to -4.5 for n=5) with the transition state (TS) 

frequency -454.56 cm-1. From the intrinsic reaction coordinate (IRC), it is seen that the 

activation barrier for TiMg5-2H falls to5.326 kcal/mole from 7.92 kcal/mole (32.75%) of Mg5-

2H with a single imaginary frequency -281.41 cm-1 in the TS. Ti doping in the Mg5 cluster 

makes the cluster more reactive and with more affinity to adsorb hydrogen. From the stability 

parameter, the TiMg5 cluster is a more promising material for hydrogen storage than the pure 

Mg5 cluster. After Ti doping, the electron pair localization on the outer surface of the cluster 

becomes more robust, which supports our conclusion that the TiMg5 cluster is more promising 

than Mg5. 

Exohedral Ti doping to the Mg5 cluster also enhances the hydrogen intake of the cluster as 

TiMg5 can adsorb two more H2 molecule than the Mg5 cluster (section 5.3.7). One can explain 

it from ELF as well. It is seen from the ELF of TiMg5-2H that hydrogenation occurred on the 

1st and 4th indexed Mg atoms as they were more reactive. But there are still three reactive Mg 

atoms (2nd, 3rd, and 5th indexed) left, and they could be helpful for additional hydrogen atoms 

adsorption (Fig. 5.12). After one hydrogen atom absorption, the BE of TiMg5-2H is still higher 

than the Mg5-2H cluster. Absorption of one more additional hydrogen molecule at the 

Titanium site to have the nearly identical value of BE as a pure cluster without disturbing the 

cluster symmetry can be achieved. It also indicates the process remains repetitive after the 
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second cycle. The gravimetric density enhances from 1.62 wt.% to 3.54 wt.% due to Ti doping. 

In summary, the Titanium doped Mg5 cluster is the most suitable material for hydrogen storage 

regarding hydrogen adsorption and desorption. In the process, the catalytic effect of Ti doping 

plays a vital role. 
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CHAPTER-6 

HYDROGEN STORAGE ON MgO SUPPORTED TiMgn (n=2-6) 

CLUSTERS:  A FIRST PRINCIPLE INVESTIGATION 

6.1 Introduction 

Hydrogen is a promising clean energy source for a sustainable future because it is abundant, 

versatile, and produces no greenhouse gas emissions upon combustion. However, efficient 

and safe hydrogen storage remains a significant challenge in realizing its widespread adoption. 

Conventional storage methods, such as compressed gas and liquid hydrogen, have an energy 

density limit, safety and cost limitations. Therefore, the search for alternative hydrogen 

storage materials with high gravimetric and volumetric storage capacities has been the subject 

of intense research in recent years. One promising hydrogen storage approach is using 

supported clusters. A thin metal or metal oxide sheet as substrate forms a nanocluster support 

material. Usually, a nanocluster has a high surface-to-volume ratio and tunable electronic and 

chemical properties. The supported system provides stability to the nanocluster and enhances 

its stability. The system could be useful as a support to nanoclusters and to store hydrogen gas 

in atomic or molecular form. In this context, the MgO substrate is a platform to support a 

cluster. The enhanced stability of the cluster can efficiently help to adsorb hydrogen molecules 

(physisorption) and split hydrogen molecules to store them in an atomic form in the reactive 

sites of the clusters by diffusion (chemisorption). 

Additionally, using such materials may offer benefits such as increased stability and reduced 

weight, making them attractive for practical hydrogen storage applications. Using supported 

clusters offers several advantages over other materials in hydrogen storage, such as high 

gravimetric and volumetric storage capacities, fast hydrogen adsorption and desorption 

kinetics, and low hydrogen dissociation energy barriers. Literature advocates numerous 

studies on hydrogen kinetics on pure and doped metal nanoclusters [1-3]. Transition metal-

doped clusters are reported to show favorable electronic and chemical properties for hydrogen 

storage [4-8]. Enhancement of reactivity due to the catalytic effect of graphene support on 

metal clusters has been reported before. Intayot et al. [9] reported that Ti4 B-Gr could adsorb 
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eight H2 molecules and six reversible hydrogen adsorption stages. Chen et al. [10] wrote the 

hydrogen storage capacity of Pt4 clusters supported by B or N-doped graphene sheets is the 

most promising. Graphene-supported Ptn nanoclusters are an excellent system for hydrogen 

storage reported by several groups [11, 12]. Hussain et al. [13] studied 

Pdn/hexabenzocoronene system and noted that Pd8 hexabenzocoronene has the highest 

adsorption energy, whereas supported Pd7 and Pd10 systems have favorable electronic 

properties. Fadlallah et al. [14] reported hydrogen storage properties of graphene-supported 

Ni6 and Ni13 clusters. After substrate support, the adsorption energy enhances from 0.1 eV of 

free groups to 0.36 eV for supported Ni6 and 0.41 eV for supported Ni13. Hydrogenation and 

hydrogen kinetics of Cun clusters on Cu (111) substrate reported that Cu5 undergoes 

substantial structural changes in chemisorption and catalyzes H2 dissociation [15]. 

Kantorovich et al. [16] reported an experimental and DFT study of the nucleation 

characteristics of Mgn clusters on the MgO surface; it is said that the adsorption energy of a 

single Mg atom is largest when they are adsorbed at the step edges. The study of MgO 

substrates, both rectangular and graphene-like sheets, has been reported by Zhang et al. [17]. 

Graphene, like MgO monolayer, is a well-established substrate reported by many authors in 

the past [18-21]. The studies on MgO substrate-supported Ti-doped Mgn clusters have yet to 

be reported. This chapter presents the DFT-based modeling of the possibility of the finite-

sized MgO-supported TiMgn (n=2-6) clusters for hydrogen storage. In the later section of the 

chapter, we discuss the properties and advantages of supported nanoclusters for hydrogen 

storage compared to hydrogen storage by bare clusters. 

 

6.2 Computational Methodology 

Computational in the presented work is self-consistent-field (SCF) electronic structure 

calculations on all clusters within the density functional theory (DFT) framework. During the 

calculations, molecular orbitals (MO) are expressed as a linear combination of atom-centered 

basis functions for which the LanL2DZ inbuilt in the Gaussian’09 program package [22] is 

used. Spin-polarized calculations use the Becke three-parameter exchange and the Lee, Yang, 

and Parr generalized gradient approximation (GGA), popularly known as B3LYP functional 

[23, 24] is used. As a preliminary step, geometry optimization was performed, and harmonic 



 

172 | P a g e  

 

vibrational frequency calculations were computed for the clusters to ensure that the clusters 

were global minima in each size range. All geometries were optimized with unconstraint 

symmetry starting from the different initial configurations to avoid the minimum surface 

potential energy lock. For the evaluation of VIP, VEA, chemical hardness, and chemical 

potential, the Koopmans method [25] is adopted. 

 

6.3 Results and Discussions 

We have reported before the catalytic effect of the TiMgn cluster in the hydrogen adsorption-

desorption process [26]. In the present study, we have used substrate-supported Mgn and 

TiMgn (n=2-6) clusters as hydrogen storage systems. Rectangular finite size Mg18O18 substrate 

(10.12Å 10.12Å) is selected as the optimum size to support the Mgn (n=2-6) and TiMgn 

(n=2-6) nanoclusters. The optimized Mg18O18 finite-size substrate gets optimized to a 

uniformly curved substrate. The study of curved graphene substrate-supported systems was 

reported earlier [27] as a better substrate for energy storage. We have chosen a non-hydrogen 

terminated rectangular-Mg18O18 (Fig. 6.1) substrate to support the Mgn and TiMgn (n=2-6) 

clusters. In addition, we have also studied the other optimized rectangular substrates. It is to 

be noted that the optimized substrate with hydrogen termination does not have any regular 

smooth surface, as shown in Fig. 6.2. Therefore, we have considered Mg18O18 as the substrate 

in the present substrate supported clusters for hydrogen storage.  After complete optimization 

of the substrate, a uniform bend is observed without any bond length variation. Due to the 

finite size of the substrate, the edge effect produces unsaturated strain over the surface and 

causes bending. By periodic repetition of the surface, one could get rid of bending. However, 

to support the small nanocluster, the part of the surface used is much smaller than the total 

surface area. Hence, we can expect similar adsorption energies and other chemical and 

thermodynamic properties in the case of a large substrate. The optimized substrate-supported 

pure and hydrogenated cluster systems are shown in Fig. 6.3. The optimized substrate-

supported Ti doped and Ti doped hydrogenated cluster systems are shown in Fig. 6.4. It is 

reported that the TiMg5 cluster is the most promising hydrogen storage cluster in the small 

size range [26, 28], and TiMg8 is the most stable magic cluster among TiMgn (n=2-12) clusters 
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[28]. In the present study, we have used a finite-sized MgO substrate (Mg18O18) to enhance 

the stability of the bare cluster and use it for hydrogen adsorption reaction by 

 
 

 

 
 

 
 

 
 

Initial Guess structures Mg18O18 Optimized substrate Mg18O18 

Fig. 6.1 Rectangular Mg18O18 substrate. Here, Mg atoms are shaded as pink and oxygen atoms are shaded 
as green. 

 
 

 
 

 
 

 
Initial Guess structures Mg18O18H20 Optimized substrate Mg18O18H20 

Fig. 6.2 Other substrates. Here, Mg atoms are shaded as pink, oxygen atoms are shaded as green and 
hydrogen atoms are shaded as yellow. 
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Fig. 6.3 Guess and optimized substrate supported pure Mgn and Mgn-2H clusters system. 
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Mg18O18 
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Optimized-TiMg2-
2H- Mg18O18 

    

Guess-TiMg3- 
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Optimized-TiMg5-
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Guess-TiMg5-2H- 
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Optimized-TiMg6-
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Fig. 6.4 Guess and optimized substrate supported pure TiMgn and TiMgn-2H clusters system. 
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Mg2: -0.59eV Mg2-2H: -2.52eV Mg3: -0.43eV Mg3-2H: -2.97eV 

    

Mg4: -0.51eV Mg4-2H: -2.69eV Mg5: -1.71eV Mg5-2H: -2.87eV 

    

Mg6: -1.23eV Mg6-2H: -3.74eV TiMg2: -2.42eV TiMg2-2H: -3.06eV 

    

TiMg3: -2.19eV TiMg3-2H: -3.13eV TiMg4: -2.15eV TiMg4-2H: -3.25eV 

    
TiMg5: -3.17eV TiMg5-2H: -3.38eV TiMg6: -3.74eV TiMg6-2H: -3.34eV 

 
Fig. 6.5 Mg18O18 substrate supported Mgn, TiMgn, Mgn-2H, TiMgn-2H clusters, Eads energy(eV) between 
the substrate and clusters Mgn and TiMgn; Eads-H energy between the supported clusters and adsorbed 
hydrogen. Here, Mg atoms are colored by pink, oxygen atoms are shaded as green, Ti as blue and 
hydrogen as yellow. 
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calculating different parameters, like, cluster-adsorption energy (Eads), hydrogen-adsorption 

in supported cluster system (Eads-H), stability, HOMO-LUMO gap, vertical ionization potential 

(VIP), vertical electron affinity (VEA), chemical hardness (), and chemical potential (µ). In 

addition, the gravimetric density for the maximum number of hydrogen adsorption in bare 

TiMg5 and substrate-supported TiMg5 clusters has also been presented. The activation barrier 

for successive H2 adsorption using the TS Berny transition state has been presented. Fig. 6.5 

represents the substrate supported Mgn, TiMgn, Mgn-2H, TiMgn-2H clusters, Eads energy(eV) 

between the substrate and clusters Mgn and TiMgn; Eads-H energy between the supported 

clusters and adsorbed hydrogen. 

 
6.3.1. Adsorption/ Desorption Energies 

In the present report, we have studied two different adsorption energies. The first is the 

adsorption energy between the substrate and the cluster (Eads), and the 2nd one is the hydrogen 

adsorption energy to the supported-cluster system (Eads-H). The adsorption energy (Eads) is 

supplied to an adsorbed cluster to be desorbed from the substrate. With the above definition, 

different adsorption energies are presented in the equations (6.1-6.3). 

 

 
 

22

2

                                     (6.1)

                            (6.2)
n n

n n
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ads H Mg H substrate Mg substrate H

ads H TiMg H substrate TiMg subst
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E E E



   

   

  

  

   
2

                         (6.3)rate HE

 

The variation of hydrogen adsorption energies of different substrate-supported cluster systems 

is shown in Fig. 6.6 with the variation of the cluster size n. As per the above definition, 

negative adsorption energy implies enhanced stability. The supported Ti-doped Mg5 cluster 

also shows a drastic decrease in adsorption energy, although it does not hold a dip in 

adsorption energy. These adsorption energies are much lower than those for supported Mg4, 

Mg5 and Mg6 clusters. The supported Mgn-2H cluster system variation for hydrogenated 

groups shows a local dip on n=3. For n=4 and 5, the adsorption energies decrease rapidly. The 

behavior of adsorption energy of supported TiMgn-2H cluster system shows a typical 

decreasing nature of graph with a visible local dip on n=5. 
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6.3.2 HOMO-LUMO Gap 

 HOMO- LUMO gap for supported clusters is calculated [13] using equation (6.4), 

                                   (6.4)gap LUMO HOMOE E E    

Fig. 6.6 Shows the variation of the HOMO-LUMO gap of the substrate (Mg18O18) supported 

Mgn, Mgn-2H, TiMgn, and TiMgn-2H cluster with the increase of cluster size (n=2-6).  

 

Fig. 6.6 Variation of adsorption energy and HOMO-LUMO gaps of supported Mgn, Mgn-2H, TiMgn and 
TiMgn-2H clusters system. 
 
It is known that the higher the HOMO-LUMO gap, the higher the stability. Fig. 6.6 shows the 

variation of the HOMO-LUMO gap of supported Mgn clusters. The local peak at n=5 indicates 

the enhanced stability of this size. Next, the supported Mgn-2H cluster system series has local 

maxima at n=3 and 5. Hence these two systems are stable. Variations of the HOMO-LUMO 

gap (H-L gap) of the supported TiMgn (n=2-6) systems show a decreasing nature and a local 

dip at n=5. It indicates that the H-L gap of supported TiMg5 before storing hydrogen possesses 

local minima, but the same holds local maxima just after storing hydrogen. Thus, the bare 

TiMg5 was reactive before hydrogen storage due to the presence of reactive sites, and hence 

it is very promising for hydrogen storage. After hydrogenation, the supported TiMg5-2H 

system becomes more stable with fewer reactive sites. It indicates that the substrate-supported 

TiMg5 can store relatively higher doses of hydrogen. Sometimes with the increase in the 

number of atoms, the nature of variation of the H-L gap decreases because of the higher orbital 

overlapping. For this reason, the variation of the H-L gap may not be an excellent choice to 

understand the system property. For these systems, the study of VIP, VEA, chemical hardness, 

and chemical potential is recommended to get a clearer picture.  
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6.3.3 Vertical Ionization Potential (VIP), Vertical Electron Affinity (VEA), Chemical 

Hardness () and Chemical Potential (µ) 
 
By definition, vertical ionization potential (VIP) is the energy needed when an electron is 

detached from the neutral system. Thus, the higher the value of the VIP, the higher the system's 

stability will be, as more energy is needed to detach an electron from the system. Again, 

vertical electron affinity (VEA) can be defined as the amount of energy liberated when an 

electron is added to the system. By definition, the higher the vertical electron affinity higher 

will be the electron affinity means the system will be less stable and more reactive. VIP and 

VEA can be defined following the Koopmans method [25]: 
HOMO LUMOVIP  E and VEA E     

 

 
 
Fig. 6.7 Variation of VIP and VEA of different supported clusters: (a) VIP of supported Mgn and Mgn-
2H, (b) VIP of supported TiMgn, and TiMgn-2H, (c) VEA of supported Mgn and Mgn-2H, (d) VEA of 
supported TiMgn, and TiMgn-2H. 
 
The variation of VIP of different substrate-supported clusters with the cluster size is shown in 

Fig. 6.7(a-b). The presence of local maxima in Fig. 6.7(a) supports the higher stability of 

supported Mgn and Mgn-2H clusters. However, there is a local dip at n=5 in supported TiMgn 

represents lower stability with better reactivity and is hence useful for hydrogen storage. We 
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found a local maxima in VIP after hydrogen adsorption in supported TiMg5-2H. Variation of 

VEA of supported Mgn and Mgn-2H shows the opposite nature at n=5 compared to VIP. The 

variation of VEA of supported TiMgn-2H shows local minima at n=5. As we know, the lower 

the VEA, means lower the electron affinity and the higher the chemical stability. Thus, the 

supported TiMgn-2H cluster system is showing higher stability. The supported TiMgn clusters 

show a decreasing trend in VEA. The supported TiMgn-2H is showing local dip in supported 

TiMg5-2H system with a decreasing nature of the VEA graph, indicates higher stability. This 

is because of the presence of reactive sites over the surface of the bare TiMg5 cluster. 

Next, we studied the supported systems' chemical potential and hardness. Using the 

Koopmans method [25], chemical potential (µ) and chemical hardness (ɳ) can be expressed 

as follows: 

   2; 2                                    (6.5)HOMO LUMO HOMO LUMOE E E E       

The higher the chemical potential value, the higher the reactivity and the lower the system's 

stability. Chemical hardness can be addressed as the resistance to exchange the number of 

electrons. The higher the chemical hardness value, the higher the chemical inertness, meaning 

higher system stability. After hydrogen adsorption onto both the supported Mg5 and TiMg5 

clusters, there are local maxima in chemical hardness. Chemical hardness measures the 

resistance of a system to changes in electron density, or in other words, it measures the 

hardness of the electron clouds to penetrate it for reaction and the presence of local maxima 

or minima is the measure of the hardness. The local peak in chemical hardness could imply a 

more stable and less reactive state, indicating a certain level of chemical stability brought 

about by hydrogen adsorption. The variation of µ and  with the cluster size is shown in Fig. 

6.8. From Fig. 6.8(a) and 6.8(b), the local maxima of all supported clusters at n=5 except 

supported TiMg5 show that it is relatively less chemically stable. The variation of chemical 

potential for Mgn and Mgn-2H also supports the results we obtained from the chemical 

hardness variation. However, the behavior of supported TiMgn-2H is not the same. A higher 

value of chemical potential (Fig. 6.8d) for supported TiMgn-2H represents more ability to 

adsorb hydrogens. After the hydrogenation of the substrate-supported TiMg5 cluster i.e., 

supported TiMg5-2H got a local peak in chemical hardness and possessed higher stability. All 

calculated parameters are presented in Table 6.1.  
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Fig. 6.8 Variation of µ and  of different supported clusters: (a)  of supported Mgn and Mgn-2H, (b)  of 
supported TiMgn, and TiMgn-2H, (c) µ of supported Mgn and Mgn-2H, (d) µ of supported TiMgn, and 
TiMgn-2H. 
Now it can be seen clearly from the parameters' behavior after hydrogenation that the 

supported TiMg5 cluster system becomes stable. Since it has less reactivity, one may conclude 

that the number of reactive sites has decreased after hydrogenation. In the bare TiMg5-2H 

cluster, a local minima was reported before [26, 28], and we found that the n=5 size is a 

promising cluster as a hydrogen storage. When the substrate supports the cluster TiMg5-2H, 

it holds local maxima in chemical hardness and becomes thermodynamically very stable with 

specific reactivity, which helps in further hydrogenation or extra hydrogenation. This is 

explained in the next section. 

6.3.4 Electron Localization Functions (ELF) 

Electron localization function (ELF) indicates the presence of localized electron pairs on the 

surface of the cluster or system. The calculated 2D-ELF maps of clusters are shown in Fig. 

6.9. From the ELF study, one can have a clear picture of the probability of finding an electron 

pair with two opposite signs on the surface of the cluster or any molecular system.  
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(i) Pure Mg2 (ii) Mg2-2H 

  
(iii) TiMg2 (iv) TiMg2-2H 

  

(v) Pure Mg3 (vi) Mg3-2H 

  
(vii) TiMg3 (viii) TiMg3-2H 
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(ix) Pure Mg4 (x) Mg4-2H 

  

(xi) TiMg4 (xii) TiMg4-2H 

  
(xiii) Pure Mg5 (xiv) Mg5-2H 

  
(xv) TiMg5 (xvi) TiMg5-2H 
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(xvii) Pure Mg6 (xviii) Mg6-2H 

  

(xix) TiMg6 (xx) TiMg6-2H 

 

  
(xxi) ELF of Substrate (Mg18O18) supported TiMg5-2H from front and back side of the whole system 

Fig. 6.9 The nature of electron Localization (ELF) of different pure Mgn, hydrogenated pure Mgn, Ti-
doped Mgn and hydrogenated Ti-doped Mgn clusters (n=2-6). Fig. 6.9 (i), (ii), (iii), (iv) represent the ELF 
of pure Mg2, Mg2-2H, TiMg2 and TiMg2-2H clusters respectively. Fig. 6.9 (v), (vi), (vii), (viii) represent the 
ELF of pure Mg3, Mg3-2H, TiMg3 and TiMg3-2H clusters respectively. Fig. 6.9 (ix), (x), (xi), (xii) represent 
the ELF of pure Mg4, Mg4-2H, TiMg4 and TiMg4-2H clusters respectively. Fig. 6.9 (xiii), (xiv), (xv), (xvi) 
represent the ELF of pure Mg5, Mg5-2H, TiMg5 and TiMg5-2H clusters respectively. Fig. 6.9 (xvii), (xviii), 



 

185 | P a g e  

 

(xix), (xx) represent the ELF of pure Mg6, Mg6-2H, TiMg6 and TiMg6-2H clusters respectively. Fig. 6.9 
(xxi) represent the ELF of the substrate supported TiMg5-2H from front and back side of the whole system. 

These electron pairs present on the surface of the molecular system can interact with the other 

electrons outside of the surface region. Thus, the stronger the presence of an electron pair, the 

higher will be the reactivity at that particular site of a particular cluster or molecular system. 

ELF can be defined as 

2

1 ( )
( ) ; ( )                                                 (6.6)

1 ( ) ( )h

D r
ELF r r

r D r



 


 

It can be seen that an ELF map contains different coloured regions as red, green, blue etc. 

Different colours in ELF map holds different meaning. The region where ELF value ranges 

0-0.4 is shaded as blue it means there is absence of electron pair or very weak electron pair 

localization. The region shaded as green represent the region is with metallic bonding and 

here, the ELF value ranges from 0.5 to 0.8. Next, the reddish or prominent red region in the 

ELF map represents the presence of strong electron pair localization. This region is reactive 

in nature and here the ELF ranges from 0.9 to 1.0.  These reactive regions are helpful for 

hydrogen storage. The 2D ELF map of different clusters and substrate-supported clusters is 

plotted using the open-source software/code Multiwfn. 

6.3.5 Hydrogen Dissociation and Drifting of Hydrogen Atoms to the Reactive Sites 

In this section, we have studied different steps of hydrogen splitting and diffusion of the 

hydrogen atoms to the reactive sites. These reactive sites are calculated based on the Electron 

Localization Function (ELF) using the Multiwfn program [29]. The reactive sites are 

represented in (Fig. 6.10). First, the hydrogen molecule adsorbed by the Ti atom in supported-

cluster as shown in Fig. 6.10(a). Due to the interaction of adsorbed hydrogen with the reactive 

sites in TiMg5 clusters, the H2 molecule starts to dissociate. The bond length between the 

hydrogen atoms increases, as shown in Fig. 6.10(b-c). After complete dissociation, the 

hydrogen atoms drift towards the reactive sites of the clusters and make bonds, as shown in 

Fig. 6.10(d-f). Various sections of Fig. 6.10, including the ELF plot, explain that the H2 

molecule is first physisorbed in the cluster plane with Ti-atom by weak Van der Walls forces, 

then the molecule splits. In the next step, it gets diffused towards reactive Mg atoms of the 
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cluster, and chemisorbed, making bonding with the reactive cluster. The ELF plot of supported 

TiMg5-2H cluster after diffusion of hydrogen atoms at the reactive site is also shown in Fig 

6.10. Thus, all steps of hydrogenation [30] were completed. 

Table 6.1 Calculated data of various parameters associated with the supported 
clusters.  All units are in eV.   

Rectangular Mg18O18 Substrate + Mgn Rectangular Mg18O18Substrate+TiMgn 

n Eads Gap VIP VEA µ ɳ Eads Gap VIP VEA µ ɳ 

2 -0.59 0.23 3.64 3.42 -3.53 0.11 -2.42 1.94 4.71 2.77 -3.74 0.97 

3 -0.43 0.39 3.66 3.27 -3.46 0.20 -2.19 1.91 4.70 2.79 -3.75 0.96 

4 -0.51 0.41 3.81 3.40 -3.61 0.21 -2.15 1.89 4.57 2.68 -3.63 0.95 

5 -1.71 0.66 3.95 3.29 -3.62 0.33 -3.17 1.69 4.35 2.67 -3.51 0.84 

6 -1.23 0.53 3.88 3.35 -3.61 0.26 -3.74 1.94 4.50 2.56 -3.53 0.97 

 Rectangular Mg18O18 Substrate+Mgn-2H Rectangular Mg18O18 Substrate+TiMgn-2H 

n Eads Gap VIP  VEA µ  ɳ Eads Gap VIP  VEA  µ  ɳ  

2 -2.52 0.38 3.74 3.36 -3.55 0.19 -1.92 0.24 3.70 3.47 -3.58 0.12 

3 -2.97 1.44 4.47 3.03 -3.75 0.72 -2.06 0.64 4.02 3.38 -3.70 0.32 

4 -2.69 0.50 4.04 3.55 -3.79 0.25 -2.29 1.12 4.32 3.20 -3.76 0.56 

5 -2.87 0.56 4.08 3.52 -3.80 0.28 -2.56 1.64 4.34 2.70 -3.52 0.82 

6 -3.74 0.29 3.67 3.38 -3.52 0.14 -2.48 0.96 3.90 2.93 -3.41 0.48 

 

6.3.6 Gravimetric Density Enhancement 

The most important parameter for a hydrogen storage system is its gravimetric density. We 

have used the following relation to calculate the gravimetric density analysis only by 

considering the cluster, not the substrate. Because one may use a substrate of different kinds 

and sizes, the inclusion of the substrate in the calculation may give different results. Therefore, 

we have done the calculation without the inclusion of the substrate. Under this consideration, 

the relation can be given following the work reported by Boruah and Kalita [31]: 

 
2

2

2% of H 100%                           (6.7)H

H Ti Mg

N m
wt

N m m n m


 

   
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N is the number of H2 molecules adsorbed, n is the number of Mg atoms in the cluster, 𝑚ுଶ, 

𝑚்௜, and 𝑚ெ௚ are the masses of H2 molecule, Ti atom, and Mg atoms. 

   

(a) 0.74Å (b) 0.96Å (c) 1.67Å 

   

(d) 2.91Å (e) 3.45Å (f) Hydrogenated TiMg5 

 
ELF of Supported TiMg5-2H 

Fig. 6.10 Hydrogen adsorption and dissociation on the reactive surface of supported TiMg5. Different 
stages of drifting of the dissociated hydrogen atoms with atomic separation in Å are shown. ELF of 
supported TiMg5-2H at the final state. The colors in the figure are as per the vertical scale at the extreme 
right.  
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Mg5-2H TiMg5-H2 TiMg5-2H2 

   
TiMg5-3H2 TiMg5-H2+Mg18O18 TiMg5-2H2+Mg18O18 

   
TiMg5-3H2+Mg18O18 TiMg5-4H2+Mg18O18 TiMg5-5H2+Mg18O18 

 
Fig. 6.11 Highest possible H2 adsorption in pure Mg5, TiMg5, and supported TiMg5 cluster systems. Here, 
Mg atoms are colored by pink, oxygen atoms are shaded as green, Ti as blue and hydrogen as yellow. 
 

It is seen from the study that a bare Mg5 atom can adsorb only one hydrogen molecule, and 

after Ti doping, due to the catalytic effect of Ti, three hydrogen molecules can be adsorbed 

(TiMg5). After MgO substrate support, five hydrogen molecules get adsorbed by the system. 

The activation energy of substrate-supported TiMg5-H2 is seen to be 2.15 eV. The gravimetric 

density enhances from 1.63 wt.% in bare Mg5 to 3.45 wt.% in the TiMg5 cluster. Finally, it 

reaches 5.62 wt.% in the supported system. So, it is clear that the dose increases from the pure 

Mg5 cluster to the supported TiMg5 system. The optimized Mg5-H2, TiMg5-3H2, and 

Substrate-supported TiMg5-5H2 cluster systems are shown in Fig. 6.11. Fig. 6.12 shows that 

the pure Mg5 cluster throws away the second hydrogen molecule, and the TiMg5 cluster throws 

away the fourth hydrogen molecule after the saturation of the maximum ability to store 

hydrogen. Also, the bare TiMg5 cluster gets highly distorted during this process. This confirms 
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that pure Mg5 clusters can adsorb only one hydrogen molecule, and TiMg5 clusters can adsorb 

up to three hydrogen molecules.   

  
H2-Mg5-2H 4H2-TiMg5-2H 

Fig. 6.12 Repelling of additional hydrogen molecule beyond the dose limit. Here, Mg atoms are colored by 
pink, Ti as blue and hydrogen as yellow. 
 

6.3.7 Binding Energy 

One can calculate the binding energy of a non-supported TiMg5 cluster as 

 
     

 
5 2 5 2

5 2
(6.8)

5 1

TiMg mH TiMg mH

TiMg mH

E E E
BE                             

m





   
   

Where m is the number of H2 molecules adsorbed. For one H2 molecule, the BE/H comes out 

to be 0.478 eV, for two H2 molecules it comes 0.388 eV and for three H2 molecules it is 0.314 

eV. One can calculate the hydrogen binding energy of a supported TiMg5 cluster as 

 
     

 
5 2 5 2

5 2
(6.9)

5 1

Substrate TiMg mH Substrate TiMg mH

Substrate TiMg mH

E E E
BE                 

m

  

 

   
 

 

Where, m is the number of H2 molecules adsorbed. 

In the calculation, the atoms of the substrate not considered since hydrogen adsorption occurs 

only at the reactive sites of the cluster. For one hydrogen molecule adsorption the BE/H 

becomes 1.088 eV, for two hydrogen molecules adsorption the value is 0.798 eV and for three 

hydrogen molecules adsorption it is 0.566 eV for four hydrogen molecule adsorption it 

becomes 0.471 eV, and for five hydrogen molecules adsorption it becomes 0.416 eV. Thus, 

binding energy falls as more and more H2 molecules are adsorbed. 
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6.3.8 Relative Stability  

During growth process the second-order change in energy is considered as the local 

thermodynamic stability parameter of the system by definition. The stability of the MgO (100) 

Mg18O18 substrate-supported non-hydrogenated and hydrogenated cluster systems have been 

calculated from the relations equations (6.10-6.14) below. 

 

 

 

1 1

1 1

1

2

2 Mg

2 TiMg   

2                                                 (6.10)

2                                     (6.11)
n n nn

n n nn

nn

TiMg TiMg TiMgTiMg

Mg sub Mg sub Mg subsub
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E E E

E E
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 



  



   

   
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1
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2                            (6.12)

2                            (6.13)
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 

 

     

      



   

    )     (6.14)sub

 

The variations of stability of free clusters and substrate-supported cluster systems are 

compared in Table 6.2.  

Table 6.2 Comparative stability study in (eV) of Mgn clusters. 
All units are in eV 

Clusters Without substrate 
With rectangular 
Mg18O18 substrate  

Mg5 0.076 1.610 

Mg5-2H -0.551 1.060 

TiMg5 -0.245 0.209 

TiMg5-2H -0.323 0.555 

 

It is clear from the study that, after substrate support, the strength of the pure Mg5 cluster 

increases noticeably, but after hydrogenation, the system becomes unstable. After substrate 

support, the Ti-doped Mg5 (TiMg5) cluster system's stability is enhanced by 185%, i.e., the 

TiMg5 cluster adsorbed suitably on the substrate. After hydrogenation, the system remains 

very stable, producing a highly durable hydrogen storage system.  

 

6.3.9 Reaction Energy and Activation Barrier Energy calculation 

The reaction energy is the minimum energy required to start a reaction. The reactions of 

hydrogenation of the systems can be written as 
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5 2( 1) 2 5 2                                                            (6.15)n nMg H H Mg H Energy     

5 2( 1) 2 5 2                                                     (6.16)nTiMg H H TiMg nH Energy     

5 18 18 2( 1) 2 5 18 18 2                            (6.17)n nTiMg Mg O H H TiMg Mg O H Energy     

Reaction energy can be calculated from the difference of total energy of reactants and product 

as 

5 2 5 2( ) ( ) ( )                                                          (6.18)reactionE E Mg E H E Mg H    

     5 2( 1) 2 5 2                                       (6.19)reaction n nE E TiMg H E H E TiMg H    

     5 18 18 2( 1) 2 5 18 18 2              (6.20)reaction n nE E TiMg Mg O H E H E TiMg Mg O H    

The activation Barrier can be calculated as 

      barrier 5 5 2( 1) 2 5 2(  TiMg )              (6.21)Activation n TS nE bare E TiMg H E H E TiMg H    

      barrier 5 18 18 2( 1) 2 5 18 18 2           (6.22)Activation n TS nE E TiMg Mg O H E H E TiMg Mg O H    

Due to computational limitations, the transition state of the systems is calculated using TS-

Berny and the activation energy is calculated using the above equation (6.21) and (6.22). It is 

seen that the activation barrier energy tallies well with the values from reaction energy values 

calculated using equation (6.18) to (6.20).  

 
Fig. 6.13 The activation barrier energy for successive H2 adsorption in bare TiMg5 (blue) and substrate-
supported TiMg5 cluster systems (red). 
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It is seen that a bare TiMg5 cluster can adsorb a maximum of three H2 molecules and for one 

H2 molecule adsorption the activation barrier becomes 0.75 eV and for successive 2H2 and 

3H2 adsorption an extra 1.52 eV and 1.77 eV is required respectively. For substrate-supported 

TiMg5 clusters the activation energy for one H2 molecule is found to be 2.15 eV and an extra 

energy of 3.19 eV, 3.40 eV, 3.77 eV and 4.14 eV are required for 2H2, 3H2, 4H2, and 5H2 

molecule adsorption respectively (Fig. 6.13).  

 

6.4 Summary and Conclusions 

We have conducted the study of electronic and chemical properties, adsorption energy and 

stability for different cluster systems on a substrate, particularly focusing on the interaction 

between clusters and hydrogen molecules from the variation of different thermodynamic 

(VIP) and chemical parameters (HOMO-LUMO Gap, µ, and ) with the cluster size. The 

existence of local minima at n=5 size in the variation in VIP indicates the cluster's higher 

reactivity for this size. Further, we found the same system (supported TiMgn) gains stability 

at n=5 after hydrogen adsorption. There is a local dip in VIP for supported TiMg5 and local 

peak after hydrogenation. After hydrogen adsorption onto both the supported Mg5 and TiMg5 

clusters, there are local maxima in chemical hardness. In the case of chemical potential, the 

supported Mg5 and Mg5-2H hold local minima and supported TiMg5 holds local maxima 

which implies higher chemical reactivity. After hydrogenation, supported TiMg5 holds local 

maxima in chemical hardness, indicating higher stability, but there is no local maxima or 

minima in chemical potential. However, the nature of chemical potential shows increasing 

nature for supported TiMg5-2H system as it also holds a certain reactivity. From the variation 

of the HOMO-LUMO gap of the systems, we found that after hydrogen adsorption, the gap 

decreases in the supported Mg5 cluster. However, it is essential to note that the gap is always 

very high compared to other supported clusters in supported TiMgn, with a local dip of n=5. 

After hydrogen adsorption, the supported TiMg5-2H shows a local peak in the HOMO-LUMO 

gap. This type of behavior of each and every parameter indicates that the chemical reactivity 

of supported TiMg5 is very high, as because the bare TiMg5 cluster holds very good chemical 

reactivity and higher number of reactive sites. After supporting the TiMg5 by the substrate 
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also it holds higher reactivity. After the hydrogen adsorption, the supported TiMg5, i.e., 

supported TiMg5-2H holds good stability, as because the number reactive sites get reduced 

and the reactivity get reduced after the hydrogenation. This indicates that the supported 

TiMg5-2H system is the most promising hydrogen storage material. At the end, concerning 

Fig. 6.10, we can easily conclude that the supported TiMg5 cluster is the most efficient size 

and composition for hydrogen storage and dissociation. We also found that the ability of 

hydrogen adsorption by the supported TiMg5 is higher than the other sizes because of the 

presence of more reactive site over the cluster surface. The gravimetric density of hydrogen 

in the bare TiMg5 cluster is 3.45 wt.% which gets enhanced to 5.62 wt.% after substrate 

support. The ELF study of the supported TiMg5-2H indicates that, even after hydrogenation, 

the supported TiMg5-2H can adsorb more hydrogen molecules.  So, we could expect the 

improved gravimetric density in supported TiMg5. Our observations suggest that the 

interaction between the clusters, substrate, and hydrogen molecules results in a more stable 

system compared to isolated clusters. Complete study suggests the system could have 

implications for potential applications as hydrogen storage. 
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CHAPTER-7 

CONCLUSIONS AND SCOPE FOR FUTURE WORK 

 

7.1 CONCLUSIONS 

In the present study, Magnesium clusters have been modeled and investigated. In order to 

design and study a hydrogen storage material, the thesis work is planned to complete in two 

parts. In the first part, the electronic, thermodynamic, chemical properties of pure and 

transition metal (TM) doped magnesium clusters are studied. In the second part, the 

hydrogenation, dehydrogenation and other properties of the free clusters as well as substrate-

supported clusters are studied. 

At first (Chapter 3), pure Magnesium (Mg) clusters and their isomers of size n=2-20 atoms 

are modeled with B3LYP functionals and 6-311G(d) basis set using Gaussian’09. Taking 

global minimum structures bond lengths, the electronic, thermodynamic, and chemical 

properties like binding energy, HOMO-LUMO, vertical electron affinity (VEA), vertical 

ionization potential (VIP), chemical hardness (η), chemical potential (µ), electrostatic 

potential map (MEP), etc., are studied. Molecular surfaces, natural bond orbitals, charge 

transfer from Mg atoms, dipole moment, Polarizability and reactive sites are studied.  

Next, Transition metal (TM=Ti) has been encapsulated /doped endohedrally as well as 

exohedrally with pure Mgn clusters (Chapter 4) and all the properties mentioned above have 

been studied for TM-doped Mgn (n=2-20) clusters. In addition to the energy parameters 

mentioned above, the electron localization function (ELF), Nucleus independent chemical 

shift (NICS), and critical points (CPs) of the TiMg8 cluster are studied. IR and Raman of all 

the clusters also have been studied and it has been found that the TiMg8 cluster is a highly 

stable cluster which holds closed shell configuration and can be considered as jellium-clusters 

as well as a “magic cluster”.  

After, studying TiMgn clusters, the hydrogenation of TiMgn clusters has been studied (Chapter 

5). After adding hydrogen to the TiMgn clusters, all the above properties like binding energy, 

HOMO-LUMO, stability, VIP, VEA, chemical hardness, chemical potential, NBO (Natural 
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bond orbitals), electron localization function (ELF), IRC (Intrinsic reaction coordinate) of 

these hydrogenated clusters have been studied. Results revels that pure Mgn clusters are not 

very impressive hydrogen storage material. It cannot split a gaseous H2 molecule for 

adsorption. Only it can adsorb hydrogen atoms. Intensive investigation it shows that the TiMg5 

cluster is the most promising hydrogen storage cluster. The catalytic effects of Ti on Mgn 

clusters also are studied. It also has been found that the TiMg5 cluster can adsorb up to 3 H2 

molecules. Here, the H2 molecules are first physisorbed, then splitting of hydrogen molecule 

to hydrogen atoms occur due to catalytic effect of TM molecule. The hydrogen atoms then 

diffuse to reactive sites of the cluster and get chemisorbed. During dissociation, the hydrogen 

atoms get detached from the reactive sited and diffused to form hydrogen molecule. From the 

IRC curves (Fig. 5.12), the IRC of Mg5-2H and TiMg5-2H, it can be seen that the potential 

barrier reduces by 32.8% due to catalytic effect of Ti doping. The gravimetric density goes up 

to 3.45 wt.% at NTP. In respect of desorption due to the catalytic effect of Ti the bond length 

between Mg-H increases, which means that the H atoms a more loosely bound with the Mg 

atoms and can be detached applying lower energy. 

Generally, the clusters, which are good for hydrogen storage, possess good chemical reactivity 

and less thermodynamic and chemical stability. An atomic cluster holds less stability means 

the cluster may be good for hydrogen storage but the cluster may break or get distorted during 

the hydrogenation/ de-hydrogenation process, which is not good. Thus, we need a system that 

should hold good thermodynamic stability as well as good chemical reactivity so that it can 

store hydrogen with good efficiency.  

In the work, MgO rectangular substrate has been modeled (Chapter 6) Next, after supporting 

the cluster with the substrate, the hydrogenation of the substrate-supported system has been 

performed and all the electronic, thermodynamic, and chemical properties like binding energy, 

HOMO-LUMO, stability, VIP, VEA, chemical hardness, and chemical potential have been 

studied. Extra hydrogen intake capacity of the substrate-supported TiMg5 clusters is also 

studied. Attainment of DOE criteria and height of barrier potential studied and verified 

consequently. Finally, it is found that, after supporting the clusters with MgO, the supported 

TiMg5 cluster holds good chemical reactivity and good thermodynamic stability. After 

hydrogenation, the supported hydrogenated TiMg5 i.e., substrate-supported TiMg5-2H system 

shows both good thermodynamic stability and good chemical stability. Not only that it also 
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has been found that Substrate supported TiMg5 cluster can store 5 H2 molecules whereas free 

TiMg5 cluster can store up to 3H2 molecules. Thus, one can claim that the hydrogen storage 

efficiency increased by 62.89 % after supporting the TiMg5 cluster with MgO substrate. The 

highest gravimetric density of Ti-doped Mg5 clusters is found to be 3.45 wt.% which get 

enhanced due to MgO support to 5.62 wt.%. Thus, the target of the thesis work successfully 

achieved as, finally a well-capable hydrogen storage system found that holds good 

thermodynamic stability and recyclability up to three cycles. It is noticed that in Ti doped 

Magnesium clusters the bond length Mg-H increases in presence of MgO from 1.73Å to 

1.93Å. So, it can be said that Ti doping and MgO support effectively weakens Mg-H bond as 

a result desorption energy and temperature will be less. 

7.2 FUTURE SCOPE OF WORK 

The current research has extensively explored the electronic, thermodynamic, and chemical 

properties of pure Mgn, Ti-doped Mgn, and substrate-supported Ti encapsulated Mgn clusters, 

along with the hydrogenation of these systems. Looking ahead, several future directions 

emerge: 

1. Experimental Validation: This work is theoretical; thus, the logical next step is 

conducting experimental investigations corresponding to the theoretical studies. 

Experimental verification is crucial to validate the practical applicability of the findings. 

This step is imperative for translating theoretical insights into tangible applications. 

2. Applications of TiMg8 Cluster: The study identifies TiMg8 as the most stable cluster 

with a closed-shell configuration and a HOMO-LUMO energy gap of 1.45 eV, placing it 

within the ideal range for solar absorption band gaps. Given its exceptional stability, 

TiMg8 holds potential applications in photovoltaic cells, fluorescent-bio imaging, various 

electronic devices, and industrial applications. Future experimental investigations on 

TiMg8 could unveil practical, real-life applications. 

3. Extended Investigation on Larger Clusters: While this thesis reports on the hydrogen 

storage properties of TiMgn clusters for n=2-20, future research should extend this 

investigation to clusters with n>20. Exploring larger clusters is crucial for understanding 

the scalability and potential limitations of the proposed hydrogen storage materials. 
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4. Exploration of Alternative Substrates: The thesis introduces a specific substrate-

supported system for hydrogen storage. However, future research should delve into the 

exploration of alternative substrates, both 2D and 3D. A broader investigation into various 

substrates will likely reveal additional hydrogen storage materials, contributing to the 

ongoing efforts to address current energy and air pollution challenges. 

In summary, the future scope of this research encompasses experimental validation, further 

exploration of specific clusters, investigation into larger clusters, and the exploration of 

alternative substrates. These endeavors will enhance the understanding of the studied systems 

and contribute to developing practical solutions for pressing energy and environmental issues. 
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