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Abstract

The interest in Multi-Valued Logic (MVL) circuits has grown over the years in view

of the benefits they provide in terms of reducing the complexity of interconnects and

increasing information density. Ternary logic is a subset of MVL that uses three logic

levels for computation. Implementation of Ternary logic circuits necessitates transistors

with different threshold voltages. This is acheived in the traditional Metal-Oxide-

Semiconductor (MOS) transistors using body biasing making the design of ternary

logic circuits using MOS transistors more complex. Carbon-Nanotube-Field-Effect-

Transistor (CNFET) is a good alternative for ternary logic implementation where,

transistors with different threshold voltages can be obtained by varying the physical

dimensions of the Carbon-Nano-Tube (CNT), which acts as a conduction channel in

the CNFETs.

The existing work on CNFET-based ternary logic circuit implementation focuses

only on individual blocks like adders, multipliers, ALUs, memory etc but not the entire

system. Hence, the primary goal of this thesis is to design a CNFET-based Ternary

Logic Processor (TLP). The processor implementation requires the design of different

ternary combinational and sequential logic circuits as well as ternary memory.

In this work, firstly , we present a new CNFET-based ternary Arithmetic-Logic-

Unit (ALU) architecture. The main components of the ternary ALU are the function

select block that the selects the required function the ALU should perform , the trans-

mission gate block that connects the inputs of the ALU to its functional blocks, and

the functional modules. The functional modules, which implement the arithmetic and

logic functions, like the ternary adder-subtractor, multiplier and the comparator of the
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ternary ALU are designed using 2 : 1 multiplexers to achieve low power consumption.

The second contribution of this thesis, is novel design methodologies for implement-

ing CNFET-based ternary sequential logic circuits, which form an integral part of a pro-

cessor. In this work, different designs for D-flipflop are presented. The first flipflop de-

sign is implemented using the ternary buffer and Standard Ternary Inverter (STI). The

second design is a multiplexer-based design implemented using successor-predecessor

circuits. The third and fourth D-flipflop designs are hybrid designs which are a com-

bination of buffer-based and successor-predecessor-based designs. These flipflops are

further used to implement ternary synchronous and asynchronous counters.

The third contribution is the implementation of ternary SRAM cells. Three, dual

supply-based ternary Static-Random-Access-Memory (SRAM) cell designs are imple-

mented using CNFETs. Two of the proposed ternary SRAM designs are cycle-operator

based and the third design is buffer-based.

The proposed designs of ALU, sequential circuits and SRAM are simulated using

HSPICE and show considerable improvement in performance when they compared to

their counterparts existing in literature.

Finally, a CNFET-based Ternary Logic Processor (TLP) is designed by integrating

all the above designs of the ternary ALU, the ternary sequential logic circuits, and the

ternary memory. To start with, an Instruction Set Architecture (ISA) is defined for

this TLP that consists of instructions of the Register type, Load-store type, Immediate

type, and Branch type. Based on the ISA, the architecture of the CNFET-based TLP

is proposed and the transistor level designs of the TLPs’ fundamental blocks like the

Ternary Instruction Fetch (TIF), Ternary Register File (TRF), Ternary Arithmetic

and Logic Unit (TALU) and Ternary Data Memory (TDM) are presented. Simulations

are performed for the TLP and the TLPs’ individual blocks and the performance

parameters like the power consumption, propagation delay, and the number of CNFETs

required are calculated. In addition to this, the functionality of the processor is verified

using a few of the standard programs.
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Chapter 1

Introduction

1.1 Overview & Motivation

CMOS (Complementary Metal-Oxide-Semiconductor) technology has been the driv-

ing force behind the growth of the semiconductor industry for several decades. This

technology is used in the manufacturing of integrated circuits (ICs), including micro-

processors, memory chips, and other electronic devices. One of the main challenges

in CMOS technology is the issues arising due to the continuous scaling of transistors.

Scaling refers to the process of reducing the size of transistors and other components on

an IC while improving their performance [1]. As transistors are made smaller, they can

be packed more densely onto an IC, which can lead to higher performance and lower

power consumption. However, as transistors are scaled down, various physical and

electrical effects become more pronounced, which can make it more difficult to main-

tain good performance and reliability. These scaling issues have led to a slowdown in

the pace of Moore’s Law [2], which is the observation that the number of transistors

on an IC double approximately every two years. As the demand for smaller, faster,

and more energy-efficient ICs has continued to increase, researchers and engineers have

been exploring a variety of post-CMOS technologies that could potentially replace or

supplement CMOS technology in the future and overcome the scaling issues. Few of

the new device technologies that are being studied, as an alternative to CMOS, are

the CNFET (Carbon-Nanotube-Field-Effect-Transistor), the FinFET (fin-Field-Effect-

1
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Transistor) and the QDGFET (Quantum-Dot-Gate-Field-Effect-Transistor).

CNFET devices have been found to be energy efficient [3] when compared to the

MOSFETs for building digital logic circuits. The design of a modern RISC-based mi-

croprocessor using CNFETs by researchers at MIT [4] has ignited interest in this field

of study in recent times. Along with the CNFET technology, various post-binary com-

puting methodologies like quantum computing and Multi-valued logic computing are

also being explored. Multi-valued logic uses more than two logic levels for computation.

Ternary logic is a special case of MVL that uses three discrete logic levels for compu-

tation. A ternary system is better than a binary system in terms of the complexity of

interconnects and information density. A ternary system requires a lesser number of

bits to represent a number when compared to binary. For example, a 10-digit (N -digit)

binary number needs only 6-digits (log3(2
N − 1)) in ternary. These advantages make

ternary logic more appealing.

In order to build circuits using ternary logic, transistors with multiple threshold

voltages are required. Using CMOS for building ternary circuits would require body

biasing of transistors increasing the complexity of the design. In the CNFET, the

channel is made up of CNTs. By changing the diameter of these CNTs, transistors

with different threshold voltages can be obtained, making CNFET a viable candidate

for ternary logic circuit implementation.

The goal of the thesis is to design and implement a ternary logic processor using CN-

FETs (Carbon Nanotube Field-Effect Transistors) technology. Ternary logic circuits,

which operate on three logic levels instead of the traditional binary (two levels), have

been extensively studied and implemented using CNFETs in the past decade. Previous

research papers [5–17] have explored various aspects of CNFET-based ternary logic

circuits, including inverters, logic gates, arithmetic logic units (ALUs), and ternary

memory. While some studies have discussed the concept of a ternary logic proces-

sor [18,19], none have presented a transistor-level architecture employing CNFETs for

such a processor.

To address this gap, the thesis proposes the utilization of ternary logic computation
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coupled with CNFET technology to design and implement a CNFET-based ternary

logic processor. The thesis introduces various essential ternary circuits that serve as

the fundamental building blocks of the processor. The first contribution is a new

architecture for a power-efficient ternary ALU (Arithmetic Logic Unit). The ALU is

responsible for performing arithmetic and logical operations in the processor. The

proposed architecture aims to minimize power consumption while maintaining efficient

ternary computation.

Next, the thesis focuses on ternary sequential logic circuits, specifically ternary D-

flip-flops. These flip-flops are essential components of the ternary register file, which

stores data in the ternary processor. The design of these circuits ensures proper storage

and retrieval of ternary values. Furthermore, power-efficient designs for a ternary

single-cell SRAM (Static Random Access Memory) are proposed. The SRAM cells are

used to construct the instruction and data memory of the processor. The designs aim

to minimize power consumption while providing reliable ternary memory storage.

Finally, the thesis culminates in the design of a power-efficient CNFET-based

ternary logic processor. This processor integrates all the proposed circuits, including

the ternary ALU, ternary D-flip-flops, and ternary single-cell SRAM. The proposed cir-

cuits and architecture aim to achieve power efficiency and reliable ternary computation,

paving the way for further advancements in ternary logic technology.

1.2 Background

1.2.1 Ternary Logic

Ternary logic, as the name suggests, is three valued logic that uses three logic levels

for computation. The three logic levels are represented by 0,1 and 2 respectively. A

function f(X) is defined as a ternary logic function mapping {0, 1, 2}n to {0, 1, 2} where

X is given by X1, . . . ., Xn. When Xi,Xjε{0, 1, 2}, the basic operations of ternary logic

can be defined as:
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Xi +Xj = max{Xi, Xj} (1.1)

Xi ·Xj = min{Xi, Xj} (1.2)

Xi = 2−Xi (1.3)

where equations (1.1), (1.2)and 1.3 indicate OR, AND and NOT operations respec-

tively for ternary logic [5].

Inversion is an important function in Ternary Logic. The general inverter with

input x and outputs y0,y1,y2 is denoted as [5]:

y0 = C0(x) =


2, if x = 0

0, if x 6= 0

(1.4)

y1 = C1(x) = x = 2− x (1.5)

y2 = C2(x) =


2, if x 6= 2

0, if x = 2

(1.6)

Hence, three ternary inverters namely, Negative Ternary Inverter (NTI), Standard

Ternary Inverter (STI), and Positive Ternary Inverter (PTI) corresponding to outputs

y0,y1 and y2 are defined for ternary logic. Their truth table is as shown in Table 1.1.

Table 1.1: Ternary Inverters [5]

Input x NTI (x) STI (x) PTI (x)
0 2 2 2
1 0 1 2
2 0 0 0
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Table 1.2: Logic Symbols

Voltage Level Logic Value
0 0

V dd/2 1
V dd 2

Table 1.3: Truth Table for TOR and TAND

A B A(TOR)B A(TAND)B
0 0 0 0
0 1 1 0
0 2 2 0
1 0 1 0
1 1 1 1
1 2 2 1
2 0 2 0
2 1 2 1
2 2 2 2

The logic values 0, 1 and 2 correspond to voltages 0, V dd/2 and V dd respectively

as shown in Table 1.2. The truth table 1.3 for the basic ternary AND and OR functions

is derived from these equations, where the OR of two ternary digits is the maximum of

the two digits and the ternary AND is given by the minimum of the two digits respec-

tively. The basic ternary NAND, NOR gates and the ternary inverters STI,PTI,NTI

are represented as shown in Figure 1.1.

Transistors with different threshold voltages are required for implementation of

ternary logic circuits. CNFETs are ideal for implementing ternary logic circuits since

Figure 1.1: Ternary inverters and basic logic gates
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using CNFETs of different chiralities different threshold voltages can be obtained. The

following section describes the CNFETs in more detail.

1.2.2 Carbon-Nanotube Field Effect Transistor (CNFET)

CNFET consists of CNTs (Carbon-Nano-Tubes) that act as the channel between the

two metal electrodes that are the source and the drain instead of the substrate as in

the case of MOSFET. A SWCNT (single-walled carbon nanotube) is formed by rolling

a sheet of graphite along a certain angle called the chirality vector of the CNT, as

shown in Figure 1.2The roll-up vector is represented by C = na+mb, where′a′ and ′b′

are unit lattice vectors and m and n are positive integers which specify the chirality

of the CNT. Based on the values of the integer pair (n,m) the SWCNTs are further

classified into armchair CNT (if n = m), zigzag CNT (if n = 0 or m = 0) and chiral

CNT (if m! = n! = 0). All armchair CNTs behave as conductors. On the other hand,

zigzag and chiral CNTs show metallic (conducting) behavior when n = m or n–m = 3i,

where i is an integer, otherwise, they show semiconducting behavior. Hence the zigzag

and chiral CNTs are used in realizing a CNFET [20].

CNFETs function similarly to MOS transistors in terms of their operating princi-

ple. As depicted in Figure 1.3 this three (or four) terminal device is comprised of a

semiconducting nanotube serving as a conducting channel and connecting the source

and drain contacts. The gate turns the device on or off electrostatically. The drain

current is directly proportional to the number of CNTs connected between the source

and drain as well as their respective diameters [21, 22].

CNFETs with different chiralities have different threshold voltages. The chirality

is also related to the diameter of the CNT. The gate width of CNFET can be approx-

imated using equation below [21]:

W ≈ min(Wmin, N × S) (1.7)
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Chiral(n,n) armchair

(n,0) zigzag

Figure 1.2: Unrolled sheet of graphite and the rolled lattice structure of CNT

Figure 1.3: Carbon-Nanotube Field Effect Transistor (CNFET) 3-D view

In equation (1.7), Wmin is the minimum gate width, N is the number of tubes and

S the distance between the centers of two adjoining CNTs under the same gate, also

called as Pitch. The diameter of CNT, DCNT , which depends on the chirality vector

(n,m) can be calculated using equation below:

DCNT =

√
3a0
π

(
√
n2 +m2 +mn) (1.8)

where a0 = 0.142nm is the inter atomic distance between each carbon atom and its

neighbour. The threshold voltage, which is the voltage needed to turn ON the device

electrostatically via the gate, can be approximated to the first order as the half band

gap and can be calculated by equation (1.9) [21].

Vth ≈
Eg
2e

=
1√
3

aVπ
eDCNT

=
0.43

DCNT (nm)
(1.9)

In the above equation, Vπ(= 3.033eV ) is the carbon π - π bond energy in the tight
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Table 1.4: Relation Between Chirality, CNT Diameter and Threshold Voltage [21]

Chirality Diameter
of CNT

Threshold Voltage
of N-CNFET

Threshold Voltage
of P-CNFET

(19, 0) 1.487nm 0.289V −0.289V
(17, 0) 1.330nm 0.328V −0.328V
(16, 0) 1.253nm 0.348V −0.348V
(14, 0) 1.100nm 0.398V −0.398V
(13, 0) 1.018nm 0.428V −0.428V
(11, 0) 0.861nm 0.506V −0.506V
(10, 0) 0.783nm 0.559V −0.559V

bonding model, a(= 0.249nm) is the carbon-carbon atom distance and e is the unit

electron charge. If the chirality vector of CNT changes then the threshold voltage of

the CNFET will also change. Assuming the m value in the chirality vector is always

zero, the ratio of the threshold voltages of two CNFETs with different chirality vectors

can be represented by equation below:

Vth1
Vth2

=
DCNT2

DCNT1

=
n2

n1

(1.10)

Equation (1.10) shows that threshold voltage of CNFET is inversely proportional

to the diameter of CNT which, as mentioned above, depends on its chirality vector. As

the CNFET allows for controlling the threshold voltage by changing its CNT diameter,

it is suitable for ternary logic circuit implementation.

Table 1.4 illustrates the relationship between chirality, CNT diameter, and threshold

voltage as deduced from relationships given in [21]. Well-controlled CNTs are now

produced using improved techniques. While it is possible to create CNFETs with any

desired chirality, the CNFET-based ternary logic circuits typically uses three chiralities,

namely (19,0), (13,0), and (10,0) [5].

In spite of the fact that there are numerous CNFET device models in the litera-

ture [21–25], Stanford CNFET device models reported in [26] that are based on work

presented in [21, 22] have been widely used for the implementation of CNFET-based

circuits. As a result, this work’s models use the CNFET model. The Table 1.5lists the

technology parameters of CNFET along with a short description and numerical value.
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Table 1.5: Technology Parameters for CNFET model in [21,22,26]

Parameter Description Value
Lch Physical channel length 32nm
Lgeff Mean free path in the intrinsic CNT channel region 100nm
Lss Length of doped CNT source-side extension region 32nm
Ldd Length of doped CNT drain-side extension region 32nm
Efi Fermi level of the doped S/D tube 0.6eV
Kgate Dielectric constant of high-k top gate dielectric

material
16

Tox Thickness of high-k top gate dielectric material 4.0nm
Csub Coupling capacitance between the channel region

and the substrate
40pF/m

Vfbn & Vfbp Flat-band voltage for n-CNFET and p-CNFET,
respectively

0eV, 0eV

L_channel Physical gate length 32nm
Pitch Distance between the centers of two adjacent CNTs 20nm
Leff Mean free path in p+/n+ doped CNT 15nm

phi_M Work function of Source/Drain metal contact 4.6eV
phi_S CNT work function 4.5eV

HSPICE simulations are carried out using this CNFET model for ternary logic cir-

cuits like ternary ALU, D-flipflops, counters, register, and SRAM cell and performance

parameters like power consumption, propagation delay and PDP are calculated. Each

of these circuits are then integrated to implement a single-cycle ternary processor in

HSPICE which uses this CNFET model. The outline of the work carried out in this

thesis is described in the next section.

1.3 Thesis Outline

This thesis is organized as follows:

Chapter 2 presents in brief the literature review of the design of CNFET-based

ternary logic circuits. An overview of the various design approaches for ternary logic,

the basic and complex ternary combinational logic circuits, ternary sequential logic

circuits and ternary memories proposed in literature till date is given. Then, based on

the research gaps identified from the literature review, objectives are framed for the

thesis.
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Chapter 3 describes the design of a ternary ALU implemented using CNFETs.

The proposed ternary ALU reduces circuit complexity by eliminating few blocks of the

existing ternary ALU architecture and using a 2:1 multiplexer based approach to design

the functinal blocks of the TALU. The 2:1 multiplexer based design approach helps in

improving the power efficiancy of the overall design. A complete TALU that performs

arithmetic operations like addition, subtraction, multiplication, and comparison and

logic operations like Ex-OR, OR, AND, NOR and NAND is designed, simulated and

is compared with the existing TALU designs for performance.

Ternary sequential circuits using CNFETs are given very meager attention in the

literature. Chapter 4 talks about novel design methodologies to implement efficient

ternary sequential logic circuits like ternary D-flipflops. Four new designs of ternary

D-flipflops are presented. The first design is a ternary buffer and STI based design,

the second design is a multiplexer based design that uses sucessor-predecessor circuits

for designing D-flipflops. The third and fourth designs are hybrid designs. All the

four presented designs show improvement in terms of circuit parameters compared to

existing designs.

Memory is an important part of any system. Chapter 5 presents new power-efficient

designs of a ternary SRAM cell. Two new cycle operator-based designs and one ternary

buffer based design is presented.

The ternary ALU, ternary D-flipflops and ternary memory implemented in the

above chapters are used to build the fundamental blocks of the processor which are

in-turn used to implement the CNFET-based ternary logic processor, in Chapter 6.

An instruction set architecture is proposed for this processor and the working of the

processor design is checked by implementing a few programs on it. The functionality

of the proposed CNFET-based ternary processor is also verified by implementing it in

Simulink.

Finally, Chapter 7 sums up the work, draws conclusions from the key outcomes and

lists the main contributions of the research work. The objectives for the future work

are also proposed in this chapter.



Chapter 2

Related work

2.1 Literature Review

In CNFET technology, the threshold voltage is regulated by altering the diameter (i.e.,

Vth dependent on physical dimension) of the CNT, which in turn depends on the chi-

rality vector, as opposed to MOS technology, where body biasing is employed to control

threshold voltages. Because of this dependency, CNFETs can be used to build MVL

circuits. The recent demonstration of a CNFET-based modern RISC-based (Reduced-

Instruction-Set-Computer-based) processor by MIT (Massachusetts Institute of Tech-

nology) researchers [4] has rekindled interest in CNFETs, which had been diminishing

in recent years due to complex manufacturing technology and reliability concerns. This

processor is the conventional binary logic processor designed entirely using CNFETs,

that served as the inspiration for this thesis, which endeavours to design a CNFET-

based ternary logic processor.

CNFETs have the potential to be useful in computations involving ternary logic.

The concept of ternary logic or the use of three logic levels instead of two, dates back

to the thesis presented on ternary digital systems in 1967 [27]. It presented the algebra

for ternary logic and the design of basic gates. A standard STI gate design, a few logic

gates like the NAND and NOR gate and a half adder, were first proposed in [5]. The

design of ternary inverters NTI,STI and PTI are as shown in Figure 2.1. These designs

are derived from the truth table for ternary inverters. Also, the basic ternary NOR

11
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Figure 2.1: Design of ternary Inverters using CNFETs
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Figure 2.2: Design of ternary NOR and NAND gates

and NAND gates designs are shown in Figure 2.2.

The next sub-sections describe the design of various ternary combinational, sequen-

tial and memory circuits that are available in literature so far, which is a step towards

the design of a ternary logic processor.

2.1.1 Design of Basic Ternary Combinational Logic circuits

The basic ternary combinational logic circuits like logic gates, STI (Standard Ternary

Inverter), half adder, full adder, 1-digit multiplier and comparator are presented using

CNFETs in different research papers till date. Various design approaches are used to

implement the basic ternary combinational logic circuits. Six different CNFET-based

ternary logic circuit design approaches can be found in literature:

1) Decoder-Encoder based approach

2) 3:1 Multiplexer-based approach

3) Decoderless approach
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4) Low-power encoder approach

5) 2:1 Multiplexer-based approach

6) Dual supply based approach

Various half adder designs that are implemented using these design approaches are

as presented below.

Vdd Vdd

Encoder

Figure 2.3: Approach I: Decoder-Encoder based HA [5]

Vdd

(19,0)

(10,0)

Vdd

(10,0)

(19,0)

Vdd

(19,0)

(19,0)

(19,0)(19,0)

Binary NOR

Vdd

(19,0)

(19,0)

Binary Inverter

PTI NTI

Figure 2.4: Ternary decoder used in Approach-1

The decoder-encoder-based method [5], Approach-I, for designing ternary logic cir-

cuits can be divided into three stages. In the initial stage, a ternary decoder converts

a ternary signal into mutually exclusive unary functions with two logic levels, logic

0 and logic 2. These decoder outputs can only accept logic values 2 and 0, which
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correspond to logic 1 and logic 0 in binary logic. In the second stage, the outputs of

ternary decoders are combined using binary logic gates. The ternary decoder used in

this approach in Figure 2.3 is as shown in Figure 2.4. In the third and final stage, the

second stage outputs are combined using an encoder to produce the ternary outputs.

A ternary encoder is made up of a level shifter and a ternary OR gate. The Figure

2.3, shows a Half Adder (HA) sum designed using the Decoder-encoder-based design

approach. This approach utilises a complex encoder and a ternary decoder for each

input, that results in large area and power consumption for higher operand sizes.

Next, the 3:1 Multiplexer approach, Approach II, as described in [28] uses unary

operators and 3:1 multiplexers, for implementing ternary logic circuits. A ternary HA

designed using this approach is shown in Figure 2.5. This approach has advantages

in terms of power consumption when compared to Approach I but suffers from large

propagation delay. Another method, Approach-III, described in [29], is a decoderless

approach that uses a low power encoder and no decoders. This technique results in

ternary circuits with low transistor count and hence optimised in terms of area and

power. A ternay HA designed using this method is shown in Figure 2.6.

Vdd

(13,0)

(13,0)
(10,0)

(19,0)

(10,0)

(10,0)

(10,0)

Vdd

(13,0)

(13,0)

(10,0)

(10,0) (10,0)

(10,0)

(19,0)

Figure 2.5: Approach II: 3:1 Multiplexer based HA [28]
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Vdd

(19,0)

(10,0)

(19,0)

(19,0)
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(13,0)

(13,0)

(13,0)

(13,0)
(13,0)

(13,0)

VDD

Figure 2.8: Proposed decoder and encoder designs in Approach-III and Approach-IV

Vdd Vdd

Encoder

Figure 2.6: Approach III: Decoderless HA [29]

Vdd Vdd

Encoder

Figure 2.7: Approach IV: Lowdelay decoder based HA [30]



2.1. Literature Review 16

Figure 2.9: Approach V: 2:1 Multiplexer based HA [31]

The Approach-IV, utilises a low delay decoder and the low power encoder to design

energy-efficient ternary circuits. The proposed delay optimised decoder is proposed

in [30]. The Figure 2.7 shows the HA Sum designed using this approach. Following

this, a 2:1 multiplexer based approach, Approach V, was presented in [31], that resulted

in ternary circuits which have very low power consumption. The basic idea for the origin

of this approach was that the 3:1 multiplexers could be designed using 2:1 multiplexers.

Hence, this approach was derived from Approach II. A ternary HA Sum implemented

using this design approach is as shown in Figure 2.9.The encoder and decoder proposed

in Approach-III and Approach-IV is as shown in Figure 2.8.

(10,0)

(19,0)

(19,0)

(19,0)

VddVdd/2

Vdd/2

(10,0)

(10,0)

(10,0)

Vdd

(10,0) (10,0)

(10,0)
(10,0)

Figure 2.10: Approach VI: Dual supply based HA [32]
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Finally, Approach-VI, is proposed recently in [32]. This approach assumes that

two power supplies of Vdd and Vdd/2 are present for the implementation of ternary

circuits. A HA Sum generation circuit that uses this approach is as shown in Figure

2.10. This approach utlilises the unary operators of ternary system and employs two

power supplies, to achieve considerable power consumptions when compared to all other

existing design approaches.

Ternary full adder designs using CNTFETs are designed in [10,28,33–35] and mul-

tipliers are designed in [36,37]. Some of the recent publications implementing CNFET-

based basic ternary combinational circuits are discussed below.

In [38], a novel method for the design of an energy-efficient one-digit adder is

proposed. The proposed design utilises ternary multiplexers to select successor and

predecessor digits for output node values. This study also defines the novel ternary

multiplexer, as well as the successor and predecessor cells. The successor and predeces-

sors here are designed using the VDD/2 based design approach. A ternary full adder

modeled using graphene barristors is demonstrated in [39].

The article [40] proposes a CNFET deployed Ternary Half Subtractor and Full

Subtractor using unary operators. The design methodology for the implementation

of 2-bit ternary comparator utilizing CNFET and resistive random access memory

(RRAM) is presented in [41]. The work in [32] proposes new improved designs for

ternary half adder and ternary multiplier using the VDD/2 based design approach.

In [42], physical equations are used to suggest a systematic way to size transistors for

a standard ternary inverter (STI) . This study provides a thorough investigation to

establish suitable physical parameter values for the CNFET-based STI.

2.1.2 Design of Complex Ternary Combinational Logic circuits

Multi-digit adders, multi-digit multipliers and ALUs fall under the category of com-

plex combinational logic circuits. Numerous designs of multi-digit adders have been

proposed in literarture. Some of these are [8, 10, 28, 33–35]. [35] presents an efficient

design of a ternary adder. This adder employs a low-complexity encoder and a fast

carry generation device, that results in less propagation delay for multi-digit adders.
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Although the encoder used in [35] has reduced delay and complexity, it uses a lot of

power.

[8] [30] presents energy-efficient single-digit and multi-digit adders. High-speed

and power- efficient designs the ternary prefix adders are presented in [43]. In this

paper, a technique is proposed that permits the use of the carry Propagate-Generate

concept in multidigit ternary adders. CNFETs are used to implement multidigit ternary

prefix adders that use binary prefix trees for payload computation. HSPICE is used to

implement five variants of CNFET-based multidigit ternary adders that use distinct

prefix networks for payload computation.

In [28], low-delay and low-power single-digit and multi-digit adders have been

presented. Although multi-digit CSA (Conditional-Sum-Adder) and CLA (Carry-

Lookahead-Ader) designs have low-propagation delays and least PDP, they have com-

plex carry propagation path and consume large power when compared to other designs.

In another paper [44], two design approaches for ternary CLA based on K-map and

threshold logic methods are proposed in addtion to their realization using CNTFETs

only and memristor with CNTFETs. In terms of latency and area, a comparison and

tradeoffs among the proposed designs are offered. In the K-map design technique, the

comparison demonstrates that the transistor-only implementation is the better choice.

However, in the threshold logic (TL) design, the memristor and transistor-based im-

plementation based on memristor and transistor integration is the best.

Few multi-digit ternary multipliers are implemented recently in [45] and [46]. A

novel approximate computing technique for low-power ternary multiplication is pro-

posed in [45]. A carry-truncated ternary multiplier, error compensation circuits, and

2×2 ternary multipliers with various accuracies are proposed here using the low-power

design methodology with CNFETs. Ternary Wallace tree multipliers that reduce the

number of transistors by using 4-input ternary adders are proposed in [46] to improve

the performance of existing ternary multipliers. A ternary carry-select adder is also

proposed to reduce the carry propagation delay, used as a carry-chain adder of the

Wallace tree. The suggested multipliers were made using a custom ternary standard
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Figure 2.11: Architecture of a ternary ALU first proposed [47]

cell library and a 28-nanometer complementary metal-oxide-semiconductor (CMOS)

process.

A 2-digit ternary ALU designed using CMOS technology is presented in [47]. CN-

FET based Ternary ALUs (TALUs) have been designed in [48] and [11] which have an

architecture similar to the one in [47] as shown in Figure 2.11. The basic architecture of

the TALU consists of a decoder stage, a function select logic, a transmission gate stage

and the functional modules that perform the operations, making the designs complex

in terms of the number of transistors required to build the TALU. Also, these circuits

use a decoder-encoder based design approach to build their functional modules which

consume very high power due to the presence of VDD to Gnd paths in this approach.

Another compact and enery efficient TALU design is implemented in [49]. Here, the

arithmetic unit, adder and subtractor cells are combined to form a single unit. ALU

functional units such as function selection unit and various processing modules are
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designed using efficient ternary multiplexers rather than the existing transmission gate

and switching logic in [11].

2.1.3 Design of Ternary Sequential Logic circuits

The concept of implementing multivalued Sequential logic circuits such as flipflops

was first presented in [50]. A ternary edge triggered JKL-flipflop was proposed in [51].

Ternary sequential circuits have been given very less importance in literature so far and

hence very few papers are present on this study which gives us a scope for exploring

new designs in this area. Another JKL flipflop is presented in [52]. Here, a a novel

design of low-power ternary Domino JKL flip—flop on the switch level is proposed.

The circuit is simulated by using the Spice tool and the results show that the logic

function is correct.

A novel 4−trit pulsed reversible counter is designed with Carbon Nanotube Field

Effect Transistors(CNFET) in [53]. In [54], a flip-flop is proposed which captures and

propagates a ternary data signal at the four boundaries of a ternary clock signal. It

contains four varieties of logic gates: a ternary clock driver, a standard ternary inverter,

a binary inverter, and a transmission gate. The results of an HSPICE simulation have

confirmed that the power consumption of the flipflop is [55] less than that of conven-

tional single-edge-triggered flip-flops. The work in [56] proposes a negative capacitance

CNTFETs(NC-CNTFETs)-based ultra-efficient nonvolatile ternary flip-flop (FF).

Mainly two design approaches are followed in existing CNFET-based ternary D-

flipflops, one method uses STIs [58], and the other uses successor-predecessor circuits

[57]. The successor circuit implements the next state logic, that is, for an input of

logic ’0’ it outputs a logic ’1’ and for an input of logic ’1’ it outputs a logic ’2’. The

predecessor circuit implements the previous stage logic,that is, for an input of logic

′2′ it ouputs a logic ′1′ and for an input of logic ′1′ it outputs a logic ′0′. Hence, the

successor and predecessor circuits connected back to back act like a storage element

and can be used in sequential logic circuits design. The STI-based ternary D-flipflop

design is presented in [58] uses a pass transistor based STI gate implementation that
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Figure 2.12: Design of a ternary D-flipflop using successor-predecessor circuits [57]

performs better than the standard STI gate in [5] in terms of power as it avoids the

VDD to gnd path generation for implementating logic ′1′ at the output. The designs

in [57] and [59] use the successor-predecessor circuits for implementing D-flipflops but

these designs are complex in terms of number of CNFETs used and power consumption.

Here, the designs for 3-digit ternary synchronous and asynchronous counters are also

presented utlising the D-flipflop designs. And since the counter designs are made up

of D-flipflops the power consumed by the ternary D-flipfllop also affects the power

consumed by the counters. The architecture of a successor-predecessor based ternar

D-flipflop is as shown in Figure 2.12.

The design methodology for single-edge triggered ternary shift registers is presented

in [60]. The D-flip-flops are designed using multiplexer-based positive and negative

latches. Following this, series connection of D-flip-flops is done to build serial input

serial output and parallel input serial output registers. The parallel input serial out-

put registers are capable of operating in two modes: loading and shifting, and three

configurations of AND-OR logic, NAND logic, and latch-based selection circuitry are

proposed. According to simulation results, the proposed ternary shift registers reduce

power consumption and energy consumption by more than 80% compared to their

contemporary counterparts. Recently, a three-valued D-flip-flop (D-FF) circuit and

a two-stage shift register built from InGaAs-based multiple-junction surface tunnel
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transistors (MJSTT) and Si-based metal-oxide-semiconductor field effect transistors

(MOSFET) have been demonstrated in [55].

2.1.4 Design of Ternary Memories

The design of ternary memory using the CMOS technology was presented in [61, 62].

The first ternary memory design using CNFETs was proposed in [17]. In this paper, a

new design of a ternary memory cell which uses seperate read and write mechanisms is

proposed. Simulation results using HSPICE have showed that the proposed CNTFET-

based ternary cell performs the correct function during the read and write operations.

It has also been shown that the proposed ternary cells achieve a high SNM due to the

separate read and write operations, more than 90 lower standby power consumption

for the “0” and “2” states and low area compared to a conventional binary CMOS

implementation [17]. Back to back inverters are used in traditional memory cells as

basic components of the storage element for the correct states; access transistors (such

as pass or transmission gates) are commonly used to read and write from the back to

back inverters. The design of the CNFET-based ternary SRAM in [17] is as shown in

Figure 2.13.

Another paper in [63] proposed a novel design of a ternary SRAM cell. Unlike

previous ternary cells, the proposed cell does not require a read buffer for changing the

voltage level of the read bit line, because it uses additional CNTFETs to sink the bit

lines to ground. By using four additional CNTFETs for ternary operation, a conven-

tional (two-valued) sense amplifier is then used for output response [63]. The CNTFETs

of the ternary cells were sized by grouping them; the chirality of the CNTFETs was

modified to improve the SNM and reduce power dissipation while maintaining bal-

anced operation. The chirality of the CNTFETs in the write and read circuits has

been enhanced to minimise write/read times in a ternary CNTFET SRAM, producing

considerable gains in PDP for the proposed SRAM cell.

The work in [64] proposes two new ternary CNFET-based SRAM cells. The first

suggested CNFET SRAM sinks the bit lines to ground using extra CNFETs; its op-
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Figure 2.13: CNFET-based single-cell Ternary SRAM a) basic block diagram b)
transistor-level diagram [17]

eration is nearly independent of the ternary values. The second cell incorporates the

traditional voltage controller (or supply) of a binary SRAM into a ternary SRAM by

adding two CNFETs to the first suggested cell. CNFET characteristics (such as size

and density), performance measures (such as SNM and PDP), and write/read timings

are all extensively studied and evaluated.

In [65], two ternary SRAMs with reduced delay as compared to their predecessor

are proposed. Both proposed SRAMs make use of an enhanced inverter, which is a key

component of SRAMs.

[15] demonstrates a read-disturb-free, ternary SRAM cell that uses 17 Carbon

Nanotube Field-Effect Transistors. (CNFET). The suggested ternary SRAM cell works

on two voltage levels and can store three voltage levels. The proposed SRAM is energy-

efficient because the Power Delay Product (PDP) is less during write and read processes

than in previous designs.

A STI structure that consumes little current when the input voltage is VDD/2, is

presented in [66]. In addition, a ternary SRAM cell was created by employing the stor-



2.1. Literature Review 24

age element with back-to-back STIs and read/write schemes for ternary SRAM cells

were developed. To confirm the operation stability of a ternary SRAM cell, three vari-

eties of SNMs (Signal-to-Noise-Margins), were measured. By simulating a pre charging

circuit, a ternary SRAM cell, and a write driver, write operation was implemented and

the possibility of ’read’ operation was demonstrated for a ternary SRAM cell.

A new ternary Static Random Access Memory (T-SRAM) cell is proposed in [67].

Carbon nanotube field-effect transistors are chosen as a proof-of-concept to verify the

functionality of the suggested T-SRAM, whereas either post-CMOS or CMOS technolo-

gies can replace it. This T-SRAM greatly reduces leakage power and boosts robustness

by eliminating the need to store the intermediate ternary state’svoltage level. SPICE

simulation and comparison of the proposed T-SRAM with CMOS SRAMs in low-power

edge AI applications reveals that it can be a promising substitute.

2.1.5 Design of a Ternary Processor

The first CarbonNanotube computer was proposed in [68], which was built entirely

using CNFETs. This was a binary processor that could run MIPS instructions. Then,

another CNFET-based modern RISC based microprocessor was built in [4]. Taking

inspiration from these demonstrations of CNFET-based binary processors, the concept

of a Ternary Logic Processor is described in [18, 19]. The design and verification

frameworks for a ternary logic processor are described in [18]. It shows the design

and architecture of a RISC based ternary processor that operates on 9-digit long data,

called ART-9 (Advanced RISC-based ternary). Although this work describes the block

level architecture, the software-level framework and the hardware-level framework of

a ternary processor, the complete design of the processor at the transistor level is not

proposed. Another paper [19] details a VHDL-based efficient ISA for a ternary logic

processor. For a 4-digit ternary processor, the proposed ISA specifies 21 instructions.

This paves the way for the development of more efficient ISAs for future ternary logic

processor architectures.
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2.2 Research Gaps and Objectives of the thesis

The Research gaps were identified in the literature review described in the previous

section. Designs for ternary ALU using CNFETs existing in literature consume large

power and require a large number of transistors for its implementation. This is due to

the complex designs where the decoders are used at the inputs and a decoder-encoder

design approach is used to build the functional modules of the ALU. The decoder

stage also increases the complexitiy of the transmission gate stage in the ALU. Also,

the decoder-encoder based design approach is not power efficient. Hence, there is a

need to develop an efficient design of a ternary ALU. The design of CNFET-based

ternary sequential logic circuits like D-Flipflops, and counters have received very less

attention in the literature. The existing D-flipflop designs are implemented using the

successor and predecessor circuits for storing a logic value. These successor-predecessor

circuits consume lot of power due to the VDD to Gnd paths present in their design.

There is scope to develop new design techniques to implement ternary sequential logic

circuits which are power efficient. Memory is a vital part of any system. The Ternary

Memory block contributes significantly to the overall power consumed by a Ternary

Logic Processor. The existing single-cell ternary SRAM designs are not power efficient.

Hence, it is required to develop low-power designs for Ternary SRAM. The design of a

CNFET-based Ternary Logic Processor at the transistor level has not been presented

in literature yet. This thesis proposes the architecture and design of a 3-digit ternary

logic processor built entirely using CNFETs. The functionality of this proposed ternary

logic processor is also verified using standard programs. Four objectives are defined for

this thesis. The first three objectives lead to the ultimate goal of this thesis, which is

to design and implement a Ternary Logic Processor. The objectives are listed below:

1. Design of a 2-digit CNFET-based ternary ALU using the power-efficient 2:1

multiplexer-based design approach.

2. New design methodologies for ternary D-Flipflops and ternary counters.

3. Design of new power-efficient ternary single-cell SRAM.

4. Design of a CNFET-based Ternary Logic Processor.



Chapter 3

Design of CNFET-Based Ternary

Arithmetic and Logic Unit

3.1 Introduction

A Ternary Arithmetic and Logic Unit (TALU) is the fundamental component of a

ternary processor, as it is responsible for carrying out the mathematical and logical

operations required by a computer program. The arithmetic operations that a TALU

can perform include Ternary addition, subtraction, and multiplication. The ternary

logical operations include TAND, TNAND, TOR, TNOR, TXOR, and various shift

operations. The TALU retrieves the data stored in registers within the processor and

performs the required operations on them. The TALU then stores the result back in

the appropriate register. A computer’s ALU is responsible for executing instructions

and performing calculations essential to its operation. It is used in conjunction with the

control unit to run the program’s instructions. Without an ALU, a processor cannot

perform arithmetic and logical operations, which are required for a variety of tasks,

including mathematical calculations, data processing, and decision-making. Overall,

the TALU plays a crucial role in the operation of a Ternary Processor and is a key

factor in determining its performance capabilities.

In this chapter, we propose a new design for a TALU that is simpler in terms of area,

26
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number of CNFETs used for design, power, and PDP (Power-Delay-Product) metrics as

compared to existing TALU designs. The proposed design uses a 2:1 multiplexer based

design approach for implementing the arithmetic circuits making the design energy

efficient.

3.2 Existing Designs for TALU

A 2-digit ALU implementation for ternary logic using CMOS technology is presented

in [47]. The block diagram of the TALU consists of four main components- decoders,

function select logic, transmission gates, and function processing modules. Figure 3.1

shows the architecture of a 2-digit TALU as given in [48]. This architecture is similar

in all the three existing TALU designs in [47], [48], and [11]. As shown in Figure

3.1, the 2-digit binary inputs A,B, are first converted to binary form using decoders.

These decoded inputs are given to the functional modules via a Transmission gate (TG)

block. Each TG block is activated, depending on the values of the select lines S0, S1,

and the inputs are connected to the corresponding functional module. This 2-digit

TALU performs four arithmetic and five logic operations.

The TALU architecture shown in Figure 3.1, takes two 2-digit inputs A1A0 and

B1B0. Each digit/bit is represented by, Ai, where A0 represents 0th bit, A1 represents

1st bit, and so on, Ai, represents the ith bit of the number A. The 4 input digits

(A1, A0, B1, B0) are decoded to 3 digit outputs each by the input decoders. A ternary

decoder, for an input X gives an output Xk, is defined as:

Xk =


2, ifX = k

0, ifX 6= k

(3.1)

So, a 12-digit wide input in the decoded form goes to the arithmetic modules

like adder-subtractor, multiplier, comparator and XOR module via a TG block that

has 12 TGs (one TG for each of the 12 inputs). The use of decoders and large TG

blocks makes this design complex in terms of number of CNFETs required to build the
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design.The logical modules in Figure 3.1, perform operations on only single digits that

require only 2 TGs in the TG block. Each of the functional modules in this design

is implemented using a decoder-encoder based design approach which contributes to

power consumption.

The architecture of 2-digit TALU in [11] is similar to the one shown in Figure

3.1, except that here it implements the addition, subtraction, and XOR operations

in one module hence it is optimized as compared to the design in [48]. Further, in

this architecture, additional arithmetic operations like increment, decrement are also

performed with the help of a few extra binary gates. Also, a new encoder design is

proposed, which is used for implementing the functional modules and yields better

performance than the design in [48].

3.3 Proposed Design of TALU

3.3.1 Proposed TALU Architecture

The architecture for a 2-digit TALU proposed in this work, is as shown in Figure 3.2.

This TALU performs four arithmetic operations- addition, subtraction, multiplication,

and comparison and five logic operations- XOR, OR, AND, NOR and NAND. A digit

in binary is called as a bit, so in ternary logic we term it as a trit. The entire TALU

block takes two 2-trit numbers as inputs A1A0 and B1B0 , and gives a 2-trit output

TOut(T1T0). This output depends on the value of the select lines S1S0,which decide

the operation that is performed on the inputs. The truth table for the proposed

TALU is given in Table 3.1 . The four main components of a proposed TALU design in

Figure 3.2, are function select block, transmission gate (TG) block, function processing

modules and an output multiplexer module. The function select logic block selects the

arithmtic or logic operation that is performed, the TG block transmits the inputs to

the processing modules which perform the selected operation and finally the output

multiplexer is added to multiplex together the outputs of various operations to a single

2- trit output. Connecting this output multiplexer at the output of TALU design would
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Table 3.1: Truth Table for proposed TALU

S0 S1 Function
0 0 Addition
0 1 Subtraction
0 2 Multiplication
1 0 Comparision
1 1 EXOR
1 2 OR
2 0 NOR
2 1 AND
2 2 NAND

make the TALU suitable for use in a processor.

Another design of a TALU is also proposed in this work that includes the negation

and shift operations. The architecture of this TALU is shown in Figure 3.3 . Negation

has been implemented using STI gates and an Inversion block is added to the ternary

ALU design. Similarly, a left shift and right shift block that does logical shift is

introduced in the TALU design.

3.3.2 Proposed TALU Design and Implementation

The design approach used to implement different blocks of the proposed TALU archi-

tecture is presented in this section. The function select logic (FSL) block design is

similar to the design presented in [48]. As shown in Figure 3.4,
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Figure 3.4: Design of Function select logic block [48]

this block has two input select lines S1S0 and nine different outputs which act as

enable lines. For one particular combination of S1S0, one of the nine output lines in

enabled and others are disabled. The enabled output in turn enables the TG block

which performs the respective function. The FSL block consists of 2 decoders and 9

AND gates. This way nine different functions can be realised.

TG block as the name suggests consists of transmission gates (TGs). This block

connects the inputs A1A0 and B1B0 to the processing modules. We use inputs A and

B in their ternary form instead of decoded inputs A and B, resulting in the elimination

of input decoders, making the design simpler. Also, here the TALU design takes 4 trits

(A1, A0, B1, B0) as inputs, hence the TG blocks contain only 4 TGs as compared to 12

TGs that are present in the existing TALU designs. In the proposed TALU design as

shown in Figure 3.2, all the TG blocks have 4 TGs each. Here, logical operations are

performed bitwise for both the input digits, for instance (A0 OR B0 )and (A0 OR B0),

which requires 4 TGs to be present in the TG block. If we perform single digit logical
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Table 3.2: Unary Operators for Multiplexer based Design

A A0 A2 A+1 A+2 A0 A2 1.A2 1.A0

0 2 0 1 2 0 2 0 0
1 0 0 2 0 2 2 0 1
2 0 2 0 1 2 0 1 1

operations instead 2 TGS would suffice as done in existing TALU design architecture.

Due to the elimination of input decoders and TGs, the proposed design uses upto 100

transistors lesser than the existing design.

These ternary inputs via the TG block are given to the processing modules that

use a multiplexer based design approach. This makes the processing modules perform

better in terms of power consumed when compared to the processing modules in existing

TALU designs, which are based on a decoder-encoder based design approach.

The arithmetic modules like the adder-subtractor module, the multiplier module,

and the comparator module for 2-trit ternary inputs A,B are designed as described in

the sections below. The design of arithmetic circuits using multiplexer based design

approach requires some unary operators that need to be implemented. Unary operators

are functions applied on a single ternary variable. Unlike in binary logic, many unary

operators can be defined in ternary logic. Notations of the unary operators used in this

paper are described in Table3.2 . The operators A0 and A2 are obtained from equation

(3), which are the decoder outputs of A and the operators A0 and A2 are inverted

values of A0 and A2. The operators A+1 and A+2 are called the cyclic operators of A,

since they result in the successor and predecessor of A respectively. The operators A+1

and A+2 are denoted with superscript +1 and +2 because they transform the values of

A from {0, 1, 2} −→{1, 2, 0} and {0, 1, 2}−→{2, 0, 1}, which is same as the operations

(A+ 1) and (A+ 2), respectively. A combination of binary and unary operators results

in functions like 1.A0which is a mapping from {0, 1, 2} −→{0, 1, 1}. In this paper these

unary operators are designed using multiplexers as shown in Figure 3.7.
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3.3.2.1 Adder-Subtractor Module

The proposed adder-subtractor module uses a multiplexer based design approach.

Whereas the designs in [48] and [11] use the decoder-encoder based design approach.

This adder-subtractor block performs both addition and subtraction operations based

on the mode input M. The SUB output line is connected to M, so when M = 0, it acts

as an adder and when M=2 it acts like a subtractor. The block level diagram of the

adder subtractor module is shown in Figure 3.5,

Figure 3.5: Adder-Subtractor block diagram

that takes A1A0, B1B0, as 2-trit ternary inputs and produces outputs sum S1S0,

and carry C1C0 or difference D1D0 and borrow b1b0. The operation is performed using

a Half Adder-Subtractor (HAS) and a Full Adder-Subtractor (FAS). This module is

designed entirely using 2 : 1 multiplexers. The inputs for the HAS are A0 and B0 and

for the FAS are A1, B1 and Cin (carry from HAS).

The design uses PTI mux and NTI mux, as described in [69], shown in Figure
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Figure 3.6: NTI Mux and PTI Mux [69]

3.6. The multiplexer based design of the HAS module is described in Figure 3.7.

The outputs of Sum and carry, obtained from a half adder subtractor truth table 3.3,

for M = 0 when the module acts as an adder are given as:

Table 3.3: Half Adder-Subtractor Truth Table

Inputs Half Adder Half
Subtractor

A B S C D Bo
0 0 0 0 0 0
0 1 1 0 2 1
0 2 2 0 1 1
1 0 1 0 1 0
1 1 2 0 0 0
1 2 0 1 2 1
2 0 2 0 2 0
2 1 0 1 1 0
2 2 1 1 0 0

SUM : S = B0.A+B1.A+1 +B2.A+2 (3.2)

CARRY : C = B0 +B1.(1.A2) +B2.(1.A0) (3.3)
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(a) Proposed design for Sum/Difference generation

(b) Proposed design for Carry/Borrow generation

Figure 3.7: Proposed design of Half Adder-Subtractor

where, B is the select line and B0,B1,B2 are related to B, according to the equa-

tion (3), and A+1,A+2,1.A2, 1.A0 are unary operators as given in Table 3.2. These

unary operators are also designed using 2 : 1 multiplexers, with A as select line, as

shown in Figure 3.7. These Eqn.s (3.2), (3.3) for Sum and Carry are further trans-

formed as shown below into Eqn.s (3.4),(3.5) which are used for 2 : 1 multiplexer based

implementation.

S = B0.A+ (B0 +B1)(B1 +B2).A+1 +B2(B1 +B2).A+2

∵ B1 = (B0 +B1)(B1 +B2), B2.B2 = B2, B2.B1 = 0
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S =B0.A+(B1 +B2)[(B0 +B1).A+1 +B2.A+2]

∵ B1 +B2 = B0 and B0 +B1 = B2

S = B0.A+B0
(
B2.A+1 +B2.A+2

)
(3.4)

C = B0 + (B0 +B1)(B1 +B2).(1.A2) +B2(B1 +B2).(1.A0)

C =B0.0+(B1 +B2)[(B0 +B1).(1.A2) +B2.(1.A0)]

C = B0.0 +B0
(
B2.(1.A2) +B2.(1.A0)

)
(3.5)

where, B is the select line for the PTI-NTI Muxes, as shown in Figure 3.7. The

underlined parts in the equations (3.4) and (3.5), are implemented using one 2:1 mul-

tiplexer each.

Similarly the ouputs for the half subtractor, for M = 2 case, are given as :

DIFFERENCE : D = B0.A+B1.A+2 +B2.A+1 (3.6)

BORROW : B = B0.0 +B1.(1.A0) +B2.(1.A2) (3.7)

where, B0,B1,B2 are decoder generated unary operators for B, obtained from equa-

tion (3), and A+1, A+2,1.A0, 1.A2 are unary operators as given in Table 3.2. These

equations for Difference and Borrow are further transformed into Eqn.s (3.8) and (3.9),

similar to the Sum Carry equations.

D = B0.A+B0
(
B2.A+2 +B2.A+1

)
(3.8)

B = B0.0 +B0
(
B2.(1.A0) +B2.(1.A2)

)
(3.9)
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where, B is the select line for the PTI and NTI Muxes, as shown in Figure 3.7.

A Full Adder-Subtractor (FAS) is also designed on similar lines. This design, shown

in Figure 3.8

(a) Proposed design for Sum/difference generation

(b) Proposed design for Carry/borrow generation

Figure 3.8: Proposed design of Full Adder-subtractor

, is based on its truth table, as described in Table 3.4 . For ternary inputs A1,

B1 and Cin, this FAS module calculates Sum/Difference and Carry/Borrow. The Cin

input to the FAS, is the output of HAS block. We represent this input as Cin for

adder and Bin(Borrow in) for subtractor as indicated in the FAS truth table 3.4. From

the truth table of HAS, we see that the Cin takes values of 0, 1 and not 2, hence the

equations for Sum/Carry contain only C0
in and C1

in(written as C0
in) terms. The FAS is

entirely designed using 2 : 1 multiplexers similar to HAS.
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Table 3.4: Full Adder-Subtractor Truth Table

(a) FAS Sum and carry for Cin=0

Sum Carry
A/B 0 1 2 0 1 2
0 0 1 2 0 0 0
1 1 2 0 0 0 1
2 2 0 1 0 1 1

(b) FAS Sum and carry for Cin=1

Sum Carry
A/B 0 1 2 0 1 2
0 1 2 0 0 0 1
1 2 0 1 0 1 1
2 0 1 2 1 1 1

(c) FAS Difference and Borrow for Bin=0

Diff Bor
A/B 0 1 2 0 1 2
0 0 2 1 0 1 1
1 1 0 2 0 0 1
2 2 1 0 0 0 0

(d) FAS Difference and Borrow for Bin=1

Diff Bor
A/B 0 1 2 0 1 2
0 2 1 0 1 1 1
1 0 2 1 0 1 2
2 1 0 2 0 0 1

The outputs for Sum/carry for the FAS module, when M = 0 and it acts like a full

adder are given as:

SUM : S = C0
in.f1 + C0

in.f2 (3.10)

where, f1 = B0.A+ B1.A+1 + B2.A+2

f1 = B0.A+B0
(
B2.A+1 +B2.A+2

)
(3.11)

and f2 = B0.A+1+ B1. A+2 + B2.A
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f2 = B0.A+1 +B0
(
B2.A+2 +B2.A

)
(3.12)

CARRY : C = Cin0.f3 + C0
in.f4 (3.13)

where, f3 = B0.0+ B1.(1.A2) +B2.(1.A0)

f3 = B0.0 +B0
(
B2.(1.A2) +B2.(1.A0)

)
(3.14)

and f4= B0.(1.A2)+ B1.(1.A0) +B2.1

f4 = B0.(1.A2) +B0
(
B2.(1.A0) +B2.1

)
(3.15)

Similarly the ouputs for the full subtractor, for M = 2 case, are given as:

DIFFERENCE : S = Cin0.f
′

1 + C0
in.f

′

2 (3.16)

where, f ′
1 = B0.A+ B1. A+2 + B2.A+1

f
′

1 = B0.A+B0
(
B2.A+2 +B2.A+1

)
(3.17)

and f ′
2 = B0.A+2+ B1.A+1+ B2.A

f
′

2 = B0.A+2 +B0
(
B2.A+1 +B2.A

)
(3.18)

BORROW : C = Cin0.f
′

3 + C0
in.f

′

4 (3.19)
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where, f ′
3 = B0.0+ B1.(1.A0) +B2.(1.A2)

f
′

3 = B0.0 +B0
(
B2.(1.A0) +B2.(1.A2)

)
(3.20)

and f ′
4= B0.(1.A0)+ B1.(1.A2) +B2.1

f
′

4 = B0.(1.A0) +B0
(
B2.(1.A2) +B2.1

)
(3.21)

where, B is the select line and B0,B1,B2 are related to B, according to the equation

(3), and A+1, A+2,1.A2, 1.A2, 1.A0,1.A0 are unary operators as given in Table 3.2.

3.3.2.2 Multiplier Module

A multiplier module performs multiplication operation on two inputternary numbers

and generates product and carry as outputs. The 2-trit multiplier module, whose

architectue is as given in [11], requires 1-trit multiplier, Half-adder, full adder and carry

adders circuits. The half adder and full adders are designed using 2 : 1 multiplexers

as described in previous section. The carry adder is designed using the design in [11]

and the 1-trit multiplier is designed using 2 : 1 multiplexers. The design for the 1-trit

multiplier is as shown in Figure 3.9,

B
B

A
A

0
A

0
2

1

B

0

Figure 3.9: Product-Multiplexer based realization



3.3. Proposed Design of TALU 43

is similar to the design in [70]. The outputs of product and carry for 1-trit ternary

inputs, where B is the select line for multiplexer, are given as:

PRODUCT : P = B0.0 +B1. (A) +B2.
(
A+2

)
(3.22)

CARRY :C = B0.0 +B2. (1.A2)

These equations in their 2 : 1 multiplexer based design format, with B as select

line, as shown in Figure 3.9 are converted to:

P = B0.0 +B0.
(
B2.A+B2.A+2

)
(3.23)

C = B0.0 +B2.
(
1.A2

)
(3.24)

where, B is the select line and B0,B1,B2 are related to B, according to the equation

(3), and A+2,1.A2 are unary operators as given in Table 3.2.

3.3.2.3 Comparator Module

A comparator module compares the two 2-trit input values A1A0 and B1B0, and gives a

2-trit output Comp which is a 02, 20 for A < B and A > B, respectively.The equations

for G(Greater) and L(Lesser), in terms of g0, g1 and l0, l1 where g0, g1, l0, l1 are greater

and lesser signals when digits A0, B0 and A1, B1 are compared respectively, are given

as:

G = g1 + g0l1 (3.25)

L = l1 + g1l0 (3.26)

The outputs for signals g and l when 1-trit digits (either MSBs or LSBs) ,are

compared , in terms of 2:1 multiplexers(underlined), are given as:
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g = B0.A0 +B0.
(
B2.A2 +B2.0

)
(3.27)

l = B2.A2 +B2.
(
B2.A0 +B0.0

)
(3.28)

where, B is the select line for the multiplexers as shown in Figure 3.10

Figure 3.10: Design for 2-digit Comparator

. The unary operators A0,A2, A0,A2 are as described in Table 3.2, are also designed

using 2 : 1 multiplexers with A as select line as shown in Figure 3.10.

The signals G and L can be obtained from the signals g0, g1, l0, l1as given in equation

(27) and (28) with the help of two more 2 : 1 multiplexers.

3.3.2.4 Output Multiplexer module

This module multiplexes the outputs of various arithmetic and logic functions into one

single TALU output. Figure 3.11 shows the design of the output multiplexer which is

a 9 : 1 multiplexer. A 9 : 1 multiplexer needs to be used since there are two ternary

select lines S0 and S1 using which we implement nine different functions as given in the

TALU truth table as shown in 3.1. This 9 : 1 multiplexer is in turn implemented using
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Figure 3.11: Proposed Output Multiplexer design for TALU

four 3 : 1 multiplexers as shown. At the first level, three 3 : 1 mutiplexers are used

which has S0 as the select line and at the second level there is one 3 : 1 multiplexer

which has S1 as its select lines. This way we need two 9 : 1 multiplexers in the output

multiplexer module which multiplexes the nine different 2-trit outputs obtained from

function modules of the proposed TALU design into a 2-trit TALU Output (T1T0).

The outputs from all the functional modules like adder, subtractor, comparator, etc

are 2-trit values which are given to the output multiplexer to obtain the final TALU

output, except for the Multiplier output. Since it is a 2-trit Multiplier, its outputs are

4-trit values (P0−P3), two of which P0 and P1 are given to output multiplexer, and the

remaining two product output digits P2, P3 are given to the output via two TGs that

are enabled by same enable line from function select block that enables the multiplier

module (S0 = 0, S1 = 2). Also, all the carry outputs from the functional modules are

handled in a similar manner using TGs.
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3.4 Simulation Results

3.4.1 Simulation Environment

Simulations were performed using the Standard CNFET model given in [21,22,26], in

HSPICE, a circuit simulation tool by Synopsys. The Standard CNFET model in [21] is

a circuit-compatible compact model for the intrinsic channel region of the MOSFET-

like single-walled CNFETs.

The circuits were simulated at room temperature, at 0.9 Volts power supply. CN-

FETs used in this design are configured to have three tubes, a channel length of 32 nm

and a pitch value of 20 nm. For comparison of simulation results of proposed designs

with the existing designs, all the designs were given the same randomized input test

patterns at a switching frequency of 500 MHz. For delay calculations, the worst-case

delay was considered.

3.4.2 Results and Discussion

A new design for a TALU is proposed in this paper, which is implemented using

HSPICE. The simulation results obtained are as shown in Table 3.5, 3.6, 3.7, 3.8 and

Table 3.9. The TALU designs presented in [48] and [11] are represented as TALU-1 and

TALU-2, respectively. And the TALU design proposed in this paper is represented as

PTALU. The waveforms obtained for the proposed design PTALU, where A(A1A0) and

B(B1B0) are the 2-trit inputs and TALU Out (T1T0) is the 2-trit output, are as shown

in Figure 3.12 . For different values of S0 and S1, different operations are performed

on inputs A and B according to the TALU Truth Table. The waveforms for individual

blocks like the Half adder, the Full adder, the 1-trit multiplier, logic gates and shift

operations are also shown in Figures 3.13 , 3.14 and 3.15 .
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Table 3.5: Simulation results based Comparision of HAS

Designs Delay(ps) Power (uW) PDP(x10−18J)
CNFETs

count

TALU-1 [48] 35.68 1.72 60.52 214

TALU-2 [11] 14.9 6.25 93.12 54

[71] 35.60 1.71 60.87 210

PTALU 21.2 0.24 5.08 32

Improvement in
PTALU w.r.t.

TALU-1
40.4% 85.8% 91.6% 85%

Improvement in
PTALU w.r.t.

TALU-2
−29.7% 96.1% 94.5% 40.7%

Improvement in
PTALU w.r.t [71]

40.4% 85.9% 91.6% 84.7%

Table 3.6: Simulation results based Comparision of FAS

Designs Delay(ps) Power
(uW)

PDP(x10−18J) CNFETs
count

TALU-1 [48] 31.17 9.24 286.1 342

TALU-2 [11] 33.7 7.6 256.1 112

[71] 31.19 9.54 297.5 338

PTALU 38.0 0.31 11.7 44

Improvement in
PTALU w.r.t.

TALU-1

−17.9% 96.6% 95.9% 87.1%

Improvement in
PTALU w.r.t.

TALU-2

−11.3% 95.9% 95.4% 60.7%

Improvement in
PTALU w.r.t [71]

−17.9% 96.7% 96% 86.9%
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Figure 3.12: Simulation waveforms for Proposed TALU design

Table 3.5 and 3.7 shows the comparision for delay, power consumption, PDP and

CNFETs count for functional modules of different TALU designs. The modules that

were compared are Half Adder-subtractor, Full Adder-subtractor, 1-trit and 2-trit Mul-

tiplier. As it can be seen from the table, the proposed design PTALU shows improve-

ment in terms of PDP when compared to other existing designs. The main reason for

the PDP improvement is an improvement in power that is obtained in the proposed

designs. Multiplexer based design approach for implementing ternary logic circuits is

known to provide improvement in power consumption as compared to other design

approaches. This is due to the fact that there are no VDD to ground paths in this

approach that majorly contribute to power consumption. This multiplexer based de-

sign approach that uses 2 : 1 multiplexers was used for designing and implementing

the arithmetic circuits of the proposed TALU design. The existing TALU designs, on
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(a) Waveforms for Half adder

(b) Waveforms for Full adder

Figure 3.13: Waveforms for Half Adder and Full Adder of proposed TALU
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Figure 3.14: Waveforms for 1-trit Multiplier

the other hand, follow decoder-encoder based design approach which consumes more

power comparatively. Percentage improvement of more than 90% is seen in PDP and

power consumption in case of a Half Adder-subtractor.

The propagation delay of the proposed HAS module is less than TALU-1 but higher

than TALU-2 design. Similar observation is made for FAS module and Multiplier

modules, where the percentage improvement in power and PDP is more than 90%,

whereas the propagation delays are comparable. For Half adder-subtractor design,

other than the designs in TALU-1 and TALU-2, the adder and subtractor design in [71]

is used to make a Half Adder-subtractor and Full Adder-subtractor and the results are

compared to proposed PTALU. It is seen from the Table 3.5 that this design [71] gives

results similar to the Adder-subtractor design in TALU-1 since both these designs are

encoder-decoder based designs with some reduction in gates that is achieved in [71]

by using the negation of literals technique. Also a recent work on a 1-trit multiplier

design in [37] and a 2-trit multiplier design in [72] are added and compared with the

proposed PTALU design. The multipliers in PTALU show considerable improvement

in power upto 99% when compared to these designs due to the elimination of VDD
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Figure 3.15: Waveforms for Logic and Shift operations

to ground paths in the proposed multiplexer based design as compared to existing

multiplier designs.

An improvement is seen in the CNFETs count also in the proposed design of the

functional modules. As the proposed designs are multiplexer based, they require lesser

number of transistors to build the circuit as compared to encoder-decoder based designs

and transistor level designs of circuits. We have not considered the CNFET count for

the generation of the unary operators and PTI,NTI Muxes that are commonly used

for all the modules, while calculating the count for individual functional modules. We

have considered this count while calculating the CNFET count for the entire TALU

design, as given in Table 3.9. In case of Full adder-subtractor module, the proposed
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Table 3.7: Simulation results based Comparision of 1-trit Multiplier

Designs Delay(ps)
Power
(uW)

PDP(x10−18J)
CNFETs

count

TALU-1 28 0.49 13.72 56

TALU-2 9 4.05 36.45 26

[37] 5.8 56.9 330.02 26

PTALU 12.5 0.11 1.37 20

Improvement in
PTALU w.r.t.

TALU-1
55.3% 77.5% 90% 64.2%

Improvement in
PTALU w.r.t.

TALU-2
−28% 97.2% 96.2% 23%

Improvement in
PTALU w.r.t. [37]

−53.6% 99.8% 99.5% 23%

design requires 44 CNFETs as compared to 342 and 112 CNFETs required for designs

TALU-1 and TALU-2, respectively. Similarly for 2-digit multiplier, the proposed design

is implemented using 216 CNFETs as compared to 520 and 302 CNFETs in case of the

designs TALU-1 and TALU-2, respectively.

In Table 3.9, the Design-1 represents the simulation results for the two existing

designs TALU-1 and TALU-2 and the proposed design PTALU without output mul-

tiplexer and the Design -2 represents the TALU-1, TALU-2 and PTALU designs with

output multiplexer, respectively. Here, both the existing designs and the proposed

design are given the same input test patterns and then the obtained simulation re-

sults are compared. As seen from the table, the proposed designs show up to 96%

improvement in PDP, up to 91% improvement in power consumption and up to 63 %

improvement in CNFETs count compared to existing designs, TALU-1 and TALU-2.

The propagation delay of proposed design is less than the TALU-1 design but is com-

parable to the TALU-2 design. Similar observation was seen for Design-2. In case of

Design-2, for building the entire TALU including the output multiplexer, the TALU-1

and TALU-2 designs require 1418 and 780 CNFETs respectively, whereas the PTALU

design requires 524 CNFETs. Hence, the proposed TALU design is optimized in terms

of CNFET count. This optimization in CNFET count is acheived at the TG block stage

of the PTALU, by elimination of decoders, some TGs and at the functional modules
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Table 3.8: Simulation results based Comparision of 2-trit Multiplier

Designs Delay(ps) Power
(uW)

PDP(x10−18J) CNFETs
count

TALU-1 880.5 19.9 17512 520

TALU-2 42.1 60.3 2538.6 302

[72] 37.6 405.2 15235.5 243

PTALU 53.1 14.9 791.1 216

Improvement in
PTALU w.r.t.

TALU-1

93.9% 25.1 95.4% 58.4%

Improvement in
PTALU w.r.t.

TALU-2

−20.7% 75.5% 68.8% 28.4%

Improvement in
PTALU

w.r.t. [72]

−29.1 96.3% 94.8% 11.1%

Table 3.9: Comparisions of TALU designs

TALU Designs
Delay
(ps)

Power
(uW)

PDP(x10−17J)
CNFETs
count

Design-1

TALU-1 83 250.8 2081.6 1370

TALU-2 23 237.3 545.7 732

PTALU 29 22.14 64.2 476

Improvement in
PTALU w.r.t.

TALU-1
65% 91.1% 96.9% 65.2%

Improvement in
PTALU w.r.t.

TALU-2
−26% 90.6% 88.2% 34.9%

Design-2

TALU-1 63.5 253.5 1609.7 1418

TALU-2 28 239.3 670.0 780

PTALU 39 25.33 98.7 524

Improvement in
PTALU w.r.t.

TALU-1
38.5% 90% 93.8% 63.0%

Improvement in
PTALU w.r.t.

TALU-2
−39.2% 89.4% 85.2% 32.8%
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stage of the PTALU, due to use of multiplexer based design.

CNFET based TALU designs might have disadvantages such that of performance

variability due to the use of various CNFETs used for design. But since we are using

limited number of variations of CNFET for designing the proposed circuits, the overall

effect of variations is less here.

3.5 Conclusions

This chapter presents a new design for a TernaryALU. The proposed design has function

select block, transmission gate block, and multiplexer based function modules as its

main components. This design eliminates the need for input decoders in the TALU

architecture, using a 2 : 1 multiplexer based approach for implementing functional

modules. The complexity in the TG block is also reduced in the proposed TALU

design. The design is extended with an additional output multiplexer that multiplexes

all the outputs obtained from the different functional modules into one single 2-trit

TALU output. This multiplexing of outputs of various operations into one output can

be used for TALU design in a processor. HSPICE simulations of the proposed TALU

design show significant improvement in power, PDP, and the number of transistors used

for the design with and without output multiplexer, with respect to existing TALU

designs. This proposed 2-trit TALU design can be extended to a higher digit/trit

(3-trit) TALU design by making the required changes.



Chapter 4

Design of CNFET-Based Ternary

Sequential Logic circuits

4.1 Introduction

The implementation of an efficient TALU, which is a vital element of a processor is

presented in Chapter 3. The sequential logic circuits are also required along with the

TALU, for designing a processor. The ternary sequential logic circuits like the D-

flipflops can be used to implement registers and these registers can be used to build

the ternary register file used in a processor. Registers are compact, high-speed storage

elements that are used to temporarily store data during program execution. They

are typically constructed of numerous D flip-flops and can store a limited amount of

data. Registers in a processor are used to store intermediate results, addresses, and

operands, and they allow the processor to conduct computations and operations on

data. D flip-flops are used to store a single bit of data in the design of registers. D

flip-flops are particularly helpful since they may be used to store a logic circuit’s output

and hold it constant until the next clock cycle. This is vital in a processor because

it synchronizes data with the processor clock, which is required for proper operation.

Ternary Registers and D flip-flops create the backbone of a ternary processor’s memory

architecture. They allow the processor to store, retrieve, and perform operations on

55
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data.

Very few papers [57, 58, 73], propose the design of ternary sequential logic circuits

such as flip-flops, latches, and counters. Mainly two design approaches are followed in

existing ternary D-flipflops, one method uses STIs [58], and the other uses successor-

predecessor circuits [57]. This chapter lists the various existing designs of D-flipflops

using both approaches and proposes new D-flipflop designs. The fiest proposed D-

flipflop design is implemented using a new Ternary buffer and STI-based approach.

For the ternary D-flipflop using the successor-predecessor-based approach, an efficient

design is proposed and compared to our multiplexer-based design presented in [74].

Also, two new hybrid designs for ternary D-flipflops are presented that are implemented

using a combination of STIs/buffer and successor-predecessor circuits. Ternary 3-trit

synchronous and asynchronous counters are also designed using all the proposed de-

signs of the D-flip-flops. The proposed designs show significant improvement in design

parameters such as power, delay and PDP compared to their existing counterparts.

4.2 Previous Work on CNFET-based Ternary Sequen-

tial Logic circuits

The ternary STI gate circuits are fundamental building blocks for the ternary sequential

logic circuits such as D-latch, D-flipflop, and counters. Some designs also use ternary

successor-predecessor circuits to build D-flip-flops instead of STI gates [57]. The ternary

D-flip-flop and ternary counters designs existing in literature are discussed below.

4.2.1 Existing Ternary D-flipflop designs

A ternary D-latch and D-flipflop can be designed using two approaches, by building

it using STI gate circuits or by using successor-predecessor circuits. Typical STI-

based D-flipflop has been presented in [58]. And the successor-predecessor circuits

based D-flipflops are proposed in [57] and [73]. The ternary D-flipflop is designed by

connecting two D-latches in a master-slave configuration. These D-latches are in turn
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made up of either STI gates or successor-predecessor circuits, as shown in Figures

4.1 and 4.2, respectively. Figure 4.1 shows the designs of ternary D-flip-flops that

can be implemented using STI gates. This design requires four STI gates and four

transmission gates to build a D-flipflop. Each of these STI gates can be implemented

using designs proposed in [5], [58] and [75], respectively as shown in Figure 4.1. The

ternary D-flipflop design using a pass transistor STI gate (PT STI) is presented in [58].

The other two D-flipflop designs can be designed using the STI gates proposed in [5],

which is a standard STI gate, and in [75], which is a pass transistor STI with body

effect (PTB STI). The standard STI design [5] consumes large amount of power since

it uses voltage division along the didode connected transistors for producing a logic

’1’ at the output. The pass transistor STI in [58] and [75] performs better in terms

of power consumption when compared to the standard STI design since it transfers

Vdd/2 to the output using pass transistors without voltage dividing.

Figure 4.2 shows the architecture of a ternary D-flipflop designed using successor-

predecessor circuits. This design requires two successor circuits, two predecessor cir-

cuits, and four transmission gates to build a D-flipflop. The existing designs of ternary

D-flipflops using successor-predecessor-based circuits are proposed in [57] and [73].

The paper [73] uses the names DS (Dualshift-Singleshift operators) that have the same

behaviour as that of the successor-predecessor circuits. The designs for the ternary

successor and predecessor circuits and successor-predecessor-based ternary D-latch, D-

flipflop, and ternary counters are presented in [57]. The successor-predecessor circuits

in [57], though better in terms of power than their counterparts existing in literature,

have significant power consumption due to the Vdd to Gnd path created for produc-

ing a logic’1’ at the output. In the Figure 4.2, under the succesor-predecessor circuits

only successor circuits are shown for existing designs implemented in [57], [73] and [74]

respectively. The predecessor designs are similar to the successor designs. In the

successor-predecessor designs in [74] the circuits are built using 2:1 multiplexers hence

called as Mux-based SP(Succesor-Predecessor). This multiplexer-based approach helps

in improvement in power as compared to the existing designs in [57] and [73], as here
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Standard STI PT STI PTB STI

STI 

Figure 4.1: Designs of Ternary D-flipflops using existing STI gate designs of a) a
standard STI [5], b) a PT-STI [58] and c) a PT-STI with body effect [75]

the Vdd to Gnd path is eliminated by passing a constant value of logic ’1’ to one of

the transmission gates of the multiplexers.

All the above mentioned designs for ternary D-flipflop implementation shown in

Figures 4.1 and 4.2 consume large power. To overcome this limitation, we have pro-

posed a new architecture for implementing ternary D-flipflops using a two-supply-based

ternary buffer and ternary STI. Such a design shows improvement in terms of power

and PDP.
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Figure 4.2: Designs of Ternary D-flipflops using Successor-predecessor gate designs in
a) [57], b) [73] and c) [74]
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(a) Design of 3-trit Ternary Synchronous Counter
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(b) Design of 3-trit Ternary Asynchronous Counter

Figure 4.3: Existing design of 3-trit ternary counters in [57] and [73].
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4.2.2 Existing Ternary counter designs

The above ternary D-flipflops can be used for building ternary counters. Ternary 3-

trit synchronous and asynchronous counters are designed using the ternary D-flipflops

in [57] and [73]. In both of these papers, the ternary counters are designed using

ternary D-flipflops that are successor-predecessor based, as shown in Figure 4.2. The

architecture of the ternary 3-trit synchronous and asynchronous counters is as shown in

Figure 4.3. The successor-predecessor-based ternary D-flipflops present in the counters

in Figure 4.3 has a Q+ output as the input’s next logic state, which makes it feasible

to connect the Q+ output back to the D input of the D-flip-flop and be used for

ternary counters implementation. The existing counter designs proposed in [57] and [73]

consume considerable power and require many CNFETs since they are constructed

using the successor -predecessor circuits shown in Figure 4.2. In the next section,

better designs for ternary counters are proposed using the same existing architecture

but with new proposed designs of ternary D-flipflops.

4.3 Proposed designs for Ternary sequential logic cir-

cuits

This section proposes new designs for ternary sequential logic circuits like ternary

D-flipflop and ternary synchronous and asynchronous counters. A new ternary buffer-

STI-based architecture is proposed for a ternary D-flipflop. This design uses a power-

efficient ternary buffer and STI circuits for D-flipflop implementation. A successor-

predecessor-based ternary D-flipflop is also proposed that uses improved multiplexer-

based successor-predecessor circuits. In addition to these designs, two new hybrid

designs for ternary D-flipflops are presented in this section. Ternary 3-trit synchronous

and asynchronous counters built using the proposed ternary D-flipflop designs are also

presented.
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4.3.1 Proposed designs for Ternary D-flipflop circuits

4.3.1.1 Proposed designs for STI-based Ternary D-flipflop circuits

The proposed design for a ternary D-flipflop is as shown in Figure 4.1. This design

consists of one ternary buffer and two STI gates. The existing STI-based ternary D-

flipflop consists of four STI gates as shown in Figure 4.1, two STIs in the first stage

and two STIs in the second stage.A ternary buffer can replace the 2 STIs in the first

stage. The two STIs in the second stage are kept as it is since we need to tap the

Q+ output here for building counters. Hence, a new architecture, ternary buffer-STI

based, is proposed in this section to design a ternary D-flipflop, as shown in Figure

4.4. The ternary buffer and STIs used in this D-flipflop are also presented in this work.

Their circuit diagram is as shown in Figure 4.4. The proposed ternary buffer and STI

are designed using dual power supplies, Vdd and Vdd/2.

The equations shown below, for an input of A, explains the behaviour of the pro-

posed STI gate where the output A is represented in terms of the literals A0, A1 and

A2 as:

A = 2.A0 + 1.A1 + 0.A2 (4.1)

A = 2.A0 + 1.(A1 + A2).(A0 + A1) + 0.A2 (4.2)

A = 2.An + 1.An.Ap + 0.Ap (4.3)

where A0, A1 and A2 are decoder outputs for A, and Ap, An are PTI and NTI

outputs of A, as shown in Table 4.1. A0, A1, A2, Ap, An are also called as unary

operators.

The working of the proposed STI gate with reference to the Figure 4.4
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Table 4.1: Truth table for Unary operators

A A0 A1 A2 Ap An

0 2 0 0 2 2
1 0 2 0 2 0
2 0 0 2 0 0

Ternary Buffer 

STI STI

(a) Proposed Architecture of D-flipflop

STI

(10,0)

(10,0)

Vdd/2

(19,0)

(19,0)

(10,0)

(10,0)

Vdd

Vdd/2

Ternary 
Buffer

Vdd

(19,0)

(19,0)

(b) Proposed ternary buffer and STI circuits

Figure 4.4: Proposed Design of ternary D-flipfliop

is further explained as follows :

1) For an input of logic ’0’, the CNFETs T2 and T4 are OFF, the CNFETs T1 and
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T3 are ON, so the output is connected to Vdd and is logic ’2’. Also from Table 4.1 for

input ’0’, only A0 is 2, hence output is ’2’ from Equation 4.1 and 4.3.

2) For an input of logic ’1’, the CNFETs T1 and T2 are OFF, the CNFETs T3 and

T4 are ON, so the output is connected to Vdd/2 and is logic ’1’. Also from Table 4.1

for input 1, only A1 is 2, hence output is ’1’ from Equation 4.2 and 4.3.

3) For an input of logic ’2’, the CNFETs T1 and T3 are OFF, the CNFETs T2 and

T4 are ON, so the output is connected to Gnd and is logic ’0’. Also from Table 4.1 for

input 2, only A2 is 2, hence output is ’0’ from Equation 4.1 and 4.3.

Similarly a ternary buffer is also designed. The circuit diagram for this is as shown

in Figure 4.4. The proposed ternary buffer circuit connects to the Vdd/2 supply directly

for an input of logic ’1’, to produce an output of logic ’1’.

4.3.1.2 Proposed designs for Successor-predecessor-based Ternary D-flipflop

circuits

A successor-predecessor based ternary D-flipflop design is proposed as shown in Figure

4.5.This is an improved version of the multiplexer-based design in [74]. The pro-

posed successor-predecessor designs are obtained by eliminating one transistor each

in the transmission gates used to pass a logic ’1’ in the multiplexer-based successor-

predecessor circuits designs in [74]. These proposed designs for successor-predecessor

circuits are used to implement the ternary D-flipflop. This design performs better than

the existing successor-predecessor D-flipflop designs in terms of power and number of

CNFETs. The successor-predecessor circuits used here are similar to the designs in [16].

4.3.1.3 Proposed designs for Hybrid Ternary D-flipflop circuits

The existing approaches of implementing ternary D-flipflop circuits are STI based ap-

proach and successor-predecessor based approach. A third approach proposed above is

a ternary buffer-STI based approach. We observe from these approaches that ternary

D-flipflops can also be built by combining the above three design approaches. Using

this concept, two new hybrid designs for ternary D-flipflops are proposed in this paper.
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These designs are shown in Figure 4.6. The first proposed hybrid design uses a ternary

buffer in the first stage and the successor-predecessor circuits in the second stage.

It combines the proposed buffer-STI approach and the existing successor-predecessor

approach. Here we have used the proposed ternary buffer and the best performing

(among other SP-based designs) improved mux-based successor-predecessor circuits.

The second proposed hybrid design uses the successor-predecessor circuits in the first

stage and the STI gates in the second stage. It combines the successor-predecessor

approach and the proposed buffer-STI existing approach. Here also we have used the

best performing improved mux based successor-predecessor circuits and the proposed

STI gate circuits. These two proposed hybrid designs for ternary D-flipflops show a

performance improvement compared to the existing ternary D-flipflop designs.

Successor

Successor

Predecessor

Predecessor

(a) Architecture of Successor-predecessor based D-flipflop

Successor Predecessor

Vdd

PTI

(19,0)

(19,0)

(19,0)

(10,0)

(19,0)

Vdd

NTI
(10,0)

(19,0)

(b) Proposed design of Successor-predecessor circuits

Figure 4.5: Proposed Design of ternary D-flipfliop using successor-predecessor circuits
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Successor Predecessor

Ternary Buffer 

(a) Ternary buffer and Successor-predecessor based ternary D-
flipflop

Successor Predecessor

STI STI

(b) Successor-predecessor and STI based ternary D-flipflop

Figure 4.6: Proposed hybrid designs for ternary D-flipflops

4.3.2 Proposed designs of Ternary counter circuits using the

proposed D-flipflop circuits

The proposed designs for the ternary 3-trit synchronous and asynchronous circuits

have the same architecture as that of the existing ternary counter designs as shown

in Figure 4.3. But the ternary D-flipflops used in these proposed counters are the
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Figure 4.7: Proposed design of ternary asynchronous counters showing the next state
generation logic

proposed buffer-STI based D-flipflop, improved mux-based D-flipflop and hybrid D-

flipflops. So, we obtain four proposed designs for counters each using one proposed

D-flipflop design.

As we can see from the architecture of the existing counters in Figure 4.3, for

each D-flipflop the output Q+ which is the next state,successor output (since it is a

SP based D-flipflop) is fedback to the input so that proper counting happens. This

behaviour is not possible to implement if we use the proposed buffer-STI based flipflop

in the proposed counter designs since the Q+ output of this flipflop is STI inversion

of the input and not the next state of the input as desired. Similarly for the first

hybrid D-flipflop design it is possible to implement a counter since the second stage is

successor-predecessor circuit giving us the Q+ output as next state but for the second

hybrid design since the second stage is STI gates the Q+ output is the STI inversion.

Hence when used directly for building counters, the proposed buffer-STI based D-

flipflop and the second hybrid D-flipflops do not work. So for these counters, there is

a need of extra circuitry at the Q+ output of each of the three D-flipflops used for

building both 3-trit ternary synchrnous and asynchronous counters. This extra circuit

called as the next state generation logic is as shown in the Figure 4.7 . This circuit

takes Qb (STI inverted value) as input and gives a Q+ (next state value/successor

output) as output as shown in the Truth table 4.2. It can be implemented using a 2 : 1

multiplexer, a NTI, a PTI and an inverter according to the Equation 4.4.

Q+ = 1.Qbp +Qb.Qbn (4.4)
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Table 4.2: Truth Table for next state generation logic

Qb Q+
0 0
1 2
2 1

The output of the 2 : 1 multiplexer is then fedback to the input D of the flipflop

as desired to obtain correct counter finctionality. The Figure 4.7 shows the proposed

3-trit ternary asynchronous counter that uses the next state generation logic circuit in

the feedback path of the proposed STI based D-flipflop. Similarly, the 3-trit ternary

synchronous counter is also designed using proposed STI based D-flipflop using the

next state generation logic circuit that is connected at the output of each flipflop.

In all, three designs each for 3-trit ternary synchronous and asynchronous counters

are proposed. One using the first hybrid D-flipflops, the other using the buffer-STI

based D-flipflops with extra circuitry and the third using the second hybrid D-flipflops

with extra circuitry.

In this section, simulation results for the proposed and existing designs of CNFET-

based ternary sequential logic circuits are presented. Ternary D-flipflops and counters

are realized and circuit parameters are compared for relative performance. The simula-

tion environment used and the results obtained are discussed in the following sections.

4.4 Simulation Results

In this section, simulation results for the proposed and existing designs of CNFET-

based ternary sequential logic circuits are presented. Ternary D-flipflops and counters

are realized and circuit parameters are compared for relative performance. The simula-

tion environment used and the results obtained are discussed in the following sections.
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4.4.1 Simulation Environment

Simulations are done using HSPICE, a simulation tool by Synopsys. The CNFET

model of [21,22] is used at a power supply of 0.9V and room temperature. The CNFETs

used in the simulations are configured to have three tubes and a default pitch value of

20 nm. Power consumption results are obtained by simulating the circuits with random

input patterns. The inputs are similar for the existing and proposed circuits for a fair

comparison of circuit parameters. The propagation delay and PDP of the designs are

also measured and compared. The simulation results for the proposed circuits are

obtained for variations in load and temperature as shown in the next section.

4.4.2 Results and Discussion

4.4.2.1 STI Gate

The STI gate behaves as shown in its truth table in 4.1. Various STI gate designs have

been proposed in the literature so far. The proposed STI gate design shows better

performance as compared to existing STI gates in terms of power, delay, and PDP. For

all the designs the propagation delay was calculated by connecting a 1fF load at the

output of the STI gate and power was calculated by giving the same random input

pattern to all the designs. The proposed STI gate, as shown in the Table 4.3, shows

an improvement of up to 88% in power as compared to STI-1 [76], up to 71% in delay

as compared to STI-2 [58] and up to 87% in PDP as compared to STI-4 [19]. Though

the propagation delay of the proposed STI is a bit larger than a few of the existing

designs, the circuit performs best in terms of power consumption. This improvement

in power is mainly due to the use of two power supplies Vdd and Vdd/2, where the

output connects directly to the Vdd/2 supply and disconnects to other paths of the

circuit for the input of logic ’1’ hence producing an output of logic ’1’ as shown in 4.3.1.

The Design-1 [76] has a direct Vdd to Gnd path for producing an output of logic

’1’ that accounts for power consumption. The designs STI-3 [77] and STI-4 [19] also

use a Vdd/2 power supply but incase of STI-3 [77] there still exists a Vdd to Vdd/2
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Table 4.3: Simulation results comparision of existing and proposed STI gates

Design Power(uW) Delay(ns) PDP

STI-1 [76] 0.30 25.1 7.53

STI-2 [58] 0.15 50.9 7.63

STI-3 [77] 0.29 36.7 10.64

STI-4 [19] 0.049 138.8 6.80

STI-5 [75] 0.10 52.9 5.29

Proposed STI 0.034 39.3 1.33

Figure 4.8: Waveforms for proposed buffer-STI based ternary D-flipflop

path that accounts for power and in the case of STI-4 [19] the delay is large as it uses

a large number of transistors for the STI design. The designs STI-2 and STI-5 use

pass transistor in the STI design for generating the output, avoiding the Vdd to Gnd

path but still consume considerable power. The proposed STI design outperforms the

rest in terms of PDP and power consumption. As the proposed STI gate shows better

performance than the existing STI gates, in this paper, the proposed STI is used for

building ternary D-flipflops as shown in Figure 4.4, which are found to be better in

performance as compared to their existing counterparts. The proposed ternary buffer

is also designed using two power supplies similar to the proposed STI.
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Table 4.4: Naming convention of various existing and proposed ternary D-flipflop de-
signs

Design Remark

DFF-1 Ternary D-flipflop using the STI in [5]
DFF-2 Ternary D-flipflop in [58]
DFF-3 Ternary D-flipflop using the STI in [75]
DFF-4 Ternary D-flipflop in [57]
DFF-5 Ternary D-flipflop in [73]
DFF-6 Ternary D-flipflop in [74]

Proposed Design-1 Proposed ternary buffer and STI based D-flipflop
Proposed Design-2 Proposed successor-predecessor based D-flipflop
Proposed Design-3 Proposed hybrid design-1 for D-flipflop
Proposed Design-4 Proposed hybrid design-2 for D-flipflop

4.4.2.2 Ternary D-flipflop

The proposed ternary buffer-STI based D-flipflop and the hybrid D-flipflop designs are

simulated and the performance parameters are compared to the existing designs. The

existing papers that talk about ternary D-flipflop designs are the STI based flipflop

in [58] and the successor-predecessor based flipflops in [57, 73, 74]. Here along with

these three existing ternary D-flipflop designs we have also implemented the ternary

D-flipflops by using a standard STI [5], a recent design of STI [75] since it is possible

to design D-flipflops using these STI designs as well. All the designs are given same

input pattern so that there is fair comparision and the performance parameters like

power, delay and PDP are compared. The naming convention used for various ternary

D-flipflop designs that are implemented for comparision is listed in Table 4.4.

The Table 4.5 shows the comparison of performance for various ternary D-flipflop

designs. There are ten designs of ternary D-flipflops that are compared in total. Six

out of these ten are existing designs and the rest four are proposed designs. The Table

4.5 shows the power in microwatts, propagation delay in picoseconds and PDP for all

the ternary D-flipflop designs. The power consumed in microwatts and the respective

percentages when compared to the DFF-1 design are presented in the first column of the

Table 4.4. Among all the designs, we have assumed the power consumed by the DFF-1

design to be a 100% since this consumes the maximum power. It is observed that the
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Table 4.5: Simulation results comparision of various existing and proposed ternary D-
flipflop designs

Design Power(uW) Delay(ps) PDP CNFETs
count

DFF-1 1.13(100%) 78.7 88.931 34
DFF-2 0.49(43.4%) 132.6 64.974 34
DFF-3 0.26(23.0%) 137.5 35.75 34
DFF-4 0.25(22.1%) 74.8 18.7 42
DFF-5 1.02(90.2%) 83.6 85.272 34
DFF-6 0.146(12.9%) 94.1 13.7386 42

Proposed Design-1 0.066(5.8%) 73.2 4.831 34
Proposed Design-2 0.106(9.3%) 84.3 8.9358 38
Proposed Design-3 0.091(8.05%) 81.5 7.4165 32
Proposed Design-4 0.083(7.3%) 72.3 6.0009 40

Proposed Design-1 consumes the least amount of power compared to all other designs,

that is only 5.8. Similarly the other proposed designs, the successor-predecessor based

Proposed Design-2 and the proposed hybrid designs, Proposed Design-3 and Proposed

Design-4 consume only 9.3% , 8.05 and 7.3 of power compared to DFF-1 design. The

main reason behind the power savings is the use of two power supplies in all of the

proposed designs as compared to most of the existing designs that consume more power

due to the presence of Vdd to Gnd path required for producing an output of logic ’1’.

The total number of CNFETs required to build the ternary D-flipflops are also

shown in the last column of Table 4.5. It is observed that the Proposed Design-3 which

is a hybrid design required only 32 transistors that is the least transistor count among

all the D-flipflop designs.

The Proposed Design-1 which is built using a two supply based ternary buffer and

two STI gates not only consumes least amount of power but also the propagation delay

of this design is the lowest when compared to all other designs. Hence the PDP of this

design is also the lowest at 4.83. The PDP of all the four proposed ternary D-flipflop

designs is much less than the existing D-flipflop designs. The Proposed Design-1 that

performs the best among the four proposed designs, shows an improvement of upto

86.5%, 73.2% and 93.5% in power when compared to the ternary D-flipflop designs

in DFF-2 [58], DFF-4 [57] and DFF-5 [73] respectively. The Proposed Design-1 also
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Table 4.6: Simulation results of proposed ternary D-flipflops with Vdd/2 generation
path

Design Power(uW) Delay(ps) PDP
Proposed Design-1 0.176 132.2 23.26
Proposed Design-2 0.42 145.7 61.19
Proposed Design-3 0.68 147.1 100.02
Proposed Design-4 0.38 129.2 49.02

shows an improvement in PDP of upto 92.5%, 74.1% and 94.3% when compared to

designs in DFF-2 [58], DFF-4 [57] and DFF-5 [73] respectively.

The Figure 4.8 shows the waveform for the buffer-STI based proposed ternary D-

flipflop. Similar waveforms are observed for the other proposed ternary D-flipflop

designs as well.

Since all the four proposed ternary D-flipflop designs use two power supplies Vdd

and Vdd/2, it is assumed that two power supplies are present and hence are used.

Considering that only one supply is present that is Vdd and we need to produce a Vdd/2

supply from the Vdd supply itself, we have also implemented all the four ternary D-

flipflop designs by connecting them to a Vdd/2 generation path. This Vdd/2 generation

path that gives the best power compared to other existing designs is that of the one

in [75]. The simulation results for these proposed ternary D-flipflop designs using the

Vdd/2 generation path in [75] are shown in Table 4.6 . It can be observed from the

Table that the first Proposed design even after including the Vdd/2 path generation,

shows better power results as compared to existing D-flipflop designs in DFF-2 [58],

DFF-4 [57] and DFF-5 [73]. Though the delay for these designs is more compared to

other existing and proposed designs in Table 4.4, the Proposed design-2 with Vdd/2

path included is better in power than DFF-2 [58] and DFF-5 [73], as shown in Table

4.6. Similarly the hybrid designs with Vdd/2 path Proposed design-3 is better in power

than DFF-2 [58] and Proposed design-4 is better than DFF-2 [58] and DFF-5.

Simulations are also performed for the existing and proposed designs of ternary

D-flipflops for variations in load, temperature and supply. The performance in terms

of power and delay of various flipflop designs for variations in load capacitance is as

shown in Figure 4.9. The load capacitance is varied from 0.5f − 1f − 2f − 3fF . The
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power does not change much for variations in output load capacitance from low to

high, it just increases slightly. Also, we see from the graph that the proposed designs

consume low power even for varying loads compared to the existing designs. The delay

for the proposed designs for varying loads is comparable to the design DFF-6 but less

than the STI-based design DFF-1. The performance in terms of power and delay of

various flipflop designs for variations in temperature is as shown in Figure 4.10. The

temperature is varied from 27−50−75−120−1750C. As the temperature increases the

power consumption increases and delay decreases as seen in the graph. It also shows

that the power and delay for the proposed D-flipflop designs are less than the existing

designs of DFF-2 and DFF-6 for different temperature values. The performance in

terms of power and delay of various flipflop designs for variations in supply voltage

is as shown in Figure 4.11. The supply is varied from 0.8 − 0.9 − 1V . As supply

voltage increases the circuit draws more current hence power consumption increases

and propagation delay decreases. This behaviour is observed for all D-flipflop designs

in the graph. Also for the proposed D-flipflop designs the power consumed is lesser at

different supply voltages than the existing designs.

Monte Carlo simulations are also done for the existing and the proposed ternary

D-Flipflop designs. The variation in propagation delay and power is calculated for

variations in diameter of the CNFET. the analysis is shown in Figure . Here the

existing ternary D-FF is the DFF-5 design and the proposed D-FF is the proposed

successor-predecessor based DFF, Proposed Design-2. It is observed that the effect

of diameter variation has less effect on proposed designs when compared to existing

designs.

4.4.2.3 Ternary Counter

The ternary 3-trit synchronous and asynchronous counters are presented in [57, 73].

Using this architecture in Figure 4.3 for building counters using D-flipflops, the ternary

counters are implemented and simulated using the various ternary D-flipflop designs

shown in Figures 4.1 and 4.2 respectively. Similarly the ternary counters proposed in
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(a) Power vs Load

(b) Delay vs Load

Figure 4.9: Comparision of performance of various designs of ternary D-flipflop for
variations in load in terms of a) power b) delay
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(a) Power vs Temperature

(b) Delay vs Temperature

Figure 4.10: Comparision of performance of various designs of ternary D-flipflop for
variations in temperature in terms of a) power b) delay
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(a) Power vs Supply voltage

(b) Delay vs Supply voltage

Figure 4.11: Comparision of performance of various designs of ternary D-flipflop for
variations in supply voltage in terms of a) power b) delay
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(a) Variation in Propagation delay(ps) vs diameter

(b) Variation in Power(uW) vs diameter

Figure 4.12: Effect of variation in diameter on propagation delay and power

this paper implemented using the proposed ternary buffer-STI based D-flipflop and the

hybrid flipflops are simulated using HSPICE. The simulation results are compared for

all the existing six designs and proposed four designs for both 3-trit ternary synchronous

counters and 3-trit asynchronous counters. 3-trit refers to the fact that this counter

can count upto three ternary digits.
These results are presented in Table 4.7 and 4.8. These tables shows the power,

delay and PDP for various ternary counter designs in the columns and the various

ternary D-flipflops used to build these counters in the rows. It is seen from the table

that for ternary synchronous counter implemented using the proposed buffer-STI based

design, Proposed Design-1, consumes the least amount of power that is just 8.9% if

we consider that the existing designs DFF-1 ans DFF-5 consume the maximum power

which is assumed to be a 100%. Similarly, the Proposed Design-2 and hybrid designs

consume just 8 − 10% of the power. As the proposed designs consume low power,

their PDP is also less than the existing designs. The proposed designs of D-flipflops

when used for ternary asynchronous counter designs also consume just 7−8% of power

assuming the maximum power consumed by its existing counterpart is 100%. It can be

concluded that among all the counter designs the one using buffer-STI based D-flipflop
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Table 4.7: Simulation results comparision of various existing and proposed 3-trit
ternary synchronous counter designs

Design
Ternary Synchronous counter

Power(uW) Delay(ps) PDP CNFETs
count

DFF-1 4.14(100%) 91.1 377.15 136
DFF-2 1.4(33.8%) 194.7 272.58 120
DFF-3 0.74(17.8%) 334.0 247.16 136
DFF-4 0.86(20.7%) 72.2 62.092 144
DFF-5 4.14(100%) 71.5 296.01 120
DFF-6 0.53(12.8%) 82.7 43.83 144

Proposed
Design-1

0.37(8.9%) 68.12 25.20 136

Proposed
Design-2

0.418(10%) 77.1 32.22 132

Proposed
Design-3

0.37(8.9%) 77.3 28.60 114

Proposed
Design-4

0.416(10%) 69.2 28.78 154

Table 4.8: Simulation results comparision of various existing and proposed 3-trit
ternary asynchronous counter design

Design
Ternary Asynchronous counter

Power(uW) Delay(ps) PDP CNFETs
count

DFF-1 3.1(100%) 89.5 277.45 122
DFF-2 1.28(41.2%) 243.8 312.06 106
DFF-3 0.95(30.6%) 254.3 241.58 122
DFF-4 0.61(19.6%) 68.9 42.02 134
DFF-5 3.1 (100%) 63.8 197.7 106
DFF-6 0.42(13.5%) 75.2 31.58 134

Proposed
Design-1

0.22(7.09%) 65.7 14.4 122

Proposed
Design-2

0.26(8.3%) 74.9 19.4 118

Proposed
Design-3

0.22(7.09%) 75.2 16.54 100

Proposed
Design-4

0.25(8.06%) 66.1 16.52 140
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(Proposed Design-1) performs the best in terms of power consumption and PDP. This

counter shows an improvement of up to 59.03% and 91.06% in power and up to 59.41%

and 91.4% in PDP when compared to ternary synchronous counters designed in [57]

and [73] respectively. Similarly the proposed asynchronous counter built using the

Proposed Design-1 shows an improvement of up to 63.9% and 92.9% in power and up

to 65.7% and 92.7% in PDP when compared to ternary asynchronous counters designed

in [57] and [73] respectively. The transistor count is also presented for the ternary

counters in the last columns of Tables 4.7 and 4.8. It is observe that the counters build

using the Proposed design-3 D-flipflops require 114 and 100 tranistors which is the

least number of transistors for ternary 3-trit Synchronous and Asynchronous counters

respectively compared to all other counter designs.

4.5 Conclusions

In this chapter, a complete review of all existing ternary D-flipflops and ternary coun-

ters is presented along with its comparison with new proposed designs. Four new

proposed designs of ternary D-flipflops are implemented. The first design is a ternary

buffer-STI-based D-flipflop and the second is an improved version for a multiplexer-

based successor-predecessor D-flipflop. Two hybrid designs are proposed which are a

combination of ternary buffer, successor-predecessor circuits and/or STI gates. The

proposed designs use the ternary buffer and STI which are two supply -based designs

that consume very little power. Among all the existing and proposed designs for ternary

D-flipflops, the ternary buffer-STI-based D-flipflop performs the best in terms of power

consumption and PDP. Ternary 3-trit synchronous and asynchronous counters are also

designed using the proposed D-flipflop designs and their simulation results are com-

pared to existing ternary counter designs. Hence, new designs for ternary sequential

circuits like ternary D-flipflops and ternary counters are proposed in this work that

shows considerable improvement in circuit performance parameters like power(up to

93% for D-flipflop and up to 92% for counter) and PDP (up to 94% for D-flipflop and

up to 92% for counter) compared to existing designs.



Chapter 5

Design of CNFET-based Ternary

Memory

5.1 Introduction

SRAM (Static Random Access Memory) and registers are two types of memory ele-

ments used in processor design. SRAM is a form of memory used to store huge amounts

of data, usually as cache memory. SRAM is slower than registers, but it is more denser,

which means it can store much more data in a much smaller space. In general, registers

are used to store data that must be retrieved fast and frequently, whereas SRAM is used

to store greater amounts of data that may not require a frequent access. The ternary

SRAM design proposed in this Chapter is used in the design of ternary Instruction and

Data memory in the design of the ternary processor in Chapter 6.

Memory is an essential part of any processor as it constitutes a major part of the

processor and hence low power design of SRAM is desired for high performance. A

ternary SRAM holds three logic states of 0, 1 and 2. CNFET based implementation

of ternary SRAMs has been found to be efficient. The storage element in a ternary

SRAM conventionally constitutes of two back to back STI gates. The cycle-operators

or the ternary buffer can also be used as storage element instead of the two STI gates

in SRAM design.

80
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This chapter presents two new designs of cycle-operator -based ternary SRAMs

and one new design of a ternary buffer-based SRAM. The architecture of the ternary

SRAM cell is similar to the design in [16]. All the three designs use cycle-operators

and ternary buffer that are designed using two power supplies of Vdd and Vdd/2. This

dual supply-based design approach consumes low power and area. The Section 5.2

presents the existing designs and the Section 5.3 presents the proposed designs for

ternary SRAM. The Section 5.4 talks about the simulation results of the proposed

ternary SRAM cell designs and their comparision with the existing designs. Section

5.5 concludes the chapter.

Table 5.1: Truth Table for A1,A2, Apand An

A A1 A2 Ap An

0 1 2 2 2
1 2 0 2 0
2 0 1 0 0

5.2 Review of Ternary Memory

The very first CNFET-based ternary SRAM design using STIs was proposed in [17].

Few other ternary SRAM designs are proposed in [15,64,65]. All these existing designs

are STI-based. A latest design in [16], shows the design of ternary SRAM that uses

cycle-operators (A1and A2as shown in Table 5.1) and a ternary buffer instead of STIs

as storage elements. This design methodology for building ternary SRAM has proved

to be much more efficient in terms of power and performance when compared to the

standard STI-based method.
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Figure 5.1: Existing designs of ternary SRAM [16]

The Figure 5.1 shows this existing cycle operator -based and the ternary buffer-

based SRAM cell designs. The working of the cycle-operator based SRAM in Figure

5.1 (a), is as explained below:

1) The writing onto the SRAM starts when WL is high.

2) The data is passed from WB line from the transmission gate pair T1−T2 and is

stored at node X.

3) The first cycle operator, A1 circuit (T3-T4-T5) makes the output Y as X1.

4) Next, the second cycle operator, A2 circuit (T6-T7-T8) results in Z to be (X1)2(

which is same as X).
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5) The cycle operator pair stores data in loop whenWL is low (T11−T12 transmission

gate is ON).

6) The circuit is in hold and stores data when WL is low and RL is low.

7) Reading starts when RL is high and the data stored is read on to line RB via

transmission gate pair T9 − T10.

Some of the advantages of using cycle operators or buffer as storage element over

STIs in ternary SRAM are:

1) Two inverters are used in a STI-based buffer. So the first inverter converts ternary

logic ′0′ to logic ′2′ before the second inverter converts it back to logic ′0′. The cycle

operator, on the other hand, converts logic ′0′ to ′1′ using A1 and logic ’1’ to ’0’ using

A2. Consequently, the probability of transitioning from 0 to VDD (logic ′2′) is greater

for STI. Charging or discharging from 0 to VDD draws more current than charging

or discharging from 0 to VDD/2 or VDD/2 to VDD. Thus, the cycle operator-based

design uses less energy. Incorporating a transmission gate into the feedback loop to

reduce the likelihood of noise signal storage in the SRAM cell yields additional power

savings.

2) When a ternary buffer is used for storing a logic level in the ternary SRAM, as

there is no switching here while storing data, it consumes low power. Also this design

is a single stage circuit hence has low propagation delay when compared to STI based

SRAM which has two stages.

5.3 Proposed CNFET-based Ternary SRAM

5.3.1 Proposed designs for cycle operator-based Ternary SRAM

The Figure 5.2 shows the proposed designs for cycle operators and the design of a

ternary SRAM using these cycle operators. The proposed cycle operators as in Figure

5.2 (a) are designed using two power supplies Vdd and Vdd/2. The cycle operators

A1and A2 generate the next state and previous state of the input respectively as given

in the Table 5.1.
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Figure 5.2: Proposed cycle operators and cycle operator-based ternary SRAM designs

The working of the proposed ternary SRAM in Figure 5.2 (b) is similar to the cycle

operator based design in [16], described as follows. For the writing operation, when

WL is high, the data D from WB line is passed to the node X via the transmission

gate pair T1,T2. It then passes the cycle operator A1 circuit followed by an A2 circuit

which results in the data D at the output of A2 circuit. Both cycle operator circuits

together act as a buffer. The data D is then stored in the SRAM cell by making WL

low and activating the transmission gate pair T3,T4. For reading operation the RL is

made high and the data stored in the SRAM is read out of RB via the transmission

gate pair T5,T6. The proposed cycle operator designs used for storage in the ternary

SRAM are power efficient as compared to the designs in [16].
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Figure 5.3: Second proposed design of cycle operator-based ternary SRAM
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Figure 5.4: Proposed design of buffer-based ternary SRAM
Another cycle operator-based ternary SRAM is proposed in this work as shown

in Figure 5.3. This design uses the cycle operators proposed in [32], which are also

designed using two power supplies. The operation of the ternary SRAM proposed in

Figure 5.3 is same as that of the one in Figure 5.2(b). The working of proposed cycle

operator A1in Figure 5.2 (a) is described as follows:

1) When A = 0, the transistors T4 and T1 are ON and transistors T2 and T3 are

OFF. Hence, the output is A1= 1 , as the output connects to the Vdd/2 supply.

2) When A = 1, the transistors T1 and T2 are ON and transistors T3 and T4 are

OFF. Hence, the output is A1= 2, as the output connects to the Vdd supply.
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3) When A = 2, the transistors T3 and T2 are ON and transistors T1 and T4 are

OFF. Hence, the output is A1= 0 , as the output connects to the Gnd.

The A2 cycle operator works in a similar way.

5.3.2 Proposed design for buffer-based Ternary SRAM

A buffer-based ternary SRAM cell is proposed as shown in Figure 5.4. The ternary

buffer is used as storage element in the proposed ternary SRAM. It is designed using

two power supplies of Vdd and Vdd/2. This ternary buffer design is proposed in [78].

For the reading and writing operation, the working of this buffer based SRAM is similar

to the working of the proposed cycle operator based SRAM. When WL is high, data D

from WB is passed to node X via the transmission gate pair T1,T2 to the ternary buffer.

The output of the ternary buffer is same as that of the input D which is stored in the

cell when WL is low activating the transmission gate pair T3,T4. The value is read out

of RB when RL is high via the transmission gate pair T5,T6. This buffer-based ternary

SRAM design shows an improvement over the buffer-based SRAM design proposed

in [16], in terms of power and number of transistors used.

5.3.3 Proposed design for a nXn Ternary SRAM

The buffer-based SRAM proposed in the previous section is found to be most efficient in

terms of power and number of CNFETs used when compared to all other STI-based and

cycle operator-based designs. This is because the buffer-based design is a single stage

circuit that uses least number of transistors. We have used this proposed buffer-based

single cell SRAM to build a 3X3 SRAM which can store 9-trits as shown in Figure 5.5.

This SRAM consists of 3 rows and each row can store a 3-trit data. The WB[2 : 0] is

the 3-trit data that needs to be written in one of the rows and the row is decided by the

WL that is generated using a row decoder which is of size 1 : 3 in this case as there are

only 3 rows. Similarly for reading from this SRAM array, the RB[2 : 0] is the data read

out from one of the rows and the row here is decided by the RL which acts as a select

line for the multiplexers that are used at the output. 3,3 : 1 multiplexers are used here
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Figure 5.5: Proposed design of a 3X3 ternary SRAM using buffer-based SRAM cell

to read the data stored from the required row. This SRAM array can be extended to

store any number of digits by increasing the number of single-cell ternary SRAMs used

and by increasing the size of the decoder and multiplexer as per the requirement. An

extended version of this ternary SRAM of size 27X9 and 27X3 is used to implement

the Instruction memory and the Data memory in the Chapter 6, which are used in the

design of the 3-trit ternary logic processor.

5.4 Simulation Results and Discussion

Simulations were carried out using HSPICE, a circuit simulation tool by Synopsys. A

standard CNFET model [21] [22] by Stanford was used in the design. The CNFETs

have a default pitch value of 20 nm and were configured to have 3 CNTs. All the

proposed and existing ternary SRAM designs that are compared have been given the
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Table 5.2: Read and Write power(in uW) of various ternary SRAM designs

Logic Cycle operator-based ternary
SRAM

Buffer-based ternary
SRAM

Design-
1 [16]

Proposed
Design-1

Proposed
Design-2

Design-
2 [16]

Proposed
Design-3

Read Power (uW)
’0’ 1.97 0.031 0.025 0.218 0.0058
’1’ 1.50 0.037 0.028 0.436 0.0124
’2’ 1.78 0.026 0.023 0.219 0.0070

’Avg’ 1.42 0.031 0.025 0.291 0.0084
Write Power (uW)

’0’ 2.12 1.44 0.86 0.56 0.18
’1’ 2.15 0.35 0.95 0.53 0.04
’2’ 1.17 0.21 0.88 0.51 0.07

’Avg’ 1.81 0.67 0.90 0.53 0.10

same random input patterns and a load of 0.1fF was connected at the output of all

the circuits for fair comparision. The proposed cycle operator-based designs, denoted

by Proposed Design-1 and Proposed Design-2 , are compared with the cycle operator-

based designs in [16], denoted by Design-1. And the proposed ternary buffer-based

design, denoted by Proposed Design-3, are compared with the buffer-based design

in [16], denoted by Design-2.

The Table 5.2 shows the Read and Write power consumed by the ternary SRAM

designs. The Read and write power is calculated for reading and writing of logic

levels 0, 1 and 2 seperately and the average power is also calculated. It is found

that the Proposed Design-1 and Proposed Design-2 show an improvement of 97.8%

and 98.2% in terms of average read power when compared to Design-1, respectively.

Also the Proposed Design-3 shows an improvement of 97.1% in avg. read power when

compared to Design-2. Similarly, the Proposed Design-1 and Proposed Design-2 show

an improvement of 62.9% and 50.2% in terms of average write power when compared to

Design-1, respectively. And the Proposed Design-3 shows an improvement of 81.1% in

avg. write power when compared to Design-2. The Table 5.3 shows the leakage power

consumed for the proposed and existing ternary SRAM designs. The leakage power is

calculated while the ternary SRAM cell is storing a particular logic level either 0 or

1 or 2, and no read or write is happening. The read power, write power and static
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Table 5.3: Leakage power(in uW) of various ternary SRAM cells while storing 0, 1 and
2

Static
Power

Cycle operator-based ternary
SRAM

Buffer-based ternary
SRAM

Design-
1 [16]

Proposed
Design-1

Proposed
Design-2

Design-
2 [16]

Proposed
Design-3

’0’ 2.00 0.08 0.02 0.0007 0.003
’1’ 2.00 0.04 0.03 0.84 0.024
’2’ 0.71 0.001 1.42 0.001 0.002

’Avg’ 1.57 0.04 0.48 0.282 0.009

Table 5.4: Read Delay(in ps) of various ternary SRAM cells

Read
Data

Cycle operator-based ternary
SRAM

Buffer-based ternary
SRAM

Design-
1 [16]

Proposed
Design-1

Proposed
Design-2

Design-
2 [16]

Proposed
Design-3

’0’ 5.75 5.03 3.07 1.97 2.3
’1’ 3.13 1.37 2.81 2.92 3.02
’2’ 4.06 2.25 3.11 2.49 3.12

’Avg’ 4.31 2.88 3.00 2.46 2.81

leakage power is low for the proposed designs as these use lesser number of transistors

than the existing designs for ternary SRAM implementation.

The Tables 5.4 and 5.5 show the read and write delays for various ternary SRAM

cells for various cases. In Table 5.4, the read delay in picosecends is for reading values

of 0,1 and 2 respectively are presented along with average read delay. We observe that

the Proposed Design-1 and Proposed Design-2 show an improvement of 33.1% and

Table 5.5: Write Delay(in ps) of various ternary SRAM cells

Write
Data

Cycle operator-based
ternary SRAM

Buffer-based ternary
SRAM

Design-
1 [16]

Proposed
Design-1

Proposed
design-2

Design-
2 [16]

Proposed
Design-3

0->1 0.76 0.68 0.84 0.81 0.71
0->2 1.29 1.61 1.51 1.65 1.44
1->0 1.07 1.56 1.05 1.05 1.02
1->2 1.52 2.57 2.24 2.01 2.03
2->0 1.28 1.54 1.32 1.12 1.15
2->1 1.54 3.20 2.72 1.94 2.17
Avg 1.24 1.86 1.61 1.42 1.42
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Figure 5.6: Static noise margins of various existing and proposeddesigns of ternary
SRAM

30.3% respectively in read delay when compared to Design-1. In Table 5.5, the write

delay is calculated for various cases. For example the case 0− > 1 stands for writing a

1 into the ternary SRAM cell when it is holding a 0.

The static noise margin is calculated for both the cycle operator-based and buffer-

based existing and proposed designs. The noise margin is the amount of noise that a

storage cell can withstand without flipping the logic that is being stored by it. The

static noise margins are calculated by inserting a voltage source at the buffer input

and the at the input of the first cycle-operator in the ternary SRAM designs. The

noise margins of proposed designs are found to be comparable to those of the existing

designs as shown in Figure 5.6. The Figures 5.7and 5.8show the simulation waveforms

for proposed cycle operator-based and ternary buffer-based ternary SRAM designs. In

the waveforms, WB is the data to be written in the SRAM when WL is high, D is the

data stored in the SRAM cell and RB is the data read out from the SRAM when RL

is high.

In addition to this, the performance parameters for the ternary SRAM designs for

variation is load, temperature and supply voltage are analysed and plotted. Here,

the Design−1 and Design−2 correspond to the cycle-operator based and buffer–based

ternary SRAM cells from [16](designs shown in Figure 5.1). And the Proposed Design-1
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Figure 5.7: Simulation waveforms for proposed cycle operator-based ternary SRAM
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Figure 5.8: Simulation waveforms for proposed buffer-based ternary SRAM

and Proposed Design-3 correspond to the cycle-operator based and buffer-based SRAM

designs proposed in this chapter. The performance of different SRAM designs is cal-

culated for the variations considering the SRAM cell is reading a logic ’1’ from the cell

for delay calculation and it is writing a logic ’1’ and then reading a ’1’ from the cell for

power calculation. So, the delay calculated in Figure 5.9 is the read delay for logic ’1’

and the power calculated is the power consumed for one read and one write operation

of the SRAM cell.

A capacitive load of 0.1, 0.2, 0.3 and 0.5 fF is connected at the output of the SRAM

cell designs that is at the ’out_rbl’ line and the read propagation delay is calculated for

the existing and proposed ternary SRAM cells as plotted in Figure 5.9. We can see from

the graph that for varying loads the delay is more for proposed cycle operator- based
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(a) Propagation delay Vs Load for ternary SRAM cell

Figure 5.9: Power and delay of proposed ternary SRAM versus existing ternary SRAM
for variations in load, temperature and supply voltage

(a) Power consumption Vs Temperature (b) Propagation delay Vs Temperature

Figure 5.10: Power and delay of proposed ternary SRAM versus existing ternary SRAM
for variations in temperature

designs (Proposed Design-1) as compared to the existing cycle operator-based design

(Design-1). Whereas in case of buffer-based design the proposed designs have lower

delay. Similarly, the Figure 5.10 show the power and delay respectively as the temper-

ature is varied from 27 − 1200C. We observe that the proposed buffer-based ternary

SRAM consumes the least amount of power and has the lowest delay as compared to

all other designs as it is a single-stage circuit that uses least number of transistors and

also uses a dual supply based design approach. The supply voltage is also varied from

0.8− 1 V and the corresponding power and delay are calculated for the SRAM designs

as shown in Figure 5.11. Here also the proposed Design-3 of the buffer-based ternary

SRAM wins both in terms of power and delay compared to all other designs.

Monte Carlo simulations are also done for the existing and the proposed ternary
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(a) Power consumption Vs Supply Voltage (b) Propagation delay Vs Supply Voltage

Figure 5.11: Power and delay of proposed ternary SRAM versus existing ternary SRAM
for variations in temperature

SRAM designs. The variation in propagation delay and power is calculated for varia-

tions in diameter of the CNFET. the analysis is shown in Figure 5.12.

(a) Variation in Propagation delay(ps) vs diameter

(b) Variation in Power(uW) vs diameter

Figure 5.12: Effect of variation in diameter on propagation delay and power

Here the existing ternary SRAM is the buffer-based design, Design-2 and the pro-

posed SRAM is the buffer-based proposed SRAM design, Proposed Design-3. It is

observed that the effect of diameter variation has less effect on proposed designs when
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Table 5.6: CNFET count for ternary SRAM designs

Design CNFET count
Design-1 [16] 24

Proposed Design-1 20
Proposed Design-2 23

Design-2 [16] 20
Proposed Design-3 16

compared to existing designs. Comparision of the CNFET count for the existing and

proposed ternary SRAM designs is done and presented in Table 6.7 . We observe that

the proposed buffer-based ternary SRAM that is the Proposed Design-3 requires the

least number of CNFETs among all the designs.

5.5 Conclusions

Three new CNFET-based designs for ternary SRAM cell are proposed in this chapter.

Two designs are cycle operator-based and one design is ternary buffer-based. All three

proposed designs show improvement in power consumed when compared to the ternary

SRAM designs existing in literature. The read and write delays and noise margins of

the proposed designs are found to be comparable to those of existing designs. HSPICE

simulation results show that the proposed cycle operator based designs show an im-

provement of upto 98.2% in read power compared to existing cycle operator-based

design. And the proposed buffer-based design shows an improvement of upto 81.1% in

write power when compared to its existing counterpart.



Chapter 6

Design of CNFET-based Ternary

Logic Processor

6.1 Introduction

The design of the ternary logic processor involves the integration of the following com-

ponents:

1) Ternary Instruction memory - Instruction Memory is the memory that contains

the programme instructions that will be executed by the processor. Typically it stores

the instructions in ternary format.

2) Ternary Data memory - This is the memory used by the processor to retain the

data required for calculations or operations. The data memory is composed of SRAM,

which provides rapid access to data.

3) Ternary ALU - The TALU is used to perform arithematic and logic operations

on the ternary operands obtained from the registers.

4) Ternary Register file - Register File is a set of high-speed storage elements used

by the processor to store intermediate results, addresses, and operands. It is commonly

implemented with D flip-flops and can store only a small amount of data. The register

file allows the processor to quickly execute calculations and data operations.

5) Ternary Control unit - The control unit manages the flow of data and instructions

95
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between the various processor components, such as the ALU, register file, and data

memory.

The multiplexer based approach and the dual supply based approach were used to

design efficient ternary logic circuits in the previous chapters. This chapter presents

the design of a 3-trit ternary logic processor built using CNFETs. In Chapter 3, the

design of a 2:1 multiplexer based 2-trit ALU is presented. This TALU is extended to

operate on 3-trits for building a 3-trit TLP. In Chapter 4, ternary sequential circuits

like D-flipflops are which are used for implementing a ternary register file for the TLP.

And, the ternary SRAM cell proposed in the Chapter 5, is used for the design of an

instruction memory and the data memory of the TLP.

At the onset, an instruction set architecture is presented for this TLP that consists

of 14 different instructions. Next, the micro-architecture for this processor is described

and the transistor level CNFET-based designs for the individual blocks of the processor

like the ternary instruction fetch, the register file, the ALU, the data memory and the

control unit are proposed. The entire TLP designed using CNFETs is implemented in

HSPICE to measure it performance and the functionality of the proposed processor is

verified with the help of standard programs.

The Section 6.2 described the work related to the ternary processor that is present

in the existing literature. Section 6.3 presents the design of proposed TLP and the

proposed TLP’s blocks. The Simulation results are discussed and presented in Section

6.4 and conclucions are drawn in Section 6.5.

6.2 Related Work

The research work related to the ternary logic processor implementation is published

in [18] and [19]. In [18], the design and verification frameworks for developing a fully-

functional emerging ternary processor are described. It presents a top-level ternary

microprocessor based on a 9-trit instruction-set architecture with 24 custom ternary

instructions. The proposed software-level framework provides an efficient way to con-

vert existing binary programs to ternary codes, while the hardware-level framework of-
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fers a cycle-accurate simulator and a technology mapper for quantitative evaluations of

the pipelined ART-9 (Advanced RISC-based Ternary) architecture for arbitrary design

technology. As a case study, the proposed ART-9 core achieves a processing efficiency of

57.8 DMIPs/W and 3.06×106 DMIPs/W when using FPGA-level ternary-logic emula-

tions and CNFET-based ternary gates, respectively. Although, this study is significant

as it provides a comprehensive and quantitative evaluation of a fully-functional ternary

microprocessor, it does not describe the transistor-level implementation of the ternary

processor, that is described in the proposed section of this paper.

Another paper [19], proposes a novel approach to designing and implementing an

efficient instruction set for a ternary processor using VHDL. The paper considers 21 in-

structions, including various addressing modes such as register, direct, and immediate

modes. This research is significant because it addresses the need for efficient instruction

sets for ternary processors. The use of VHDL in the design and implementation of the

instruction set provides a reliable and standardized way of designing digital circuits.

The consideration of various addressing modes provides flexibility in programming,

while the simulation results provide evidence of the efficiency of the proposed instruc-

tion set. Overall, this research contributes to the development of more efficient and

flexible ternary processors. Further enhancements to the designed instruction set may

lead to even better performance and capabilities for ternary processors.

6.3 Proposed Design of a Ternary Logic Processor

This section presents the design of a CNFET-based Ternary Logic Processor (TLP).

This TLP is a single-cycle processor that can handle 3-trit data and can execute 14

different instructions. A digit in ternary is called as a trit. The address size is also

3-trits and each instruction is 9-trits long. There are 9 different registers, each register

is of size 3-trits. The TLP has an instruction memory and a data memory that are of

sizes 27X9 and 27X3, respectively.

Firstly, an ISA is designed for the ternary logic processor as described in Section

6.3.1. Next, the Section 6.3.2 presents the Micro-architecture of the proposed ternary
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Table 6.1: The proposed instructions for the Ternary Logic Processor

S.No. Mnemonic Type Opcode (I2I1I0) Example
1 tadd R 000 tadd t0,t1,t2
2 tsub R 100 tsub t0,t1,t2
3 tmul R 200 tmul t0,t1,t2
4 tand R 001 tand t0,t1,t2
5 tor R 101 tor t0,t1,t2
6 txor R 201 txor t0,t1,t2
7 tnand R 002 tnand t0,t1,t2
8 tnor R 102 tnor t0,t1,t2
9 taddi I x10 taddi t0,t1,3
10 tlw I x11 tlw t0, 4(t1)
11 tsw S x12 tsw t1, 6(t2)
12 tbgt B x20 tbgt t1,t2,L1
13 tblt B x21 tblt t1,t2,L1
14 tbeq B x22 tbeq t1,t2,L1

logic processor. The fundamental blocks required for the Ternary logic Processor are

the Ternary Instruction Fetch unit (TIF), the Ternary Register File (TRF), the Ternary

ALU (TALU), the Ternary Data Memory (TDM) and a Ternary Control Unit (TCU).

Transistor level designs using CNFETs for each of these blocks are presented in Sections

6.3.3-6.3.7.

6.3.1 Proposed Instruction Set Architecture

An Instruction Set Architecture (ISA) is proposed for the ternary logic processor which

consists of various R-type (Register-type), I-type(Immediate-type), S-type (Store-type)

and B-type(Branch-type) of instructions. These instructions are of 9-trit length (I0−I8)

and the instruction format is defined in the Figure 6.1. The first three trits of the

instruction (I0 − I2) define the opcode. The ′rs1′ and ′rs2′ are the source registers

and ′rd′ is the destination register in the instruction. The ’imm’ stands for the 3-trit

immediate value and the ’Label’ in the branch instructions signifies the address of the

location to which it should branch. The various instructions and their corresponding

types, mnemonics and opcodes are presented in Table 6.1. 14 different instructions are

defined as part of this ISA.
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Figure 6.1: Proposed 9-trit Instructions Format
The R-type instructions perform arithmetic and logic operations like addition, sub-

traction, AND, and OR on operands in two registers and place the result in the third

register. An example of the R-type instruction is tadd t0,t1,t2, here, addition is per-

formed on the data in registers t1 and t2 and the result is placed in t0 register. The

I-type instruction performs operations on immediate data. An example is taddi t0,t1, 2,

here, a constant value 2 is added to data in t1 and the result is placed in register t0.

The ’tlw’ and ’tsw’ are the load and store instructions. The ’tlw’ instruction loads data

from memory into a register and the ’tsw’ instruction stores data from register into the

memory. The B-type instructions are tbgt, tblt and tbeq which stand for branch-if-

greater-than, branch-if-less-than, and branch-if-equal. Here, the data in two registers

are compared and the instruction branches to a particular location if the compared

value corresponds to a less than, a greater than, or equal to.

Remark 1 : The proposed ISA defines a total of 14 instructions in Table 6.1, out

of which the first 8 instructions are of R-type, next 2 instructions ’taddi’ and ’tlw’ are

categorized as I-type as they have the same instruction format, 1 instruction is of S

-type the ’tsw’ and 3 instructions are of B-type.
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6.3.2 Proposed Micro-Architecture

The architecture of the proposed Ternary logic Processor is shown in Figure 6.2 . It

consists of the typical Instruction Fetch, Decode, Execute, Memory, and Write-back

stages. The working of the TLP is explained as follows:

1) The first stage in the TLP is Instruction ’Fetch’. Initially, a set of instructions

is loaded into the Ternary Instruction Memory (TIM) with the help of a reset signal.

A Program Counter (PC) register, which contains a 3-trit address, is used to point to

the current instruction that is to be executed in the TIM. This PC address is given as

input to TIM. The output of the TIM is the 9-trit instruction stored, that is stored

at the address in the PC. An adder is also used in this stage to increment the PC to

point to the next instruction.

2) Next stage is the ’Decode’ stage. In this stage, the instruction fetched from the

TIM, is decoded to extract the information such as the opcode, the source and des-

tination operand registers, the immediate data. Ternary Register File (TRF) module

takes the source register extracted from the instruction code as input and gives the

data present in that corresponding register as output. This data is further given as

inputs to the Ternary Arithmetic and Logic Unit (TALU). The TRF is made up of 9,

3-trit registers. Whenever the signal regwrite is active, data can be written into the

registers in TRF.

3) The ’Execute’ stage of TLP operates on the data taken from the registers using

a TALU. This 3-trit TALU performs arithmetic and logic operations on the operands

obtained from the TRF and gives a 3-trit result as output. This ALU result is ei-

ther written back to the TRF or goes as input to the Ternary Data Memory (TDM)

depending on the type of instruction.

4) The next stage of the processor is the ’Memory’ stage. In this stage, we can

access the data memory either by reading from it or writing into it. This TDM stores

3-trit data at 27 different locations. Data is either written into or read out of the

data memory depending on the type of instructions and the ’memread’ and ’memwrite’

control signals. Finally, the data read from the TDM or data from the TALU is written
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back into the TRF when required, in the ’Write Back’ stage of the TLP.

5) A Ternary Control Unit (TCU) controls the operation of the entire processor.

It takes a 3-trit opcode as input and gives different control signals as output that are

required at various stages in the datapath of the processor.

6) In addition to the above blocks, the processor design also requires an Immediate

generation block, a branching unit, and a few multiplexers as shown in Figure 6.2. The

Immediate generate block generates the 3-trit immediate value by taking inputs from

the 9-trit instruction. This immediate value is given as the second input to the TALU

for instructions that are not R-type. A branching unit is used to generate a control

signal that can modify the PC value to point to the branch location mentioned in the

branch type instructions. In branch type instructions, the ALU compares the two data

values and outputs it to the branching unit. Branching unit also takes the opcode and

the ‘branch’ control signal of the TCU as inputs. It generates ’PCsrc’ signal as output.

This ’PCsrc’ is responsible for branching to the given location by making the PC point

to the branch location in the TIM.

As shown in Figure 6.2, a set of 3, 2 : 1 multiplexers are also required at three

different places in the proposed processor design.

Remark 2: The first set of multiplexers is used at the input of the second operand

to the TALU. The control signal ’Alusrc’ is used as the select line for these multiplexers

and depending on if the instruction being executed is of R-type or not, the ’Alusrc’

selects the operand read directly from the output of the TRF or from the Immediate

generate block.

Remark 3: The second set of multiplexers is used at the output of the TDM. This

uses the ’mtr’ control signal as the select line for selecting either the data to be written

back to the TRF either from the TDM or from the TALU output depending on the

instruction being executed.

Remark 4: The third set of multiplexers is used at the output of the adder in the

TIF unit. This uses the PCsrc signal from the branching unit as the select line to

choose to branch to a particular location or not, depending on the type of instruction.
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1

Figure 6.3: Proposed design of Ternary Instruction Fetch Unit (TIF)

6.3.3 Proposed Design of Ternary Instruction Fetch Unit

The Instruction Fetch Unit is the first block of the processor which is responsible for

fetching an instruction for the processor. Typically, it consists of a instruction memory

that stores the instructions, a program counter register that stores the address of the

current instruction, and an adder that is used to calculate the address of the next

instruction. The implementation of a Ternary Instruction Fetch (TIF) Unit is shown

in Figure 6.3 .

The TIF consists of a Program Counter (PC) register, which is of 3-trit length

and is designed using three ternary D-flipflops. The D-flipflop used here is a ternary

buffer–STI-based flipflop as presented in Section 6.3.4. This register stores the address

of the current instruction being fetched from the instruction memory by the processor.

A ternary adder is used to go to the address location of the next instruction to be

fetched. This adder adds a constant value of 1 to the current PC value and sends the

result back to the PC, at every positive edge of the clock to go to the next location.

The clock and reset are given as inputs to both the PC register and the instruction

memory. The PC is initialized to zero when the reset is HIGH and when the reset is

LOW the PC increments for every clock edge. The Ternary Instruction Memory (TIM)
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Figure 6.4: Design of ternary SRAM cell used in Ternary Instruction Memory [14]

stores the set of instructions that need to be executed by the processor. The TIM takes

the current value of the PC as an input which is a 3-trit address and gives the 9-trit

instruction stored at that location as output (which is also the output of the TIF) at

every positive edge of the clock.

Remark 5: The TIM is initialized with a set of instructions when the reset is HIGH

and it stores these instructions. This TIM is designed to store 9-trit long instructions at

each address location. The address length is 3-trits so there are a total of 27 locations

in the TIM where each location stores a 9-trit value. Each digit of the 9-trit instruction

is stored in a single-cell SRAM as shown in Figure 6.4 . Hence the entire TIM is a

27X9 ternary SRAM.

6.3.4 Proposed Design of Ternary Register File

The instruction code which is the output of the TIF unit is used to give inputs to the

ternary register file (TRF), as shown in the Figure 6.2. The proposed TRF, shown in

Figure 6.5 , consists of 9 registers (t0-t8) each 3-trit long. Each register is designed

using three ternary D-flipflops. The ternary D-flipflop used to design the register is

similar to the ternary buffer-STI based D-flipflop proposed in [78]. The transistor level

designs of the ternary buffer and STI used in this ternary D-flipflop are also shown in
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Figure 6.5.

The inputs to the TRF are read register numbers (rs1,rs2), write register number

(rd) and write data (wrdata). The registers in the TRF are initialised to zero by apply-

ing a reset signal that is HIGH initially and is LOW later. Since there are 9 registers,

each register can be represented by a 2−trit number. So, the read register numbers rs1

and rs2, 2-trit long are taken from the instruction code. Also the destination register

number rd is 2-trits long. The 3-trit data that is to be written in the registers indicated

by ’wrdata’. The data in the input register numbers is read out as the output of the

TRF.

A 2 : 9 write decoder is used to write data into the registers in the TRF. The

CNFET based design of the write decoder used here is similar to the one in [79]. Data

is written into the registers only when the regwrite signal is HIGH. This is done by

using an enable for each register. The value from the output of the write decoder and

the regwrite signal are given to AND gates and this output is given to the Enable signal

of the register as shown in Figure 6.5. Also to read out the data from a specific register

3, 9 : 1 multipliexers are used. Hence, a set of two 3, 9 : 1 multiplexers are used to read

out data from two registers of the TRF. Each 9 :1 multipliexer is designed using four

3 : 1 multiplexers as in [12], shown in Figure 6.6 .

6.3.5 Proposed Design of a Ternary Arithmetic Logic Unit

The Ternary Arithematic and Logic Unit (TALU) is used to perform arithmetic and

logic operations. The proposed 3-trit TALU implemented for the ternary processor is

shown in Figure 6.7 . The architecture of the proposed 3-trit TALU is similar to the

2 : 1 multiplexer based 2-trit TALU proposed in [12], that is, the 2-trit TALU in [12]

is extended to a 3-trit TALU here. All the functional blocks like the adder-subtractor,

multiplier, comparator and logic gates are designed using 2:1 multiplexer based design

approach and can handle 3-trit data.

This TALU takes two 3-trit inputs A0A1A2 and B0B1B2 and gives a 3-trit output

T2T1T0 as shown in Figure 6.7. The function select block takes inputs S0S1 from the
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Figure 6.6: Design of 9:1 multiplexer using 3:1 multiplexers [12]

ternary control unit and is responsible for enabling the desired TALU function via the

transmission gates. Six transmission gates are present in each TG block that connect

the inputs to the functional blocks like adder-subtractor, multiplier, comparator, etc for

performing the arithmetic and logic operations. At the output three 9 : 1 multiplexers

are used, one for each TALU output which chooses from one of the functional block

outputs that would go as output to T2T1T0 based on the S0S1 select lines.

Remark 6 : The 2:1 multiplexers used for the design of these functional modules

are either PTI mux or NTI mux shown in Figure 6.8 . These 2:1 multiplexers are same

as the ones used in [12].

6.3.6 Proposed Design of Ternary Data Memory

The Ternary Data Memory (TDM) is used to store the ternary 3-trit data. Each

location of the TDM is 3-trit long and can be addressed using 3-trits, hence there are

total 27 possible locations for the proposed memory. The TDM is implemented using

single cell SRAMs. Each single cell ternary SRAM stores 1-trit data. Therefore the



6.3. Proposed Design of a Ternary Logic Processor 108

F
un

ct
io

n 
S

el
ec

t
 

6 
T

G
s

  

E   

E   

E   
A

dd
er

-

Su
bt

ra
ct

or

 

M   

B
i-

O
R

  

 

M
ul

tip
lie

r

 

 

C
om

pa
ra

to
r

 

T
G

 B
lo

ck

  

T
G

 B
lo

ck

  

T
G

 B
lo

ck

  

6 
T

G
s

  

6 
T

G
s

  

E   
 

T
X

O
R

 

T
G

 B
lo

ck

  

E   
 

T
O

R  

T
G

 B
lo

ck

  

6 
T

G
s

  

E   
 

T
N

O
R

 

T
G

 B
lo

ck

  

6 
T

G
s

  

E   
 

TA
N

D

 

T
G

 B
lo

ck

  

6 
T

G
s

  

E   
 

T
N

A
N

D

 

T
G

 B
lo

ck

  

6 
T

G
s

  

6 
T

G
s

  

 

Su
m

/D
if

f

 

 

C
ar

ry
/B

or
ro

w

 
 

Pr
od

uc
t

 

 
3,

 9
:1

 M
ul

tip
le

xe
rs

 

F
ig
ur
e
6.
7:

D
es
ig
n
of

P
ro
po

se
d
3-
tr
it
Te

rn
ar
y
A
ri
th
m
et
ic

an
d
Lo

gi
c
U
ni
t
(T

A
LU

)



6.3. Proposed Design of a Ternary Logic Processor 109

Vdd

NTI

(19,0)

(19,0)

(19,0)

(10,0)

(10,0)

(19,0)

Vdd
(19,0)

(19,0)

(19,0)

(10,0)

(10,0)

(19,0)PTI

Figure 6.8: Design of 2:1 multiplexers used for the TALU [31]

TDM is implemented as a 27X3 ternary SRAM as shown in Figure 6.9. The TDM is

used in the datapath of the TLP whenever a load or store instruction is being executed.

The address of the TDM that needs to be written or read is provided by the TALU.

Each location of the TDM is denoted by a word which is 3-trit long.

The inputs to the word, shown in Figure 6.9 , are the 3-trit address location denoted

by wbl[2:0], the data to be written denoted by wdata[2:0], the memread (mr) and

memwrite (mw) control signals coming from the control unit. In addition to these

inputs there are inputs init[2:0] , which is the initial data that needs to be written into

the word, and the reset, which when HIGH initialises the TDM, and writes the wbl

into it, otherwise. This is done by using a set of 3, 2 : 1 muxes for which the reset is

the select line. The data read out from the TDM is denoted by rbl[2:0]. The proposed

TDM mainly consists of a 3 : 27 write decoder, 27 3−trit words and multiplexers. The

decoder takes 3−trit address location as input and generates 27 decoder outputs, each

of which correspond to one location in TDM. There are 27, 3-trit words where each

word is implemented using 3 buffer-based single cell ternary SRAMs. The design of

the single cell SRAM used here is similar to the SRAM design in [14]. Each location

in the TDM is written into when memwrite (mw) is HIGH and the value from the

particular location is read out when memread(mr) is HIGH.



6.3. Proposed Design of a Ternary Logic Processor 110

WB RB

WL

WLB

WL

WLB

RL

RLB

(10,0)

(10,0)

Vdd

Vdd/2

(19,0)

(19,0)

(19,0) (19,0)

(19,0)

(10,0)

(10,0)

(10,0)

Figure 6.9: Proposed 27X3 Ternary Data Memory built using 3-trit words

6.3.7 Proposed Design of Ternary Control Unit, Branching unit

and Immediate Generation Unit

In addition to the above blocks, a Ternary Control Unit (TCU), a Branching Unit (BU)

and a Immediate Generation Unit (IGU) are also required for the complete implemen-

tation of a TLP.

The TCU is responsible for the control path of the TLP. It takes the opcode of

3-trits as input coming from the TIM and gives various control signals as output. The

truth table for the proposed TCU is as shown in Table 6.2. There are 7 different

control signals that are generated by the TCU, namely,’Br’, ’mtr’, ’mr’, ’mw’, ’regwr’,
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Table 6.2: Truth Table for control signals generation in TCU

Instruction I2 I1 I0 Br mtr mr mw regwr op1 op0 Alusrc
tadd 0 0 0 0 0 0 0 2 0 0 0
tsub 1 0 0 0 0 0 0 2 0 1 0
tmul 2 0 0 0 0 0 0 2 0 2 0
tand 0 0 1 0 0 0 0 2 2 1 0
tor 1 0 1 0 0 0 0 2 1 2 0
txor 2 0 1 0 0 0 0 2 1 1 0
tnand 0 0 2 0 0 0 0 2 2 2 0
tnor 1 0 2 0 0 0 0 2 2 0 0
taddi x 1 0 0 0 0 0 2 0 0 2
tlw x 1 1 0 2 2 0 2 0 0 2
tsw x 1 2 0 0 0 2 0 0 0 2
tbgt x 2 0 2 0 0 0 0 1 0 0
tblt x 2 1 2 0 0 0 0 1 0 0
tbeq x 2 2 2 0 0 0 0 1 0 0

’op1’ and ’op0’, and ’Alusrc’. ’Br’ stands for the branch control signal which is HIGH

only for the branch type of instructions (tbgt,tblt and tbeq). ’mtr’ is the memory

to register control signal, that is HIGH when the data needs to be written from the

memory to register in case of the load word (tlw) instruction. The ’mr’ and ’mw’ stand

for memread and memwrite control signals that are HIGH for load (tlw) and store (tsw)

instructions, respectively. The ’regwr’ stands for register write that is HIGH when data

is to be written in the register in TRF for all R-type, I-type and load word instructions.

The op0 and op1 signals are the select signals for the TALU which decide the function

the TALU should implement. The ’Alusrc’ signal is HIGH for the Immediate, load

and store instructions (taddi, tlw, tsw) since for these instructions the second operand

to the TALU is the immediate data generated by the IGU. The TCU is completely

designed using 2:1 multiplexers as shown in Figure 6.10.

The BU is implemented as shown in Figure 6.11. It takes the input as the 3-trit

output of the ternary comparator in the TALU and the Br control signal to generate

the PCsrc as the output. The ’PCsrc’ is used to branch to the required location. The

BU is implemented using a 3 : 1 multiplexer and an AND gate.

The IGU is as shown in Figure 6.12. This unit is used for generating the immediate

data from the instruction code. The immediate data is of size 3-trits (Imm[2:0]). The
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0
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0

0

Figure 6.10: Proposed Design of Ternary Control Unit (TCU)
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Figure 6.11: Proposed Design of Branching Unit (BU)

Figure 6.12: Proposed Design of Immediate Generate Unit (IGU)
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zeroth trit is Imm0 is same as the I2 trit of the instruction code. The first Imm1

and second Imm2 trits are implemented using two 2 : 1 multiplexers with I0 and I1 as

select lines and I3, I7 and I8, I4 as inputs respectively, where I0,I1,I2, I3,I4, I7 and I8

are digits of the instruction code.

6.4 Simulation Results

6.4.1 Simulation Environment

All the proposed circuits are simulated in HSPICE, a circuit simulation tool by Syn-

opsys. A standard CNFET model [21, 22, 26] by Stanford is used for the simulation

of the circuits. The CNFETs used are configured to have three CNTs and a pitch

value of 20nm. All the individual blocks of the proposed CNFET-based Ternary logic

Processor like the TIF, TRF, TALU, TDM, and TCU are simulated by giving random

test input patterns and their functionality is verified. The proposed TLP built by in-

tegrating these proposed individual blocks is also simulated in HSPICE. Performance

parameters like power consumption, propagation delay, PDP, and number of CNFETs

required are calculated for the TLP and the individual blocks of the TLP. In addition,

the functionality of the proposed 3-trit TLP is verified by building a Simulink model.

The working of the TLP is verified by running a few benchmark programs.

6.4.2 Results and Discussion

6.4.2.1 Ternary Instruction Fetch Unit

The proposed Ternary Instruction Fetch unit was simulated using CNFETs in HSPICE

and its performance parameters were calculated. The TIF unit design consists of the

implementation of a PC register, an adder and a ternary Instruction Memory (TIM).

The design of the TIF unit using CNFETs is as described in the Section 6.3.3. There

are two inputs given to the TIF unit, ’Clk’ and ’reset’. And the output of the TIF is

a 9-trit instruction code. in order to test theTIF implementation, the following was
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Table 6.3: Performance parameters for various blocks of TLP

Design Power
(uW)

Delay
(ps)

PDP
(x10−17)

Proposed TIF 25.05 312.00 781.56
Proposed

TRF
4.51 10.70 4.82

Proposed
TALU

53.07 82.90 439.95

Proposed
TDM

1.70 12.50 21.25

done :

• First, 9 out of the 27 locations of the TIM were initialised with different instruc-

tions, and the rest of the locations were initialised to ’nop’ instructions (addi

t0,t0,0).

• The ’clock’ and ’reset’ were given as inputs to both the PC register and the TIM.

The reset was used to initialise the TIM to the required values and the PC to

zero.

• The PC value is incremented for every positive edge of clock, using the adder,

enabling it to point to the next instruction.

• The output, that is, the 9 different 9−trit instructions were obtained at the TIM

output one for every clock cycle.

The inputs were given for about 40ns and the average power consumed by the TIF unit

and the propagation delay was calculated. As shown in Table6.3 the TIF consumed

25.05 uWatts of power. The delay was calculated form a particular rising edge of clock

to the instruction code output. The delays were calculated for all 9-trit instruction

digits with respect to clock for all the 9 instructions and the maximum delay was

reported as 312.0 ps as in Table 6.3. Also, the total number of CNFETs required for

building the TIF is found to be 6064.
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Table 6.4: Comparision of Simulation results for existing and proposed TRF and TDM

Design Power
(uW)

Delay
(ps)

PDP(x10−17)

TRF
Existing TRF [80] 83.90 12.81 107.39
Proposed TRF 4.51 10.70 4.82

TDM
Existing TDM [16] 3.40 17.10 114.92
Proposed TDM 1.70 12.50 21.25

6.4.2.2 Ternary Register File

The CNFET-based TRF is implemented in HSPICE using the ternary registers, write

decoder and multiplexers as described in Section 6.3.4. The functionality of the TRF

was verified as follows:

• The ternary registers (t0-t8) were initialized to zeros.

• The inputs that are the two source register numbers, one write register number

and one write data were given to the TRF to obtain the data corresponding to

the read registers.

• The data was written into the two registers by making the regwrite signal as 1

and then the data written was read out.

The average power consumed by the TRF for random inputs given was 4.51 uWatts

as shown in Table 6.3. The delay (read delay) was calculated from the data read out

to the register number input that was given for various cases and the worst-case delay

was found to be 10.7 ps. A total of 626 CNFETs were required to build the proposed

TRF.

Remark 7 : The proposed TRF that uses the ternary D-flipflop in [78] is compared

to the existing TRF that uses the static D-latch in [80]. The comparison of performance

is shown in Table 6.4 . It is observed that the proposed TRF shows improvement of

upto 94.6 % and 55.16% in power and PDP, respectively.
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6.4.2.3 Ternary Data Memory

The proposed TDM of size 27X3 is simulated in HSPICE and its performance is mea-

sured. The TDM implementation consists of a decoder, two multiplexers and a memory

build using ternary SRAM as shown in Figure 6.9. The simulation of TDM was carried

out as follows:

• First, the words of the TDM were initialised with the required data or with zeros.

• The inputs to the TDM are the write data, the write data address and the control

signals ’memrd’ and ’memwr’.

• The data is written into or read from the words in the TDM using the control

signal. The data read from the word is the output of the TDM.

The inputs were given for around 90ns and the average power was calculated to be 1.7

uWatts as shown in Table 6.3. Four read and four write operations were performed

on the TDM and the functionality was verified by the correct reading out of the data

written into the TDM. The read delay is calculated from the data read out to the input

data address for different read operations and the worst-case delay was found to be

12.5 ps.

Remark 8 : The proposed TDM is also compared to the existing TDM in Table

6.4. The proposed TDM uses the buffer-based single cell SRAM proposed in [14], and

the existing TDM is implemented using the buffer-based single-cell SRAM proposed

in [16]. The proposed TDM shows an improvement of upto 50% in power and upto

74.70% in PDP when compared to the existing TDM. The main reason for the power

improvement is the use of a power efficient ternary SRAM for the proposed TDM. The

total number of CNFETs required to build the TDM is 3360.

6.4.2.4 Ternary Arithmetic and Logic Unit

The TALU is implemented in HSPICE and the performance parameters are calculated.

The simulation is done as follows:
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• The two 3-trit data values (operands), A and B are taken as inputs to the TALU.

• The select lines S0S1 are also given as inputs to select the desired function that

the TALU needs to perform. And the output of the TALU is T0T1T2.

The input is given for around 50 ns and all the select cases of the TALU are given and

the output is verified. The average power consumed by the proposed 3-trit TALU is

53.07 uWatts and the delay is calculated for the different digits of the output T with

respect to changes input A, B and select S. The worst-case delay is found to be 82.9

ps as shown in Table 6.3. A total of 4268 CNFETs are required to build the TALU.

6.4.2.5 Ternary Logic Processor

The above blocks are used to implement the proposed TLP in HSPICE. The TIM of

the TLP is loaded with a set of instructions(corresponding to a given program) that

are defined in the ISA. The clock and reset are given as inputs to the TLP. Also, the

TDM is initialized with some data as required by the program that is to be run. The

output of the TLP is verfied by checking the correct writing of the desired results in

the registers in the TRF and in the SRAM in TDM.

Initially, the ternary processor is simulated by running all 14 proposed instructions

on it. The instructions proposed in Table 6.1 are loaded into the TIM and the TLP is

simulated by giving a clock as input. The instruction codes loaded in the TIM for this

are as shown in Program 1 of the Table 6.5 . The waveforms obtained by simulation of

this TLP running the Program 1 is as shown in Figure 6.13. Here, ’Clk’ represents the

clock given to the TLP which has a clock period of 4 ns and is given for a total time

period of around 60 ns. PC2PC1PC0indicate the 3-trit PC register value that points to

the current instruction to be executed in the TIM. The first two locations of the TDM

are initialised with data values of 4(011) and 2(002) respectively, which are loaded into

the registers t0 and t1 of the TRF, using the ’tlw’ instruction. This constitutes the

first 2 lines of the Program-1. The register t2 is taken as the destination resgister.

And next all the R-type operations are performed on data in registers t0 and t1 and

the result obtained is verified by checking the contents of the register t2. For example,
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(a) Representation
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(b) Simulation Waveforms

Figure 6.13: Representation and the Simulation waveforms for the proposed TLP run-
ning Program-1 containing all instructions
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Table 6.6: Simulation Results for Power consumed by the TLP to run benchmark
programs

Program Power consumed(in uW)
GCD of two numbers 79.97

Max of array of numbers 84.48
Fibonacci Series 85.15

the third instruction adds values in t0(4(011)) and t1(2(002)) and places the result in

t2 (6(020)). The 3-trit representation of register t2 and the PC register are shown on

the left hand side of the Figure 6.13 and their corresponding waveforms for each trit

(digit) are shown on the right hand side.

The proposed TLP is also simulated to run three benchmark programs of calculating

the GCD (Greatest Common Divisor) of two numbers, the Fibonacci series generation

and calculating the maximum of an array of numbers. These programs are presented

in the Table 6.5, as Program 2, Program 3 and Program 4 respectively. The instruc-

tions corresponding to there three programs are loaded in the TIM and the processor

is run to obtain the desired results. The power consumed to run each of these pro-

grams on the TLP is calculated as shown in Table 6.6. Also, the Table6.5 shows the

set of instructions, using the proposed ISA, corresponding to these three benchmark

programs and their codes. These benchmark programs are specifically selected since

they constitute of all of 14 proposed instructions and we were able to verify the proper

functioning of the TLP for all the instructions.

In addition to this, the functionality of the proposed CNFET-based TLP is verified

by building a Simulink Model of the processor. This functional verification is done for

the all the instructions and the three benchmark programs of GCD (Greatest-Common-

Divisor), max of two numbers and Fibonacci series.

The CNFET count that is number of transistors required to implement the indi-

vidual blocks of the ternary processor like the ternary Instruction memory, register file

, ALU, Data memory and the entire 3-trit ternary processor is presented in Table 6.7.

Also, a binary processor of data size 5-digits(5-bits) is implemented in HSPICE for

comparison with the proposed 3-digit(3-trit) processor and the two designs are com-
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Table 6.7: CNFET count for the design of ternary processor

Block CNFETs count
Ternary Instruction Fetch unit 3, 888

Ternary Register File 708
Ternary ALU 1958

Ternay Data Memory 2160
Ternary Control unit 82

Other units (immediate unit, branch unit, muxes) 268

Table 6.8: Comparison of Ternary vs Binary processor designs

Design Proposed Ternary
Processor

Equivalent Binary
Processor

CNFETs count 9064 16814
Power (in milli Watts) 0.079 7.17

pared in terms of power and number of transistors. The binary processor is designed

using binary logic inverters, logic gates, and other modules like adder, subtractor, etc.

All circuits are designed using CNTFET of single chirality of (19, 0) to implement bi-

nary logic. The adder is a 5-bit ripple carry adder. For the multiplier, we have designed

a 4X4 array multiplier. The comparator is a 5-digit comparator that compares two

5-digit values and gives a three-bit output of l(lesser) e(equal) and g(greater) respec-

tively. A simple code for the calculation of GCD of two numbers is run on both the

ternary and binary processor and the designs are compared as presented in Table 6.8

and the ternary processor is therefore proved to be better than its binary counterpart.

6.5 Conclusions

This chapter presents the design and implementation of a 3-trit Ternary Logic Processor

using CNFETs. The proposed single-cycle processor operates on 3-trit ternary data and

can execute 14 different instructions of 9-trit length. The paper proposes an Instruction

Set Architecture and presents the Micro-Architecture of the processor, including the

design of the various blocks such as the Ternary Instruction Fetch unit, Ternary Register

File, Ternary ALU, Ternary Data memory, and Ternary Control Unit, implemented

using CNFETs. The performance parameters, such as power, delay, and the number
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of CNFETs, are calculated for each block of the processor. The proposed CNFET-

based TLP design is validated by running a few programs on it and the functionality

of the TLP is also verified using a Simulink model. The design of the CNFET-based

Ternary processor proposed in this work provides a framework for designing more

advanced Ternary processors that can handle larger data and include pipelining for

better performance as a future scope of this work.



Chapter 7

Conclusion and Future Scope

7.1 Conclusion

This thesis presented the design and implememtation of a CNFET-based ternary logic

processor. The proposed ternary processor is a single-cycle processor which operates

on 3-digit ternary data. The circuit level design of each of the components of this

processor is presented where every circuit is built using CNFETs. Initially, a ternary

ALU is designed using a power efficient 2:1 multiplexer based approach. This ALU is

implemented using a new architecture that eliminates the need of the decoder stage

at the input making the design less complex in terms of number of transistors used

when compared to the existing ternary ALU designs. Also, the 2:1 multiplexer based

design approach for designing the functional modules of the ALU accounts for power

improvement in the overall design.

Next, ternary sequential circuits like ternary D-flipflops are designed using four

new design methodologies. One of these designs of a ternary D-flipflop that is built

using a buffer-STI-based design approach consumes the least amount of power when

compared to all other designs. This ternary D-flipflop design is used to implement a 3-

digit ternary register which is further used to build the ternary register file that is used

in the ternary processor design. Memory which is crutial to processor design is also

implemented in this work. Three new power-efficient designs for a ternary single-cell

SRAM are proposed. Two of these designs are cycle operator-based and one design is

124
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buffer-based. All the designs show considerable improvement in power as they use the

Vdd/2-based design approach for building the ternary buffer and the cycle-operators.

The proposed buffer-based single-cell SRAM design is used further to implement the

ternary Instruction and data memories in the ternary processor design.

Finally, a power-efficient 3-digit ternary logic processor is designed using the pro-

posed ternary ALU designed in the begining, the ternary register file which used the

registers that are inturn built using the proposed ternary D-flipflops and the ternary in-

struction memory and data memory using the proposed low-power buffer-based ternary

SRAM design. An Instruction set architecture is designed for the processor and the

micro-architecture is proposed. The blocks other than those mentioned above which

are required for the processor are the ternary control unit, branching unit and imme-

diate generation unit. The design of these blocks is also presented. The final design of

the 3-digit processor that can run 14 different instructions is implemented in HSPICE

and its functionality is verified by running a few standard programs on it. The overall

power consumed by the ternary processor for each of these programs is measured and

noted. In addition to this the ternary processor design is also checked for its functional

correctness by designing a Simulink model for the processor. In conclusion, this thesis

demonstrated the design of a ternary logic processor and its individual blocks built

entirely using CNFETs.

7.2 Future Scope

As the implementation of ternary logic circuits necessitates multiple thresholds, alter-

native device technologies to CNFET that can implement multiple thresholds, may be

investigated in the future scope of this study. This work shows simulation of various

ternary logic circuits. Further to this, synthesis techniques for these ternay circuits can

be proposed.

Memory substantially contributes to the overall performance and latency of the

processor. Therefore, designs for ternary memory that are more efficient than those

presented here can be explored and implemented.
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The ternary logic processor designed in this work can handle 3−trit data. As an

extension of this research, the processor can be designed to handle larger n−trit data.

For this there is need to extend the proposed TALU to n−trit TALU and also extend

the size of the register file and the memory of the processor. There is also a possibilty

of proposing a more efficient MIPS, RISC type of instruction set architecture for the

ternary logic processor.

Also the ternary processor designed in this work is a single -cycle processor which

can be further utilised to build an advanced pipelined ternary processor.
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