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ABSTRACT

The focus of the thesis is on partial-integro differential equations such as coagulation-

multiple breakage and non-linear collision-induced breakage equations. These models

have significant applications in chemical engineering, cloud formation, astrophysics, etc.

This thesis is dedicated to analyzing a finite volume scheme (FVS) for solving the

coagulation-multiple fragmentation equation by taking two different forms of the model:

the first one is the weighted discretized form, and the second one is the divergence form.

The rates of coagulation and fragmentation are chosen locally bounded and unbounded

(singularity near the origin), respectively. It is shown that using the weak L1 compactness

method, the numerically approximated solution tends to the weak solution of the contin-

uous problem under a stability condition on the time step for non-uniform mesh. Further,

considering a uniform mesh, first-order error approximation is demonstrated when ker-

nels are in W 1,∞
loc space. It is authenticated numerically by taking several test problems.

Further, the weak convergence studies of FVS is exhibited for the non-linear collision-

induced breakage equation having the locally bounded kernels. In this case, the first-order

error estimation is theoretically and numerically validated by taking three test cases.

Proceeding further, semi-analytical techniques such as variational iteration method

(VIM), optimized decomposition method (ODM), homotopy analysis method (HAM)

and accelerated homotopy perturbation method (AHPM) are introduced for solving the

collision-induced breakage equation for various collisional kernels. The existence of the

solution (using Banach fixed point theorem) and convergence analysis of the series solu-

tion obtained through these methods are exhibited for the model. The worst upper bounds

of the error are acquired for particular kernels. The approximated solutions of the model

are compared with the exact ones and are observed to be in excellent agreement. In addi-

tion to this, in the absence of analytical solutions, the finite volume method is also used to

resemble the semi-analytic results. Finally, the possible extensions with scope for future

investigations are discussed in the concluding chapter.



Contents

Certificate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iii

Acknowledgements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii

Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . x

List of Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xv

List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xvii

1 Introduction 1

1.0.1 Population Balance Equations (PBE) . . . . . . . . . . . . . . . 2

1.0.1.1 Coagulation equation . . . . . . . . . . . . . . . . . . 3

1.0.1.2 Linear breakage equation . . . . . . . . . . . . . . . . 4

1.0.1.3 Coagulation and multiple breakage equation . . . . . . 5

1.0.1.4 Non-linear collision-induced breakage equation . . . . 6

1.0.2 Existing Literature . . . . . . . . . . . . . . . . . . . . . . . . . 7

1.0.2.1 Coagulation-multiple breakage equation . . . . . . . . 7

1.0.2.2 Collision-induced breakage equation . . . . . . . . . . 12

1.0.3 Objectives of the Thesis . . . . . . . . . . . . . . . . . . . . . . 14

1.0.4 Organization of the Thesis . . . . . . . . . . . . . . . . . . . . . 14

2 Convergence and Error Estimation of Weighted Finite Volume Scheme for

Coagulation-Fragmentation Equation 17

2.1 Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

2.2 Finite Volume Scheme . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

xi



2.3 Conservative Formulation . . . . . . . . . . . . . . . . . . . . . . . . . . 26

2.4 Convergence of Solutions . . . . . . . . . . . . . . . . . . . . . . . . . . 27

2.5 Error Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

2.6 Numerical Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

3 Finite Volume Scheme for Coagulation- Fragmentation Equation with Sin-

gular Rates 47

3.1 Non-conservative Formulation . . . . . . . . . . . . . . . . . . . . . . . 48

3.1.1 Numerical approximation . . . . . . . . . . . . . . . . . . . . . 48

3.2 Convergence of Solutions . . . . . . . . . . . . . . . . . . . . . . . . . . 51

3.3 Error Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

3.4 Numerical Validation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

4 Finite Volume Convergence Analysis and Error Estimation for Non-linear

Collision-Induced Breakage Equation 73

4.1 Numerical Scheme . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

4.2 Weak Convergence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

4.3 Error Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

4.4 Numerical Testing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

5 Analytic Approximate Solution and Error Estimates for Non-linear Collision-

Induced Breakage Equation 95

5.1 Semi-analytical Approaches . . . . . . . . . . . . . . . . . . . . . . . . 96

5.1.1 Variational iteration method . . . . . . . . . . . . . . . . . . . . 96

5.1.2 Optimized decomposition method . . . . . . . . . . . . . . . . . 97

5.2 Convergence Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . 100

5.3 Numerical Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106

6 Non-linear Collision-Induced Breakage Equation: Finite Volume and Semi-

analytical Methods 119

xii



6.1 Finite Volume Method . . . . . . . . . . . . . . . . . . . . . . . . . . . 120

6.2 Semi-analytical Methods . . . . . . . . . . . . . . . . . . . . . . . . . . 120

6.2.1 Homotopy analysis method . . . . . . . . . . . . . . . . . . . . . 121

6.2.2 Accelerated homotopy perturbation method . . . . . . . . . . . . 124

6.3 Convergence Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . 127

6.4 Numerical Results and Discussion . . . . . . . . . . . . . . . . . . . . . 131

7 Conclusions and Future Directions 143

Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146

List of Publications, Conferences and Workshops . . . . . . . . . . . . . . . 159

Biography of the Candidate . . . . . . . . . . . . . . . . . . . . . . . . . . . 163

Biography of the Supervisor . . . . . . . . . . . . . . . . . . . . . . . . . . 165

xiii





List of Tables

2.1 EOC for Test Case 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

2.2 EOC for Test Case 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

3.1 EOC for Test Case 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

3.2 EOC for Test Case 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

4.1 Test Case 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

4.2 Test Case 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

4.3 Test Case 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

5.1 Distribution of errors of VIM and ODM with different series terms and

times . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112

5.2 Different values of γi . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112

5.3 Different values of γi at time 1.5 . . . . . . . . . . . . . . . . . . . . . . 114

6.1 EOC using FVM, HAM and AHPM at time t = 1 for Example 6.4.1 . . . 134

xv





List of Figures

5.1 Series solutions of VIM, ODM and exact solution . . . . . . . . . . . . . 108

5.2 Number density plots at time t= 0.6 . . . . . . . . . . . . . . . . . . . . 109

5.3 Number density plots at time t= 1 . . . . . . . . . . . . . . . . . . . . . 110

5.4 Absolute error between exact solution and φ10 as well as ψ10 . . . . . . . 111

5.5 Moments comparision: VIM, ODM and exact . . . . . . . . . . . . . . . 113

5.6 Absolute difference of series coefficients at time 1.0 . . . . . . . . . . . . 114

5.7 Plots of series solution with φ10 and ψ14 at time 1.5 . . . . . . . . . . . . 115

5.8 Moments comparision: VIM (φ10), ODM (ψ14) and exact at time 1.5 . . 116

5.9 Absolute difference of series coefficients at time 0.2 . . . . . . . . . . . . 117

5.10 Plots of series solution with φ3 and ψ3 . . . . . . . . . . . . . . . . . . . 117

5.11 Moments comparision: VIM (φ3), ODM (ψ3) and exact at time 0.6 . . . 118

6.1 Log-log plots of density functions at time 1 . . . . . . . . . . . . . . . . 134

6.2 Absolute error plots . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135

6.3 Moments comparison at time 1: FVM, HAM, AHPM and exact . . . . . 136

6.4 Density and consecutive terms error plots . . . . . . . . . . . . . . . . . 137

6.5 Moments comparison at time 1: FVM, HAM, AHPM and exact . . . . . 138

6.6 Log-log plots of density functions at time 0.5 . . . . . . . . . . . . . . . 140

6.7 Moments comparison at time 0.5: FVM, HAM, AHPM and exact . . . . 141

xvii





Chapter 1

Introduction

The structure of particles in the particulate system can vary widely depending on their

size, composition, and origin. When analyzing the dynamics of a particulate system, par-

ticles play a crucial role in population balance equations which are used to characterize

the behaviour and evolution of a particle population as a function of time, i.e., how par-

ticles interact, grow and change over time. It is frequently used in various disciplines,

including chemical engineering [1, 2], environmental science [3, 4], and pharmaceuticals

[5, 6], to comprehend particle formation, growth, aggregation (coagulation), and break-

age (fragmentation) processes. The PBE takes into account the distribution of particles

based on their size, shape, or other pertinent characteristics and monitors how these dis-

tributions change over time as a result of various processes. The equation can be written

in different forms, depending on the specific procedure being studied and the attributes

used to characterize the particles. In a particulate system, the growth of particles signi-

fies an increase in their size or mass over time. Particle growth can occur through various

physical and chemical processes, and comprehension of these mechanisms is essential for

numerous scientific and engineering applications. Coagulation is a process in which two

or more particles come into contact and stick together to form larger aggregates or clus-

ters. Coagulation is a dynamic process that continuously changes the size distribution and
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structure of the particle population in the system. The coagulation rate is influenced by

the concentration of particles, the collision kernels, and the particles’ properties, such as

their size or mass. During coagulation, the total number of particles is reduced, whereas

the total mass of the particles is conserved based on the coagulation rate. During the

breakage process, large size particle fragments into smaller fragments, thereby increas-

ing the total number of particles; the total mass depends on the breakage rate. Further,

breakage process is classified into two categories: linear and non-linear. In linear break-

age, the distribution of fragment sizes or the breakage rate is directly proportional to the

size of the original particle. However, in a non-linear, this proportionality does not hold,

and the breakage behaviour is more complex.

In this thesis, we mainly focus on two PBEs such as coagulation-multiple breakage

equation (CMBE) and collision-induced breakage equation (CBE). CMBE provides the

insight of the particulate process due to coupled coagulation and linear multiple breakage

events. CMBE has numerous applications in the pure and applied sciences to design

the dynamics of particulate processes like high shear granulation, condensation of water

vapor in the atmosphere, depolymerization, astrophysics, etc [7–10]. The CBE which

is non-linear in nature, is used in the modeling of planet formation, aerosol, miling and

crushing processes [11–13] to explain the mechanics of a massive number of particles

splitting apart as a consequence of collisions.

1.0.1 Population Balance Equations (PBE)

In this thesis, we are motivated to explore the coagulation and multiple breakage equation,

but we have to study the coagulation and breakage equation first. Then, a mathematical

model for the collision-induced breakage equation will be reviewed, followed by existing

results of these models and issues which should be discussed in the previous work. The

thesis will provide ideas for the new results. Further, the objectives of the thesis are

written according to the literature’s gaps. Finally, the structure of the thesis is formulated

at the end.

2
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1.0.1.1 Coagulation equation
In the discrete case, particles are characterized by positive integers, where the mass ratio

between the fundamental unit (monomer) and a typical cluster is a positive integer, and

the cluster’s size is a finite multiple of the monomer’s mass. The density function with

size i ≥ 0 at time t ≥ 0 is expressed as ci(t). The coagulation process involves particles of

size i and j, where the coagulation kernelKi,j , assumed to be non-negative and symmetric

(Ki,j ≥ 0 and Ki,j = Kj,i for i, j ≥ 1), represents the rate at which these particles merge.

Now, let’s examine how the density ci(t) evolves when particles cj(t) and ci−j(t) collide

at the rate ki−j,j . This coalescence process results in the generation of new particles of

size i, and the density ci(t) experiences an increase due to this coalescence phenomenon

as

1

2

i−1∑
j=1

ki−j,jci−j(t)cj(t).

Similarly, disappearance of particle ci(t) of size i occurs after colliding with any particle

cj(t) of size j at rate Ki,j . So, the number density ci(t) decreases by
∞∑
j=1

Ki,jci(t)cj(t).

Now, the general coagulation equation may be expressed as follows:

∂ci(t)

∂t
=

1

2

i−1∑
j=1

Ki−j,jci−j(t)cj(t)−
∞∑
j=1

Ki,jci(t)cj(t), (1.1)

where the initial term is referred to as the birth term, while the subsequent term is termed

the death term, initially, in 1917, Smoluchowski [14] introduced a set of non-linear dif-

ferential equations to describe coagulation. The continuous form of the Smoluchowski’s

coagulation equation was given by Müller [15] in 1928 as

∂c(t, x)

∂t
=

1

2

∫ x

0

K(x− y, y)c(t, x− y)c(t, y)dy − c(t, x)

∫ ∞

0

K(x, y)c(t, y)dy,

(1.2)

where c(t, x) ≥ 0 is the particle number density function of having particles of volume

x ∈ R+ :=]0,∞[ and at time t ∈ [0,∞[ in a homogeneous physical system. The term

3
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K(x, y) known as coagulation kernel and expresses the rate of aggregation of particles of

sizes x and y, producing new particles with size x+ y. The term K(x, y) is non-negative

and satisfies K(x, y) = K(y, x). In equation (1.2), the initial term on the right-hand

side depicts the generation of particles with size x through the collision of particles sized

x−y and y. The subsequent integral characterizes the diminishment of particles of size x

following collisions with particles of size y. These two components are denoted as birth

and death, respectively. Including the term 1
2

in the equation is intended to prevent double

counting.

1.0.1.2 Linear breakage equation
The phenomenon known as fragmentation occurs when a particle breaks up into many

smaller-sized particles. It is naturally found in various physical systems, ranging from

comminution, separation of grains, bubbles, droplets, polymer degradation, disintegration

of atomic nuclei, etc. Fragmentation may occur through external forces, spontaneously,

or through interactions/collisions between particles. Spontaneous collisions (linear break-

age) between the particles cause changes in their mass, shape, size, volume, etc.

In 1957, Melzak [16] extended the binary aggregation model (1.2) together with mul-

tiple fragmentation, where the separate fragmentation equation is

∂c(t, x)

∂t
=

∫ ∞

x

M(y, x)c(t, y)dy − c(t, x)

x

∫ x

0

yM(x, y)dy, (1.3)

where M(y, x) ≥ 0 is the multiple breakage rate of particles of size y into a range of

size x. If M(y, x) = M(y, y − x) holds, then multiple breakage equation converted into

binary breakage equation, where only two smaller particles are obtained due to breakage

of the parent particles.

Friedlander [17] in 1960 gave the following form of binary breakage equation

∂c(t, x)

∂t
=

(∫ ∞

0

V (x, y)c(t, x+ y)dy

)
− c(t, x)

2

∫ x

0

V (x− y, y)dy, (1.4)

where V (x, y) represents the symmetric binary breakage kernel, and it is linked to the

multiple breakage kernel through the relationship V (x − y, y) = M(x, y). Finally, in

1991, Ziff [18] presented an alternative formulation for the multiple breakage equation

4
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by using

M(y, x) = B(x, y)S(y) and S(x) =

∫ x

0

y

x
M(x, y)dy.

To study the change of the particle number density c(t, x) ≥ 0, for particles of volume x ∈

R+ at time t ≥ 0 in a physical system undergoing fragmentation process, the following

mathematical model known as the pure multiple breakage PBE is developed

∂c(t, x)

∂t
=

∫ ∞

x

B(x, y)S(y)c(t, y)dy − S(x)c(t, x). (1.5)

The first integral of 1.5 represents the generation of particles with size x as a result of the

breakage of particles sized y where x ≤ y < ∞. The second term portrays the reduction

of particles with size x originating from their fragmentation into smaller particles. The

fragmentation kernels are defined by the breakage function B(x, y) and the selection rate

S(y) as follows:

• B(x, y) indicates the breakage rate of y size particles to form x size particles. Also,

B(x, y) ̸= 0 only when x < y.

• S(y) defines the selection rate of y size particles, selected to split.

The term B(x, y) exhibits the characteristic as,∫ y

0

B(x, y)dx = ζ(y) (1.6a)

and ∫ y

0

xB(x, y)dx = y (1.6b)

for ζ(y) being the total number of daughter fragments due to splitting of y size particle

and second relation (1.6b) is the necessary condition for the mass conservation.

1.0.1.3 Coagulation and multiple breakage equation
Describing a system of particles engaged in coagulation and fragmentation is more prac-

tical when utilizing a continuous particle size. The initial explicit form of this system

in the literature can be traced back to [19], where the focus was on processes involving

5
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polymerization and de-polymerization within the realm of chemistry. The authors specifi-

cally examined the discrete version of the equations, encompassing binary fragmentation

and coagulation kernels that remain unrelated to the sizes of clusters. The mathemati-

cal formulation of CMBE [20] due to the coupling of aggregation and multiple breakage

processes, is guided by the population balance equations (PBEs) as,

∂c(t, x)

∂t
=

1

2

∫ x

0

K(y, x− y)c(t, y)c(t, x− y)dy −
∫ ∞

0

K(x, y)c(t, x)c(t, y)dy

+

∫ ∞

x

B(x, y)S(y)c(t, y)dy − S(x)c(t, x). (1.7)

The interpretation of the coefficients of the model such as K,B and S are already dis-

cussed in (1.0.1.1) and (1.0.1.2).

1.0.1.4 Non-linear collision-induced breakage equation
The non-linear nature of the breakage process is occurred due to the collision between

the parent particles. It is also referred as non-linear collision-induced breakage equation

(CBE). Due to the nonlinearity, such process has significant applications in the chemical

engineering, cloud formation and planet formation etc. When a cluster breaks apart on its

own (spontaneous) (1.0.1.2), it only creates smaller clusters; however, when two clusters

collide, some of the matter in one cluster can be transferred to the other cluster, resulting

in the formation of larger clusters, i.e., non-linear collision between them.

Cheng and Redner [21] used the following partial integro-differential equation to derive

the CBE,

∂c(t, x)

∂t
=

∫ ∞

0

∫ ∞

x

K(y, z)b(x, y, z)c(t, y)c(t, z) dy dz −
∫ ∞

0

K(x, y)c(t, x)c(t, y) dy,

(1.8)

associated with the initial condition

c(0, x) = cin(x) ≥ 0, x ∈ R+. (1.9)

The variables x and t are regarded as dimensionless quantities without losing any gen-

erality. In Eq.(1.8), the symmetric collision kernel K(x, y) depicts the rate of collision

for breakage event between x and y volume particles. The breakage distribution function

6
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b(x, y, z) defines the rate for production of x volume particles by splitting of y volume

particle due to interaction with particles of volume z . The function b holds∫ y

0

xb(x, y, z)dx = y, b(x, y, z) ̸= 0 for x ∈ (0, y) and b(x, y, z) = 0 for x > y.

(1.10)

The first term in Eq.(1.8) explains gaining x volume particles due to collisional breakage

between y and z volume particles, known as the birth term. The second term is the death

term, which defines the disappearance of x volume particles, resulting in a collision with

particles of volume y.

Moreover, the discrete collision model is presented to enhance our comprehension of the

behaviour of non-linearly colliding particles. In the linear, the rate of fragmentation of

clusters made up of i particles, is thus assumed to be proportional to the quantity of i-

clusters per unit volume. while, the rate of non-linear collision is directly proportional to

the number of two colliding clusters per unit volume.

Furthermore, the discrete collision-induced breakage equation is also explored in the ar-

ticles [22, 23].

1.0.2 Existing Literature

In this segment, we provide an overview of the general outcomes and concisely empha-

size our novel discoveries within numerical solutions for PBE. Our focus will center on

the numerical examination of the finite volume scheme (FVS) applied to CMBE and

non-linear CBE. Additionally, several semi-analytical methods were also used on these

models. Here, the details of these models and methodologies are written systematically.

1.0.2.1 Coagulation-multiple breakage equation
In 1953, Melzak [24] derived the solution of the coagulation equation (CE) (1.2) using

the Laplace transforms for K(x, y) = c with two initial conditions c(0, x) = Aδ(x −

1), Axneαx. Further, Melzak extended the existence and uniqueness work in [16] for cou-

pled coagulation (1.2) and fragmentation equation (1.3) having the assumptions on 0 ≤

7
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K(x, y) ≤ A < ∞ and 0 ≤ M(x, y) ≤ C < ∞ as well as c(0, x) ≥ 0 is bounded and

integrable. Menon et al. [25] approached the existence of self-similar solution (dynami-

cal scaling) of coagulation equation for the solvable kernels K(x, y) = 2, x+ y, xy using

Laplace transform. After that, the uniqueness of self-similar solutions (mass-conserving)

to CE (1.2) is demonstrated in [26] whenK(x, y) = 2(xy)−α, where α is a positive value.

Further, Laurençot extended the mass conserving self-similar solution of the CMBE (1.7)

using the compactness method having K(x, y) = K0(x
αyλ−α+xλ−αyα), S(x) = s0x

λ−1

and B(x, y) = (ν + 2)xνy−ν−1, 0 < x < y, where λ ∈ (1, 2] and ν ∈ (−2, 0]. In co-

agulation and breakage processes, two noteworthy phenomena emerge: gelation [27–29],

where larger particles swiftly develop through the coagulation kernels, and shattering

[30, 31], where the formation of dust particles arises from breakage rates. These pro-

cesses uphold the conservation of the total particle volume in the system. However, for

the coagulation and fragmentation coefficients are given by

K(x, y) = K0

(
xαyλ−α + xλ−αyα

)
, K0 > 0, (x, y) ∈ (0,∞)2, (1.11)

with α ∈ [0, 1], λ ∈ [2α, 1 + α], and

S(x) = a0x
γ, B(x, y) = Bν(x, y) := (ν + 2)xνy−ν−1, 0 < x < y, (1.12)

with γ ∈ R, ν ∈ (−2,∞), and a0 > 0, gelation after a finite time occurs when α > 1/2

in (1.11) and γ ∈ (0, λ − 1) in (1.12) [27–29], while shattering is observed when

γ < 0 in (1.12) and there is no coagulation (K0 = 0) [30, 31]. In contrast, mass-

conserving solutions to (1.7) exist for all t ≥ 0 when, either λ ∈ [0, 1] and γ ≥ 0, or

λ ∈ (1, 2] and γ > λ − 1 [32–36]. The previous discussion reveals that the value γ =

λ − 1 > 0 is a borderline case concerning the gelation concept. Indeed, on the one

hand, when λ ∈ (1, 2], γ = λ − 1, and α > −ν − 1 in (1.11-1.12), mass-conserving

solutions to (1.7) on [0,∞) exist when initial volume is sufficiently small [37], which

is in accordance with numerical simulations performed in [38] for the particular choice

α = 1, λ = 2, γ = 1, ν = 0. On the other hand, gelation (in finite time) takes

place when α = 1, λ = 2, γ = 1, ν > −1, and the initial volume is large enough [33, 38].

8
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The existence of weak solutions for equation (1.7) hinges on employing L1 compact-

ness methods applied to appropriately selected approximating equations. This method-

ology traces its origins to the work of Stewart [36], who examined scenarios where

both K and binary B adhere to growth conditions that approach linearity. Notably,

Laurençot [39] extended this approach to demonstrate existence results for the contin-

uous CMBE, though with a distinct class of kernels, yet sharing a non-empty inter-

section. Furthermore, a more comprehensive outcome is presented in [40] concerning

the discrete CMBE. In [41], authors demonstrated the existence of the weak solution of

the truncated CMBE (1.7) using the L1 compactness method under the assumptions on

K(x, y) = ϕ(x)ϕ(y), where ϕ(x) ≤ k1(1 + x)µ, 0 ≤ µ ≤ 1, S(x) = k2(1 + x)γ and

B(x, y) = (ν + 2)xνy−ν−1, 0 < x < y with 1 > γ ≥ 0 and ν ≥ 0. Further, for the

uniqueness of the solution (inspired by the Stewart [42]), more restrictive kernels chosen.

The extended results [43] of the weak solution for a class of unbounded coagulation and

fragmentation kernels, the fragmentation kernel having possibly a singularity at the ori-

gin.

Typically, deriving solutions for aggregation and breakage problems involving physi-

cal kernels present a formidable challenge. Consequently, numerical and semi-analytical

techniques are commonly employed to obtain solutions, either numerically approximated

or in the form of analytical expressions. Within existing literature, diverse approaches

exist for approximating continuous aggregation-breakage equation. These methods en-

compass method of successive approximation [44], method of moments [45, 46], finite

element method (FVM) [47, 48], finite volume method [49–51] as well as the Monte

Carlo method [52, 53]. According to the literature, finite volume scheme (FVS) [54, 55]

is an appropriate choice for solving pure coagulation, breakage and combined models

due to automatic mass conservation. In 2004, Filbet and Laurençot [49] pioneered the

development of a numerical scheme to address coagulation problem (1.2). Specifically,

the numerical investigation delves into the gelation phenomenon and the solution’s be-

haviour over extended time periods. Further, Bourgade and Filbet [50] employed a finite

9
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volume approximation to address the binary aggregation-breakage equation involving bi-

nary aggregation and breakage fluxes. They concentrated their efforts on demonstrating

how the numerical solutions progressively align with the weak solution of the continuous

equation. This was achieved through the consideration of locally bounded kernels within

the space L1,∞
loc (]0,∞[×]0,∞[). Moreover, they supplied the first-order error estimation,

showing the disparity between numerical approximations and weak solutions of the con-

tinuous problem. These estimates were derived under the assumption of kernels within

the spaceW 1,∞
loc (]0,∞[×]0,∞[) on uniform meshes. Next, Rajesh et al. [56] extended the

convergence result only for multiple breakage equation (1.5) under the same assumptions

on breakage kernel as in [50].

Articles [57, 58] provide the new FVS for multiple breakage and coagulation equations

for better predicting the total mass and total particles by introducing the weight func-

tions. Moreover, the consistency and convergence were shown by studying the Lipschitz

continuity of the numerical fluxes. The scheme in [58] was systematically compared

against the outcomes of existing studies [49, 59], focusing on density and moment re-

sults. The benchmarking encompassed six aggregation kernels, including standard ker-

nels (constant, sum, and multiplicative) and more complex kernels.

Nonetheless, numerical techniques have become a common method for analyzing and

addressing a wide range of difficult non-linear issues. Such schemes necessitate physi-

cal assumptions such as variable discretization, a set of basis functions, linearization,

etc. in order to numerically approximate the solution. Nowadays, a lot of authors have

suggested alternate strategies based on iterative methodologies to obtain the solution in

series forms in order to avoid these restrictions. The so-called semi-analytical proce-

dures enable us to obtain the results analytically. Some of the well known semi-analytical

method are Taylor polynomials and radial basis functions [60], Laplace decomposition

method (LDM) [61], Laplace variation iteration [62], Laplace optimized decomposition

method (LODM) [63], Laplace Adomian decomposition method (LADM) [63], tensor

decomposition method [64], Homotopy perturbation method (HPM) [65, 66], Varia-

10
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tional iteration method (VIM) [67–69], Homotopy analysis method (HAM) [70], Ado-

mian decomposition method (ADM) [69, 71], Optimized decomposition method (ODM)

[72], and Accelerated homotopy perturbation method (AHPM) [73]. Article [60] dis-

cussed Taylor polynomials and radial basis functions together to solve the CE (1.2) with

constant kernel. In [61], modified LDM is employed on CE (1.2) for two test cases

K(x, y) = 1, c(0, x) = e−x and K(x, y) = xy, c(0, x) = e−x/x and revealed the results

same as the HAM [65].

Next, LODM is applied to coagulation equation (1.2) for three examples K(x, y) =

1, x + y, xy with c(0, x) = e−x and LADM is established to breakage equation (1.5) for

various kernelsB(x, y) = 2/y, S(x) = x, x2 and Austin kernelsB(x, y) = 3x/y2, S(x) =

x3 with the initial function c(0, x) = e−x, δ(x − a), see [72]. In addition, convergence

analysis of the series solutions for both methods is shown for some assumptions on ag-

gregation and breakage kernels. ADM and HPM were implemented for aggregation and

breakage equations to achieve more detailed results forK(x, y) = 1, x+y, xy, x2/3+y2/3

with exponential initial conditions c(0, x) = e−x, e−x/x, and breakage kernels B(x, y) =

α
y
(x
y
)α−2 having the exponential and mono disperse initial conditions, see [66, 71]. To

obtain the series solution, [67] described the framework of ADM and VIM for the linear

breakage equation (1.5) in batch and continuous flow systems with assumed functional

forms of breakage frequencies and daughter particle distributions. In [68], ADM, HPM,

and VIM are applied to aggregation (1.2) and breakage equations (1.5) to compare the

analytical results for aggregation kernel xy, initial condition e−x in aggregation equation

and selection rate xk, breakage kernel kxk−2

y
, initial condition e−x in breakage equation.

Additionally, it has been discovered that VIM delivers more accurate approximation re-

sults than ADM.

The PBEs like aggregation and breakage equations are solved using HAM for various

benchmark kernels K(x, y) = 1, x+ y, xy, x2/3 + y2/3, breakage kernel B(x, y) = 2/y

with initial data c(0, x) = e−x, δ(x−a). Interestingly, for some cases, the closed form so-
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lutions are obtained which are actually the exact solutions, see [70]. The authors demon-

strated convergence analysis for a particular case of aggregation and breakage kernels

and discussed the implementations of ADM technique on the aggregation and breakage

equations, see [71]. The authors observed that the ODM solutions [72] for aggregation

equation with constant, sum and product aggregation kernels, are far superior to the ADM

results [71] and exhibit fast convergence. Next, the idea of AHPM is based on HPM in

which accelerated polynomials are introduced by the author to compute the approximated

series solutions with high rate of convergence, see [73]. The improvement in the results

are justified considering several non-linear differential equations.

1.0.2.2 Collision-induced breakage equation
The pioneering research conducted by Cheng and Redner [21] delved into scaling solu-

tions of the rate equation, elucidating the distinctions between linear (1.5) and non-linear

(1.8) processes. In their exploration, they adopted a well-known scaling solution for the

density function, expressed as c(t, x) ∼ s−2φ(x/s), where s represents the characteristic

cluster mass, defined as s = t−1/λ, for λ > 0.

Article [74] analyzed the asymptotic behaviour of a simple-minded class of models

in which two-particle collision results in either: (1) both particles splitting into two equal

pieces, (2) only the larger particle splitting in two, or (3) only the smaller particle splitting.

Next, authors in [75] studied the shattering phenomena and also investigated case (2),

where particles turn into dust particles due to discontinuous transition. Moreover, case (3)

contains the continuous transition with dust gaining mass steadily due to the fragments.

The article [76] possessed the information regarding the analytical solutions for two cases,

K(x, y) = 1, b(x, y, z) = 2/y and K(x, y) = xy, b(x, y, z) = 2/y with mono-disperse

initial condition δ(x − 1). Additionally, self-similar solutions are also explored for sum

kernel K(x, y) = xω + yω and product kernel K(x, y) = xωyω, ω > 0. The existence

of mass conserving solution for the CBE (1.8) is established under certain constraints

imposed on the breakage function

b(x, y, z) ≤ k1
yβ
, β > 0

12
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and collision kernel

K(x, y) ≤ k2(1 + x)γ(1 + y)γ, 0 ≤ γ ≤ α, α ∈ R,

see [77]. For the uniqueness, some strong assumption was taken on

K(x, y) ≤ k2(1 + x)γ(1 + y)γ, 0 ≤ γ ≤ 1.

Further, the existence of classical solution with mass conservation for coagulation and

CBE is investigated for collision kernels growing indefinitely for large volumes and

binary breakage distribution function in [78]. In the continuation, authors in [79] dis-

cussed the existence of mass conserving weak solution for collision kernel K(x, y) =

xαyβ + xβyα, α ≥ 0, α ≤ β ≤ 1, when α + β ∈ [1, 2] and non-existence of the mass

conserving weak solution rely on the condition α + β ∈ [0, 1), α ≥ 0.

Article [80] focused on the global existence of the solution for the collision kernel fea-

turing a singularity for α < 0 or being locally bounded for α = 0 for small volumes and

proof is relied on a weak L1 compactness method.

The study of the well-posedness of CBE is exhibited only for very specific kernels.

In the sense of the applicability of CBE, numerical methods such as FVM [81–83] and

finite element method [84] were investigated recently. FVM was proven to be one of the

best algorithms to solve such models, see [49, 85] and further citations for aggregation,

breakage and aggregation-breakage equations. The study of weighted FVM has been

accomplished with the event-driven constant number Monte Carlo simulation algorithm

for several breakage distribution functions in [81]. In [82], two new weighted FVM are

introduced to witness the preservation of mass and total number of particles. In addi-

tion, convergence analysis and consistency are discovered under some assumptions of

collisional kernels and initial condition. In [83], the novel approach (FVM) is achieved

through adjusting the birth term within the discretized CBE (1.8). Essential to the efficacy

of this proposed method is the strategic allocation of newly generated particles to their

adjacent cells. The authors in [84] have introduced a discontinuous Galerkin algorithm

that precisely resolves the non-linear CBE on a reduced mass grid in order to account for
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the dust particles.

Based on the existing literature and the gap in the research direction, the following objec-

tives are proposed and accomplished during the Ph.D. study.

1.0.3 Objectives of the Thesis

• To prove the weak convergence of discretized weighted finite volume solution to-

wards a solution to coagulation and multiple breakage equation in weighted L1

space and error estimation.

• To find the weak convergence and error analysis of the discretized finite volume so-

lution to coagulation-multiple fragmentation equation with singular fragmentation

kernel using divergence form of the model.

• To conduct weak convergence and error analysis of the finite volume method for

non-linear collision-induced breakage equation for locally bounded kernels.

• To implement two semi-analytical schemes, such as are called variational iteration

and optimized decomposition methods for non-linear collision-induced breakage

equation along with the convergence analysis of the series solutions.

• To show the convergence analysis of the series solution computed using homotopy

analysis and accelerated homotopy perturbation methods as well as finite volume

implementation for non-linear collision-induced breakage equation.

1.0.4 Organization of the Thesis

The thesis is structured around an exploration of equations CMBE (1.7) and CBE (1.8)

utilizing theoretical, numerical, and semi-analytical techniques. The theoretical segment

delves into the existence of a weak solution under a stability condition in weighted the

L1 space. Additionally, error estimation for the approximate solution is addressed con-

sidering kernels in the W 1,∞
loc space. From the numerical aspect, the finite volume method

is employed due to its inherent ability to uphold mass conservation. Moreover, multiple
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semi-analytical methods are applied to the CBE (1.8) to unveil process dynamics. Simul-

taneously, the convergence and error analysis are investigated under specific assumptions

related to kernels. Let us briefly summarize each chapter of the thesis.

Chapter 2 consists the convergence of weighted FVS for solving CMBE (1.7) having

locally bounded coagulation kernel but singularity near the origin due to fragmentation

rates. Thanks to the Dunford-Pettis and De La Vallée-Poussin theorems, we establish

that numerical solution is converging to the weak solution of the continuous model using

a weak L1 compactness argument. A suitable stable condition on time step is taken

to achieve the result. Furthermore, when kernels are in W 1,∞
loc space, first order error

approximation is demonstrated for a uniform mesh. The result is numerically validated

by taking four test problems of coupled coagulation-fragmentation models.

Further, Chapter 3 analyzes a FVS for solving coagulation and multiple fragmentation

equation (1.7). Here, the conservative form of the problem (1.7) in terms of fluxes is

considered for the discretization using FVS. The methodology and kernel assumptions

are the same as in Chapter 2. Additionally, convergence analysis and theoretical and

experimental error estimation (first-order) in W 1,∞
loc space is also delivered for this model.

Chapter 4 presents the pure collisional breakage equation (1.8), which is non-linear in

nature and accompanied by a locally bounded breakage kernel and collision kernel. The

continuous equation (1.8) is discretized using a FVS, and the weak convergence of the

approximated solution towards the exact solution is analyzed for non-uniform mesh using

the same idea in Chapter 2. Error analysis is also developed and verified numerically for

three test examples of the kernels.

Next, Chapter 5 provides approximate solutions for the non-linear collision-induced

breakage equation (1.8) using two different semi-analytical schemes, i.e., variational it-

eration method (VIM) and optimized decomposition method (ODM). The study also in-

cludes the detailed convergence analysis and error estimation for ODM in the case of

product collisional (K(x, y) = xy) and breakage (b(x, y, z) = 2
y
) kernels with an expo-

nential decay initial condition. By contrasting estimated density function and moments

with exact solutions, the novelty of the suggested approaches is presented considering
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three numerical examples. Interestingly, in one case, VIM provides a closed-form so-

lution, however, finite term series solutions obtained via both schemes supply a great

approximation for density function and moments with the precise solutions.

Finally, Chapter 6 implements two semi-analytical techniques, namely homotopy

analysis method (HAM) and accelerated homotopy perturbation method (AHPM) are in-

vestigated along with the well-known FVM to comprehend the dynamical behavior of the

non-linear system (1.8), i.e., the density function, the total number and the total mass of

the particles in the system. The theoretical convergence analyses of the series solutions

of HAM and AHPM are discussed. In addition, the error estimations of the truncated

solutions of both methods equip the maximum absolute error bound. To justify the ap-

plicability and accuracy of these methods, numerical simulations are compared with the

findings of FVM and analytical solutions considering three physical problems.

In the end, some conclusions and future works are summarized.
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Convergence and Error Estimation of

Weighted Finite Volume Scheme for

Coagulation-Fragmentation Equation

Recently, in articles [57, 58], a new finite volume scheme is developed directly from

the integral equation (1.7). To get the discretized form, quadrature rules are applied to the

truncated equation, where the replacement of ∞ with R is implemented. However, such

discrete formulation does not follow the mass conservation property. In order to do so,

some weight functions are introduced and it was shown that the new scheme gives better

predictions for the number density and moments as compared to the previous numerical

schemes proposed in [50, 59]. The results are verified numerically by taking several ex-

amples. However, the theoretical convergence analysis was still missing.

Hence, it would be interesting to study the convergence analysis of the method us-

ing weak L1 compactness argument, see [50, 56]. Therefore, our aim here is to prove

the weak convergence analysis for coagulation-multiple fragmentation equation having

unbounded multiple breakage kernel. The idea of the proof is based on Dunford-Pettis
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theorem by using weak L1 compactness method and the De La Vallée Poussin theorem.

In addition, we show the error estimation for a uniform mesh by taking the rate of kernels

in W 1,∞
loc . It is observed that the first-order accuracy of the scheme is tested numerically.

Let us recall (1.0.1.3) the following one-dimensional non-linear integro-differential

model, known as coagulation and multiple fragmentation equation

∂c(t, x)

∂t
=
1

2

∫ x

0

K(y, x− y)c(t, y)c(t, x− y)dy −
∫ ∞

0

K(x, y)c(t, x)c(t, y)dy

+

∫ ∞

x

B(x, y)S(y)c(t, y)dy − S(x)c(t, x)

with the given initial data

c(0, x) = cin(x) ≥ 0, x ∈]0,∞[. (2.1)

Besides number density distribution, essential characteristics such as moments are also of

relevance. The expression of the moments corresponding to the particle size distribution

is

µj(t) =

∫ ∞

0

xjc(t, x)dx, (2.2)

where µ0(t) and µ1(t) are of special interest, which are proportional to the total number

and the total mass of the particles, respectively. One can easily show that the zeroth

moment decreases by coagulation and increases by breakage processes although the total

mass stays constant. The following integral equality describes the mass conservation

property ∫ ∞

0

xc(t, x)dx =

∫ ∞

0

xcin(x)dx, t ≥ 0.

The contributions in this chapter are structured as follows. In Section 2.1, some relevant

definitions and theorems are presented related to Chapters 2, 3, and 4. Section 2.2 starts

with the discretization technique based on the finite volume method. Further, represent-

ing the mass conservation scheme in Section 2.3, followed by the detailed convergence

analysis in Section 2.4. Finally, we discuss the error estimation in Section 2.5 and vali-

dation of it is explained in Section 2.6 by taking several examples.
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2.1 Preliminaries
Definition 1. Jensen inequality [86]: consider an integrable function c defined on the

interval [a, b], and let ϕ be a convex function defined at least over the range [m,M ],

where m represents the infimum of c and M denotes the supremum of c. Under these

conditions, we have the following inequality:

ϕ

(
1

b− a

∫ b

a

c

)
≤ 1

b− a

∫ b

a

ϕ(c).

Definition 2. ([87], Definition 7.19]) A sequence {cn : R → R} of functions is uniformly

bounded if there exists a constant M ≥ 0, such that ∀n, we have supx∈R |cn(x)| ≤M .

Definition 3. (Uniform integrability), [33]. A subset I of L1(Ω) is uniformly integrable

in L1(Ω) if I is a bounded subset of L1(Ω) such that

lim
M→∞

sup
c∈I

∫
{|c|≥M}

|c|dµ = 0.

Proposition 2.1.1. ([88]) Let (cn) be a sequence in space E. Then

• cn → c weakly in σ (E,E⋆) ⇔ ⟨g, cn⟩ → ⟨g, c⟩ ∀g ∈ E⋆ (dual of E).

• If cn → c weakly in σ (E,E⋆), then (∥cn∥) is bounded and ∥c∥ ≤ lim inf ∥cn∥.

Definition 4. ([33])

• Let p ∈ [1,∞). A sequence (cn) in Lp(Ω) converges weakly to c in Lp(Ω) if

lim
n→∞

∫
Ω

cn(x)ϕ(x)dµ(x) =

∫
Ω

c(x)ϕ(x)dµ(x)

for all ϕ ∈ Lp′(Ω) where p′ := ∞ when p = 1 and p′ := p/(p−1) when p ∈ (1,∞).

• A sequence (cn)n≥1 in L∞(Ω) converges ⋆-weakly to c in L∞(Ω) if

lim
n→∞

∫
Ω

cn(x)ϕ(x)dµ(x) =

∫
Ω

c(x)ϕ(x)dµ(x)

for all ϕ ∈ L1(Ω).

19



Chapter 2

It is known that for a given p within the interval (1,∞) and a sequence of functions

(fn)n≥1 in Lp(Ω), Kakutani’s theorem [[88], Theorem 3.17], coupled with the reflexivity

property ofLp(Ω) [[88], Theorem 4.10], guarantees the existence of a subsequence within

any bounded sequence in Lp(Ω) that converges weakly in Lp(Ω). Similar in essence, a

parallel outcome is attainable for L∞(Ω) : due to L∞(Ω) serving as the dual space of

the separable domain L1(Ω), it can be deduced from the Banach-Alaoglu theorem that

a bounded sequence of functions in L∞(Ω) will possess a subsequence that converges

⋆-weakly in L∞(Ω) [[88], Theorem 3.16].

Regrettably, this advantageous property is not extended to the space L1(Ω), and a

bounded sequence within L1(Ω) is not guaranteed to possess a subsequence that con-

verges weakly in L1(Ω). Avoiding the emergence of concentration and vanishing scenar-

ios leads to a significant outcome concerning sequential weak compactness within L1(Ω).

This result is recognized as the Dunford-Pettis theorem.

Theorem 2.1.2. (Dunford-Pettis theorem )[89] Let I be a bounded set of L1(Ω). The

identical statements are as follows:

• I is relatively sequentially weakly compact in L1(Ω).

• I satisfies the following two properties:

η{I} = lim
ε→0

[
sup

{∫
E

|c|dµ : c ∈ E , E ∈ B, µ(E) ≤ ε

}]
= 0

and, ∀ ε > 0, ∃ Ωε ∈ B such that µ (Ωε) <∞ and

sup
c∈I

∫
Ω\Ωε

|f |dµ ≤ ε.

We now present the link between the Dunford-Pettis theorem and the property of

uniform integrability.

Proposition 2.1.3. ([90]) Let I ⊂ L1(Ω). The identical statements are as follows:

• I is uniformly integrable.
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• I (bounded) ⊂ L1(Ω) such that η{I} = 0.

Theorem 2.1.4. (The De La Vallée Poussin theorem [91]) Let I ⊂ L1(Ω). The identical

statements are as follows:

• I is uniformly integrable.

• I (bounded) ⊂ L1(Ω) and ∃ convex function Φ ∈ C∞([0,∞)) such that Φ(0) =

Φ′(0) = 0,Φ′ is a concave function,

Φ′(r) > 0 if r > 0,

lim
r→∞

Φ(r)

r
= lim

r→∞
Φ′(r) = ∞,

and

sup
c∈I

∫
Ω

Φ(|c|)dµ <∞.

Lemma 2.1.5. [[92], Lemma A.2] Let Π be an open subset of Rm and let there exists

a constant l > 0 and two sequences (z1n)n∈N and (z2n)n∈N such that (z1n) ∈ L1(Π), z1 ∈

L1(Π) and

z1n ⇀ z1, weakly in L1(Π) as n→ ∞,

(z2n) ∈ L∞(Π), z2 ∈ L∞(Π), and for all n ∈ N, |z2n| ≤ l with

z2n → z2, almost everywhere (a.e.) in Π as n→ ∞.

Then

lim
n→∞

∥z1n(z2n − z2)∥L1(Π) = 0

and

z1n z
2
n ⇀ z1 z2, weakly in L1(Π) as n→ ∞.

Finally, we provide the Gronwall’s lemma which is

Theorem 2.1.6. Version of Gronwall’s lemma [93] (The Gollwitzer Inequality) . Assume

u, f, g and h are nonnegative continuous functions on I = [a, b], and for all t ∈ I ,

u(t) ≤ f(t) + g(t)

∫ t

a

h(s)u(s)ds.
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Then for all t ∈ I ,

u(t) ≤ f(t) + g(t)

∫ t

a

h(s)f(s) exp

(∫ t

s

h(σ)g(σ)dσ

)
ds.

Definition 5. (Contraction mapping [87]) Let (X, d) be a non-empty complete metric

space d : X → X with the property that there is some real number 0 ≤ r < 1 so that

∀x, y ∈ X ,

d(f(x), f(y)) ≤ rd(x, y).

Theorem 2.1.7. (Contraction mapping theorem [87]) Let (X, d) be a complete metric

space with a contraction mapping T : X → X . Then, T admits a unique fixed point c in

X . Furthermore, c can be found as follows: start with an arbitrary element c0 ∈ X and

define a sequence cn by cn = T (cn−1) for n ≥ 1, then cn → c as n→ ∞. The theorem is

also known as the Banach fixed point theorem.

Moreover, to shows how the numerically discretized solution converges to a weak

solution for the continuous CMBE, in chapters 2, 3, 4 the following weighted L1 space

X+ is taken

X+ = {c ∈ L1(R+) ∩ L1(R+, x dx) : c ≥ 0, ∥c∥ <∞}, (2.3)

where ∥c∥ =
∫∞
0
(1 + x)c(x) dx, and cin ∈ X+.

For the analysis in chapters 2, 3, the following assumptions are taken on coagulation and

selection rates, as well as on breakage function

H1 : K ∈ L∞
loc(R+ × R+), (2.4)

and

H2 :


S ∈ L∞

loc(R+) and S(x) = x1+α,

B(x, y) = α+2
y

(
x
y

)α

, for 0 < x < y,
(2.5)

where α ∈ (−1, 0], see [94]. It should be mentioned here that such breakage function

includes the singularity near the origin.
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2.2 Finite Volume Scheme
Consider the CMBE Eq.(1.7) associated with initial datum (2.1). For the numerical

scheme, firstly, truncate the computational domain of volume argument (0,∞) to (0, R).

Then, separate the domain into a limited number of grids or subintervals (Λh
i ). The pur-

pose of discretization is to approximate the total number of particles that exist in these

cells. The truncated CMBE equation and all the notations that will be used in the dis-

cretization are described below:

The truncated CMBE equation is

∂c(t, x)

∂t
=
1

2

∫ x

0

K(y, x− y)c(t, y)c(t, x− y)dy −
∫ R

0

K(x, y)c(t, x)c(t, y)dy

+

∫ R

x

B(x, y)S(y)c(t, y)dy − S(x)c(t, x) (2.6)

associated initial function, c(0, x) = cin(x) ≥ 0, x ∈]0, R].

The volume variable x is discretized into cells as

Λh
i =]xi−1/2, xi+1/2] for i = 1, 2, ..., I(h),

where x1/2 = 0, xI(h)+1/2 = R,∆xi = xi+1/2−xi−1/2. Let us consider h = max ∆xi ∀ i.

The characterization of each ith cell is portrayed by the center of that cell, i.e., xi =

(xi−1/2 + xi+1/2)/2. This type of cell partitioning is referred to as the central representa-

tion of the cell.

For the time argument, the domain is restricted in the range [0, T] and then discretize the

domain with time step ∆t into N time intervals. We define the interval

τn = [tn, tn+1[,

with tn = n∆t, n = 0, 1, ..., N − 1.

We can start the formulation of the scheme on any type of uniform and non-uniform

meshes. For non-uniform scheme, merging of jth and kth cells are not exactly overlap

with ith cell, i.e., [xj−1/2 + xk−1/2, xj+1/2 + xk+1/2] ̸= [xi−1/2, xi+1/2]. For later use,
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consider the two indices [59], Πi,j and Γi,j satisfying the condition

xΠi,j+1/2 + xj+1/2 < xi+1/2, xΓi,j−1/2 + xj−1/2 < xi−1/2.

The significant benefit of a non-uniform mesh is that it allows for the inclusion of a larger

domain with fewer mesh sizes than a uniform mesh.

Taking into consideration that cni is the mean value of c in cell i and at time tn, which is

an approximation of c(tn, xi) and is provided by the following expression

cni (t) =
1

∆xi

∫ xi+1/2

xi−1/2

c(t, x) dx. (2.7)

Notice that cni (t) and c(t, x) are identical up to the order of two using the mid-point

quadrature rule and assuming that point masses are concentrated on the cell representa-

tives, i.e., c(t, x) ≈
∑I(h)

i=1 ci(t)∆xiδ(x−xi). Integration of Eq.(2.6) over ith cell provides

the following discrete form of the equation

dci
dt

= C(Bi)− C(Di) + F (Bi)− F (Di), (2.8)

where

C(Bi) =
1

∆xi

∫ xi+1/2

xi−1/2

1

2

∫ x

0

K(y, x− y)c(t, y)c(t, x− y)dydx

C(Di) =
1

∆xi

∫ xi+1/2

xi−1/2

∫ xI(h)+1/2

0

K(x, y)c(t, x)c(t, y)dydx

F (Bi) =
1

∆xi

∫ xi+1/2

xi−1/2

∫ xI(h)+1/2

x

B(x, y)S(y)c(t, y)dydx

F (Di) =
1

∆xi

∫ xi+1/2

xi−1/2

S(x)c(t, x)dx

along with initial datum,

ci(0) = cini =
1

∆xi

∫ xi+1/2

xi−1/2

c0(x) dx. (2.9)
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Applying the midpoint rule on all the above expressions provides the following semi-

discrete equation, see [57, 58] for more detailed explanation

dci
dt

=
1

2∆xi

∑
(j,k)∈λi

Kj,kcjck∆xj∆xk −
1

∆xi

I(h)∑
j=1

Ki,jcicj∆xi∆xj

+
1

∆xi

I(h)∑
k=i

Skck∆xk

∫ pik

xi−1/2

B(x, xk)dx− Sici, (2.10)

where λi and pik are defined as

λi = {(j, k) ∈ N× N : xi−1/2 < (xj + xk) ≤ xi+1/2}, i ∈ {1, 2, ..., I(h)}. (2.11)

pik =

xi, if k = i

xi+1/2, k ̸= i.

(2.12)

Note that such discretization given by Saha and Kumar [57] and Singh et al. [58] is

different from the formulations considered in [49] where authors have used equivalent

divergence form of CMBE (1.7) which automatically satisfies the mass conservation. The

following notation is also essential for further analysis

λ∗ = {(j, k) ∈ N× N : (xj + xk) ≥ R}. (2.13)

Represent the characteristic function χD(x) of a set D as χD(x) = 1 if x ∈ D or 0

elsewhere. Subsequently, define a function ch on the interval [0, T ]×]0, R] as:

ch(t, x) =
N−1∑
n=0

I(h)∑
i=1

cni χΛh
i
(x)χτn(t), (2.14)

which means that the function ch relies on the volume and time steps. Also noting that

ch(0, ·) =
I(h)∑
i=1

cini χΛh
i
(·)

converges strongly to cin in L1(0, R) as h → 0. Further, we take the following forms of

aggregation, fragmentation and selection functions in the discrete setting

Kh(u, v) =

I(h)∑
i=1

I(h)∑
j=1

Ki,jχΛh
i
(u)χΛh

j
(v) where Ki,j =

1

∆xi∆xj

∫
Λh
j

∫
Λh
i

K(u, v)dudv,

(2.15)
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Bh(u, v) =

I(h)∑
i=1

I(h)∑
j=1

Bi,jχΛh
i
(u)χΛh

j
(v) where Bi,j =

1

∆xi∆xj

∫
Λh
j

∫
Λh
i

B(u, v)dudv,

(2.16)

and

Sh(v) =

I(h)∑
i=1

SiχΛh
i
(v) where Si =

1

∆xi

∫
Λh
i

S(v)dv. (2.17)

Such discretization ensures that ∥Kh−K∥L1((0,R)×(0,R)) → 0, ∥Bh−B∥L1((0,R)×(0,R)) →

0 and ∥Sh − S∥L1(0,R) → 0 as h→ 0, see [50].

2.3 Conservative Formulation
Here, we quickly review the conservative semi-discrete CMBE proposed by authors in

[57, 58]. Readers are referred to these references for more detailed explanation. Imple-

menting weight functions, Eq. (2.10) becomes

dci
dt

=
1

2∆xi

∑
(j,k)∈λi

Kj,kcjck∆xj∆xkω
′

i,j,k −
1

∆xi

I(h)∑
j=1

Ki,jcicj∆xi∆xj

+
1

∆xi

I(h)∑
k=i

Skck∆xk

∫ pik

xi−1/2

B(x, xk)dx− Siciωi,j, (2.18)

where

ω
′

i,j,k =


xj+xk

xi
, (xj + xk) ≤ R

0, otherwise,
(2.19)

and

ωi,j =

∑i
j=1 xj

∫ pji
xj−1/2

B(x, xi)dx

xi
. (2.20)

Discretization of the time derivative by the Euler method leads to the fully discrete system

cn+1
i =cni +

∆t

2∆xi

∑
(j,k)∈λi

Kj,kc
n
j c

n
k∆xj∆xkω

′

i,j,k −
∆t

∆xi

I(h)∑
j=1

Ki,jc
n
i c

n
j∆xi∆xj

+
∆t

∆xi

I(h)∑
k=i

Skc
n
k∆xk

∫ pik

xi−1/2

B(x, xk)dx− Sic
n
i ωi,j∆t, (2.21)

which is mass conserving.

26



Chapter 2

2.4 Convergence of Solutions
Theorem 2.4.1. Consider that cin ∈ X+ and the hypothesis (H1) − (H2) on kernels

hold. Also assuming that under the time step ∆t and for a constant θ > 0, the following

stability condition

C(R, T )∆t ≤ θ < 1, (2.22)

holds for

C(R, T ) := max(∥K∥∞, α+ 2)∥cin∥L1 eη∥S∥L∞T + ∥S∥∞η, η =
α + 2

α + 1
. (2.23)

Then there exists the extraction of a sub-sequence as

ch → c in L∞((0, T ;L1 (0, R)),

for c being the weak solution to (1.7) on [0, T ] with initial condition cin, implying that

c ≥ 0 satisfies∫ T

0

∫ R

0

c(t, x)
∂φ

∂t
(t, x)dx dt+

∫ R

0

cin(x)φ(0, x)dx+

∫ T

0

∫ R

0

φ(t, x)S(x)c(t, x)dx dt

− 1

2

∫ T

0

∫ R

0

∫ x

0

φ(t, x)K(y, x− y)c(t, y)c(t, x− y)dy dx dt

+

∫ T

0

∫ R

0

∫ R

0

φ(t, x)K(x, y)c(t, x)c(t, y)dy dx dt

−
∫ T

0

∫ R

0

∫ R

x

φ(t, x)B(x, y)S(y)c(t, y)dy dx dt = 0,

(2.24)

for all smooth functions φ having compactly supported in [0, T ]×]0, R].

By following the above theorem, the main task here certainly is to establish (ch)⇀ c

in L1(0, R) as h and ∆t go to zero. Thanks to the Dunford-Pettis theorem, we have a

reliable criterion that determines compactness in L1 when weak convergence is present.

Theorem 2.4.2. Let us take follows: |Ω| < ∞ and a sequence ch : Ω 7→ R in L1(Ω).

Consider {ch} holds
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• {ch} is equibounded in L1(Ω), i.e.

sup ∥ch∥L1(Ω) <∞ (2.25)

• {ch} is equiintegrable, iff ∫
Ω

Φ(|ch|)dx <∞ (2.26)

for Φ being some increasing function taken as Φ : [0,∞[7→ [0,∞[ such that

lim
r→∞

Φ(r)

r
→ ∞.

Then ch belongs to a weakly compact set in L1(Ω) implying that there is a subsequence

of ch that weakly converges in L1(Ω).

Hence, to justify Theorem 2.4.1, it is enough to exhibit the equiboundedness and the

equiintegrability of the family ch in L1 as in (2.25) and (2.26), respectively. The next

proposition, deals with the non-negativity and equiboundedness of the function ch. We

have followed the idea of Bourgade and Filbet [50] for the proof.

Proposition 2.4.3. Let us consider that the stability condition (2.22) holds for the time

step ∆t. Also, assuming that the growth condition on kernels satisfies (H1) − (H2).

Then ch ≥ 0 holds the estimate∫ R

0

ch(t, x)dx ≤ ∥cin∥L1 eη∥S∥L∞ t. (2.27)

Proof. The non-negativity and the equiboundedness of the function ch are shown here by

using induction. It is known that at t = 0, ch(0) ≥ 0 and belongs to L1(0, R). Assuming

further that ch(tn) ≥ 0 and∫ R

0

ch(tn, x)dx ≤ ∥cin∥L1 eη∥S∥L∞ tn . (2.28)

Then, our first aim is to prove that ch(tn+1) ≥ 0. Firstly, consider the cell at the boundary

having index i = 1. In this case, from the equation (2.21), we get

cn+1
1 = cn1 +

∆t

2∆x1

∑
(j,k)∈λ1

Kj,kc
n
j c

n
k∆xj∆xkω

′

1,j,k −
∆t

∆x1

I(h)∑
j=1

K1,jc
n
1c

n
j∆x1∆xj

28



Chapter 2

+
∆t

∆x1

I(h)∑
k=1

Skc
n
k∆xk

∫ p1k

x1/2

B(x, xk)dx−

∑1
j=1 xj

∫ pj1
xj−1/2

B(x, x1)dx

x1
S1c

n
1∆t

≥ cn1 +
∆t

∆x1

I(h)∑
k=2

Skc
n
k∆xk

∫ p1k

x1/2

B(x, xk)dx−
∆t

∆x1

I(h)∑
j=1

K1,jc
n
1c

n
j∆x1∆xj

≥
(
1−∆t∥K∥∞

I(h)∑
j=1

cnj∆xj
)
cn1 .

Now, using the condition (2.22) and from Eq. (2.28), the non-negativity of cn+1
1 follows.

For i ≥ 2, we have

cn+1
i ≥ cni −

∆t

∆xi

I(h)∑
j=1

Ki,jc
n
i c

n
j∆xi∆xj −

∑i
j=1 xj

∫ pji
xj−1/2

B(x, xi)dx

xi
Sic

n
i ∆t.

The condition (xj ≤ xi) and Eq. (2.5) lead to the following condition

cn+1
i ≥

[
1−∆t

(
∥K∥∞

I(h)∑
j=1

cnj∆xj + η∥S∥∞
)]
cni .

Hence, following the condition (2.22) and the L1 bound (2.28) give

ch(tn+1) ≥ 0.

Next, it is shown that ch(tn+1) follows a similar estimate as (2.28). For this, multiply

equation (2.21) by the term ∆xi and using summation with respect to i, provide
I(h)∑
i=1

∆xic
n+1
i =

I(h)∑
i=1

∆xic
n
i +

∆t

2

I(h)∑
i=1

∑
(j,k)∈λi

Kj,kc
n
j c

n
k∆xj∆xkω

′

i,j,k −∆t

I(h)∑
i=1

I(h)∑
j=1

Ki,jc
n
i c

n
j∆xi∆xj

+∆t

I(h)∑
i=1

I(h)∑
k=i

Skc
n
k∆xk

∫ pik

xi−1/2

B(x, xk)dx−
I(h)∑
i=1

Sic
n
i ωi,j∆t∆xi. (2.29)

According to indices λ∗, i.e., ω′

i,j,k = 0 for (j, k) ∈ λ∗, one has∑
(j,k)∈λ∗

Kj,kc
n
j c

n
k∆xj∆xkω

′

i,j,k = 0. (2.30)

Therefore, following equality holds true using symmetricity of K, see [57, 58]
I(h)∑
j=1

Ki,jc
n
i c

n
j∆xi∆xj =

1

2

∑
(j,k)∈λi

Kj,kc
n
j c

n
k∆xj∆xkω

′

i,j,k +
1

2

∑
(j,k)∈λ∗

Kj,kc
n
j c

n
k∆xj∆xkω

′

i,j,k.

(2.31)
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Using the Eq.(2.30)-(2.31) in Eq.(2.29) simplified the equation as

I(h)∑
i=1

∆xic
n+1
i ≤

I(h)∑
i=1

∆xic
n
i +∆t

I(h)∑
i=1

I(h)∑
k=i

Skc
n
k∆xk

∫ pik

xi−1/2

B(x, xk)dx.

By altering the summation’s order, taking the value of B as in (2.5) and having (2.28) at

step n with 1 + x < exp(x) ∀ x > 0 imply that

I(h)∑
i=1

∆xic
n+1
i ≤

I(h)∑
i=1

∆xic
n
i +∆t∥S∥∞η

I(h)∑
i=1

∆xic
n
i

≤
(
1 + ∆t∥S∥∞η

)
∥cin∥L1 eη∥S∥L∞ tn ≤ ∥cin∥L1 eη∥S∥L∞ tn+1

,

consequently, the outcome (2.27) is obtained.

In order to prove the uniform integrability of the family of solutions, let us denote

a certain category of convex functions as CV P,∞. Further, consider Φ ∈ C∞([0,∞)), a

non-negative and convex function which resides in class CV P,∞ and enjoys the following

properties:

(i) Φ(0) = 0, Φ′(0) = 1 and Φ′ is concave;

(ii) limp→∞Φ′(p) = limp→∞
Φ(p)
p

= ∞;

(iii) for γ ∈ (1, 2),

Tγ(Φ) := sup
p≥0

{
Φ(p)

pγ

}
<∞. (2.32)

It is given that, cin ∈ L1 (0, R), therefore, by De La Vallée Poussin theorem, a convex

function Φ ≥ 0 exists which satisfies

Φ(p)

p
→ ∞, as p→ ∞ and I :=

∫ R

0

Φ(cin)(x)dx < +∞. (2.33)

Lemma 2.4.4. [[92], Lemma B.1.] Consider Φ ∈ CV P,∞. Then ∀ (r, s) ∈ R+ × R+,

rΦ′(s) ≤ Φ(r) + Φ(s).

Now, in the following proposition, the equiintegrability is discussed.
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Proposition 2.4.5. Let cin ≥ 0 ∈ L1(0, R) and (2.21) constructs the family (ch)(h,∆t)

for any h and ∆t, where ∆t fulfills the relation (2.22). Then (ch) is weakly relatively

sequentially compact in L1((0, T )× (0, R)).

Proof. Our focus here is to obtain a similar result as (2.33) for the family of function ch.

The integral of Φ(ch) by using the sequence cni can be written as

∫ T

0

∫ R

0

Φ(ch(t, x))dx dt =
N−1∑
n=0

I(h)∑
i=1

∫
τn

∫
Λh
i

Φ

(N−1∑
k=0

I(h)∑
j=1

ckjχΛh
j
(x)χτk(t)

)
dx dt

=
N−1∑
n=0

I(h)∑
i=1

∆t∆xiΦ(c
n
i ).

The convexity of Φ leads to the estimate

(
cn+1
i − cni

)
Φ

′
(cn+1

i ) ≥ Φ(cn+1
i )− Φ(cni ).

Next, by multiplying the preceding equation with ∆xi, summing over i on both sides and

then substituting the value of (cn+1
i − cni ) from Eq. (2.21) leads to

I(h)∑
i=1

∆xi
[
Φ(cn+1

i )− Φ(cni )
]
≤

I(h)∑
i=1

∆xi

[
(cn+1

i − cni )Φ
′
(cn+1

i )
]

≤∆t

2

I(h)∑
i=1

∑
(j,k)∈λi

Kj,kc
n
j c

n
k∆xj∆xkω

′

i,j,kΦ
′
(cn+1

i )

+ ∆t

I(h)∑
i=1

I(h)∑
k=i+1

Φ
′
(cn+1

i )Skc
n
k∆xk

∫ pik

xi−1/2

B(x, xk)dx

≤∆t

I(h)∑
i=1

I(h)∑
j=1

Ki,jc
n
i c

n
j∆xi∆xjΦ

′
(cn+1

i )

+ ∆t

I(h)∑
i=1

I(h)∑
k=i+1

Φ
′
(cn+1

i )Skc
n
k∆xk

∫ pik

xi−1/2

B(x, xk)dx.

(2.34)

For the coagulation term, i.e., the first part of the right-hand side (RHS) of Eq. (2.34),

changing the order of summation and the convexity result given as in Lemma 2.4.4 enable
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us to have

∆t

I(h)∑
i=1

I(h)∑
j=1

Ki,jc
n
i c

n
j∆xi∆xjΦ

′
(cn+1

i ) ≤ ∥K∥L∞∆t

I(h)∑
j=1

cnj∆xj

I(h)∑
i=1

∆xi[Φ(c
n
i ) + Φ(cn+1

i )].

(2.35)

While for the fragmentation term, after observing the values of S, B in (2.5), values of pik

and Lemma 2.4.4, we obtain

∆t

I(h)∑
i=1

I(h)∑
k=i+1

Φ
′
(cn+1

i )Skc
n
k∆xk

∫ pik

xi−1/2

B(x, xk)dx ≤(α + 2)∆t

I(h)∑
i=1

I(h)∑
k=i+1

Φ
′
(cn+1

i )cnk∆xk

∫ xi+1/2

xi−1/2

xαdx

≤ (α + 2)

(α + 1)
∆t

I(h)∑
i=1

I(h)∑
k=i+1

Φ
′
(cn+1

i )cnk∆xk

[
x1+α
i+1/2 − x1+α

i−1/2

]
. (2.36)

It is noticed that the term [x1+α
i+1/2 − x1+α

i−1/2] as ∆xi → 0 leads to

x1+α
i+1/2 − x1+α

i−1/2 ≤ (1 + α)xαi+1/2∆xi. (2.37)

Applying Eq. (2.37) into Eq. (2.36), changing the order of summation in the RHS of Eq.

(2.36) and additionally enforcing Lemma 2.4.4 yield

∆t

I(h)∑
i=1

I(h)∑
k=i+1

Φ
′
(cn+1

i )Skc
n
k∆xk

∫ pik

xi−1/2

B(x, xk)dx ≤(α + 2)∆t

I(h)∑
k=1

cnk∆xk

k−1∑
i=1

∆xiΦ
′
(cn+1

i )xαi+1/2

≤ (α + 2)∆t

I(h)∑
k=1

cnk∆xk

I(h)∑
i=1

Φ(cn+1
i )∆xi + (α + 2)∆t

I(h)∑
k=1

cnk∆xk

k−1∑
i=1

Φ(xαi+1/2)∆xi.

(2.38)

Let us estimate the 2nd part on the RHS of Eq. (2.38) by using (2.32) and using the

values of γ ∈ (1, 2) & α ∈ (−1, 0]

(α + 2)∆t

I(h)∑
k=1

cnk∆xk

k−1∑
i=1

Φ(xαi+1/2)∆xi =(α + 2)∆t

I(h)∑
k=1

cnk∆xk

k−1∑
i=1

Φ(xαi+1/2)

xγαi+1/2

xγαi+1/2∆xi

≤(α + 2)∆tTγ(Φ)

I(h)∑
k=1

cnk∆xk

k−1∑
i=1

xγαi ∆xi

=
(α + 2)

(1 + γα)
∆tTγ(Φ)

I(h)∑
k=1

cnk∆xkx
1+γα
k ,
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which further reduces to

(α + 2)∆t

I(h)∑
k=1

cnk∆xk

k−1∑
i=1

Φ(xαi+1/2)∆xi ≤
(α + 2)

(1 + γα)
∆tTγ(Φ)

[ I(h)∑
k=1

cnk∆xk +

I(h)∑
k=1

xkc
n
k∆xk

]
≤ (α + 2)

(1 + γα)
∆tTγ(Φ)

[
∥cin∥L1 eη∥S∥L∞ t + µ1

]
. (2.39)

Substituting the results (2.35), (2.38) and (2.39) in (2.34) lead to

I(h)∑
i=1

∆xi
[
Φ(cn+1

i )− Φ(cni )
]
≤ ∥K∥L∞∆t∥cin∥L1 eη∥S∥L∞ t

I(h)∑
i=1

∆xi[Φ(c
n
i ) + Φ(cn+1

i )]

+(α + 2)∥cin∥L1 eη∥S∥L∞ t∆t

I(h)∑
i=1

∆xiΦ(c
n+1
i ) +

(α + 2)

(γα + 1)
∆tTγ(Φ)

[
∥cin∥L1 eη∥S∥L∞ t + µ1

]
,

and therefore, one can obtain(
1−Kα∥cin∥L1 eη∥S∥L∞T∆t

) I(h)∑
i=1

∆xiΦ(c
n+1
i ) ≤

(
1 + ∥K∥L∞∥cin∥L1 eη∥S∥L∞T∆t

) I(h)∑
i=1

∆xiΦ(c
n
i ) +

(α + 2)

(γα + 1)
∆tTγ(Φ)

(
∥cin∥L1 eη∥S∥L∞T + µ1

)
,

where Kα = max{∥K∥L∞ , α+ 2}. The above inequality implies that

I(h)∑
i=1

∆xiΦ(c
n+1
i ) ≤ A

I(h)∑
i=1

∆xiΦ(c
n
i ) +B (2.40)

where

A =

(
1 + ∥K∥L∞∥cin∥L1 eη∥S∥L∞T∆t

)
(
1−Kα∥cin∥L1 eη∥S∥L∞T∆t

) , B =

(α + 2)∆tTγ(Φ)

(
∥cin∥L1 eη∥S∥L∞T + µ1

)
(γα + 1)

(
1−Kα∥cin∥L1 eη∥S∥L∞T∆t

) .

Hence,

I(h)∑
i=1

∆xiΦ(c
n
i ) ≤ An

I(h)∑
i=1

∆xiΦ(c
in
i ) +B

An − 1

A− 1
. (2.41)

Thanks to Jensen’s inequality and having (2.33), we get∫ R

0

Φ(ch(t, x)) dx ≤An

I(h)∑
i=1

∆xiΦ

(
1

∆xi

∫
Λh
i

cin(x)dx

)
+B

An − 1

A− 1
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≤AnI +B
An − 1

A− 1
<∞, for all t ∈ [0, T ]. (2.42)

Thus, applying Dunford-Pettis theorem, the sequence (ch) is said to be weakly compact

in L1. Also, it is evenly bounded with respect to h and ∆t, condition (2.22) is satisfied

which ensures the existence of a subsequence of (ch) converges weakly to c ∈ L1((0, T )×

(0, R)) as h→ 0.

Now, the time has come for proving the weak convergence of sequence cni that is

made by a sequence of step functions ch. In order to do so, some point approximations

(converge pointwise) are used which are defined as a midpoint, right endpoint and left

endpoint approximations as

Xh : x ∈ (0, R) → Xh(x) =

I(h)∑
i=1

xiχΛh
i
(x), (2.43)

Ξh : x ∈ (0, R) → Ξh(x) =

I(h)∑
i=1

xi+1/2χΛh
i
(x), (2.44)

and

ξh : x ∈ (0, R) → ξh(x) =

I(h)∑
i=1

xi−1/2χΛh
i
(x), (2.45)

respectively. Now, we have assembled all the results required to justify Theorem 2.4.1.

In order to prove this, we are considering a test function φ ∈ C1([0, T ]×]0, R]) having

compact support with respect to t in [0, tN−1] for small ∆t. Formalize the finite volume

for time variable and left endpoint approximation for space variable of φ on τn × Λh
i by

φn
i =

1

∆t

∫ tn+1

tn

φ(t, xi−1/2)dt.

Multiply Eq.(2.21) byφn
i , taking summation over n ∈ {0, · · · , N−1} and i ∈ {1, · · · , I(h)}

give

N−1∑
n=0

I(h)∑
i=1

∆xi(c
n+1
i − cni )φ

n
i =

∆t

2

N−1∑
n=0

I(h)∑
i=1

∑
(j,k)∈λi

Kj,kc
n
j c

n
k∆xj∆xkω

′

i,j,kφ
n
i
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−∆t
N−1∑
n=0

I(h)∑
i=1

I(h)∑
j=1

Ki,jc
n
i c

n
j∆xi∆xjφ

n
i

+∆t
N−1∑
n=0

I(h)∑
i=1

φn
i

I(h)∑
k=i

Skc
n
k∆xk

∫ pik

xi−1/2

B(x, xk)dx

−
N−1∑
n=0

I(h)∑
i=1

Sic
n
i ωi,jφ

n
i ∆t. (2.46)

Splitting the summation for n, the left-hand side (LHS) comes in the following way

N−1∑
n=0

I(h)∑
i=1

∆xi(c
n+1
i − cni )φ

n
i =

N−1∑
n=0

I(h)∑
i=1

∆xic
n+1
i (φn+1

i − φn
i ) +

I(h)∑
i=1

∆xic
in
i φ

0
i .

Now, evaluating the LHS of the above equation in relation to the function ch provides

N−1∑
n=0

I(h)∑
i=1

∆xi(c
n+1
i − cni )φ

n
i =

N−1∑
n=0

I(h)∑
i=1

∫
τn+1

∫
Λh
i

ch(t, x)
φ(t, ξh(x))− φ(t−∆t, ξh(x))

∆t
dx dt

+

I(h)∑
i=1

∫
Λh
i

ch(0, x)
1

∆t

∫ ∆t

0

φ(t, ξh(x))dt dx

=

∫ T

∆t

∫ R

0

ch(t, x)
φ(t, ξh(x))− φ(t−∆t, ξh(x))

∆t
dx dt

+

∫ R

0

ch(0, x)
1

∆t

∫ ∆t

0

φ(t, ξh(x))dt dx.

Since, φ ∈ C1([0, T ]×]0, R]) posseses compact support and having bounded derivative

1

∆t

∫ ∆t

0

φ(t, ξh(x))dt→ φ(0, x)

uniformly with respect to t, x as max{h,∆t} → 0 and ch(0, x) → cin in L1(0, R). As a

result, we use Lemma 2.1.5 to achieve the following term∫ R

0

ch(0, x)
1

∆t

∫ ∆t

0

φ(t, ξh(x))dtdx→
∫ R

0

cin(x)φ(0, x)dx (2.47)

as max{h,∆t} goes to 0. Further, using the expansion of the smooth function φ through

Taylor series implies that

φ(t, ξh(x))− φ(t−∆t, ξh(x))

∆t
→ ∂φ

∂t
(t, x)
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uniformly as max{h,∆t} → 0. Lemma 2.1.5 and Proposition 2.4.5 ensure that for

max{h,∆t} → 0∫ T

0

∫ R

0

ch(t, x)
φ(t, ξh(x))− φ(t−∆t, ξh(x))

∆t
dx dt→

∫ T

0

∫ R

0

c(t, x)
∂φ

∂t
(t, x)dx dt.

Hence, for max{h,∆t} → 0,∫ T

∆t

∫ R

0

ch(t, x)
φ(t, ξh(x))− φ(t−∆t, ξh(x))

∆t︸ ︷︷ ︸
c(φ)

dx dt

=

∫ T

0

∫ R

0

c(φ) dx dt−
∫ ∆t

0

∫ R

0

c(φ) dx dt→
∫ T

0

∫ R

0

c(t, x)
∂φ

∂t
(t, x)dx dt. (2.48)

Now, to deal with the first term on the RHS of Eq. (2.46), applying the condition xj+xk

xi
=

1±O(h) and by following [[59], Proposition 2.1.] yield

∆t

2

N−1∑
n=0

I(h)∑
i=1

∑
(j,k)∈λi

Kj,kc
n
j c

n
k∆xj∆xkφ

n
i (1±O(h))︸ ︷︷ ︸

ℑj,k

=
∆t

2

N−1∑
n=0

I(h)∑
i=1

i∑
j=1

( Πi,j∑
k=Πi−1,j

ℑj,k +

Γi,j∑
k=Πi,j+1

ℑj,k −
Γi−1,j∑

k=Πi−1,j+1

ℑj,k

)

=
1

2

N−1∑
n=0

I(h)∑
i=1

∫
τn

∫
Λh
i

∫ x

0

Kh(y, x− y)ch(t, y)ch(t, x− y)φ(t, ξh(x))dy dx dt.

Again, using the Lemma 2.1.5 and Proposition 2.4.5 lead to

1

2

N−1∑
n=0

I(h)∑
i=1

∫
τn

∫
Λh
i

∫ x

0

Kh(y, x− y)ch(t, y)ch(t, x− y)φ(t, ξh(x))dy dx dt

→ 1

2

∫ T

0

∫ R

0

∫ x

0

K(y, x− y)c(t, y)c(t, x− y)φ(t, x)dy dx dt, (2.49)

as max{h,∆t} → 0. Dealing with the second term on the RHS of Eq.(2.46), as max

{h,∆t} → 0,

∆t
N−1∑
n=0

I(h)∑
i=1

I(h)∑
j=1

Ki,jc
n
i c

n
j∆xi∆xjφ

n
i

=
N−1∑
n=0

I(h)∑
i=1

I(h)∑
j=1

∫
τn

∫
Λh
i

∫
Λh
j

Kh(x, y)ch(t, x)ch(t, y)φ(t, ξh(x))dy dx dt
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→
∫ T

0

∫ R

0

∫ R

0

K(x, y)c(t, x)c(t, y)φ(t, x)dy dx dt. (2.50)

Finally, some simplifications in the third and fourth terms on the RHS of Eq.(2.46) by

using (2.20) provide

∆t
N−1∑
n=0

I(h)∑
i=1

φn
i

I(h)∑
k=i

Skc
n
k∆xk

∫ pik

xi−1/2

B(x, xk)dx−
N−1∑
n=0

I(h)∑
i=1

Sic
n
i ωi,jφ

n
i ∆t

=
N−1∑
n=0

I(h)∑
i=1

∫
τn

∫
Λh
i

1

∆s

∫ tn+1

tn

φ(s, ξh(x))ds
[ I(h)∑
k=i+1

∫
Λh
k

Sh(y)ch(t, y)
1

∆xi

∫
Λh
i

B(r,Xh(y))dr dy
]
dx dt

−
N−1∑
n=0

I(h)∑
i=1

∫
τn

∫
Λh
i

∑i−1
j=1

∫
Λh
j
Xh(r)B(Xh(r), Xh(x))dr

Xh(x)
Sh(x)ch(t, x)

1

∆s

∫ tn+1

tn

φ(s, ξh(x))ds dx dt.

Again using Lemma 2.1.5, Proposition 2.4.5 and the fact that
∫ x
0 rB(r,x) dr

x
= 1, one can

claim that

LHS =

∫ T

0

∫ R

0

1

∆s

∫ tn+1

tn

φ(s, ξh(x))ds

∫ R

Ξh(x)

Sh(y)ch(t, y)Bh(x,Xh(y))dy dx dt

−
∫ T

0

∫ R

0

∫ ξh(x)

0
Xh(r)B(Xh(r), Xh(x))dr

Xh(x)
Sh(x)ch(t, x)

1

∆s

∫ tn+1

tn

φ(s, ξh(x))ds dx dt.

→
∫ T

0

∫ R

0

∫ R

x

S(y)c(t, y)B(x, y)φ(t, x)dy dx dt−
∫ T

0

∫ R

0

S(x)c(t, x)φ(t, x)dx dt

(2.51)

as max{h,∆t} → 0. Eq.(2.47)-(2.51) yields the result for the weak convergence as

given in (2.24).

2.5 Error Simulation
For estimating the error part, taking a uniform mesh is essential, i.e., ∆xi = h∀i =

1, 2, . . . , I(h). Also, some assumptions are taken on the kernels and initial datum as

mentioned in the following theorem.

Theorem 2.5.1. Let the kernels hold K,B ∈ W 1,∞
loc (R+ × R+), selection rate and initial

datum S, cin ∈ W 1,∞
loc (R+). Moreover, assume a uniform volume mesh and time step ∆t
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that fulfill the condition (2.22). Then, the error estimates

∥ch − c∥L∞(0,T ;L1(0,R)) ≤ H(T,R)(h+∆t) (2.52)

holds, for c being the weak solution to (1.7) and H(T,R) is a constant depending on R

and T .

The following estimates on the ch and c are necessary in order to establish the above

theorem.

Proposition 2.5.2. Assume that kinetic parametersK,B ∈ L∞
loc(R+×R+), S ∈ L∞

loc(R+)

and the condition (2.22) holds for time step ∆t. Also, let the initial datum cin is restricted

in L∞
loc. Then, solution ch and c to (1.7) are essentially bounded in (0, T )× (0, R) as

∥ch∥L∞((0,T )×(0,R)) ≤ H(T,R), ∥c∥L∞((0,T )×(0,R)) ≤ H(T,R).

Furthermore, ifK,B ∈ W 1,∞
loc (R+×R+) and S, cin ∈ W 1,∞

loc (R+), then a positive constant

H(T,R) exists such that

∥c∥W 1,∞(0,R) ≤ H(T,R). (2.53)

Proof. The aim here is to bound the solution c to the continuous equation (1.7). The

discrete case can be handled similar to the non-negativity of ch. Integrating Eq.(2.6) with

respect to t and leaving the negative terms out yield

c(t, x) ≤ cin +
1

2

∫ t

0

∫ x

0

K(y, x− y)c(s, y)c(s, x− y)dy ds+

∫ t

0

∫ R

x

B(x, y)S(y)c(s, y)dy ds

≤ cin(x) + ∥BS∥L∞∥c∥∞,1t︸ ︷︷ ︸
α(t)

+ ∥K∥L∞∥c∥∞,1︸ ︷︷ ︸
β

∫ t

0

sup
y∈( 0,R)

c(s, y) ds,

for ∥c∥∞,1 being the norm of c in L∞(0, T ;L1(0, R)). Subsequently, using Gronwall’s

lemma and integration by parts to accomplish the proof as

sup
x∈( 0,R)

c(t, x) ≤ α(t) +

∫ t

0

α(s)βe
∫ t
s β dr ds

≤ α(t) + β
[α(s)eβ(t−s)

−β

∣∣∣t
0
−
∫ t

0

∥BS∥L∞∥c∥∞,1
eβ(t−s)

−β
ds
]
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≤ α(0)eβt +
∥BS∥L∞∥c∥∞,1

β
[(eβt − 1)].

Therefore,

∥c∥L∞((0,T )×( 0,R) ) ≤ H(T,R).

Now, to establish the relation (2.53), integrating Eq.(2.6) again with respect to t, differ-

entiating with respect to x and then considering the maximum value over the domain of

x give∥∥∥∥ ∂c∂x(x)
∥∥∥∥
L∞

≤
∥∥∥∥∂cin∂x

∥∥∥∥
L∞

+
{1
2
∥K∥L∞∥c∥2L∞ + 2∥K∥W 1,∞∥c∥L∞∥c∥∞,1R + ∥BS∥L∞∥c∥L∞

+ 2∥B∥W 1,∞∥S∥L∞∥c∥∞,1R + ∥S∥W 1,∞∥c∥L∞

}
t

+ (2∥K∥L∞∥c∥∞,1R + ∥S∥L∞)

∫ t

0

∥∥∥∥ ∂c∂x
∥∥∥∥
L∞

ds.

Applying Gronwall’s lemma as used in priori boundedness of c accomplishes the result.

The discrete coagulation and fragmentation terms given as in (2.21) expressed like

C(ci) =
1

2∆xi

i−1∑
j=1

Kj,i−jc
n
j c

n
i−j∆xj∆xi−j −

1

∆xi

I(h)∑
j=1

Ki,jc
n
i c

n
j∆xi∆xj, (2.54)

and

F(ci) =
1

∆xi

I(h)∑
k=i

Skc
n
k∆xk

∫ pik

xi−1/2

B(x, xk)dx−

∑i
j=1 xj

∫ pji
xj−1/2

B(x, xi)dx

xi
Sic

n
i ,

(2.55)

respectively, for a uniform mesh. The following lemma yields the continuous version of

the above discrete terms.

Lemma 2.5.3. Consider the initial condition cin ∈ W 1,∞
loc and uniform mesh, ∆xi = h

∀i. Also assuming that K, B and S follow the conditions K,B, S ∈ W 1,∞
loc . Let (s, x) ∈

τn × Λh
i , where n ∈ {0, 1, · · · , N − 1} , i ∈ {1, 2, · · · , I(h)}. Then

C(ci) =
1

2

∫ ξh(x)

0

Kh(x
′
, x− x

′
)ch(s, x

′
)ch(s, x− x

′
) dx′ −

∫ R

0

Kh(x, x
′
)ch(s, x)ch(s, x

′
) dx

′
,

(2.56)
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F(ci) =
∫ R

Ξh(x)

Sh(x
′
)Bh(x, x

′
)ch(s, x

′
) dx

′ − Sh(x)ch(s, x) + ε(F, h), (2.57)

where ε(F, h) expresses the first-order term concerning h within L1 framework,

∥ε(F, h)∥L1 ≤ R

2
∥BS∥L∞∥ch∥∞,1h. (2.58)

Proof. First, start with discrete coagulation term (2.54) to change into a continuous form

using a uniform mesh and having x ∈ Λh
i ,

1

2∆xi

i−1∑
j=1

Kj,i−jc
n
j c

n
i−j∆xj∆xi−j −

1

∆xi

I(h)∑
j=1

Ki,jc
n
i c

n
j∆xi∆xj

=
1

2

∫ ξh(x)

0

Kh(x
′
, x− x

′
)ch(s, x

′
)ch(s, x− x

′
) dx′ −

∫ R

0

Kh(x, x
′
)ch(s, x)ch(s, x

′
) dx

′
.

Now, moving to equation (2.55), the following continuous expression is obtained by using

the fact that ωi,j = 1 +O(h2), see [57], and (s, x) ∈ τn × Λh
i

1

∆xi

I(h)∑
k=i

Skc
n
k∆xk

∫ pik

xi−1/2

B(x, xk)dx−

∑i
j=1 xj

∫ pji
xj−1/2

B(x, xi)dx

xi
Sic

n
i

=

I(h)∑
k=i+1

Skc
n
k∆xk

1

∆xi

∫ xi+1/2

xi−1/2

B(x, xk)dx+ Sic
n
i

∫ xi

xi−1/2

B(x, xi) dx−(1 +O(∆xi
2))Sic

n
i

=

∫ R

Ξh(x)

Sh(x
′
)Bh(x, x

′
)ch(s, x

′
) dx

′ − Sh(x)ch(s, x) + ε(F, h)

where ε(F, h) = Sic
n
i

∫ xi

xi−1/2
B(x, xi) dx. Calculating the L1 norm of ε(F, h) leads to

∥ε(F, h)∥L1 ≤ ∥BS∥L∞

I(h)∑
i=1

∫
Λh
i

cni

∫ xi

xi−1/2

dx dy

≤ ∥BS∥L∞∥ch∥∞,1
R

2
h.

Now, to prove the main result Theorem 2.5.1, using Eq. (2.21), (2.56) and (2.57) lead

to

∂ch(t, x)

∂t
=
1

2

∫ ξh(x)

0

Kh(x
′
, x− x

′
)ch(s, x

′
)ch(s, x− x

′
) dx′ −

∫ R

0

Kh(x, x
′
)ch(s, x)ch(s, x

′
) dx

′
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+

∫ R

Ξh(x)

Sh(x
′
)Bh(x, x

′
)ch(s, x

′
) dx

′ − Sh(x)ch(s, x) + ε(F, h). (2.59)

Finally, from Eq.(1.7) and Eq.(2.59), we get the error formulation for t ∈ τn as∫ R

0

|ch(t, x)− c(t, x)|dx ≤
∫ R

0

|ch(0, x)− c(0, x)|dx+
3∑

β=1

[ϵβ(C, h) + ϵβ(F, h)]

+

∫ R

0

|ϵ(t, n)| dx+ ∥ε(F, h)∥L1t, (2.60)

where error terms are expressed by ϵβ(C, h) for β = 1, 2, 3 related to the coagulation part

as

ϵ1(C, h) =
1

2

∫ t

0

∫ R

0

∫ ξh(x)

0

|Kh(x
′
, x− x

′
)ch(s, x

′
)ch(s, x− x

′
)

−K(x
′
, x− x

′
)c(s, x

′
)c(s, x− x

′
)| dx′

dx ds,

ϵ2(C, h) =
1

2

∫ t

0

∫ R

0

∫ x

ξh(x)

K(x
′
, x− x

′
)c(s, x

′
)c(s, x− x

′
) dx

′
dx ds,

and

ϵ3(C, h) =
∫ t

0

∫ R

0

∫ R

0

|Kh(x, x
′
)ch(s, x)ch(s, x

′
)−K(x, x

′
)c(s, x)c(s, x

′
)| dx′

dx ds.

While error terms due to the fragmentation part are expressed by ϵβ(F, h) for β = 1, 2, 3

as

ϵ1(F, h) =
∫ t

0

∫ R

0

∫ R

Ξh(x)

|Sh(x
′
)Bh(x, x

′
)ch(s, x

′
)− S(x

′
)B(x, x

′
)c(s, x

′
)| dx′

dx ds,

ϵ2(F, h) =
∫ t

0

∫ R

0

∫ Ξh(x)

x

S(x
′
)B(x, x

′
)c(s, x

′
) dx

′
dx ds,

and

ϵ3(F, h) =
∫ t

0

∫ R

0

|Sh(x)ch(s, x)− S(x)c(s, x)| dx ds.

Additionally, due to time discretization, considering |t− tn| ≤ ∆t yields∫ R

0

|ϵ(t, n)| dx ≤1

2

∫ t

tn

∫ R

0

∫ ξh(x)

0

Kh(x
′
, x− x

′
)ch(s, x

′
)ch(s, x− x

′
) dx

′
dx ds
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+

∫ t

tn

∫ R

0

∫ R

0

Kh(x, x
′
)ch(s, x)ch(s, x

′
) dx

′
dx ds

+

∫ t

tn

∫ R

0

∫ R

Ξh(x)

Sh(x
′
)Bh(x, x

′
)ch(s, x

′
) dx

′
dx ds

+

∫ t

tn

∫ R

0

Sh(x)ch(s, x) dx ds+

∫ t

tn

∫ R

0

ε(F, h) dx ds.

Given K,B and S ∈ W 1,∞
loc , we have for all x, y ∈ (0, R)

|Kh(x, y)−K(x, y)| ≤ ∥K∥W 1,∞h.

Thus, it provides the estimation of ϵ1(C, h) using the L∞ bound on ch and c as in [50].

Firstly, the change of variable z = x − x
′ is executed and then splitting the expression

into three parts

ϵ1(C, h) ≤
1

2

∫ t

0

∫ R

0

∫ R

0

|Kh(x
′
, z)−K(x

′
, z)|c(s, x′

)c(s, z) dx
′
dz ds

+
1

2

∫ t

0

∫ R

0

∫ R

0

Kh(x
′
, z)|ch(s, x′

)− c(s, x
′
)|c(s, z) dx′

dz ds

+
1

2

∫ t

0

∫ R

0

∫ R

0

Kh(x
′
, z)ch(s, x

′
)|ch(s, z)− c(s, z)| dx′

dz ds.

By simplifying and using Proposition 2.5.2, the above can be reduced to

ϵ1(C, h) ≤
1

2
tR2∥c∥2∞∥K∥W 1,∞h+

R

2
∥K∥∞(∥c∥∞ + ∥ch∥∞)

∫ t

0

∥ch(s)− c(s)∥L1 ds.

(2.61)

A similar estimates can also be obtained for ϵ3(C, h), ϵ1(F, h) and ϵ3(F, h) utilizing the

above explanation as

ϵ3(C, h) ≤ tR2∥K∥W 1,∞∥c∥2∞h+R∥K∥∞(∥c∥∞ + ∥ch∥∞)

∫ t

0

∥ch(s)− c(s)∥L1 ds,

(2.62)

ϵ1(F, h) ≤ tR2∥c∥∞(∥B∥∞∥S∥W 1,∞ + ∥S∥∞∥B∥W 1,∞)h+R∥BS∥∞
∫ t

0

∥ch(s)− c(s)∥L1 ds,

(2.63)
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and

ϵ3(F, h) ≤ ∥c∥∞∥S∥W 1,∞tRh+ ∥S∥∞
∫ t

0

∥ch(s)− c(s)∥L1 ds. (2.64)

Now, moving to the remaining terms ϵ2(C, h) and ϵ2(F, h), it seems easy to notice that

ϵ2(C, h) ≤
tR2

4
∥K∥∞∥c∥2∞h, (2.65)

and

ϵ2(F, h) ≤
tR

2
∥BS∥∞∥c∥∞h. (2.66)

Finally, the error caused by the time discretization is dealt and bound is obtained as∫ R

0

|ϵ(t, n)| dx ≤
(3
2
∥K∥∞∥ch∥2∞R2 + (∥B∥∞R + 1)∥S∥∞∥ch∥∞R + ∥ε(F, h)∥L1

)
∆t.

(2.67)

Substituting all the bound estimations from Eq.(2.61)-(2.67) in Eq.(2.60) and using Gron-

wall’s lemma provide the order of error as in (2.52), i.e.,

∥ch − c∥L∞(0,T ;L1(0,R)) ≤ H(T,R)(h+∆t)

to complete the proof.

2.6 Numerical Results
The CMBE for two test cases, consisting of a constant and sum coagulation kernel

(K(x, y) = 1, x+ y) with linear and quadratic selection functions (S(x) = x, x2), is used

to prove the mathematical results on error analysis numerically. In all the cases, breakage

functionB(x, y) = α+2
y

(
x
y

)α

, α = −1/2 and the initial condition c(x, 0) = e−x are con-

sidered. Since, analytical solutions are not available for such cases, experimental order of

convergence (EOC) on uniform mesh is computed using the numerical simulations. The

EOC can be computed numerically using the following expression

EOC = ln

(
∥Nnum

I(h) −Nnum
2I(h)∥

∥Nnum
2I(h) −Nnum

4I(h)∥

)
/ ln(2), (2.68)
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where, the total number of particles created by the Finite volume scheme (2.21) with a

mesh of I(h) number of cells is denoted by Nnum
I(h) . For the simulations computational

domain [1e−3,10] and time t = 100 are taken. As expected from mathematical results

first order error estimates is noticed in all the examples. It should be also mentioned the

EOC is computed for several other values of α, K and S . However, similar observations

are marked in all the cases. Therefore, results are omitted here.

Test Case 1: Consider the constant coagulation kernel,i.e., K(x, y) = 1 with selection

function S(x) = x, x2. The numerical EOC for uniform meshes is shown in Table 2.1. It

is clear from the table that the FVS produces first-order convergence.

S(x) = x

Cells Error EOC

30 - -

60 1.0295 -

120 0.1489 0.8714

240 0.0111 0.9850

480 0.0022 0.9988

S(x) = x2

Cells Error EOC

30 - -

60 0.0358 -

120 0.0094 0.9884

240 0.0012 0.9953

480 0.0001 0.9990

Table 2.1: EOC for Test Case 1

Test Case 2: Now, we assume sum coagulation kernel,i.e.,K(x, y) = x+y with selection

functions S(x) = x, x2. The error and EOC of the scheme are reported in Table 2.2, and

again it is observed that the EOC is 1 for the finite volume scheme for a CMBE.
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S(x) = x

Cells Error EOC

30 - -

60 1.2652 -

120 0.2495 0.8721

240 0.0342 0.9713

480 0.0054 0.9952

S(x) = x2

Cells Error EOC

30 - -

60 0.0677 -

120 0.0194 0.9606

240 0.0026 0.9794

480 0.0006 0.9949

Table 2.2: EOC for Test Case 2
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Chapter 3

Finite Volume Scheme for Coagulation-

Fragmentation Equation with Singular

Rates

Bourgade et al. [50] considered the binary coagulation and binary fragmentation equation

and showed the convergence analysis for locally bounded kernels using the compactness

method. Additionally, they proved the first-order error estimation for the finite volume

scheme when kernels belong to W 1,∞
loc .

The motivation for this chapter is the study of their extension. Hence, here we discuss

the weak convergence analysis for the binary coagulation and multiple fragmentation

equation (1.7) having the singular breakage kernel. In addition, the error analysis is

demonstrated when kernels belong to space W 1,∞
loc . It is important to mention that the fi-

nite volume method is deployed on the non-conservative divergence form of the equation.

The chapter is organized as follows. The non-conservative formulation of the com-

bined coagulation and multiple fragmentation equations is discussed in Section 3.1 to-

gether with the numerical approximations. Further in Section 3.2, the main result of
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convergence analysis is explained for the approximated solutions using the weak com-

pactness argument. Section 3.3 deals with the first-order error estimation theoretically

for a uniform mesh which is verified numerically in Section 3.4.

3.1 Non-conservative Formulation
Thanks to the Leibniz integral rule, CMBE (1.7) for continuous coagulation-multiple

fragmentation processes can be written in divergence form in terms of the mass density

xc(t, x) as

x∂c(t, x)

∂t
= −∂C(c)(t, x)

∂x
+
∂F(c)(t, x)

∂x
, (t, x) ∈ R2

>0 :=]0,∞[2 (3.1)

where the continuous fluxes are being taken as

C(c)(t, x) :=
∫ x

0

∫ ∞

x−u

uK(u, v)c(t, u)c(t, v)dvdu, (3.2)

for aggregation and for the breakage, the following form is obtained

F(c)(t, x) :=

∫ x

0

∫ ∞

x

uB(u, v)S(v)c(t, v)dvdu. (3.3)

Similar to the previous chapter, the following assumptions on kinetic parameters are taken

K ∈ L∞
loc(R>0 × R>0), (3.4)

S ∈ L∞
loc(R>0) and S(x) = x1+α, (3.5)

and

B(x, y) =
α + 2

y

(
x

y

)α

, for 0 < x < y, (3.6)

where α ∈ (−1, 0]. Now, in the next subsection, a numerical method to solve the equation

(3.1) is described. For this a finite volume approximation [54] is taken for the volume

variable x while an explicit Euler method is used to discretize the time variable t.

3.1.1 Numerical approximation

In order to consider the more realistic case, in this section, the coagulation part is trun-

cated non-conservatively as

CR
nc(c)(t, x) :=

∫ x

0

∫ R

x−u

uK(u, v)c(t, u)c(t, v)dvdu (3.7)
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by replacing ∞ for a positive real constant R in the equation (3.2). While for the break-

age, using R, equation (3.3) leads to a conservative approximation as

FR
c (c)(t, x) :=

∫ x

0

∫ R

x

uB(u, v)S(v)c(t, v)dvdu. (3.8)

Thus, the coupled non-conservative form of the truncation is governed by
x∂c

∂t
= −∂CR

nc(c)
∂x

+ ∂FR
c (c)
∂x

, (t, x) ∈ R>0×]0, R];

c(0, x) = cin(x), x ∈]0, R].

(3.9)

Such truncation is chosen so that it enables for the simulation of gelation phenomena. Al-

though, it depends on mainly the higher rate of kernels K and B, it should be mentioned

here that flux (3.7) leads to the decrease in total mass in the system while expression (3.8)

yields the total mass conservation. One can easily verify these by having

d

dt

∫ R

0

xc(t, x)dx = −CR
nc(c)(t, R) ≤ 0

in case of pure coagulation and

d

dt

∫ R

0

xc(t, x)dx = 0

for the pure breakage case.

Now, to apply the numerical scheme and to discretize the volume variable of the

equation (3.9), consider a partitioning of the truncated computational range (0, R] into

tiny cells Λh
i =]xi−1/2, xi+1/2], i = 0, 1, 2, ..., Ih, where x−1/2 = 0, xIh+1/2 = R, ∆xi =

xi+1/2 − xi−1/2 ≤ h for 0 < h < 1. For integers i and j, let us introduce xi+1/2 − xj ∈

Λh
γi,j

, where γi,j ∈ {0, . . . , Ih}.

For non-uniform mesh, introduce δh = min∆xi and consider a positive constant L as

h

δh
≤ L, (3.10)

while for the uniform mesh, i.e., ∆xi = h ∀ i, one obtains that xi−1/2 = ih and γi,j = i−j.

Further, for discretizing the time variable t, assuming ∆t being the time step and truncated
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time domain [0, T ], we have T = ∆tN for a large N ∈ N. Consider τn := [tn, tn+1[ as a

time interval having tn = n∆t, n ≥ 0.

By having the above discretizations for volume variable x and time t, let us begin

with the study of FVS for the Eq.(3.9). Consider cni as an approximation of c(t, x) in

ith cell at t ∈ τn. Further, for the kinetic parameters K,B, and S, for the time being,

assume the discretized form as K(u, v) ≈ Kh(u, v) = Kj,i, S(v) ≈ Sh(v) = Si and

B(u, v) ≈ Bh(u, v) = Bj,i for v ∈ Λh
i and u ∈ Λh

j .

The following equation is obtained by integrating Eq.(3.9) with respect to x and t∫ tn+1

tn

∫ xi+1/2

xi−1/2

∂(xc(t, x))

∂t
dx dt =−

∫ tn+1

tn

∫ xi+1/2

xi−1/2

∂CR
nc(c)(t, x)

∂x
dx dt

+

∫ tn+1

tn

∫ xi+1/2

xi−1/2

∂FR
c (c)(t, x)

∂x
dx dt.

Simplifying the above equation leads to the following discretized formulation

∆xixi(c
n+1
i − cni ) = −∆t

(
Cn
i+1/2 − Cn

i−1/2

)
+∆t

(
Fn

i+1/2 −Fn
i−1/2

)
(3.11)

where Cn
i+1/2 and Fn

i+1/2 are the approximations of continuous fluxes CR
nc(c)(x) and FR

c (c)(x).

Therefore, these are computed as

CR
nc(c)(xi+1/2) =

∫ xi+1/2

0

∫ R

xi+1/2−u

uK(u, v)c(u)c(v)dv du

=
i∑

j=0

∫
Λh
j

uc(u)
Ih∑

K=γi,j

∫
Λh
k

K(u, v)c(v)dv du

≈
i∑

j=0

Ih∑
k=γi,j

xjKj,kc
n
j c

n
k∆xj∆xk := Cn

i+1/2. (3.12)

Similarly, for the breakage,

FR
c (c)(xi+1/2) =

∫ xi+1/2

0

∫ R

xi+1/2

uB(u, v)S(v)c(v)dv du

=
i∑

j=0

∫
Λh
j

Ih∑
k=i+1

∫
Λh
k

uS(v)c(v)B(u, v)dv du

≈
i∑

j=0

Ih∑
k=i+1

xjSkBj,kc
n
k∆xk∆xj := Fn

i+1/2. (3.13)
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Also, the initial condition is approximated as

cini =
1

△xi

∫
Λh
i

cin(x)dx, i ∈ {0, . . . , Ih}.

Then a function ch on [0, T ]×]0, R] is defined as in 2.14 and also noting that

ch(0, ·) =
Ih∑
i=0

cini χΛh
i
(·) → cin ∈ L1]0, R] as h→ 0.

Further, the discrete forms of aggregation, fragmentation and selection functions are taken

as defined in Eqs.(2.15-2.17).

3.2 Convergence of Solutions
Below, the main findings of this work, i.e., the sequence of approximated functions con-

verges to a weak solution of the continuous problem (3.9) is discussed.

Theorem 3.2.1. Assume that cin ∈ X+. Let the kernels K, S and B satisfy, (3.4), (3.5),

and (3.6), respectively. Also assuming that under the time step ∆t and for a constant

θ > 0, the following stability condition

C(R, T )∆t ≤ θ < 1, (3.14)

holds where

C(R, T ) := max(M,α+ 2) max(∥K∥∞, 1)∥cin∥L1 eη∥S∥L∞T +R1+αη. (3.15)

Then through the extraction of a subsequence,

ch → c in L∞(0, T ;L1 ]0, R]),

for c being the weak solution to (3.9) on [0, T ] with initial condition cin. This implies

that, the function c ≥ 0 satisfies∫ T

0

∫ R

0

xc(t, x)
∂φ

∂t
(t, x)dx dt+

∫ R

0

xcin(x)φ(0, x)dx

+

∫ T

0

∫ R

0

[CR
nc(t, x)−FR

c (t, x)]
∂φ

∂x
(t, x)dx dt =

∫ T

0

CR
nc(t, R)φ(t, R)dt

(3.16)

for φ being the smooth functions having compact support in [0, T [×[0, R].
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By following the above theorem, the main task here certainly is to establish (ch)⇀ c

in L1(0, R) as h and ∆t go to zero. The idea is picked from the Dunford-Pettis theorem

that provides the guarantee for weak sequential compactness in L1.

For proving Theorem 3.2.1, it is enough to establish the equiboundedness and the

equiintegrability of the family ch in L1 as given in (2.25) and (2.26), respectively. Let us

begin with the proof of non-negativity and the equiboundedness of the function ch in the

following proposition. In order to proceed this, let us denote Xh(x) = xi for x ∈ Λh
i .

Proposition 3.2.2. Let us consider that the stability condition (3.14) holds for the time

step ∆t. Also, assuming that the growth conditions on kernels satisfy (3.4)-(3.6). Then

function ch ≥ 0 follows∫ R

0

Xh(x)ch(t, x)dx ≤
∫ R

0

Xh(x)ch(s, x)dx ≤
∫ R

0

Xh(x)ch(0, x)dx =: µin
1 , (3.17)

where 0 ≤ s ≤ t ≤ T. Also, the following estimates obtained∫ R

0

ch(t, x)dx ≤ ∥cin∥L1 eη∥S∥L∞ t. (3.18)

Proof. The non-negativity and the equiboundedness of the function ch are shown here by

using induction. It is known that ch(0) ∈ L1]0, R] and is non-negative at t = 0.Assuming

further that ch(tn) ≥ 0 and∫ R

0

ch(tn, x)dx ≤ ∥cin∥L1 eη∥S∥L∞ tn . (3.19)

Then, our first aim is to prove that ch(tn+1) ≥ 0. Firstly, consider the boundary cell

with index i = 0. By (3.12) and (3.13), we have Cn
i±1/2 ≥ 0, Fn

i±1/2 ≥ 0. Therefore, in

this case, from the equation (3.11) and by using the fluxes at boundaries, we obtain

x0c
n+1
0 =x0c

n
0 −

∆t

∆x0
Cn
1/2 +

∆t

∆x0
Fn

1/2

≥x0cn0 −
∆t

∆x0
Cn
1/2

≥
(
1−∆t

Ih∑
k=0

∆xkK0,kc
n
k

)
x0c

n
0 .
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Now, having the condition on ∆t (3.14) and from equation (3.19), the non-negativity of

cn+1
0 follows. For i ≥ 1, one has

xic
n+1
i = xic

n
i −

∆t

∆xi

(
Cn
i+1/2 − Cn

i−1/2

)
+

∆t

∆xi

(
Fn

i+1/2 −Fn
i−1/2

)
.

Following the equations (3.12), (3.13) and the non-negativity of ch(tn) imply that

−
Cn
i+1/2 − Cn

i−1/2

∆xi
=

1

∆xi

[
−

i∑
j=0

Ih∑
k=γi,j

xjKj,kc
n
j c

n
k∆xj∆xk +

i−1∑
j=0

Ih∑
k=γi−1,j

xjKj,kc
n
j c

n
k∆xj∆xk

]

=
1

∆xi

[
−

Ih∑
k=γi,i

xiKi,kc
n
i c

n
k∆xi∆xk +

i−1∑
j=0

γi,j−1∑
k=γi−1,j

xjKj,kc
n
j c

n
k∆xj∆xk

]

≥−
Ih∑
k=0

∆xkKi,kxic
n
kc

n
i , (3.20)

and

Fn
i+1/2 −Fn

i−1/2

∆xi
=

1

∆xi

[ i∑
j=0

Ih∑
k=i+1

xjSkBj,kc
n
k∆xj∆xk −

i−1∑
j=0

Ih∑
k=i

xjSkBj,kc
n
k∆xj∆xk

]

=
1

∆xi

[
−

i−1∑
j=0

xjSiBj,ic
n
i ∆xi∆xj +

Ih∑
k=i+1

xiSkBi,kc
n
k∆xk∆xi

]

≥−
i−1∑
j=0

SiBj,i∆xjxic
n
i , as xj < xi for j < i. (3.21)

By using the above bounds and then the assumptions taken in expressions (3.4), (3.6) and

(3.5) lead to

xic
n+1
i ≥

(
1−∆t

( Ih∑
k=0

∆xkKi,kc
n
k +

Ih∑
k=0

SiBk,i∆xk

))
xic

n
i

≥
(
1−∆t

(
∥K∥∞

Ih∑
k=0

∆xkc
n
k + ηR1+α

))
xic

n
i , for η =

α + 2

α + 1
.

Hence, following the stability condition (3.14) on ∆t and the L1 bound (3.19) give

ch(tn+1) ≥ 0. Further, by summing (3.11) over i and using the fluxes at boundaries, the

following time monotonicity result is obtained for the total mass from the non-negativity
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of ch as
Ih∑
i=0

∆xixic
n+1
i =

Ih∑
i=0

∆xixic
n
i −∆t Cn

Ih+1/2 ≤
Ih∑
i=0

∆xixic
n
i .

Next, it is shown that ch(tn+1) follows a similar estimate as (3.19). For this, multiply Eq.

(3.11) with the term ∆xi/xi and using summation over i, provide

Ih∑
i=0

∆xic
n+1
i =

Ih∑
i=0

∆xic
n
i −∆t

Ih∑
i=0

(
Cn
i+1/2 − Cn

i−1/2

)
xi

+∆t
Ih∑
i=0

(
Fn

i+1/2 −Fn
i−1/2

)
xi

.

(3.22)

The second component of the RHS of the above expression can be simplified as

−
Ih∑
i=0

(
Cn
i+1/2 − Cn

i−1/2

)
xi

≤ −
Ih∑
i=0

Cn
i+1/2

(
1

xi
− 1

xi+1

)
≤ 0, due to Cn

i+1/2 ≥ 0 ∀ i.

(3.23)

Now, dealing with third component, it leads to

Ih∑
i=0

Fn
i+1/2 −Fn

i−1/2

xi
≤

Ih∑
i=0

Ih∑
k=i+1

∆xi∆xkSkBi,kc
n
k .

Let us alter the order of summation and then using the conditions (3.5) and (3.6) on the

selection rate and fragmentation function, it is easy to see that

Ih∑
i=0

Fn
i+1/2 −Fn

i−1/2

xi
≤

Ih∑
k=0

∆xkc
n
k

k−1∑
i=0

∆xiSkBi,k

≤ ∥S∥L∞

Ih∑
k=0

∆xkc
n
k

∫ xk

0

B(x, xk)dx ≤ ∥S∥L∞
α + 2

α + 1

Ih∑
k=0

∆xkc
n
k . (3.24)

By using (3.23) and (3.24) into (3.22), we find that for η = α+2
α+1

Ih∑
i=0

∆xic
n+1
i ≤ (1 + η∥S∥L∞∆t)

Ih∑
i=0

∆xic
n
i .

Finally, having (3.19) at time tn and the relation 1 + z < exp(z) for all z > 0 provide

Ih∑
i=0

∆xic
n+1
i ≤ (1 + η∥S∥L∞∆t) ∥cin∥L1 e

η∥S∥L∞ tn ≤ ∥cin∥L1 e
η∥S∥L∞ tn+1

,

consequently, the outcome (3.18) is obtained.
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In order to prove uniform integrability of the family of solutions, let us denote a

particular class of convex functions as CV P,∞. Further, consider Φ ∈ C∞([0,∞)), a non-

negative and convex function which belongs to the class CV P,∞ and enjoys the following

properties:

(i) Φ(0) = 0, Φ′(0) = 1 and Φ′ is concave;

(ii) limp→∞ Φ′(p) = limp→∞
Φ(p)
p

= ∞;

(iii) for some λ ∈ (1, 2),

Tλ(Φ) := sup
p≥0

{
Φ(p)

pλ

}
<∞. (3.25)

Example of such a CV P,∞ function is Φ(p) = 2(1 + p) ln(1 + p) − p. It is given that,

cin ∈ L1 (0, R), therefore, by De La Vallée Poussin theorem, a convex function Φ ≥ 0

exists which satisfies
Φ(p)

p
→ ∞, as p→ ∞

and

I :=

∫ R

0

Φ(cin)(x)dx <∞. (3.26)

Now, in the following proposition, the equi-integrability is discussed.

Proposition 3.2.3. Let cin ≥ 0 ∈ L1]0, R] and the family (ch)(h,∆t) is expressed by

(2.14), where the relation (3.14) holds by ∆t. Then (ch) is weakly sequentially compact

in L1(]0, T [×]0, R]).

Proof. Our focus here is to obtain a similar result as (3.26) for the family of function ch.

The integral of Φ(ch) by using the sequence cni can be written as∫ T

0

∫ R

0

Φ(ch(t, x))dx dt =
N−1∑
n=0

Ih∑
i=0

∫
τn

∫
Λh
i

Φ

(N−1∑
k=0

Ih∑
j=0

ckjχΛh
j
(x)χτk(t)

)
dx dt

=
N−1∑
n=0

Ih∑
i=0

∆t∆xiΦ(c
n
i ).
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The convexity of the function Φ leads to the estimate

(
cn+1
i − cni

)
Φ

′
(cn+1

i ) ≥ Φ(cn+1
i )− Φ(cni ).

Now, multiply with ∆xi and having summation over i display the following equation

Ih∑
i=0

∆xi
[
Φ(cn+1

i )− Φ(cni )
]
≤

Ih∑
i=0

∆xi

[
(cn+1

i − cni )Φ
′
(cn+1

i )
]
.

By using discrete coagulation and fragmentation terms, it can further be rewritten as

Ih∑
i=0

∆xi
[
Φ(cn+1

i )− Φ(cni )
]
≤∥K∥L∞∆t

Ih∑
i=0

i−1∑
j=0

∆xjc
n
j

γi,j−1∑
k=γi−1,j

∆xkc
n
kΦ

′
(cn+1

i )

+ ∆t
Ih∑
i=0

Ih∑
k=i+1

SkBi,kc
n
k∆xk∆xiΦ

′
(cn+1

i ). (3.27)

For the coagulation component, i.e., the first part on the RHS of Eq.(3.27), altering the

order of summation and the convexity result given as in Lemma 2.4.4 enable us to have

∥K∥L∞∆t
Ih∑
i=0

i−1∑
j=0

∆xjc
n
j

γi,j−1∑
k=γi−1,j

∆xkc
n
kΦ

′
(cn+1

i )

≤∥K∥L∞∆t
Ih∑
j=0

∆xjc
n
j

Ih∑
i=j+1

γi,j−1∑
k=γi−1,j

∆xk[Φ(c
n
k) + Φ(cn+1

i )],

and

Ih∑
i=j+1

γi,j−1∑
k=γi−1,j

∆xkΦ(c
n
k) =

γ
Ih,j

−1∑
k=γj,j

∆xkΦ(c
n
k) ≤

Ih∑
k=0

∆xkΦ(c
n
k). (3.28)

Further, to simplify the term

Ih∑
i=j+1

γi,j−1∑
k=γi−1,j

∆xkΦ(c
n+1
i ),

we proceed as follows. Notice that

γi,j−1∑
k=γi−1,j

∆xk = xγi,j−1/2 − xγi−1,j−1/2,
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where xi+1/2 − xj and xi−1/2 − xj represent xγi,j−1/2 and xγi−1,j−1/2 as left point approx-

imations. Hence, by following [50], the inequality

xγi,j−1/2 − xγi−1,j−1/2 ≤ Q∆xi

holds for Q = 1 + L or Q = 2. Therefore,

Ih∑
i=j+1

γi,j−1∑
k=γi−1,j

∆xkΦ(c
n+1
i ) ≤ Q

Ih∑
i=0

∆xiΦ(c
n+1
i ). (3.29)

Again, using the convexity results on fragmentation term in the equation (3.27), growth

conditions (3.5)-(3.6) on selection and breakage functions and changing the order of sum-

mation yield

∆t
Ih∑
i=0

Ih∑
k=i+1

SkBi,kc
n
k∆xk∆xiΦ

′
(cn+1

i ) =(α + 2)∆t
Ih∑
i=0

Ih∑
k=i+1

xαi c
n
k∆xk∆xiΦ

′
(cn+1

i )

≤ (α + 2)∆t
Ih∑
k=0

cnk∆xk

k−1∑
i=0

∆xi[Φ(c
n+1
i ) + Φ(xαi )]

≤ (α + 2)∆t
Ih∑
k=0

cnk∆xk

 Ih∑
i=0

Φ(cn+1
i )∆xi +

k−1∑
i=0

Φ(xαi )∆xi

 .

(3.30)

Let us assess the two expressions on the RHS of equation (3.30) separately. The first

summation is evaluated as

(α + 2)∆t
Ih∑
k=0

cnk∆xk

Ih∑
i=0

Φ(cn+1
i )∆xi ≤ (α + 2)∥cin∥L1 eη∥S∥L∞ t∆t

Ih∑
i=0

Φ(cn+1
i )∆xi.

(3.31)

Using the Proposition 3.3, for the second term, we proceed as follows

(α + 2)∆t
Ih∑
k=0

∆xkc
n
k

k−1∑
i=0

Φ(xαi )∆xi =(α + 2)∆t
Ih∑
k=0

∆xkc
n
k

k−1∑
i=0

Φ(xαi )

xλαi
xλαi ∆xi

≤(α + 2)∆tTλ(Φ)
Ih∑
k=0

∆xkc
n
k

k−1∑
i=0

xλαi ∆xi (by having (4.26))
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≤(α + 2)∆tTλ(Φ)
Ih∑
k=0

∆xkc
n
k

∫ xk

0

xλαdx

=
(α + 2)

(λα + 1)
∆tTλ(Φ)

Ih∑
k=0

cnkx
λα+1
k ∆xk

≤ (α + 2)

(λα + 1)
∆tTλ(Φ)

( Ih∑
k=0

cnk∆xk +
Ih∑
k=0

xkc
n
k∆xk

)
≤ (α + 2)

(λα + 1)
∆tTλ(Φ)

(
∥cin∥L1 eη∥S∥L∞ t + µin

1

)
.

(3.32)

Consequently, all the results (3.28)-(3.32) used in (3.27) lead to
Ih∑
i=0

∆xi
[
Φ(cn+1

i )− Φ(cni )
]
≤ ∥K∥L∞∆t

Ih∑
j=0

∆xjc
n
j

( Ih∑
i=0

∆xiΦ(c
n
i ) +Q

Ih∑
i=0

∆xiΦ(c
n+1
i )

)

+ (α + 2)∥cin∥L1 eη∥S∥L∞ t∆t
Ih∑
i=0

∆xiΦ(c
n+1
i )

+
(α + 2)

(λα + 1)
∆tTλ(Φ)

(
∥cin∥L1 eη∥S∥L∞ t + µin

1

)
. (3.33)

It can further be simplified as(
1−Q∗N∗∥cin∥L1 eη∥S∥L∞T∆t

) Ih∑
i=0

∆xiΦ(c
n+1
i )

≤
(
1 + ∥K∥L∞∥cin∥L1 eη∥S∥L∞T∆t

) Ih∑
i=0

∆xiΦ(c
n
i )

+
(α + 2)

(λα + 1)
∆tTλ(Φ)

(
∥cin∥L1 eη∥S∥L∞ t + µin

1

)
, (3.34)

where Q∗ and N∗ denote max(Q,α + 2) and max(∥K∥L∞ , 1), respectively. The former

inequality implies that
Ih∑
i=0

∆xiΦ(c
n+1
i ) ≤ A

Ih∑
i=0

∆xiΦ(c
n
i ) +B (3.35)

where

A =

(
1 + ∥K∥L∞∥cin∥L1 eη∥S∥L∞T∆t

)
(
1−Q∗N∗∥cin∥L1 eη∥S∥L∞T∆t

) and B =

(α + 2)∆tTλ(Φ)

(
∥cin∥L1 eη∥S∥L∞ t + µin

1

)
(λα + 1)

(
1−Q∗N∗∥cin∥L1 eη∥S∥L∞T∆t

) .
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Hence, the following is obtained

Ih∑
i=0

∆xiΦ(c
n
i ) ≤ An

Ih∑
i=0

∆xiΦ(c
in
i ) +B

An−1 − 1

A− 1
.

By using Jensen’s inequality and (3.26), finally we get∫ R

0

Φ(ch(t, x)) dx ≤An

Ih∑
i=0

∆xiΦ

(
1

∆xi

∫
Λh
i

cin(x)dx

)
+B

An−1 − 1

A− 1

≤An

Ih∑
i=0

∫
Λh
i

Φ(cin(x))dx+B
An−1 − 1

A− 1

=AnI +B
An−1 − 1

A− 1
<∞, for all t ∈ [0, T ].

Thus, applying the Dunford-Pettis theorem, one can say that the sequence (ch)h∈(0,1)

is weakly compact in L1. This guarantees that a subsequence of (ch)h∈(0,1) exists and

c ∈ L1(]0, T [×]0, R]) is such that ch ⇀ c for h→ 0.

Remark 3.2.4. By a diagonal procedure, subsequences of (ch)h,(Kh)h and (Bh)h can be

extracted such that

Kh(z1, z2) → K(z1, z2) and Bh(z1, z2) → B(z1, z2),

for almost every (z1, z2) ∈ (0, R)× (0, R) as h→ 0.

Now, we show that the discrete aggregation and fragmentation fluxes converge weakly

to the continuous fluxes written in terms of the function ch. In order to do so, some point

approximations are used which are given below. The notations of the midpoint, right and

left approximations are in (2.43-2.45). Also, define

Θh : (x, z) ∈ ]0, R[2 → Θh(x, z) =
Ih∑
i=0

i∑
j=0

xγi,jχΛh
i
(x)χΛh

j
(z).

Note that the above approximations converge pointwise to x, ∀ x ∈]0, R[ as h → 0.

Further, ∀ (z1, z2) ∈ ]0, R[2, one has
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Θh : (z1, z2) → z1 − z2, z1 ≥ z2,

Θh : (z1, z2) → 0, z1 ≤ z2.

Thanks to the Dunford-Pettis and Egorov theorems, the Lemma 2.1.5 is also needed to

exhibit the convergence of the truncated flux towards the continuous flux. Finally, the

following result explains the convergence of the numerical fluxes. For this, definitions of

ch, Kh, Bh and Sh given by (2.14), (2.15), (2.16) and (2.17), respectively, are considered.

Lemma 3.2.5. Consider the approximations of the coagulation term as

Ch(t, x) =

∫ R

0

∫ R

0

χ[0,Ξh(x)](u)χ[Θh(x,u),R](v)X
h(u)Kh(u, v)ch(t, u)ch(t, v)dvdu,

and for the fragmentation

Fh(t, x) =

∫ R

0

∫ R

0

χ[0,Ξh(x)](u)χ[Ξh(x),R](v)X
h(u)Bh(u, v)Sh(v)ch(t, v)dvdu.

Subsequently, a subsequence of (ch)h∈(0,1) exists, which

Ch ⇀ CR
nc and Fh ⇀ FR

c

in L1(]0, T [×]0, R]) as h→ 0.

Proof. Before we begin the proof, it is worth noting that the terms Ch(t, x) and Fh(t, x)

coincide with the terms Cn
i and Fn

i , respectively, whenever t ∈ τn and x ∈ Λh
i . It is

straightforward to notice that

Ch(t, x) =

∫ xi+1/2

0

∫ R

Θh(x,u)

Xh(u)Kh(u, v)ch(t, v)ch(t, u)dvdu,

=
i∑

j=0

∫
Λh
j

Ih∑
k=γi,j

∫
Λh
k

[
Xh(u)

( Ih∑
a=0

Ih∑
b=0

Ka,bχΛh
a
(u)χΛh

b
(v)

)( Ih∑
b=0

cbχΛh
b
(v)

)( Ih∑
a=0

cnaχΛh
a
(u)

)]
dvdu

=
i∑

j=0

Ih∑
k=γi,j

∫
Λh
j

∫
Λh
k

xjKj,kc
n
j c

n
kdvdu = Cn

i+1/2,

while

Fh(t, x) =

∫ xi+1/2

0

∫ R

xi+1/2

Xh(u)Bh(u, v)Sh(v)ch(t, v)dvdu
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=
i∑

j=0

∫
Λh
j

Ih∑
k=i+1

∫
Λh
k

[
Xh(u)

( Ih∑
a=0

Ih∑
b=0

Ba,bχΛh
a
(u)χΛh

b
(v)

)( Ih∑
b=0

SbχΛh
b
(v)

)( Ih∑
b=0

cnbχΛh
b
(v)

)]
dvdu

=
i∑

j=0

Ih∑
k=i+1

∫
Λh
j

∫
Λh
k

xjBj,kSkc
n
kdvdu = Fn

i+1/2.

Moving further, by following Remark 3.6, we know that for (t, x) ∈]0, T [×]0, R] and

(u, v) ∈]0, R]×]0, R] almost everywhere, the sequence Xh(·)Kh(·, v) is bounded in L∞.

Also,

χ[0,Ξh(x)](u)χ[Θh(x,u),R](v)X
h(u)Kh(u, v) → χ[0,x](u)χ[x−u,R](v)uK(u, v)

as h→ 0. Hence, having Lemma 2.1.5 leads to∫ R

0

χ[0,Ξh(x)](u)χ[Θh(x,u),R](v)X
h(u)Kh(u, v)ch(t, u)du

→
∫ R

0

χ[0,x](u)χ[x−u,R](v)uK(u, v)c(t, u)du. (3.36)

The above expression entails that (3.36) holds for every (t, x) ∈ (]0, T [×]0, R]) as well

as almost every v and ch converges weakly. Again using Lemma 2.1.5, it yields

Ch(t, x) → CR
nc(t, x)

for every (t, x) ∈ (]0, T [×]0, R]). Note that the weak convergence for Ch follows by this

pointwise convergence. A similar approach shows the convergence of Fh as below,

Xh(·)Bh(·, v)Sh(v) = (α + 2)x
xα

vα+1
vα+1 = (α + 2)x1+α ∈ L∞]0, R] for almost all v ∈]0, R].

Since, the above is uniformly bounded and

χ[0,Ξh(x)](u)χ[Ξh(x),R](v)X
h(u)Bh(u, v)Sh(v) → χ[0,x](u)χ[x,R](v)uB(u, v)S(v)

pointwise almost everywhere as h→ 0. Hence, one has∫ R

0

χ[0,Ξh(x)](u)χ[Ξh(x),R](v)X
h(u)Bh(u, v)Sh(v)du

→
∫ R

0

χ[0,x](u)χ[x,R](v)uB(u, v)S(v)du (3.37)
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which holds for every (t, x) ∈ (]0, T [×]0, R]) and almost every v. We also know that ch

weakly converges to c in L1]0, R]. So, applying Lemma 2.1.5 entails that∫ R

0

χ[0,Ξh(x)](u)χ[Ξh(x),R](v)X
h(u)Bh(u, v)Sh(v)ch(t, v)dvdu

→
∫ R

0

χ[0,x](u)χ[x,R](v)uB(u, v)S(v)c(t, v)dvdu, (3.38)

and therefore,

Fh(t, x) → FR
c (t, x)

for every (t, x) ∈ (]0, T [×]0, R]). Thanks to boundedness of Fh, the pointwise con-

vergence gives weak convergence. Finally, we may demonstrate the main Theorem 3.2.1

below. For the proof, a compactly supported test function φ ∈ C1([0, T [×[0, R]) is taken.

The function φ is having the compact support over t ∈ [0, tN−1] for small enough time

step ∆t. Let us consider finite volume and left endpoint approximations for time and

space variables of φ on τn × Λh
i by

φn
i :=

1

∆t

∫ tn+1

tn

φ(t, xi−1/2)dt.

Now, a multiplication of Eq.(3.11) by φn
i & taking summations over n & i provide

N−1∑
n=0

Ih∑
i=0

[
∆xixi(c

n+1
i − cni )φ

n
i +∆t

(
Cn
i+1/2 − Cn

i−1/2

)
φn
i −∆t

(
Fn

i+1/2 −Fn
i−1/2

)
φn
i

]
= 0.

Moreover, upon expanding the summations for each i and n, a discrete integration by

parts yields

N−1∑
n=0

Ih∑
i=0

∆xixic
n+1
i (φn+1

i − φn
i ) +

N−1∑
n=0

Ih−1∑
i=0

∆t[Cn
i+1/2 −Fn

i+1/2](φ
n+1
i+1 − φn

i )

+
Ih∑
i=0

∆xixic
in
i φ

0
i −

N−1∑
n=0

∆t Cn
Ih+1/2φ

n
Ih = 0. (3.39)

The first and third expressions of the above equation are simplified using only the function

ch while remaining terms are expressed in terms of the functions ch and Fh. For the first
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part, consider

N−1∑
n=0

Ih∑
i=0

∆xixic
n+1
i (φn+1

i − φn
i ) +

Ih∑
i=0

∆xixic
in
i φ

0
i =

N−1∑
n=0

Ih∑
i=0

∫
τn+1

∫
Λh
i

Xh(x)ch(t, x)
φ(t, ξh(x))− φ(t−∆t, ξh(x))

∆t
dxdt

+
Ih∑
i=0

∫
Λh
i

Xh(x)ch(0, x)
1

∆t

∫ ∆t

0

φ(t, ξh(x))dtdx,

which can be further rewritten as

N−1∑
n=0

Ih∑
i=0

∆xixic
n+1
i (φn+1

i − φn
i ) +

Ih∑
i=0

∆xixic
in
i φ

0
i =∫ T

∆t

∫ R

0

Xh(x)ch(t, x)
φ(t, ξh(x))− φ(t−∆t, ξh(x))

∆t
dxdt

+

∫ R

0

Xh(x)ch(0, x)
1

∆t

∫ ∆t

0

φ(t, ξh(x))dtdx. (3.40)

Since, the derivative of φ is bounded and φ ∈ C1([0, T [×[0, R]) is having compact sup-

port, thus
1

∆t

∫ ∆t

0

φ(t, ξh(x))dt→ φ(0, x) as max{h,∆t} → 0

uniformly with respect to t and x. Since, ch(0, x) → cin in L1]0, R], Lemma 2.1.5 yields∫ R

0

Xh(x)ch(0, x)
1

∆t

∫ ∆t

0

φ(t, ξh(x))dtdx→
∫ R

0

xcin(x)φ(0, x)dx

as Xh(x) converges pointwise in [0, R]. To treat the first part on the RHS of (3.40), used

the expansion of the function φ through a Taylor series provides

φ(t, ξh(x))− φ(t−∆t, ξh(x))

∆t

=
φ(t, x) + (x− ξh(x))∂φ

∂x
− φ(t, x) + ∆t∂φ

∂t
− (x− ξh(x))∂φ

∂x
+O(h∆t)

∆t
,

which means that, as max {h,∆t} → 0,

φ(t, ξh(x))− φ(t−∆t, ξh(x))

∆t
→ ∂φ

∂t
(t, x)
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uniformly. Again an application of Lemma 2.1.5 and from Proposition 3.2.3, one has∫ T

0

∫ R

0

Xh(x)ch(t, x)
φ(t, ξh(x))− φ(t−∆t, ξh(x))

∆t
dx dt→

∫ T

0

∫ R

0

xc(t, x)
∂φ

∂t
(t, x)dx dt.

Therefore,∫ T

∆t

∫ R

0

Xh(x)ch(t, x)
φ(t, ξh(x))− φ(t−∆t, ξh(x))

∆t︸ ︷︷ ︸
A

dx dt =

∫ T

0

∫ R

0

Adx dt−
∫ ∆t

0

∫ R

0

Adx dt→
∫ T

0

∫ R

0

xc(t, x)
∂φ

∂t
(t, x)dx dt

is established. At the end, taking the remaining terms of the equation (3.39) and writing

them in terms of Ch and Fh lead to

N−1∑
n=0

Ih−1∑
i=0

∆t[Cn
i+1/2 −Fn

i+1/2](φ
n
i+1 − φn

i )−
N−1∑
n=0

∆tCn
Ih+1/2φ

n
Ih

=
N−1∑
n=0

Ih−1∑
i=0

∫
τn

∫
Λh
i

[Cn
i+1/2 −Fn

i+1/2]
1

∆xi

[
φ(t, xi+1/2)− φ(t, xi−1/2)

]
dxdt

−
N−1∑
n=0

∫
τn

Cn
Ih+1/2φ(t, R−∆xIh)dt

=

∫ T

0

∫ R−∆x
Ih

0

[Ch(t, x)−Fh(t, x)]
∂φ

∂x
(t, x)dxdt−

∫ T

0

Ch(t, R)φ(t, R−∆xIh)dt.

Finally, thanks to Lemma 3.2.5, the weak convergence for the fluxes Ch ⇀ CR
nc and

Fh ⇀ FR
c exist in L1(]0, T [×]0, R]) which determine∫ T

0

∫ R−∆x
Ih

0

[Ch(t, x)−Fh(t, x)]
∂φ

∂x
(t, x)dxdt−

∫ T

0

Ch(t, R)φ(t, R−∆xIh)dt

=

(∫ T

0

∫ R

0

−
∫ T

0

∫
∆x

Ih

)
[Ch(t, x)−Fh(t, x)]

∂φ

∂x
(t, x)dxdt−

∫ T

0

Ch(t, R)φ(t, R−∆xIh)dt

→
∫ T

0

∫ R

0

[CR
nc −FR

c ]
∂φ

∂x
(t, x)dxdt−

∫ T

0

CR
nc(t, R)φ(t, R)dt as h→ 0.

It thus completes the validation of Theorem 3.2.1 as all the terms in the equation (3.16)

are obtained.
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3.3 Error Analysis
Here, we have discussed the error estimates for the coagulation and multiple fragmenta-

tion equations. It is important to mention here that, for the coagulation, results are taken

from [50]. So, our focus is to develop the study for multiple breakage model and com-

bine the findings with the outcomes of [50] for coagulation. Taking the uniform mesh is

essential for estimating the error component, i.e., ∆xi = h ∀i ∈ {0, 1, 2, . . . , Ih}. The

following theorem provides the first order error estimates by taking some assumptions

about the kernels and initial datum.

Theorem 3.3.1. Let the coagulation and fragmentation kernels holdK,B ∈ W 1,∞
loc (R+×

R+) and selection rate, initial datum S, cin ∈ W 1,∞
loc (R+). Moreover, stability condition

(3.14) on ∆t and uniform mesh are considered. Then, the following error estimates

∥ch − c∥L∞(0,T ;L1(0,R)) ≤ D(T,R)(h+∆t) (3.41)

holds, where c is the weak solution to (1.7) and D(T,R) is a constant depending on R

and T .

Before proving the theorem, consider the following proposition, which estimates the

approximate solution ch and the exact solution c with certain additional assumptions.

These computations are significant in predicting the error.

Proposition 3.3.2. Assume that kinetic parameters K,B ∈ L∞
loc(R+ × R+) and S ∈

L∞
loc(R+) and the condition (3.14) holds for time step ∆t. Also, let the function cin is

restricted in L∞
loc. Then, solutions ch and c to (1.7) are bounded in (0, T )× (0, R) as

∥ch∥L∞((0,T )×(0,R)) ≤ D(T,R), ∥c∥L∞((0,T )×(0,R)) ≤ D(T,R).

Furthermore, if the kernels K,B ∈ W 1,∞
loc (R+ × R+) and S, cin ∈ W 1,∞

loc (R+). Then the

following inequality holds:

∥c∥W 1,∞(0,R) ≤ D(T,R). (3.42)
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Proof. The aim is to bound the solution c of the continuous equation (1.7). For this,

integrating Eq. (3.9) concerning the time variable and leaving the negative terms out

yield

c(t, x) ≤ cin(x) +
1

2

∫ t

0

∫ x

0

K(y, x− y)c(s, y)c(s, x− y)dy ds+

∫ t

0

∫ R

x

B(x, y)S(y)c(s, y)dy ds.

Thus, it follows

sup
x∈( 0, R)

c(t, x) ≤ cin(x) + ∥BS∥L∞∥c∥∞,1t︸ ︷︷ ︸
α(t)

+ ∥K∥L∞∥c∥∞,1︸ ︷︷ ︸
β

∫ t

0

sup
y∈( 0,R)

c(s, y) ds,

where ∥c∥∞,1 symbolizes the norm of c in L∞(0, T ;L1( 0, R) ). Subsequently, using

Gronwall’s lemma and integration by parts lead to accomplish the proof as

sup
x∈( 0,R)

c(t, x) ≤ α(t) +

∫ t

0

α(s)βe
∫ t
s β dr ds

≤ α(t) + β
[α(s)eβ(t−s)

−β

∣∣∣t
0
−
∫ t

0

∥SB∥L∞∥c∥∞,1
eβ(t−s)

−β
ds
]

≤ α(0)eβt +
∥BS∥L∞∥c∥∞,1

β
[(eβt − 1)].

Therefore,

∥c∥L∞((0,T )×( 0,R) ) ≤ D(T,R).

Now, moving to the conclusion of an estimate of (3.42). To obtain this, firstly we integrate

Eq. (3.9) with respect to time variable t and then differentiate it with respect to the volume

variable x. Hence, the maximum value over the domain of x is achieved as∥∥∥∥ ∂c∂x(x)
∥∥∥∥
L∞

≤
∥∥∥∥∂cin∂x

∥∥∥∥
L∞

+
{1
2
∥K∥L∞∥c∥2L∞ + 2∥K∥W 1,∞∥c∥L∞∥c∥∞,1R + ∥BS∥L∞∥c∥L∞

+ 2∥B∥W 1,∞∥S∥L∞∥c∥∞,1R + ∥S∥W 1,∞∥c∥L∞

}
t

+ (2∥K∥L∞∥c∥∞,1R + ∥S∥L∞)

∫ t

0

∥∥∥∥ ∂c∂x
∥∥∥∥
L∞

ds.

An application of Gronwall’s lemma as used in the priori boundedness of c is enough to

establish (3.42).

66



Chapter 3

Next, we proceed to write the continuous expressions for the following discrete coag-

ulation and fragmentation terms given in (3.11), for a uniform mesh

−
Cn
i+1/2 − Cn

i−1/2

h
= h

i−1∑
j=0

xjKj,i−j−1c
n
i c

n
i−j−1 − h

Ih∑
j=0

xiKi,jc
n
i c

n
j , (3.43)

and

Fn
i+1/2 −Fn

i−1/2

h
= −

i−1∑
j=0

xjSiBj,ic
n
i ∆xj +

Ih∑
j=i+1

xiSjBi,jc
n
j∆xj. (3.44)

The following lemma solves our purpose.

Lemma 3.3.3. Consider the initial condition cin ∈ W 1,∞
loc and uniform mesh, ∆xi = h

∀i. Also assuming that K, B, and S follow the conditions K,B, S ∈ W 1,∞
loc . Let (s, x) ∈

τn × Λh
i , where n ∈ {0, 1, . . . , N − 1}, i ∈ {0, 1, 2, . . . , Ih}. Then

−
Cn
i+1/2 − Cn

i−1/2

xih
=
1

2

∫ ξh(x)

0

Kh(x
′
, x− Ξh(x

′
))ch(s, x

′
)ch(s, x− Ξh(x

′
)) dx′ (3.45)

−
∫ R

0

Kh(x, x
′
)ch(s, x)ch(s, x

′
) dx

′
+ ε(C, h),

Fn
i+1/2 −Fn

i−1/2

xih
=

∫ R

Ξh(x)

Sh(x
′
)Bh(x, x

′
)ch(s, x

′
) dx

′ − Sh(x)ch(s, x) + ε(F, h),

(3.46)

where ε(C, h) and ε(F, h) express signify the first-order terms concerning h within the

L1 framework:

∥ε(C, h)∥L1 ≤ R

2
∥ch∥2L∞∥K∥L∞h, (3.47)

∥ε(F, h)∥L1 ≤ R∥BS∥L∞∥ch∥∞,1h. (3.48)

Proof. The simplified version of the coagulation part (3.45) from (3.43) has been inves-

tigated in [50]. Here, we discuss only the multiple fragmentation variation rate (3.44) to

convert into Eq. (3.46) using a uniform mesh and having x ∈ Λh
i . Consider

Fn
i+1/2 −Fn

i−1/2

xih
=

Ih∑
j=i+1

xiSjBi,jc
n
j∆xj −

Sic
n
i

xi

i−1∑
j=0

xjBj,i∆xj
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=
Ih∑

j=i+1

xiSjBi,jc
n
j∆xj −

Sic
n
i

xi

i∑
j=0

xjBj,i∆xj + Sic
n
i Bi,i∆xi

=

∫ R

Ξh(x)

Sh(x
′
)Bh(x, x

′
)ch(s, x

′
) dx

′ − Sh(x)ch(s, x) + ε(F, h),

for ε(F, h) := Sic
n
i Bi,ih. When the L1 norm of ε(F, h) is calculated, the following term

emerges

∥ε(F, h)∥L1 ≤ ∥BS∥L∞h

I(h)∑
i=1

∫
Λh
i

cni dx

≤ ∥BS∥L∞∥ch∥∞,1h

I(h)∑
i=1

∫
Λh
i

dx

≤ R∥BS∥L∞∥ch∥∞,1h.

Now, to demonstrate the essential fact, i.e., Theorem 3.3.1, combination of Eqs. (3.11),

(3.45) and (3.46) yields

∂ch(t, x)

∂t
=
1

2

∫ ξh(x)

0

Kh(x
′
, x− Ξh(x

′
))ch(s, x

′
)ch(s, x− Ξh(x

′
)) dx′

−
∫ R

0

Kh(x, x
′
)ch(s, x)ch(s, x

′
) dx

′
+

∫ R

Ξh(x)

Sh(x
′
)Bh(x, x

′
)ch(s, x

′
) dx

′

− Sh(x)ch(s, x) + ε(C, h) + ε(F, h). (3.49)

Finally, we may derive the error formulation for t ∈ τn from Eqs. (3.9) and (3.49) as∫ R

0

|ch(t, x)− c(t, x)|dx ≤
∫ R

0

|ch(0, x)− c(0, x)|dx+
4∑

β=1

ϵβ(C, h) +
3∑

β=1

ϵβ(F, h)

+

∫ R

0

|ϵ(t, n)| dx+ ∥ε(C, h)∥L1t+ ∥ε(F, h)∥L1t, (3.50)

where error terms due to coagulation operator are denoted by ϵβ(C, h) with β= 1,2,3,4

and estimation of these terms are calculated in [50]. In this article, only ϵβ(F, h) with β=

1,2,3 for the fragmentation operator and
∫ R

0
|ϵ(t, n)| dx would be estimated. Here,

ϵ1(F, h) =
∫ t

0

∫ R

0

∫ R

Ξh(x)

|Sh(x
′
)Bh(x, x

′
)ch(s, x

′
)− S(x

′
)B(x, x

′
)c(s, x

′
)| dx′

dx ds,
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ϵ2(F, h) =
∫ t

0

∫ R

0

∫ Ξh(x)

x

S(x
′
)B(x, x

′
)c(s, x

′
) dx

′
dx ds,

and

ϵ3(F, h) =
∫ t

0

∫ R

0

|Sh(x)ch(s, x)− S(x)c(s, x)| dx ds.

Furthermore, due to time discretization, assuming |t− tn| ≤ ∆t produces∫ R

0

|ϵ(t, n)| dx ≤1

2

∫ t

tn

∫ R

0

∫ ξh(x)

0

Kh(x
′
, x− x

′
)ch(s, x

′
)ch(s, x− x

′
) dx

′
dx ds

+

∫ t

tn

∫ R

0

∫ R

0

Kh(x, x
′
)ch(s, x)ch(s, x

′
) dx

′
dx ds

+

∫ t

tn

∫ R

0

∫ R

Ξh(x)

Sh(x
′
)Bh(x, x

′
)ch(s, x

′
) dx

′
dx ds

+

∫ t

tn

∫ R

0

Sh(x)ch(s, x) dx ds+

∫ t

tn

∫ R

0

ε(C, h) dx ds+
∫ t

tn

∫ R

0

ε(F, h) dx ds.

Utilizing the smoothness property of kernels, i.e., K,B and S ∈ W 1,∞
loc , we have for all

x, y ∈ (0, R)

|Bh(x, y)−B(x, y)| ≤ ∥B∥W 1,∞h.

Thus, it provides the estimation of ϵ1(F, h) using the L∞ bound on ch and c. To see this,

we split the expression into three parts as

ϵ1(F, h) ≤
∫ t

0

∫ R

0

∫ R

0

|Sh(x
′
)− S(x

′
)|B(x, x

′
)c(s, x

′
) dx

′
dx ds

+

∫ t

0

∫ R

0

∫ R

0

Sh(x
′
)|Bh(x, x

′
)−B(x, x

′
)|c(s, x′

) dx
′
dx ds

+

∫ t

0

∫ R

0

∫ R

0

Sh(x
′
)Bh(x, x

′
)|ch(s, x′

)− c(s, x
′
) dx

′
dx ds.

The above may be transformed to, by simplifying and using Proposition 3.3.2

ϵ1(F, h) ≤ tR2∥c∥∞(∥B∥∞∥S∥W 1,∞ + ∥S∥∞∥B∥W 1,∞)h+R∥BS∥∞
∫ t

0

∥ch(s)− c(s)∥L1 ds.

(3.51)

Similarly, one can compute

ϵ3(F, h) ≤ ∥c∥∞∥S∥W 1,∞tRh+ ∥S∥∞
∫ t

0

∥ch(s)− c(s)∥L1 ds, (3.52)
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and

ϵ2(F, h) ≤
tR

2
∥BS∥∞∥c∥∞h. (3.53)

Now, let us move on to the remaining term
∫ R

0
|ϵ(t, n)| dx, the error introduced by the

time discretization is resolved, and a bound is found as∫ R

0

|ϵ(t, n)| dx ≤
(3
2
∥K∥∞∥ch∥2∞R2 + (∥B∥∞R + 1)∥S∥∞∥ch∥∞R + ∥ε(C, h)∥L1

+ ∥ε(F, h)∥L1

)
∆t. (3.54)

In conclusion, assemble all the bound estimations on ϵβ(C, h) for β=1,2,3,4 from [50],

ϵβ(F, h) for β=1,2,3 from Eq. (3.51)-(3.53) and the relation (3.54). Substituting all these

estimations in (3.50) and applying the Gronwall’s lemma conclude

∥ch − c∥L∞(0,T ;L1(0,R)) ≤ D(T,R)(h+∆t),

which completes the required result.

3.4 Numerical Validation
In this section, we numerically validate the conclusions obtained in Section 3.3 for two

test cases of CMBE with physically relevant kernels. In each case, two different problems

are taken into account for which experimental error and experimental order of conver-

gence (EOC) are evaluated on a uniform mesh. The analytical solutions for such cases

are not available due to singularity in breakage kernel; the EOC computation formula is

as follows:

EOC = ln

(
∥Nnum

Ih
−Nnum

2Ih
∥

∥Nnum
2Ih

−Nnum
4Ih

∥

)
/ ln(2). (3.55)

Here, the total number of particles created by the FVS (3.11) with a mesh of Ih number of

cells is denoted byNnum
Ih

. The computational domain for the volume and time arguments,

for the numerical simulations, are taken as x = [1e− 3, 100] and t = 100 along with e−x

as the initial condition.
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Test Case 1: Consider the CMBE with sum coagulation kernel, i.e., K(x, y) = x + y,

selection function S(x) = x1/2, x1/4 and breakage function B(x, y) = α+2
y

(
x
y

)α
, α =

−1/2. The EOC for taking two different selection rates are computed for a uniform mesh

and the results are shown in Table 3.1. As expected from theoretical outcomes, it is clear

from the table that the FVS produces first-order convergence for both the problems. The

numerical errors are evaluated using 30, 60, 120, 240 and 480 degrees of freedom.

S(x) = x1/2

Cells Error EOC

30 - -

60 0.1499 -

120 0.0272 0.9743

240 0.0039 0.9953

480 0.0005 0.9992

S(x) = x1/4

Cells Error EOC

30 - -

60 0.0014 -

120 0.0005 0.9997

240 0.0002 1.0001

480 0.0001 1.0000

Table 3.1: EOC for Test Case 1

Test Case 2: Let us take the CMBE again with the same coagulation kernel and the

selection functions taken in the previous test case but B(x, y) is used with α = −3/4.

Again by computing the errors using 30, 60, 120, 240 and 480 number of grid points, the

error and the EOC of the scheme are reported in Table 3.2. It is observed here as well that

the FVS is first order accurate in each case. We would like to mention that the EOC has

been evaluated for several other cases of α, K, and S but there was no marked difference

in the output, so discussion is omitted here.
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S(x) = x1/2

Cells Error EOC

30 - -

60 0.1179 -

120 0.0195 0.9784

240 0.0026 0.9965

480 0.0003 0.9995

S(x) = x1/4

Cells Error EOC

30 - -

60 0.0830 -

120 0.0371 0.9801

240 0.0062 0.9930

480 0.0008 0.9988

Table 3.2: EOC for Test Case 2
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Finite Volume Convergence Analysis

and Error Estimation for Non-linear

Collision-Induced Breakage Equation

According to the existing literature, none of the prior studies account for the weak

convergence of the numerical scheme (FVM) for solving the collisional breakage equa-

tion (1.8). Therefore, this chapter is an attempt to study the weak convergence analysis

of the FVM for solving the model with non-singular unbounded kernels and then error

estimation for kernels being in W 1,∞
loc space over a uniform mesh. Thanks to the idea

taken from Bourgade and Filbet [50] and the proof employs the weak L1 compactness

approach. The solution space weighted L1 is same as in Chapters 2, 3.

Now, the specifications of the collisional kernel K and breakage distribution function

b are expressed in the following expression: both functions are symmetric and measurable

over the domain. There exist ζ, η with 0 < ζ ≤ η ≤ 1, ζ + η ≤ 1 and α ≥ 0, λ > 0 such

that

H1 : b ∈ L∞
loc(R+ × R+ × R+), (4.1)
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H2 :

K(x, y) =



λxy (x, y) ∈]0, 1[×]0, 1[

λxy−α (x, y) ∈]0, 1[×]1,∞[

λx−αy (x, y) ∈]1,∞[×]0, 1[

λ(xζyη + xηyζ) (x, y) ∈]1,∞[×]1,∞[.

(4.2)

This chapter’s contents are organized as follows. The discretization methodology based

on the FVM and non-conservative form of fully discretized CBE are introduced in Section

4.1, followed by the detailed convergence analysis in Section 4.2. In Section 4.3, we

examine the first order error estimates of FVM on uniform meshes. Additionally, we

have justified the theoretical error estimation via numerical results in Section 4.4.

4.1 Numerical Scheme
In this section, we commence exploring the FVM for the solution of Eq.(1.8). Particle

volumes ranging from 0 to ∞ are taken into account in Eq.(1.8). Nevertheless, we define

the particle volumes to be in a finite domain for practical purposes. The scheme considers

]0, R] as truncated domain with 0 < R < ∞. Thus the collisional breakage equation is

truncated as

∂c(t, x)

∂t
=

∫ R

0

∫ R

x

K(y, z)b(x, y, z)c(t, y)c(t, z) dy dz −
∫ R

0

K(x, y)c(t, x)c(t, y) dy,

(4.3)

and

c(0, x) = cin(x) ≥ 0, x ∈]0, R]. (4.4)

Consider a partitioning of the operating domain ]0, R] into small cells as

Λh
i :=]xi−1/2, xi+1/2], i = 1, 2, . . . , I,

where x1/2 = 0, xI+1/2 = R, ∆xi = xi+1/2 − xi−1/2 and consider h = max∆xi ∀ i.

The grid points are the midpoints of each subinterval and are designated as xi ∀ i. Now,
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the expression of the mean value of the concentration function ci(t) in the cell Λh
i is

determined by

ci(t) =
1

∆xi

∫ xi+1/2

xi−1/2

c(t, x) dx. (4.5)

The domain is confined in the range [0, T] for the time parameter, and it is discretized

into N time intervals with time step ∆t. The interval is defined as

τn = [tn, tn+1[, n = 0, 1, . . . , N − 1.

We now begin developing the scheme on non-uniform meshes. It has the significant

advantage of allowing the inclusion of a more extensive domain with fewer mesh points

than a uniform mesh. Here, in this work, we have used a non-conservative scheme [81]

which is based on using finite volume implementation from the continuous equation (1.8).

To derive the discretized version of the CBE (4.3), we proceed as follows: integrating the

Eq.(4.3) with respect to x over ith cell yields the following discrete form

dci
dt

= BC(i)−DC(i), (4.6)

where

BC(i) =
1

∆xi

∫ xi+1/2

xi−1/2

∫ xI+1/2

0

∫ xI+1/2

x

K(y, z)b(x, y, z)c(t, y)c(t, z)dy dz dx

DC(i) =
1

∆xi

∫ xi+1/2

xi−1/2

∫ xI+1/2

0

K(x, y)c(t, x)c(t, y)dy dx

along with initial distribution,

ci(0) = cini =
1

∆xi

∫ xi+1/2

xi−1/2

c0(x) dx. (4.7)

Implementing the midpoint rule to all of the above representations provide the semi-

discrete equation after some simplifications as, see [81],

dci
dt

=
1

∆xi

I∑
l=1

I∑
j=i

Kj,lcj(t)cl(t)∆xj∆xl

∫ pij

xi−1/2

b(x, xj, xl) dx−
I∑

j=1

Ki,jci(t)cj(t)∆xj,

(4.8)
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where the term pij is expressed by

pij =

xi, if j = i

xi+1/2, j ̸= i.

(4.9)

Now, to obtain a fully discrete system, applying explicit Euler discretization to time vari-

able t leads to

cn+1
i − cni =

∆t

∆xi

I∑
l=1

I∑
j=i

Kj,lc
n
j c

n
l ∆xj∆xl

∫ pij

xi−1/2

b(x, xj, xl) dx−∆t
I∑

j=1

Ki,jc
n
i c

n
j∆xj.

(4.10)

For the convergence analysis, consider a function ch on [0, T ]×]0, R] which is represen-

tated in 2.14 and also mentioning that

ch(0, ·) =
I∑

i=1

cini χΛh
i
(·) → cin ∈ L1]0, R[ as h→ 0.

The discrete form of the kernels Kh(x, y) and bh(x, y, z) are formed using FVS that are

similar to (2.15, 2.16).

4.2 Weak Convergence
The objective of this section is to study the convergence of solution ch to a function c as

h and ∆t→ 0.

Theorem 4.2.1. Consider that cin ∈ X+ and the hypothesis (H1) − (H2) on kernels

hold. Also assuming that under the time step ∆t and for a constant θ > 0, the following

stability condition

C(R, T )∆t ≤ θ < 1, (4.11)

holds for

C(R, T ) := λ(2R∥cin∥L1 e2λR∥b∥L∞M in
1 T +M in

1 ). (4.12)
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Then there exists the extraction of a sub-sequence as

ch → c in L∞([0, T ];L1 ]0, R[),

for c being the weak solution to (1.8-1.9) on [0, T ]. This implies that, the function c ≥ 0

satisfies∫ T

0

∫ R

0

c(t, x)
∂φ

∂t
(t, x)dx dt−

∫ T

0

∫ R

0

∫ R

0

∫ R

x

φ(t, x)K(y, z)b(x, y, z)c(t, y)c(t, z)dy dz dx dt

+

∫ R

0

cin(x)φ(0, x)dx+

∫ T

0

∫ R

0

∫ R

0

φ(t, x)K(x, y)c(t, x)c(t, y)dy dx dt = 0,

(4.13)

where φ is compactly supported smooth functions on [0, T ]×]0, R].

By following the above theorem, the main task here certainly is to establish (ch)⇀ c

in L1(0, R) as h and ∆t go to zero. The idea is picked from the Dunford-Pettis theorem

that provides the guarantee for weak sequential compactness in L1.

As a result, demonstrating the properties of the family ch in L1 as given in (2.25) and

(2.26), respectively, are sufficient to establish Theorem 4.2.1. The following proposition

addresses the same.

Proposition 4.2.2. Assume that the stability criterion (4.11) holds for time step ∆t. Fur-

thermore, assuming that the kernel growth condition satisfies (H1)− (H2). Then ch is a

non-negative function that fulfills the estimation given below∫ R

0

Xh(x)ch(t, x)dx ≤
∫ R

0

Xh(x)ch(s, x)dx ≤
∫ R

0

Xh(x)ch(0, x)dx =:M in
1 , (4.14)

where 0 ≤ s ≤ t ≤ T, and∫ R

0

ch(t, x)dx ≤ ∥cin∥L1 e2λR∥b∥L∞M in
1 t. (4.15)

Proof. Mathematical induction is used to demonstrate the non-negativity and equibound-

edness of the function ch. At t = 0, it is known that ch(0) ≥ 0 and included in L1]0, R[.

Assuming that the functions ch(tn) ≥ 0 and∫ R

0

ch(tn, x)dx ≤ ∥cin∥L1 e2λR∥b∥L∞M in
1 tn . (4.16)
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Then, our first goal is to demonstrate that ch(tn+1) ≥ 0. Consider the cell at the boundary

with index i = 1. As a result, in this situation, we obtain from Eq.(4.10),

cn+1
1 =cn1 +

∆t

∆x1

I∑
l=1

I∑
j=1

Kj,lc
n
j c

n
l ∆xj∆xl

∫ p1j

x1/2

b(x, xj, xl) dx−∆t
I∑

j=1

K1,jc
n
1c

n
j∆xj

≥cn1 −∆t
I∑

j=1

K1,jc
n
1c

n
j∆xj. (4.17)

Moving further, we choose the first case for collisional kernel, case-(1): K(x, y) =

λ(xζyη + xηyζ), when (x, y) ∈]1, R[×]1, R[. Thus,

cn+1
1 ≥ cn1 −∆t

I∑
j=1

λ(xζ1x
η
j + xη1x

ζ
j)c

n
1c

n
j∆xj,

using the fact that λ(xζix
η
j +x

η
i x

ζ
j) ≤ λ(xi+xj), thanks to Young’s inequality, we convert

the above inequality into the following one

cn+1
1 ≥ cn1 − λ∆t

I∑
j=1

(x1 + xj)c
n
1c

n
j∆xj

≥ [1− λ∆t(R
I∑

j=1

cnj∆xj +M in
1 )]cn1 . (4.18)

Now, consider case-(2): K(x, y) = λx−αy, when (x, y) ∈]1, R[×]0, 1[. Putting this

value in Eq.(4.17) and then imposing the condition x−α ≤ 1 yield

cn+1
1 ≥ cn1 − λ∆t

I∑
j=1

xjc
n
1c

n
j∆xj

≥ (1− λ∆tM in
1 )cn1 . (4.19)

For case-(3): K(x, y) = λxy−α, when (x, y) ∈]0, 1[×]1, R[ with y−α ≤ 1 and for case-

(4): K(x, y) = λ(xy), when (x, y) ∈]0, 1[×]0, 1[ provide

cn+1
1 ≥ (1− λ∆t

I∑
j=1

cnj∆xj)c
n
1 . (4.20)

All the results from case(1)-case(4) are collected, and the following inequality is

achieved

cn+1
1 ≥ [1− λ∆t(R

I∑
j=1

cnj∆xj +M in
1 )]cn1 . (4.21)
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Using conditions (4.11), (4.12) and Eq.(4.16), the non-negativity of cn+1
1 is obtained.

Thus, we assume that the computations for i ≥ 2 go similar to i = 1 for all four cases

and the results are obtained like the previous ones. Then, applying the stability condition

(4.11) and the L1 bound on ch yield ch(tn+1) ≥ 0.

Further, by summing (4.10) over i, the following time monotonicity result is obtained for

the total mass as
I∑

i=0

∆xixic
n+1
i =

I∑
i=0

∆xixic
n
i +∆t

I∑
i=1

I∑
l=1

I∑
j=i

xiKj,lc
n
j c

n
l ∆xj∆xl

∫ pij

xi−1/2

b(x, xj, xl) dx

−∆t
I∑

i=1

I∑
j=1

xiKi,jc
n
i c

n
j∆xj∆xi. (4.22)

Change the order of summation, taking the upper limit of pij and Eq.(1.10) in the second

term on the right-hand side (RHS) of equation (4.22) leads to

∆t
I∑

i=1

I∑
l=1

I∑
j=i

xiKj,lc
n
j c

n
l ∆xj∆xl

∫ pij

xi−1/2

b(x, xj, xl) dx

≤ ∆t
I∑

l=1

I∑
j=1

Kj,lc
n
j c

n
l ∆xj∆xl

j∑
i=1

xi

∫ xi+1/2

xi−1/2

b(x, xj, xl) dx

= ∆t
I∑

l=1

I∑
j=1

Kj,lc
n
j c

n
l ∆xj∆xl

j∑
i=1

xib(xi, xj, xl)∆xi = ∆t
I∑

l=1

I∑
j=1

xjKj,lc
n
j c

n
l ∆xj∆xl.

(4.23)

Eqs.(4.22) and (4.23) indicate about the approximate mass loss property

I∑
i=0

∆xixic
n+1
i ≤

I∑
i=0

∆xixic
n
i ≤M in

1 . (4.24)

Following that, it is demonstrated that ch(tn+1) follows a similar estimation as (4.16). To

see this, multiply equation (4.10) by the term ∆xi, leaving the negative term out, and

determine the result using summation with respect to i, as

I∑
i=1

cn+1
i ∆xi ≤

I∑
i=1

cni ∆xi +∆t
I∑

i=1

I∑
l=1

I∑
j=i

Kj,lc
n
j c

n
l ∆xj∆xl

∫ pij

xi−1/2

b(x, xj, xl) dx

≤
I∑

i=1

cni ∆xi +∆t∥b∥∞
I∑

i=1

I∑
l=1

I∑
j=1

Kj,lc
n
j c

n
l ∆xj∆xl

∫ xi+1/2

xi−1/2

dx
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≤
I∑

i=1

cni ∆xi +∆tR∥b∥∞
I∑

l=1

I∑
j=1

Kj,lc
n
j c

n
l ∆xj∆xl. (4.25)

Again, the above will be simplified for four cases of kernels:

Case-(1): K(x, y) = λ(xζyη + xηyζ), when (x, y) ∈]1, R[×]1, R[. Substitute the value

of K(x, y) in Eq.(4.25) and use the Young’s inequality to get

I∑
i=1

cn+1
i ∆xi ≤

I∑
i=1

cni ∆xi + λ∆tR∥b∥∞
I∑

l=1

I∑
j=1

(xj + xl)c
n
j c

n
l ∆xj∆xl

≤ (1 + 2λ∆tR∥b∥∞M in
1 )

I∑
i=1

cni ∆xi.

Finally, having (4.16) the L1 bound of ch at time step n and 1 + x < exp(x) ∀ x > 0

imply that
I∑

i=1

cn+1
i ∆xi ≤ ∥cin∥L1 e2λR∥b∥L∞M in

1 tn+1

.

As a consequence, the result (4.15) is accomplished.

Case-(2): K(x, y) = λx−αy, when (x, y) ∈]1, R[×]0, 1[, and case-(3): K(x, y) = λxy−α,

when (x, y) ∈]0, 1[×]1, R[ have similar computations. The value of K(x, y) after substi-

tuting in Eq.(4.25) yields

I∑
i=1

cn+1
i ∆xi ≤

I∑
i=1

cni ∆xi + λ∆tR∥b∥∞
I∑

l=1

I∑
j=1

(x−α
j xl)c

n
j c

n
l ∆xj∆xl

≤
I∑

i=1

cni ∆xi + λ∆tR∥b∥∞
I∑

l=1

I∑
j=1

xlc
n
j c

n
l ∆xj∆xl

≤ (1 + λ∆tR∥b∥∞M in
1 )

I∑
i=1

cni ∆xi.

Again, using (4.16) and 1+ x < exp(x) ∀ x > 0 provide the L1 bound for ch at time step

n+ 1.

Case-(4): For K(x, y) = λ(xy), when (x, y) ∈]0, 1[×]0, 1[, inserting the value of K in

Eq.(4.25) employs

I∑
i=1

cn+1
i ∆xi ≤

I∑
i=1

cni ∆xi + λ∆tR∥b∥∞
I∑

l=1

I∑
j=1

xjxlc
n
j c

n
l ∆xj∆xl

80



Chapter 4

≤
I∑

i=1

cni ∆xi + λ∆tR∥b∥∞
I∑

l=1

I∑
j=1

xlc
n
j c

n
l ∆xj∆xl.

To get the result (4.15) for ch(tn+1), the computations are similar to the previous case.

To demonstrate the family of solutions’s uniform integrability, let us designate a spe-

cific category of convex functions as CV P,∞. Consider Φ ∈ C∞([0,∞[), a non-negative

and convex function that belongs to the CV P,∞ class and has the following properties

[92]:

(i) Φ(0) = 0, Φ′(0) = 1 and Φ′ is concave;

(ii) limp→∞ Φ′(p) = limp→∞
Φ(p)
p

= ∞;

(iii) for θ ∈]1, 2[,

Πθ(Φ) := sup
p≥0

{
Φ(p)

pθ

}
<∞. (4.26)

It is given that, cin ∈ L1 (0, R), therefore, by De La Vallée Poussin theorem, a convex

function Φ ≥ 0 exists which satisfies

Φ(p)

p
→ ∞, as p→ ∞

and

I :=

∫ R

0

Φ(cin)(x)dx <∞. (4.27)

The equiintegrability is now examined in the following statement.

Proposition 4.2.3. Let cin ≥ 0 ∈ L1]0, R[ and (4.10) constructs the family (ch) for any

h and ∆t, where ∆t fulfills the relation (4.11). Then (ch) is weakly sequentially compact

in L1(]0, T [×]0, R[).

Proof. The objective here is to acquire a result comparable to (4.27) for the function

family ch. Using the sequence cni , the integral of (ch) may be expressed as∫ T

0

∫ R

0

Φ(ch(t, x))dx dt =
N−1∑
n=0

I∑
i=1

∫
τn

∫
Λh
i

Φ

(N−1∑
k=0

I∑
j=1

ckjχΛh
j
(x)χτk(t)

)
dx dt
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=
N−1∑
n=0

I∑
i=1

∆t∆xiΦ(c
n
i ).

It follows from the discrete Eq.(4.10), as well as the convex property of Φ and Φ
′ ≥ 0,

that

I∑
i=1

[Φ(cn+1
i )− Φ(cni )]∆xi ≤

I∑
i=1

(
cn+1
i − cni

)
Φ

′
(cn+1

i )∆xi

≤ ∆t
I∑

i=1

I∑
l=1

I∑
j=i

Kj,lc
n
j c

n
l Φ

′
(cn+1

i )∆xj∆xl

∫ xi+1/2

xi−1/2

b(x, xj, xl) dx

≤ ∆t
I∑

i=1

I∑
l=1

I∑
j=1

Kj,lc
n
j c

n
l Φ

′
(cn+1

i )∆xj∆xlb(xi, xj, xl)∆xi.

(4.28)

Case-(1): K(x, y) = λ(xζyη + xηyζ), when (x, y) ∈]1, R[×]1, R[. Substitute the value

of K(x, y) in Eq.(4.28) yields

I∑
i=1

[Φ(cn+1
i )− Φ(cni )]∆xi ≤λ∆t

I∑
i=1

I∑
l=1

I∑
j=1

(xj + xl)c
n
j∆xjc

n
l ∆xl∆xib(xi, xj, xl)Φ

′
(cn+1

i ).

The convexity result in Lemma 2.4.4 allows us to obtain

I∑
i=1

[Φ(cn+1
i )− Φ(cni )]∆xi ≤ 2λ∆t

I∑
i=1

I∑
l=1

I∑
j=1

xjc
n
j∆xjc

n
l ∆xl∆xi[Φ(c

n+1
i ) + Φ(b(xi, xj, xl))]

≤ 2λ∆t
I∑

i=1

I∑
l=1

I∑
j=1

xjc
n
j∆xjc

n
l ∆xl∆xiΦ(c

n+1
i )

+2λ∆t
I∑

i=1

I∑
l=1

I∑
j=1

xjc
n
j∆xjc

n
l ∆xl∆xiΦ(b(xi, xj, xl)). (4.29)

After employing Eq.(4.26) and Eq.(4.15) into the second term on the RHS of the Eq.(4.29)

lead to

2λ∆t
I∑

i=1

I∑
l=1

I∑
j=1

xjc
n
j∆xjc

n
l ∆xl∆xiΦ(b(xi, xj, xl))

= 2λ∆t
I∑

i=1

I∑
l=1

I∑
j=1

xjc
n
j∆xjc

n
l ∆xl∆xi

Φ(b(xi, xj, xl))

{b(xi, xj, xl)}θ
b(xi, xj, xl)

θ
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≤ 2λ∆tRΠθ(Φ)M
in
1 ∥b∥θ∞

I∑
l=1

cnl ∆xl

≤ 2λ∆tRΠθ(Φ)M
in
1 ∥b∥θ∞∥cin∥L1 e2λR∥b∥L∞M in

1 T . (4.30)

Now, Eq.(4.29) and Eq.(4.30) imply that
I∑

i=1

[Φ(cn+1
i )− Φ(cni )]∆xi ≤ 2λ∆tM in

1 ∥cin∥L1 e2λR∥b∥L∞M in
1 T

I∑
i=1

∆xiΦ(c
n+1
i )

+ 2λ∆tRΠθ(Φ)M
in
1 ∥b∥θ∞∥cin∥L1 e2λR∥b∥L∞M in

1 T .

It is reasonable to simplify as

(1− 2λ∆tM in
1 ∥cin∥L1 e2λR∥b∥L∞M in

1 T )
I∑

i=1

∆xiΦ(c
n+1
i ) ≤

I∑
i=1

∆xiΦ(c
n
i )

+2λ∆tRΠθ(Φ)M
in
1 ∥b∥θ∞∥cin∥L1 e2λR∥b∥L∞M in

1 T .

The above inequality implies that
I∑

i=1

∆xiΦ(c
n+1
i ) ≤ A

I∑
i=1

∆xiΦ(c
n
i ) +B,

where

A =
1

(1− 2λ∆tM in
1 ∥cin∥L1 e2λR∥b∥L∞M in

1 T )
, B =

2λ∆tRΠθ(Φ)M
in
1 ∥b∥θ∞∥cin∥L1 e2λR∥b∥L∞M in

1 T

(1− 2λ∆tM in
1 ∥cin∥L1 e2λR∥b∥L∞M in

1 T )
.

Therefore,
I∑

i=1

∆xiΦ(c
n
i ) ≤ An

I∑
i=1

∆xiΦ(c
in
i ) +B

An − 1

A− 1
. (4.31)

Thanks to Jensen’s inequality and having (4.27), we obtain∫ R

0

Φ(ch(t, x)) dx ≤An

I(h)∑
i=1

∆xiΦ

(
1

∆xi

∫
Λh
i

cin(x)dx

)
+B

An − 1

A− 1

≤AnI +B
An − 1

A− 1
<∞, for all t ∈ [0, T ]. (4.32)

The computations for Case-(2), Case-(3) and Case-(4) are equivalent to the Case-(1).

Only just, we got the different values of A and B, which are the following

A =
1

(1− λ∆tM in
1 ∥cin∥L1 e2λR∥b∥L∞M in

1 T )
, B =

λ∆tRΠθ(Φ)M
in
1 ∥b∥θ∞∥cin∥L1 e2λR∥b∥L∞M in

1 T

(1− λ∆tM in
1 ∥cin∥L1 e2λR∥b∥L∞M in

1 T )
.
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Thus, the sequence (ch) is said to be weakly compact in L1 by applying the Dunford-

Pettis theorem and ensures the existence of a subsequence of (ch) that converges weakly

to c ∈ L1(]0, T [×]0, R[) as h→ 0.

The time has arrived to demonstrate the weak convergence of the sequence cni , which

is formed by a succession of step functions ch. To do this, various point approximations

are utilized, which are as seen in (2.43-2.45).

We have now accumulated all the evidences required to support Theorem 4.2.1. To

demonstrate this, take a test function φ ∈ C1([0, T ]×]0, R]) with compact support with

respect to t in [0, tN−1] for small t. Establish the finite volume for time variable and left

endpoint approximation for space variable of φ on τn × Λh
i by

φn
i =

1

∆t

∫ tn+1

tn

φ(t, xi−1/2)dt.

Multiplication of φn
i with (4.10) yields the following equation after employing the

summation over n & i

N−1∑
n=0

I∑
i=1

∆xi(c
n+1
i − cni )φ

n
i =∆t

N−1∑
n=0

I∑
i=1

I∑
l=1

I∑
j=i

Kj,lc
n
j c

n
l ∆xj∆xlφ

n
i

∫ pij

xi−1/2

b(x, xj, xl)dx

−∆t
N−1∑
n=0

I∑
i=1

I∑
j=1

Ki,jc
n
i c

n
j∆xi∆xjφ

n
i . (4.33)

When the summation for n is separated, the LHS resembles like this

N−1∑
n=0

I∑
i=1

∆xi(c
n+1
i − cni )φ

n
i =

N−1∑
n=0

I∑
i=1

∆xic
n+1
i (φn+1

i − φn
i ) +

I∑
i=1

∆xic
in
i φ

0
i .

Moreover, evaluating the latter equation using the function ch yields

N−1∑
n=0

I∑
i=1

∆xi(c
n+1
i − cni )φ

n
i =

N−1∑
n=0

I∑
i=1

∫
τn+1

∫
Λh
i

ch(t, x)
φ(t, ξh(x))− φ(t−∆t, ξh(x))

∆t
dx dt

+
I∑

i=1

∫
Λh
i

ch(0, x)
1

∆t

∫ ∆t

0

φ(t, ξh(x))dt dx

=

∫ T

∆t

∫ R

0

ch(t, x)
φ(t, ξh(x))− φ(t−∆t, ξh(x))

∆t
dx dt
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+

∫ R

0

ch(0, x)
1

∆t

∫ ∆t

0

φ(t, ξh(x))dt dx.

Since, φ ∈ C1([0, T ]×]0, R]) posseses compact support and having bounded derivative,

ch(0, x) → cin in L1]0, R[ will provide the following result with the help of Lemma 2.1.5∫ R

0

ch(0, x)
1

∆t

∫ ∆t

0

φ(t, ξh(x))dtdx→
∫ R

0

cin(x)φ(0, x)dx (4.34)

as max{h,∆t} goes to 0. Now, applying Taylor series expansion of φ, Lemma 2.1.5 and

Proposition 4.2.3 ensure that for max{h,∆t} → 0∫ T

0

∫ R

0

ch(t, x)
φ(t, ξh(x))− φ(t−∆t, ξh(x))

∆t
dx dt→

∫ T

0

∫ R

0

c(t, x)
∂φ

∂t
(t, x)dx dt,

and hence, we obtain∫ T

∆t

∫ R

0

ch(t, x)
φ(t, ξh(x))− φ(t−∆t, ξh(x))

∆t︸ ︷︷ ︸
c(φ)

dx dt

=

∫ T

0

∫ R

0

c(φ) dx dt−
∫ ∆t

0

∫ R

0

c(φ) dx dt→
∫ T

0

∫ R

0

c(t, x)
∂φ

∂t
(t, x)dx dt. (4.35)

Now, the first term in the RHS of Eq.(4.33) is taken for observing the computation

∆t
N−1∑
n=0

I∑
i=1

I∑
l=1

I∑
j=i

Kj,lc
n
j c

n
l ∆xj∆xlφ

n
i

∫ pij

xi−1/2

b(x, xj, xl)dx

= ∆t
N−1∑
n=0

I∑
i=1

I∑
l=1

Ki,lc
n
i c

n
l ∆xi∆xlφ

n
i

∫ xi

xi−1/2

b(x, xi, xl)dx

+∆t
N−1∑
n=0

I∑
i=1

I∑
l=1

I∑
j=i+1

Kj,lc
n
j c

n
l ∆xj∆xlφ

n
i

∫ xi+1/2

xi−1/2

b(x, xj, xl)dx. (4.36)

The first term on the RHS of Eq.(4.36) simplifies to

∆t
N−1∑
n=0

I∑
i=1

I∑
l=1

Ki,lc
n
i c

n
l ∆xi∆xlφ

n
i

∫ xi

xi−1/2

b(x, xi, xl)dx

=
N−1∑
n=0

I∑
i=1

I∑
l=1

∫
τn

∫
Λh
i

∫
Λh
l

Kh(x, z)ch(t, x)ch(t, z)φ(t, ξh(x))

∫ Xh(x)

ξh(x)

b(r,Xh(x), Xh(z))dr dz dx dt

=

∫ T

0

∫ R

0

∫ R

0

Kh(x, z)ch(t, x)ch(t, z)φ(t, ξh(x))

∫ Xh(x)

ξh(x)

b(r,Xh(x), Xh(z))dr dz dx dt.

(4.37)
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Next, the second term of Eq.(4.36) leads to

∆t
N−1∑
n=0

I∑
i=1

I∑
l=1

I∑
j=i+1

Kj,lc
n
j c

n
l ∆xj∆xlφ

n
i

∫ xi+1/2

xi−1/2

b(x, xj, xl)dx =

=
N−1∑
n=0

I∑
i=1

I∑
l=1

I∑
j=i+1

∫
τn

∫
Λh
i

∫
Λh
l

∫
Λh
j

{
Kh(y, z)ch(t, y)ch(t, z)φ(t, ξh(x))

1

∆xi

∫
Λh
i

b(r,Xh(y), Xh(z))dr
}
dy dz dx dt

=

∫ T

0

∫ R

0

∫ R

0

∫ R

Ξh(x)

Kh(y, z)ch(t, y)ch(t, z)φ(t, ξh(x))b(Xh(x), Xh(y), Xh(z))dy dz dx dt.

(4.38)

Eqs.(4.36)-(4.38), Lemma 2.1.5 and Proposition 4.2.3 imply that as max{h,∆t} → 0

∆t
N−1∑
n=0

I∑
i=1

I∑
l=1

I∑
j=i

Kj,lc
n
j c

n
l ∆xj∆xlφ

n
i

∫ pij

xi−1/2

b(x, xj, xl)dx

→
∫ T

0

∫ R

0

∫ R

0

∫ R

x

K(y, z)c(t, y)c(t, z)φ(t, x)b(x, y, z)dy dz dx dt. (4.39)

Taking the second term on the RHS of Eq.(4.33) employs

∆t
N−1∑
n=0

I∑
i=1

I∑
j=1

Ki,jc
n
i c

n
j∆xi∆xjφ

n
i

=
N−1∑
n=0

I∑
i=1

I∑
j=1

∫
τn

∫
Λh
i

∫
Λh
j

Kh(x, y)ch(t, x)ch(t, y)φ(t, ξh(x))dy dx dt

→
∫ T

0

∫ R

0

∫ R

0

K(x, y)c(t, x)c(t, y)φ(t, x)dy dx dt (4.40)

as max{h,∆t} → 0. Eqs.(4.33)-(4.40) deliver the desired results for the weak conver-

gence as presented in Eq.(4.13).

4.3 Error Simulation
In this section, the error estimation is explored for CBE, which is based on the idea

of [50]. Taking the uniform mesh is crucial for estimating the error component, i.e.,
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∆xi = h ∀i ∈ {1, 2, . . . , I}. The error estimate is achieved by providing an estimation

on the difference ch − c, where ch is constructed using the numerical technique and c

represents the exact solution to the problem (1.8). By using the following theorem, we

can determine the error estimate by making some assumptions about the kernels and the

initial datum.

Theorem 4.3.1. Let the collisional and breakage kernels satisfy K ∈ W 1,∞
loc (R+ × R+),

b ∈ W 1,∞
loc (R+ × R+ × R+) and initial datum cin ∈ W 1,∞

loc (R+). Moreover, assuming a

uniform mesh and ∆t that fulfill the condition (4.11). Then the error estimate obtained

with a constant HT,R > 0 such that

∥ch − c∥L∞(0,T ;L1]0,R[) ≤ HT,R(h+∆t) (4.41)

holds, where c is the weak solution to (1.8-1.9).

Before proving the theorem, consider the following proposition, which provides es-

timates on the approximate and precise solutions ch and c, respectively, given certain

additional assumptions. These estimates are important in the analysis of the error.

Proposition 4.3.2. Assume that kinetic parameters K ∈ L∞
loc(R+ × R+), b ∈ L∞

loc(R+ ×

R+ × R+) and the condition (4.11) holds for time step ∆t. Also, let the initial datum cin

is restricted in L∞
loc. Then, solutions ch and c to (1.8-1.9) are bounded on ]0, T [×]0, R[ as

∥ch∥L∞(]0,T [×]0,R[) ≤ HT,R, ∥c∥L∞(]0,T [×]0,R[) ≤ HT,R.

Furthermore, if the kernels K ∈ W 1,∞
loc (R+ × R+), b ∈ W 1,∞

loc (R+ × R+ × R+) and

cin ∈ W 1,∞
loc (R+), then

∥c∥W 1,∞]0,R[ ≤ HT,R. (4.42)

Proof. The principal purpose of this proposition is to obtain a bound on the solution c to

Eq.(1.8). In consequence, integrating Eq.(4.3) concerning the time variable provides the

following result

c(t, x) ≤ cin(x) +

∫ t

0

∫ R

0

∫ R

x

K(y, z)b(x, y, z)c(s, y)c(s, z)dy dz ds
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≤ cin(x) + ∥K∥∞∥b∥∞∥c∥2∞,1t,

where ∥c∥∞,1 represents the norm of c in L∞(0, T ;L1]0, R[ ). Hence,

∥c∥L∞(]0,T [×]0,R[) ≤ HT,R.

Now, let us go to the conclusion of an analysis of (4.42). First, integrate Eq.(4.3) over the

time variable t, and then differentiate it with variable x which lead to

∂c(t, x)

∂x
=
∂cin(x)

∂x
+

∂

∂x

(∫ t

0

∫ R

0

∫ R

x

K(y, z)b(x, y, z)c(s, y)c(s, z)dy dz ds

)
− ∂

∂x

(∫ t

0

∫ R

0

K(x, y)c(t, x)c(t, y) dy

)
.

Use of the maximum value across the domain of x and simplification of compuatations

yield the following condition∥∥∥∥∂c(t)∂x

∥∥∥∥
∞

≤
∥∥∥∥∂cin(x)∂x

∥∥∥∥
∞
+ [∥Kb∥∞∥c∥∞,1∥c∥∞ + ∥K∥∞∥b∥W 1,∞∥c∥2∞,1

+ ∥K∥W 1,∞∥c∥∞,1∥c∥∞]t+ ∥K∥∞∥c∥∞,1

∫ t

0

∥∥∥∥ ∂c∂x
∥∥∥∥
∞
ds,

which can be written in a more coherent way∥∥∥∥∂c(t)∂x

∥∥∥∥
∞

≤ Υ(t) + υ

∫ t

0

∥∥∥∥ ∂c∂x
∥∥∥∥
∞
ds,

where

Υ(t) =

∥∥∥∥∂cin(x)∂x

∥∥∥∥
∞
+[∥Kb∥∞∥c∥∞,1∥c∥∞+∥K∥∞∥b∥W 1,∞∥c∥2∞,1+∥K∥W 1,∞∥c∥∞,1∥c∥∞]t,

and

υ = ∥K∥∞∥c∥∞,1.

Beyond that, the use of Gronwall’s lemma and integration by parts establish the proof as

follows ∥∥∥∥∂c(t)∂x

∥∥∥∥
∞

≤Υ(t) +

∫ t

0

Υ(s)υe
∫ t
s υ dr ds

≤Υ(0)eυt + (∥Kb∥∞∥c∥∞,1∥c∥∞ + ∥K∥∞∥b∥W 1,∞∥c∥2∞,1
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+ ∥K∥W 1,∞∥c∥∞,1∥c∥∞)[(eυt − 1)].

Therefore, ∥∥∥∥ ∂c∂x
∥∥∥∥
L∞(]0,T [×]0,R[)

≤ HT,R,

which concludes the result (4.42).

Next, the RHS of equation (4.10) is converted into the continuous form, and we obtain

the first-order terms in that process which is explained in the following lemma. The

discrete collisional birth-death terms given as in (4.10) expressed like

BC(i)−DC(i) =
1

∆xi

I∑
l=1

I∑
j=i

Kj,lc
n
j c

n
l ∆xj∆xl

∫ pij

xi−1/2

b(x, xj, xl) dx−
I∑

j=1

Ki,jc
n
i c

n
j∆xj.

(4.43)

The subsequent lemma offers a simplified version of the preceding discrete terms.

Lemma 4.3.3. Consider the initial condition cin ∈ W 1,∞
loc and uniform mesh, ∆xi = h ∀i.

Also assuming that K and b follow the conditions K, b ∈ W 1,∞
loc . Let (s, x) ∈ τn × Λh

i ,

where n ∈ {0, 1, . . . , N − 1} and i ∈ {1, 2, . . . , I}. Then

BC(i)−DC(i) =

∫ R

0

∫ R

Ξh(x)

Kh(y, z)bh(x, y, z)ch(s, y)ch(s, z) dydz

−
∫ R

0

Kh(x, y)ch(s, x)ch(s, y) dy + ε(h). (4.44)

In the L1, ε(h) defines the first order term with regard to h:

∥ε(h)∥L1 ≤ ∥Kb∥L∞

2
∥cin∥2L1 e

4λR∥b∥L∞M in
1 Th. (4.45)

Proof. Initiate with the discrete birth term of Eq.(4.43) and convert it to the continuous

form with a uniform mesh and for x ∈ Λh
i ,

1

∆xi

I∑
l=1

I∑
j=i

Kj,lc
n
j c

n
l ∆xj∆xl

∫ pij

xi−1/2

b(x, xj, xl) dx

=
I∑

l=1

I∑
j=i+1

Kj,lc
n
j c

n
l ∆xj∆xl

1

∆xi

∫ xi+1/2

xi−1/2

b(x, xj, xl) dx+
I∑

l=1

Ki,lc
n
i c

n
l ∆xl

∫ xi

xi−1/2

b(x, xi, xl) dx
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=

∫ R

0

∫ R

Ξh(x)

Kh(y, z)bh(x, y, z)ch(s, y)ch(s, z) dydz + ε(h), (4.46)

where ε(h) =
∑I

l=1Ki,lc
n
i c

n
l ∆xl

∫ xi

xi−1/2
b(x, xi, xl) dx is defined. Calculating the L1

norm of ε(h) leads to the following term

∥ε(F, h)∥L1 ≤ ∥Kb∥L∞

I∑
i=1

cni ∆xi

I∑
l=1

cnl ∆xl

∫ xi

xi−1/2

dx

≤ ∥Kb∥L∞

2

( I∑
i=1

cni ∆xi
)2
h

≤ ∥Kb∥L∞

2
∥cin∥2L1 e

4λR∥b∥L∞M in
1 Th.

Now, taking the discrete death term of (4.43) yields

I∑
j=1

Ki,jc
n
i c

n
j∆xj =

∫ R

0

Kh(x, y)ch(s, x)ch(s, y) dy. (4.47)

Using the formula (4.44), Eq.(4.3) and Eq.(4.10) lead to the error formulation for t ∈ τn

as ∫ R

0

|ch(t, x)− c(t, x)|dx ≤
∫ R

0

|ch(0, x)− c(0, x)|dx+
3∑

β=1

(CB)β(h)

+

∫ R

0

|ϵ(t, n)| dx+ ∥ε(h)∥L1t, (4.48)

where error terms are expressed by (CB)β(h) for β = 1, 2, 3 as

(CB)1(h) =

∫ t

0

∫ R

0

∫ R

0

∫ R

Ξh(x)

|Kh(y, z)bh(x, y, z)ch(s, y)ch(s, z)

−K(y, z)b(x, y, z)c(s, y)c(s, z)| dy dz dx ds,

(CB)2(h) =

∫ t

0

∫ R

0

∫ R

0

∫ Ξh(x)

x

K(y, z)b(x, y, z)c(s, y)c(s, z) dy dz dx ds,

and

(CB)3(h) =

∫ t

0

∫ R

0

∫ R

0

|Kh(x, y)ch(s, x)ch(s, y)−K(x, y)c(s, x)c(s, y)| dy dx ds.
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Considering |t− tn| ≤ ∆t, the time discretization provides the following expression∫ R

0

|ϵ(t, n)| dx ≤
∫ t

tn

∫ R

0

∫ R

0

∫ R

Ξh(x)

Kh(y, z)bh(x, y, z)ch(s, y)ch(s, z) dy dz dx ds

+

∫ t

tn

∫ R

0

∫ R

0

Kh(x, y)ch(s, x)ch(s, y) dy dx ds+

∫ t

tn

∫ R

0

ε(h) dx ds.

Given K, b ∈ W 1,∞
loc and for x, y ∈]0, R], we have

|Kh(x, y)−K(x, y)| ≤ ∥K∥W 1,∞h.

As a result, it produces an estimate of (CB)1(h) using the L1 bounds on ch and c. To

begin, divide the expression into four segments

(CB)1(h) ≤
∫ t

0

∫ R

0

∫ R

0

∫ R

0

|Kh(y, z)−K(y, z)|b(x, y, z)c(s, y)c(s, z) dy dz dx ds

+

∫ t

0

∫ R

0

∫ R

0

∫ R

0

Kh(y, z)|bh(x, y, z)− b(x, y, z)|c(s, y)c(s, z) dy dz dx ds

+

∫ t

0

∫ R

0

∫ R

0

∫ R

0

Kh(y, z)bh(x, y, z)|ch(s, y)− c(s, y)|c(s, z) dy dz dx ds

+

∫ t

0

∫ R

0

∫ R

0

∫ R

0

Kh(y, z)bh(x, y, z)ch(s, y)|ch(s, z)− c(s, z)| dy dz dx ds.

By simplifying and employing Proposition 4.3.2, the above may be transformed to

(CB)1(h) ≤(∥K∥W 1,∞∥b∥∞ + ∥K∥∞∥b∥W 1,∞)tR3∥c∥2∞h

+R2∥K∥∞∥b∥∞(∥c∥∞ + ∥ch∥∞)

∫ t

0

∥ch(s)− c(s)∥L1 ds, (4.49)

and similar estimation for (CB)3(h) gives

(CB)3(h) ≤ ∥K∥W 1,∞tR2∥c∥2∞h+R∥K∥∞(∥c∥∞ + ∥ch∥∞)

∫ t

0

∥ch(s)− c(s)∥L1 ds.

(4.50)

Moving on to the remaining terms, (CB)2(h) and
∫ R

0
|ϵ(t, n)| dx, it is clear that

(CB)2(h) ≤
tR2

2
∥Kb∥∞∥c∥2∞h, (4.51)
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and ∫ R

0

|ϵ(t, n)| dx ≤ (∥Kb∥∞∥ch∥2∞R
3 + ∥K∥∞∥ch∥2∞R

2 + ∥ϵ(h)∥L1)∆t. (4.52)

Furthermore, substituting all the estimations (4.49)-(4.52) in (4.48) and applying the

Gronwall’s lemma conclude the result in (4.41).

4.4 Numerical Testing
To test the problem’s theoretical error estimation, in this part of the article, the discussion

over experimental error and experimental order of convergence (EOC) are concluded for

three combinations of collision kernel and breakage distribution function. In the first test

case, an analytical solution of the model is available while such an expression does not

exist for the other two test problems.

The experimental domain for the volume variable is taken as [1e−3, 10] and computations

are run from time 0 to 1. In the availability of analytical solution for CBE, the EOC

formula is

EOC =
1

ln(2)
ln

(
EI

E2I

)
, (4.53)

where EI is the discrete error norm using I number of mesh points, i.e., EI = ∥NE−NI∥,

where NE and NI are the total number of particles generated analytically and numeri-

cally, respectively. Moreover, in order to observe the EOC of the FVS in the absence of

analytical results, the following double mesh relation is used:

EOC = ln

(
∥NI −N2I∥
∥N2I −N4I∥

)
/ ln(2). (4.54)

Here, NI denotes the total number of particles generated by the FVS (4.10) with a mesh

of I number of cells.

Test Case 1: Consider K(y, z) = yz and b(x, y, z) = (ℵ+2)xℵ

(y)ℵ+1 ,−1 < ℵ ≤ 0. The

computation is exhibited only for ℵ = 0, where we have analytical result, see [23]. The
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exponential decay initial condition (e−x) supports this problem. The computational do-

main is divided into uniform subintervals of 30, 60, 120, and 240 number of cells. The

analytical concentration function is given as c(t, x) = e−(1+t)x(1 + t)2. Table 4.1 repre-

sents the numerical errors and the EOC examined through Eq.(4.53). It is observed that

the scheme provides the error in decreasing pattern as grid gets refined and it is of first-

order convergence, as predicted by the theoretical results in Section 4.3. It is interesting

to mention here that ℵ = 0 leads to the breakage function which is having singularity

near the origin, a case for which theoretical result is not discussed. However, the FVS

still maintains the first order accuracy on uniform meshes. Therefore, a probable task in

the future is to study the analysis such that classes of singular kernels can be included.

Cells Error EOC

30 0.4879×10−4 -

60 0.2196×10−4 1.1515

120 0.1032×10−4 1.0901

240 0.0498×10−4 1.0497

Table 4.1: Test Case 1

Test Cases 2-3: For the second and third examples, assume K(y, z) = yz and

K(y, z) = y + z, respectively, along with breakage function b(x, y, z) = δ(x − 0.4y) +

δ(x − 0.6y). As analytical concentration functions are unavailable in the literature, the

error and the EOC are calculated via Eq.(4.54) for uniform cells with 30, 60, 120, 240,

and 480 degrees of freedom. The computational volume domain and execution time are

identical to the preceding test case. Again, according to Tables 4.2 and 4.3, the EOC of

the FVS for these cases are comparable to the first case, i.e., the first-order convergence

is noticed.
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Cells Error EOC

30 - -

60 0.4271×10−4 -

120 0.2006×10−4 1.0899

240 0.0973×10−4 1.0449

480 0.0479×10−4 1.0224

Table 4.2: Test Case 2

Cells Error EOC

30 - -

60 0.4309×10−4 -

120 0.2023×10−4 1.0905

240 0.0981×10−4 1.0452

480 0.0483×10−4 1.0226

Table 4.3: Test Case 3
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Analytic Approximate Solution and

Error Estimates for Non-linear

Collision-Induced Breakage Equation

According to the literature survey [68, 72, 95], VIM and ODM are more suitable

and efficient for solving non-linear ODEs/PDEs and integro PDEs including aggregation

and breakage equations. As per our knowledge, there is no literature on semi-analytical

techniques for non-linear CBE (1.8-1.9). For the first time, in this chapter, these methods

are introduced for Eqs.(1.8-1.9) that provide the solutions in series form. The focus of

the work is to deal with the theoretical convergence analysis for a particular class of

kernels and the error estimation. Further, for the numerical validation, three examples are

selected to demonstrate the superiority of VIM over ODM.

This chapter is framed as follows: Section 5.1 contains information on the preliminary

steps for VIM and ODM, as well as their applications on CBE (1.8-1.9). The theoretical

results on convergence and error analysis are presented in Section 5.2. Section 5.3 yields

the numerical implementation and comparison between ODM, VIM, and exact solutions

by providing the error graphs and tables.
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5.1 Semi-analytical Approaches

5.1.1 Variational iteration method

VIM [96] is used to solve variety of non-linear ODEs/PDEs without linearization and

small perturbations. This approach is feasible and effective for dealing with the non-

linear problems. To understand the general idea of the VIM for any ODEs/PDEs, let us

consider

L(c(t, x)) +M(c(t, x)) = 0, (5.1)

where L = ∂
∂t

(linear) and M (non-linear) are operators. According to VIM, we get the

correction functional for Eq.(5.1) as

ck+1(t, x) = ck(t, x) +

∫ t

0

[
λ
(
L(ck(τ, x)) +M(c̃k(τ, x))

)]
dτ. (5.2)

Eq.(5.2) has a Lagrange multiplier λ = −1 that can be found optimally via variational

theory, and c̃k is a restricted variation which means δc̃k = 0, see [96] for more details.

This provides the following iteration formula

ck+1(t, x) = ck(t, x)−
∫ t

0

[(
L(ck(τ, x)) +M(ck(τ, x))

)]
dτ. (5.3)

Let us construct the operator A[c] as follows:

A[c] =

∫ t

0

[
−
(
Lc(τ, x) +Mc(τ, x)

)]
dτ, (5.4)

then the solution of problem (5.1) is written in series form as c(t, x) =
∑∞

k=0 ck(t, x)

where the components ck(t, x) for k = 0, 1, 2, ..., are defined as

c0(t, x) = cin(x),

c1(t, x) = A[c0(t, x)],

ck+1(t, x) = A[c0(t, x) + c1(t, x) + ...+ ck(t, x)], k ≥ 1.

 (5.5)

An nth order truncated series solution of the result c(t, x) is considered as φn(t, x) and is

denoted by

φn(t, x) :=
n∑

k=0

ck(t, x). (5.6)
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In the following, the general formulation for the n-term series solution for the CBE (1.8-

1.9) is described.

VIM for CBE: Define the non-linear operator M as follows

Mc(t, x) = −
(∫ ∞

0

∫ ∞

x

K(y, z)b(x, y, z)c(t, y)c(t, z) dy dz −
∫ ∞

0

K(x, y)c(t, x)c(t, y) dy

)
.

(5.7)

Using the Eqs.(5.3), (5.7) and λ = −1, we get the following iteration formula to compute

the number density function

ck+1(t, x) =ck(t, x) +

∫ t

0

(
−∂ck(τ, x)

∂τ
+

∫ ∞

0

∫ ∞

x

K(y, z)b(x, y, z)ck(τ, y)ck(τ, z) dy dz

−
∫ ∞

0

K(x, y)ck(τ, x)ck(τ, y) dy

)
dτ

=ck(t, x) + A[c]. (5.8)

Using the above, the solution components are derived from the Eq.(5.5) and hence, an ap-

proximate series solution of nth-order is formed using n+1 components. We will simplify

the details for various specific kernels in the numerical section.

5.1.2 Optimized decomposition method

This section contains a detailed explanation of ODM [95] for analytically solving Eqs.(1.8-

1.9). Before going into this, let us address the essential concept of the proposed strategy

for solving the following non-linear PDE

∂

∂t
c(t, x) =M [c(t, x)], (5.9)

where M is a non-linear operator and L = ∂
∂t
. Applying inverse operator of L on (5.9)

leads to

c(t, x) = cin(x) + L−1{M [c(t, x)]}. (5.10)

The fundamental concept of ODM lies in the linear approximation of non-linear term by

a first-order Taylor series expansion at t = 0. Thus, the obtained approximation is

∂

∂t
c(t, x)−M [c(t, x)] ≈ ∂

∂t
c(t, x)− C(x)c, (5.11)
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where

C(x) =
∂M

∂c

∣∣∣∣∣
t=0

. (5.12)

The approximation mentioned above yields, a linear operator T specified by

T [c(t, x)] =M [c(t, x)]− C(x)c(t, x). (5.13)

The solution is now constructed as an infinite series, by following [95], and is given by

c(t, x) =
∞∑
k=0

ck(t, x), (5.14)

where the components are listed below

c0(t, x) = cin(x),

c1(t, x) = L−1[Q0(t, x)],

c2(t, x) = L−1[Q1(t, x)− C(x)c1(t, x)],

ck+1(t, x) = L−1[Qk(t, x)− C(x)(ck(t, x)− ck−1(t, x))], k ≥ 2,


(5.15)

with

Qk(t, x) =
1

k!

dk

dθk

[
M
( k∑

i=0

θici(t, x)
)] ∣∣∣∣∣

θ=0

, (5.16)

and

M
( ∞∑

k=0

ck(t, x)
)
=

∞∑
k=0

Qk(t, x). (5.17)

ODM for CBE: To obtain a ODM formulation for Eqs.(1.8-1.9), consider the non-linear

operator M [c(t, x)] as

M [c(t, x)] =

∫ ∞

0

∫ ∞

x

K(y, z)b(x, y, z)c(t, y)c(t, z) dy dz −
∫ ∞

0

K(x, y)c(t, x)c(t, y) dy,

(5.18)

and differentiating it with respect to c(t, x), we have at t = 0,

C(x) = −
∫ ∞

0

K(x, y)c(0, y) dy. (5.19)
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The linear operator T in Eq.(5.13) expresses the following equation after utilizing the

Eqs.(5.18) and (5.19)

T [c(t, x)] =

∫ ∞

0

∫ ∞

x

K(y, z)b(x, y, z)c(t, y)c(t, z) dy dz −
∫ ∞

0

K(x, y)c(t, x)c(t, y) dy

+ c(t, x)

∫ ∞

0

K(x, y)c(0, y) dy. (5.20)

Using Eq.(5.18) and setting k = 0 in Eq.(5.16), the term Q0 is expressed as

Q0(t, x) =

∫ ∞

0

∫ ∞

x

K(y, z)b(x, y, z)c0(t, y)c0(t, z) dy dz −
∫ ∞

0

K(x, y)c0(t, x)c0(t, y) dy,

therefore,

c1(t, x) = L−1
(∫ ∞

0

∫ ∞

x

K(y, z)b(x, y, z)c0(t, y)c0(t, z) dy dz −
∫ ∞

0

K(x, y)c0(t, x)c0(t, y) dy
)
.

(5.21)

For k = 1, Eqs.(5.16) and (5.18) yield

Q1(t, x) =

∫ ∞

0

∫ ∞

x

K(y, z)b(x, y, z)
(
c0(t, y)c1(t, z) + c1(t, y)c0(t, z)

)
dy dz

−
∫ ∞

0

K(x, y)
(
c0(t, x)c1(t, y) + c1(t, x)c0(t, y)

)
dy,

and hence, with assistance of Eq.(5.19), it provides

c2(t, x) =L−1

(∫ ∞

0

∫ ∞

x

K(y, z)b(x, y, z)
(
c0(t, y)c1(t, z) + c1(t, y)c0(t, z)

)
dy dz

−
∫ ∞

0

K(x, y)
(
c0(t, x)c1(t, y) + c1(t, x)c0(t, y)

)
dy

+ c1(t, x)

∫ ∞

0

K(x, y)c(0, y) dy

)
. (5.22)

For k ≥ 2 and only when i+ j = k, we have

Qk(t, x) =

∫ ∞

0

∫ ∞

x

K(y, z)b(x, y, z)
( k∑

i=0

ci(t, y)
k∑

j=0

cj(t, z)
)
dy dz

−
∫ ∞

0

K(x, y)
( k∑

i=0

ci(t, x)
k∑

j=0

cj(t, y)
)
dy,
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and

ck+1(t, x) =L−1

(∫ ∞

0

∫ ∞

x

K(y, z)b(x, y, z)
( k∑

i=0

ci(t, y)
k∑

j=0

cj(t, z)
)
dy dz

−
∫ ∞

0

K(x, y)
( k∑

i=0

ci(t, x)
k∑

j=0

cj(t, y)
)
dy − C(x)[ck(t, x)− ck−1(t, x)]

)
.

(5.23)

Hence, Eq.(5.15) leads to the n-term series solution of Eqs.(1.8-1.9) as

ψn(t, x) :=
n∑

k=0

ck(t, x) = cin(x) + L−1
( n∑

k=1

Qk−1(t, x)− C(x)cn−1(t, x)
)

= cin(x) + L−1
(
M(ψn−1(t, x))− C(x)cn−1(t, x)

)
. (5.24)

5.2 Convergence Analysis
This section has discussion about the convergence of VIM and ODM solutions towards

the precise ones including the error estimates for the finite term approximated solutions.

The following results guarantee the convergence of VIM and provide the worst upper

bound for error considering n-term series solution.

Theorem 5.2.1. Let the operator A[c], mentioned in (5.4), be defined on a Hilbert space

D to D. The series solution c(t, x) =
∑∞

k=0 ck(t, x) converges, if

∥A[c0(t, x) + c1(t, x) + · · ·+ ck+1(t, x)]∥ ≤ α∥A[c0(t, x) + c1(t, x) + · · ·+ ck(t, x)]∥,

i.e., ∥ck+1(t, x)∥ ≤ α∥ck(t, x)∥, where 0 < α < 1 and ∀k ∈ {0} ∪ N.

Proof. The proof of this result is explained by Z.M. Odibat in [96][see, Theorem 5.2.1].

Theorem 5.2.2. Let the series solution
∑∞

k=0 ck(t, x) converges to the analytical solution

c(t, x), then the truncated solution φn of c(t, x) has the maximum error bound

∥c− φn∥ ≤ 1

1− α
α1+n∥cin∥, with 0 < α < 1. (5.25)
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Proof. The details of the result is provided in [96].

It is clear from Theorems 5.2.1 and 5.2.2 and by following the idea of [96] that ∀i ∈

{0} ∪ N, the parameters,

γi =


∥ci+1∥
∥ci∥ , if ∥ci∥ ≠ 0

0, if ∥ci∥ = 0,

(5.26)

provide the assurance of series convergence, when 0 ≤ γi < 1. Thus, our main aim for

the convergence in VIM is to compute the values of γi and show that 0 ≤ γi < 1 holds

for all i.

Let us begin with the convergence analysis for ODM solution. For this, assume a Banach

space Y =
(
C
(
[0,Γ] : L1((0,∞), xdx)

)
, c ≥ 0, ∥ · ∥

)
(see, [36]) with the following

enduced norm

∥c∥ = sup
t∈[0,Γ]

∫ ∞

0

x|c(t, x)|dx <∞. (5.27)

Eq.(1.8) provides the new form by using the Eqs.(5.10) and (5.18), that is

c = Sc, (5.28)

where S : Y → Y is a non-linear operator given as

Sc = cin(x) + L−1
[∫ ∞

0

∫ ∞

x

K(y, z)b(x, y, z)c(t, y)c(t, z) dy dz −
∫ ∞

0

K(x, y)c(t, x)c(t, y) dy
]
.

(5.29)

To establish the convergence result, let’s first prove that the operator S is contractive. To

do so, develop an equivalent form

∂

∂t
[c(t, x) exp[G(t, x, c)]] = exp[G(t, x, c)]

∫ ∞

0

∫ ∞

x

K(y, z)b(x, y, z)c(t, y)c(t, z) dy dz,

where,

G(t, x, c) =

∫ t

0

∫ ∞

0

K(x, y)c(ν, y) dy dν.

Hence, the equivalent operator of S is expressed by S̃ as

S̃c =cin(x) exp[−G(t, x, c)]
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+

∫ t

0

exp[G(ν, x, c)−G(t, x, c)]

∫ ∞

0

∫ ∞

x

K(y, z)b(x, y, z)c(ν, y)c(ν, z) dy dz dν.

(5.30)

In general, it is not easy to demonstrate the contractive nature of S̃ due to the model’s

complexity. However, for a specific set of kernels, in the following theorem, the self-

mapping and contraction results are proved under some additional hypotheses.

Theorem 5.2.3. Assume that the non-linear operator S̃ is defined in (5.30) and the set D

is introduced as D = {c ∈ Y : ∥c∥ ≤ L}. If the following hypotheses

(a) K(x, y) = xy, b(x, y, z) = 2
y
, and cin(x) = exp(−x) ∀x, y, z ∈ (0,∞),

(b) η := 1
e
+ 3

e
µ2(0)Lt1 < 1, and max(∥cin∥, µ2(0))(1 + Lt0) ≤ L for t0, t1 ∈ [0,Γ]

hold, then the operator S̃ : D → D and has contractive nature, i.e., ∥S̃c1 − S̃c2∥ ≤

η∥c1 − c2∥,∀ (c1, c2) ∈ D× D.

Proof. Let us begin with the proof of S̃ : D → D. For this, multiplying Eq.(5.30) with x

and integrating over the domain of x provide

∥S̃∥ ≤ ∥cin∥+
∫ t

0

∫ ∞

0

exp[G(ν, x, c)−G(t, x, c)]

∫ ∞

0

∫ ∞

x

2xzc(ν, y)c(ν, z) dy dz dx dν

≤ ∥cin∥+
∫ t

0

∫ ∞

0

exp
[
−
∫ t

ν

∫ ∞

0

xyc(ξ, y) dy dξ
] ∫ ∞

0

∫ ∞

x

2xzc(ν, y)c(ν, z) dy dz dx dν

≤ ∥cin∥+
∫ t

0

∫ ∞

0

∫ ∞

0

∫ ∞

x

2xzc(ν, y)c(ν, z) dy dz dx dν.

After changing the order of integration, we received

∥S̃∥ ≤ ∥cin∥+
∫ t

0

∫ ∞

0

∫ ∞

0

∫ y

0

2xzc(ν, y)c(ν, z) dx dy dz dν

≤ ∥cin∥+ µ2(0)Lt.

Hence, ∥S̃∥ ≤ L holds if max(∥cin∥, µ2(0))(1 + Lt0) ≤ L is considered, for a suitable

parameter t0 ∈ (0,Γ).

Now, choose c1, c2 ∈ D. The expression of S̃c1 − S̃c2 is given by

S̃c1 − S̃c2 =cin(x)F (0, t, x) +
∫ t

0

F (ν, t, x)

∫ ∞

0

∫ ∞

x

k(y, z)b(x, y, z)c1(ν, y)c1(ν, z) dy dz dν
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+

∫ t

0

F (ν, t, x)

∫ ∞

0

∫ ∞

x

k(y, z)b(x, y, z)c2(ν, y)c2(ν, z) dy dz dν

+

∫ t

0

exp[G(ν, x, c2)−G(t, x, c2)]

∫ ∞

0

∫ ∞

x

K(y, z)b(x, y, z)c1(ν, y)c1(ν, z) dy dz dν

−
∫ t

0

exp[G(ν, x, c1)−G(t, x, c1)]

∫ ∞

0

∫ ∞

x

K(y, z)b(x, y, z)c2(ν, y)c2(ν, z) dy dz dν,

(5.31)

where,

F (ν, t, x) = exp[G(ν, x, c1)−G(t, x, c1)]− exp[G(ν, x, c2)−G(t, x, c2)].

It should be mentioned here that the considered set of kernels, provide the mass conser-

vation [76], i.e., µ1(t) = µ1(0) = 1. An upper bound of F can be obtained by using

e−x − e−y ≤ −e−x(x− y) and xe−x ≤ 1
e

for all x, y ∈ [0,∞), as

|F (ν, t, x)| =
∣∣∣∣ exp [− ∫ t

ν

∫ ∞

0

xyc1(ξ, y) dy dξ
]
− exp

[
−
∫ t

ν

∫ ∞

0

xyc2(ξ, y) dy dξ
]∣∣∣∣

≤ exp
[
−
∫ t

ν

∫ ∞

0

xyc1(ξ, y) dy dξ
]
x(t− ν)∥c1 − c2∥

= x(t− ν) exp[−x(t− ν)∥c1∥]∥c1 − c2∥

= x(t− ν)∥c1∥ exp[−x(t− ν)∥c1∥] ∥c1 − c2∥ ≤ 1

e
∥c1 − c2∥. (5.32)

To display the contractive map of S̃ : D → D, employ the norm on Eq.(5.31) and utilizing

the values of K, b, and Eq.(5.32), we have

∥S̃c1 − S̃c2∥ ≤1

e
∥c1 − c2∥∥cin∥

+
2

e
∥c1 − c2∥

∫ t

0

∫ ∞

0

∫ ∞

0

∫ y

0

xz{c1(ν, y)c1(ν, z) + c2(ν, y)c2(ν, z)} dx dy dz dν

+2

[∫ t

0

exp[G(ν, x, c1)−G(t, x, c1)]

∫ ∞

0

∫ ∞

0

∫ y

0

xzc2(ν, y)c2(ν, z) dx dy dz dν

−
∫ t

0

exp[G(ν, x, c2)−G(t, x, c2)]

∫ ∞

0

∫ ∞

0

∫ y

0

xzc1(ν, y)c1(ν, z) dx dy dz dν

]
.

It is known from [76] that the second moment of Eqs.(1.8-1.9) is µ2(t) = 2
1+t

which is

clearly bounded by µ2(0). Using this fact and Eq.(5.32) as well as some further simplifi-
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cations, the above inequality becomes

∥S̃c1 − S̃c2∥ ≤1

e
∥c1 − c2∥∥cin∥+

1

e
∥c1 − c2∥µ2(0)t{∥c1∥+ ∥c2∥}

+

∫ t

0

exp[G(ν, x, c1)−G(t, x, c1)]µ2(0)∥c2∥ dν

−
∫ t

0

exp[G(ν, x, c2)−G(t, x, c2)]µ2(0)∥c1∥ dν

≤1

e
∥c1 − c2∥+

2

e
∥c1 − c2∥Lµ2(0)t+ Lµ2(0)

∫ t

0

F (ν, t, x) dν

≤
(1
e
+

3

e
µ2(0)Lt

)
∥c1 − c2∥. (5.33)

Hence, the operator S̃ holds contractive property under the condition that η := 1
e
+

3
e
µ2(0)Lt1 < 1, for the selective parameter t1. Consequently, an invariant ball of radius

L exists for a small parameter t = min(t0, t1), and S̃ is contractive within this ball.

Theorem 5.2.4. Let the series solution
∑∞

k=0 ck(t, x) converges to the analytical solution

c(t, x) and the truncated solution ψn of c(t, x) has the maximum error bound

∥c− ψm∥ ≤ ηm

1− η
∥c1∥, (5.34)

if the following assumptions satisfy

(A) η := 1
e
+ 3

e
µ2(0)Lt0 < 1, where L = µ1(1 + Γ) with Γ ∈ (0, t) and ∥c1∥ <∞.

(B) for any 0 ≤ l ≤ m− 1, ∥cm−l − cm−(l+1)∥ < ϵ, where ϵ = 1
np such that p > 1.

Proof. Initially, with assistance of Eqs.(5.18), (5.24) and (6.40), n-term truncated solu-

tion develops into

ψn(t, x) = S̃ψn−1(t, x)−
∫ t

0

C(x)cn−1(ν, x)dν. (5.35)

Consider the term ∥ψn(t, x) − ψm(t, x)∥. Applying the triangle inequality for n ≥ m

provides

∥ψn(t, x)− ψm(t, x)∥ ≤ ∥S̃ψn−1 − S̃ψm−1∥+ ∥
∫ t

0

C(x)
(
cn−1(ν, x)− cm−1(ν, x)

)
dν∥.

(5.36)
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Imposing the result of Theorem 5.2.3 and hypothesis (B) lead to

∥ψn(t, x)− ψm(t, x)∥ ≤ η∥ψn−1 − ψm−1∥+ ϵ t.

The overhead inequality is converted into the following one after setting n = m + 1,

Eq.(5.36) and doing some further simplifications

∥ψm+1(t, x)− ψm(t, x)∥ ≤η∥ψm − ψm−1∥+ ϵt

≤η
(
∥S̃ψm−1 − S̃ψm−2∥+ ∥

∫ t

0

C(x)
(
cm−1(ν, x)− cm−2(ν, x)

)
dν∥
)

+ ϵt

≤η(η∥ψm−1 − ψm−2∥+ ϵ t) + ϵ t

...

≤ηm∥ψ1 − ψ0∥+ ϵ t(1 + η + η2 + · · ·+ ηm−1).

Hence, the triangle inequality helps to attain the following result

∥ψn(t, x)− ψm(t, x)∥ ≤∥ψn(t, x)− ψn−1(t, x)∥+ ∥ψn−1(t, x)− ψn−2(t, x)∥

+ · · ·+ ∥ψm+1(t, x)− ψm(t, x)∥

≤
[
ηn−1∥ψ1 − ψ0∥+ ϵ t(1 + η + η2 + · · ·+ ηn−2)

]
+
[
ηn−2∥ψ1 − ψ0∥+ ϵ t(1 + η + η2 + · · ·+ ηn−3)

]
+ ...

+
[
ηm∥ψ1 − ψ0∥+ ϵ t(1 + η + η2 + · · ·+ ηm−1)

]
=(ηn−1 + ηn−2 + · · ·+ ηm)∥ψ1 − ψ0∥+ ϵ t[(1 + η + η2 + · · ·+ ηn−2)

+ (1 + η + η2 + · · ·+ ηn−3) + · · ·+ (1 + η + η2 + · · ·+ ηm−1)].

Further, simplifying the above equation, the assumption (A) and a desirable t0 give us

∥ψn(t, x)− ψm(t, x)∥ =
ηm(1− η)n−m

1− η
∥ψ1 − ψ0∥

+ ϵt
[(1− η)n−1

1− η
+

(1− η)n−2

1− η
+ · · ·+ (1− η)m

1− η

]
≤ ηm

1− η
∥c1∥+

ϵt0
1− η

(n−m). (5.37)
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Thanks to the assumption (B) and 1
mp > 1

np , Eq.(5.37) converges to zero as m →

∞. It indicates that limn→∞ ψn(t, x) = ψ(t, x), therefore, c(t, x) =
∑∞

k=0 ck(t, x) =

limn→∞ ψn(t, x) = ψ(t, x), which is the exact solution of (5.28). Hence, the maximum

error bound (5.34) is attained through the Eq.(5.37), for a fixedm and letting n→ ∞.

5.3 Numerical Discussion
This section portrays the implementation of VIM and ODM on CBE with three test cases.

MATHEMATICA software displays all the computations, results, and graphs for the con-

centration and moments of the problems. To see the efficiency and accuracy of our pro-

posed methods, analytical solutions for number density and moments are compared with

the finite term VIM and ODM results. In the absence of a precise solution, the difference

between successive series terms is provided to justify the convergence of the method.

Example 5.3.1. Assuming Eqs.(1.8-1.9) with K(x, y) = xy, b(x, y, z) = 2
y

and cin(x) =

exp(−x) for which the corresponding exact solution is c(t, x) = (1+ t)2 exp(−x(1+ t))

described in [76].

The VIM approach is employed for this example and we get the operator A with the

help of Eq.(5.8)

A[c] =

∫ t

0

(
−∂ck(τ, x)

∂τ
+

∫ ∞

0

∫ ∞

x

2zck(τ, y)ck(τ, z) dy dz −
∫ ∞

0

xyck(τ, x)ck(τ, y) dy

)
dτ,

and Eq.(5.5) assist for providing the following series terms

c0(t, x) =e
−x, c1(t, x) = t(2e−x − e−xx), c2(t, x) = e−xt2 − 2e−xt2x+

1

2
e−xt2x2,

c3(t, x) =− e−xt3x+ e−xt3x2 − 1

6
e−xt3x3, c4(t, x) =

1

2
e−xt4x2 − 1

3
e−xt4x3 +

1

24
e−xt4x4,

c5(t, x) =− 1

6
e−xt5x3 +

1

12
e−xt5x4 − 1

120
e−xt5x5

and so on. The further terms can be computed using Eq.(5.5) and the series solution of

n-terms, φn(t, x) =
∑n

k=0 ck(t, x), may be readily shown to be represented as

φn(t, x) = c0(t, x) + c1(t, x) +
n∑

k=2

(
(−1)kxk−2

(k − 2)!
+

2(−1)k−1xk−1

(k − 1)!
+

(−1)kxk

(k)!

)
e−xtk.

(5.38)
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Taking the limit n→ ∞, (5.38) reduces to

lim
n→∞

φn(t, x) =
∞∑
k=0

φn(t, x) = (1 + t)2 exp(−x(1 + t)),

which is exactly the precise solution. Now, for the ODM approach, Eqs.(5.18), (5.19) and

(5.21-5.23) helped us to get the first few series terms with C(x) = −x, as

c0(t, x) =e
−x, c1(t, x) = t(2e−x − e−xx),

c2(t, x) =
1

2
t2(−2e−x(−1 + x) + e−x(−2 + x)x+ x(2e−x − e−xx)),

c3(t, x) =
1

6
e−xt2(3(−2 + x)x− 2t(2 + x)),

c4(t, x) =− 1

12
e−xt3(−8(1− x+ x2) + t(20− 14x+ 3x2)),

and

c5(t, x) =− 1

30
e−xt3(5(−2 + x)x2 − 5t(17− 8x+ 4x2) + t2(38− 63x+ 17x2)).

Thanks to MATHEMATICA, the higher terms can be determined using (5.23) and hence,

an approximate solution by taking fixed number of series terms can be taken. Fig.5.1

demonstrates the comparison of exact solution with n =4, 6, 8, 10 terms series solutions

obtained via VIM and ODM at time t = 1.5 and t = 0.6, respectively. From these graphs,

it is clear that as the number of terms increases, the series solution tends to the precise

one using both methods, and in fact, there’s a great deal of agreement between the exact

and the 10-term estimate. In case of ODM, it is observed that, as time increases, one

needs a large number of series terms to get better accuracy, whereas VIM is consistently

performing well. As expected, due to the collision event, the decreasing behaviour of the

number density function is noticed as time progresses in Fig.5.1. Further, to see the ex-

cellency of our algorithms, the 3D display of the number density function is visualized in

Figs.5.2(a) and 5.2(b) for n = 10 at time 0.6 by VIM and ODM, respectively. These plots

are almost identical to the exact number density function given in Fig.5.2(c). However,

as time increases to 1, the ODM solution does not have better precision with the analyti-

cal solution as compared to the VIM result, see Fig.5.3. The noticeable dissimilarity can
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Figure 5.1: Series solutions of VIM, ODM and exact solution

visualize through the error plots of series and precise solutions.

Fig.5.4(a) portrays a minor error in approximate solution by VIM than the ODM out-

come in Fig.5.4(b). The same information is also conveyed through the absolute error dis-

tribution provided in Table 5.1 for various values of n and time. The error computations

are derived by dividing the size variable domain [0, 5] into subintervals [xi−1/2, xi+1/2],

where i = 1, 2, . . . , 1000. The representative of the ith cell is denoted by the mid-point

xi =
xi−1/2+xi+1/2

2
.Assuming step size hi = xi+1/2−xi−1/2, the following rule is operated

to estimate the error in VIM and ODM, respectively,

Error =
1000∑
i=1

|φi
n − ci|hi, Error =

1000∑
i=1

|ψi
n − ci|hi,

where φi
n = φn(t, xi), ψi

n = ψn(t, xi) and ci = c(t, xi). As expected, the error reduces

with the number of terms being increased at a particular time in each case. Moreover,

the VIM solution has less error by taking a fixed number of terms at each time, i.e.,

VIM produces a better approximate solution than the ODM. Finally, Eq.(5.26) permits to

attain the values of γi for i = 5, 6, . . . , 9 and it is marked from Table 5.2 that all γi < 1

which is the required condition of series convergence in VIM. Proceeding further,

the method’s efficacy is also affirmed through the comparison between approximated
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(a) VIM number density (φ10) (b) ODM number density (ψ10)

(c) Exact number density

Figure 5.2: Number density plots at time t= 0.6

moments of VIM and ODM with the exact moments. Fig.5.5(a) represents the zeroth

moment of the approximated solutions φ10 and ψ10 along with the exact zeroth moment.

It authenticates that the total number of particles increases as time progresses and the

ODM moment commences to slip away from VIM and precise ones around t = 0.5.

In addition, the first and second moments in Figs.5.5(b) and 5.5(c) are shown and these

graphs display that moments using 10-term ODM solutions are not sufficient enough

to predict the exact ones in either case as it starts deviating soon after the simulation

begins. Notice that a 10-term ODM solution was good to approximate the number denity

function function for time 0.6 in Fig.5.2. So, it is not obvious that if a method delivers

good accuracy with solutions, it can also provide similar behaviour with the moments.
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(a) VIM number density (φ10) (b) ODM number density (ψ10)

(c) Exact number density

Figure 5.3: Number density plots at time t= 1

From these figures, it is certain that VIM moments using φ10 have better approximation

with the exact. The extraction of the above results lies in the significance of VIM over

ODM in solving the CBE.

Example 5.3.2. Let us consider Eqs.(1.8-1.9) with kernels K(x, y) = xy
20

, b(x, y, z) = 2
y

and initial data cin(x) = x2 exp(−x). The analytical solution for the number density

function is hard to compute, however the precise formulations for the zeroth and the first

moments are µ0(t) = 2+ 9t
5

and µ1(t) = 6, respectively. These moments can be generated

by multiplying Eq.(1.8) by 1 and x as well as integrating from 0 to ∞ over x. Substituting

these kernel parameters and initial condition in Eq.(5.8), we have
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(a) VIM error (b) ODM error

Figure 5.4: Absolute error between exact solution and φ10 as well as ψ10

A[c] =

∫ t

0

(
−∂ck(τ, x)

∂τ
+

∫ ∞

0

∫ ∞

x

z

10
ck(τ, y)ck(τ, z) dy dz −

∫ ∞

0

xy

20
ck(τ, x)ck(τ, y) dy

)
dτ,

for the VIM, and so, the following first few terms of the series solution are computed

using Eq.(5.5)

c0(t, x) =x
2e−x, c1(t, x) =

3

10
e−xt(4 + x(4− (−2 + x)x)),

c2(t, x) =
9

200
e−xt2(12 + x2(−6 + (−4 + x)x)),

c3(t, x) =− 9e−xt3x(36 + x(12 + x(−6 + (−6 + x)x)))

2000
,

c4(t, x) =
27e−xt4x2(72 + (−8 + x)(−2 + x)x(2 + x))

80000
,

and

c5(t, x) =− 81e−xt5x3(120 + 60x− 10x3 + x4)

4000000
.

The subsequent terms may be calculated using Eq.(5.5) and with the help of MATHE-

MATICA. For the numerical comparison, we have taken the results up to 10-terms solu-

tion.

Furthermore, the ODM technique is being applied to this example to get C(x) = −3x
10
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t Methods
Number of terms

4 6 8 10

0.1 VIM 1.8076×10−6 1.1147×10−8 7.6098×10−11 4.0914×10−13

ODM 5.7102×10−4 6.5328×10−5 6.8206×10−6 6.6708×10−7

0.2 VIM 5.4645×10−5 1.3350×10−6 3.6569×10−8 7.9085×10−10

ODM 5.3592×10−3 1.2903×10−3 2.7836×10−4 5.7827×10−5

0.3 VIM 3.9284×10−4 2.1424×10−5 1.3232×10−6 6.4741×10−8

ODM 2.0709×10−2 7.8754×10−3 2.7180×10−3 9.4369×10−4

0.4 VIM 1.5704×10−3 1.5126×10−4 1.6630×10−5 1.4540×10−6

ODM 5.5200×10−2 2.9454×10−2 1.4597×10−2 7.5082×10−3

0.5 VIM 4.5555×10−3 6.8176×10−4 1.1722×10−4 1.6092×10−5

ODM 1.1958×10−1 8.3816×10−2 5.5852×10−2 3.9088×10−2

0.6 VIM 1.0795×10−2 2.3154×10−3 5.7361×10−4 1.1389×10−4

ODM 2.2671×10−1 2.0006×10−1 1.7113×10−1 1.5330×10−1

Table 5.1: Distribution of errors of VIM and ODM with different series terms and times

γ5 γ6 γ7 γ8 γ9

0.4513 0.4631 0.4299 0.5625 0.4142

Table 5.2: Different values of γi

and using Eq.(5.18), Eq.(5.19) as well as Eqs.(5.21-5.23), the following series terms are

obtained

c0(t, x) = e−x, c1(t, x) =
3

10
te−x(x(4− (x− 2)x) + 4),

c2(t, x) = − 9

100
t2e−x

(
x
(
x2 + x− 2

)
− 6
)
,

c3(t, x) =
1

1000
((3e−xt2(4t(−10 + x(−19 + (−11 + x)x)) + 15x(−4 + x(−4 + (−2 + x)x))))),

c4(t, x) =
1

20000
(e−x

(
60t3(x(x(x(6x− 1) + 20) + 22) + 40)− 9t4(x(x(x(15x− 94) + 2) + 260))

)
).

Thanks to MATHEMATICA, it is possible to calculate the additional higher terms of the
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(c) Second moment

Figure 5.5: Moments comparision: VIM, ODM and exact

series solution (ψ14). As the precise number density function is not there, Fig.5.6, plots

of the absolute difference of consecutive iteration terms at time t = 1 are summarized for

VIM and ODM. It can be observed that the behaviour of the differences is diminishing

and |c10 − c9| is near to zero in VIM while |c14 − c13| in ODM is still higher than this.

Therefore, the series solution is truncated to 10-term (φ10) in case of VIM and a 14-term

series solution is taken in ODM to anticipate more favourable outcomes. The estimated

number density functions derived by VIM (φ10) and ODM (ψ14) for time 1.5 are shown in

Fig.5.7, and they are comparable. The convergence of the VIM solution (φ10) is further

validated by providing the values of γi parameters at time 1.5 in Table 5.3. Further,

to justify the novelty of proposed schemes, approximated moments using φ10 and ψ14
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γ5 γ6 γ7 γ8 γ9

0.4212 0.4317 0.4381 0.4323 0.3525

Table 5.3: Different values of γi at time 1.5
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Figure 5.6: Absolute difference of series coefficients at time 1.0

are plotted against the exact ones in Fig.5.8. The zeroth and the first moments of VIM

using φ10 and ODM using ψ15 are plotted against the analytical moments in Fiq.5.8. It is

observed that the VIM results exactly overlap with the exact moments, whereas the ODM

results start over-predicting and lower-predicting around time t = 1.2. Observably, VIM

yields findings that resemble analytic solutions. Therefore, one can expect the accurate

result for the second moment by VIM, which is given in Fig.5.8(c). The second moment

of ODM missteps away from VIM around t = 1.2. The overall results authenticate that

the VIM technique supplies better estimations than ODM.

Example 5.3.3. Consider Eqs.(1.8-1.9) with K(x, y) = 1, b(x, y, z) = δ(x − 0.4y) +

δ(x− 0.6y) and cin(x) = exp(−x), its exact solution does not exist in the literature, but

exact moments are µ0(t) =
1

1−t
, µ1(t) = 1 and µ2(t) = 2(1− t)0.48, where the second

moment is computed by multiplying Eq.(1.8) by x2 and integrating from 0 to ∞ over

x. So exclusively an approximate solution, find out using the VIM and ODM. The VIM

approach (Eqs.(5.8) and (5.5)) offers the operator A
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(a) VIM solution (b) ODM solution

Figure 5.7: Plots of series solution with φ10 and ψ14 at time 1.5

A[c] =

∫ t

0

(
−∂ck(τ, x)

∂τ
+

∫ ∞

0

∫ ∞

x

(
δ(x− 0.4y) + δ(x− 0.6y)

)
ck(τ, y)ck(τ, z) dy dz

−
∫ ∞

0

ck(τ, x)ck(τ, y) dy

)
dτ,

and the following series terms

c0(t, x) =e
−x, c1(t, x) = x

(
− e−t + 1.66667e−1.66667tθ(0.666667t) + 2.5e−2.5tθ(1.5t)

)
,

c2(t, x) =− 0.5e−14.1944tx2
(
e13.1944t + θ(0.666667t)(−2.77778e11.4167tθ(1.11111t)

−4.16667e10.0278tθ(2.5t)) + θ(1.5t)(−4.16667e10.0278tθ(1.66667t)− 6.25e7.94444tθ(3.75t))
)
,

where δ and θ are Dirac’s delta and Heaviside step functions, respectively.

For the implementation of ODM, having C(x) = −1, for this case, the following series

terms are obtained using Eqs.(5.19) and (5.21-5.23)

c0(t, x) =e
−x, c1(t, x) = t(−e−x + 1.6667e−1.66667xθ[0.666667x] + 2.5e−2.5xθ[1.5x]),

c2(t, x) =− 0.5e−14.1944xt2
(
e13.1944x + θ[0.666667x]

(
− 2.77778e11.4167xθ[1.11111x]

− 4.1667e10.0278xθ[2.5x]
)
+ θ[1.5x]

(
− 4.1667e10.0278xθ[1.66667x]

− 6.25e7.94444xθ[3.75x]
))
.
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(c) Second moment

Figure 5.8: Moments comparision: VIM (φ10), ODM (ψ14) and exact at time 1.5

The third term is not easy to write due to lengthy expressions in both situations, and

in fact, it is difficult to compute the higher series terms by MATHEMATICA due to the

complexity of the model and kernels. It consumes a significant amount of time; therefore,

consider φ3 and ψ3 as approximate solutions for numerical validation.

These provide the optimal solution to this problem, as shown by several parameter graphs.

Since, analytical solution is not available for the number density function, absolute dif-

ferences between successive series terms are made up to 3-terms, see Fig.5.9. Initially,

the differences have minor gap but as size increases it is going to zero. In Fig.5.10, series

solutions φ3 and ψ3 are almost identical at time 0.2. The comparison of approximated

and analytical moments supplies information about the method which one is better than
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Figure 5.9: Absolute difference of series coefficients at time 0.2

(a) VIM solution (b) ODM solution

Figure 5.10: Plots of series solution with φ3 and ψ3

the other.

In Fig.5.11(a), the zeroth moment of φ3 and ψ3 are presented with the exact zeroth mo-

ment at t=0.6. The ODM moment does not agree with the exact one after t = 0.5. In

contrast, VIM provides better accuracy at this time. VIM and ODM first moment have

suitable precision with exact at t = 0.6 in Fig.5.11(b). However, Fig.5.11(c) depicts the

second moments of VIM (φ3) and ODM (ψ3), with VIM outperforming ODM in estima-

tion. It is evident that the VIM moment is closest to the actual one.
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Figure 5.11: Moments comparision: VIM (φ3), ODM (ψ3) and exact at time 0.6
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Non-linear Collision-Induced Breakage

Equation: Finite Volume and

Semi-analytical Methods

The CBE (1.8) is the most unexplored area of PBEs to acquire new analytical results. In

this chapter, we examine two different series solutions provided by HAM and AHPM for

solving such equation. The convergence of the approximated series solutions along with

the upper bound estimations of the errors are studied under some physical assumptions

on kernels. Further, to show the novelty of our proposed schemes, results for the number

density function and moments calculated via HAM and AHPM are compared with the

findings of FVM and analytical solutions. Three different numerical examples are con-

sidered to support the scheme’s reliability.

The chapter’s structure is as follows: Section 6.1 provides the discretization scheme of

FVM for CBE (1.8). Section 6.2 contributes to the semi-analytical methodologies of

HAM, AHPM, and the coefficient form of the series solutions for CBE. In Section 6.3,

convergence and error analysis are exhibited. Further, in Section 6.4, approximate so-

lutions of HAM, AHPM and FVM are reported graphically for the density function and
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moments. The effectiveness of the results is confirmed by comparing them to the analyt-

ical outcomes.

6.1 Finite Volume Method
FVM for the non-linear CBE is described in Section 4.1. Based on the idea of FVM [54],

particle density is approximated over a grid cell instead of point mass, i.e., ĉi ≈ ci in the

ith cell. The semi-discrete equation due to FVM is as follows

dĉi(t)

dt
=

1

∆xi

I∑
l=1

I∑
j=i

Kj,lĉj(t)ĉl(t)∆xj∆xl

∫ λi
j

xi−1/2

b(x, xj, xl) dx−
I∑

j=1

Ki,j ĉi(t)ĉj(t)∆xj,

(6.1)

where the term λij is expressed by

λij =

xi, if j = i,

xi+1/2, j ̸= i.

(6.2)

For solving the semi-discrete equation (6.1), any higher order numerical scheme (ode45)

can be used to obtain the approximation results for particular cases of parameters K

and b. Note that, our motive here is to validate the series solutions using FVM and

exact solutions, so a detailed convergence analysis is not explained here. Now, series

approximation methods HAM and AHPM are discussed below for the CBE (1.8).

6.2 Semi-analytical Methods
These are mathematical techniques that incorporate analytical and numerical approaches

to solve complex problems. They reduce computational complexity by employing ana-

lytical expressions for specific problem components, resulting in faster calculations and

fewer computational resources. If problems are solvable, semi-analytical method pro-

vides either the closed form solution which is actually the exact solution or the finite term

series solution which is an approximate solution. By providing approximate solutions

with known precision, these methods permit researchers to compare the performance and
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accuracy of various numerical methods, thereby determining their efficacy. This section

goes into details about the HAM and AHPM, which are well-established schemes.

6.2.1 Homotopy analysis method

The basic preliminaries and applicability of HAM to general form of different equations

are discussed in [97]. We first examine the HAM and then expand it to construct an

approximate series solution to CBE (1.8). Examine the generic differential equation

N [c(t, x)] = 0, (6.3)

where N is a non-linear operator and c is an unknown function. Proceeding further, by

following the idea of HAM, let us construct the zero-order deformation equation as

(1− p)L[ϕ(t, x; p)− cin(x)] = pαN [ϕ(t, x; p)], (6.4)

where, significant roles are played by the embedding parameter p ∈ [0, 1], the non-zero

convergence-control parameter α, and the auxiliary linear operator L with L(0) = 0 to

modify and manage the convergence domain of series solution [97]. The term ϕ(t, x; p) is

an unknown function and cin(x) is an initial guess. Eq.(6.4) provides ϕ(t, x; 0) = cin(x)

and ϕ(t, x; 1) = c(t, x), when p = 0 and p = 1, respectively. This means that that the

initial guess cin(x) converts into the solution c(t, x) as p varies from 0 to 1. Moreover,

the Taylor series expansion of ϕ(t, x; p) with respect to p yields

ϕ(t, x; p) = cin(x) +
∞∑

m=1

cm(t, x)p
m, (6.5)

where

cm(t, x) =
1

m!

∂mϕ(t, x; p)

∂pm

∣∣∣∣
p=0

. (6.6)

The series solution is obtained by the power series (6.5) that is convergent at p = 1 and

for a suitable convergence-control parameter α, i.e.,

c(t, x) = cin(x) +
∞∑

m=1

cm(t, x). (6.7)
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The unknown terms cm(t, x) are computed with the assistance of high order deformation

outlined below. Consider the vector c⃗m = {c0, c1, . . . , cm}. Differentiating Eq.(6.4) m

times with respect to p, dividing it by m! with p = 0 provide the mth-order deformation

equation as

L[cm − Πmcm−1] = αΓm(c⃗m−1), (6.8)

where

Γm(c⃗m−1) =
1

(m− 1)!

∂m−1N [ϕ(t, x; p)]

∂pm−1

∣∣∣∣
p=0

, (6.9)

and

Πm =

0, if m ≤ 1,

1, m > 1.

(6.10)

Liao [98] explains that the so-called generalized Taylor series supplies a way to regulate

and adjust the convergence region via an auxiliary parameter, enabling the HAM par-

ticularly well-suited for problems with strong non-linearity. Note that the convergence-

control parameter α in Eq.(6.8) can be evaluated using the discrete averaged residual error

formula [66], which is written at the end of this part.

Proceeding further, the development of mathematical formulation of CBE (1.8) using

HAM is explained now. Integrating (1.8) from 0 to t over t with c(0, x) = cin(x), we

obtain the integral form as

N [c(t, x)] =c(t, x)− cin(x)−
∫ t

0

∫ ∞

0

∫ ∞

x

K(y, z)b(x, y, z)c(t, y)c(t, z) dy dz dt

+

∫ t

0

∫ ∞

0

K(x, y)c(t, x)c(t, y) dy dt. (6.11)

The zero-order deformation equation of (6.11) is

(1− p)[ϕ(t, x; p)− cin(x)] = pαN [ϕ(t, x; p)], p ∈ [0, 1], (6.12)

where ϕ(t, x; p) is an unknown function and N [ϕ(t, x; p)] is constructed as

N [ϕ(t, x; p)] =ϕ(t, x; p)− cin(x)−
∫ t

0

∫ ∞

0

∫ ∞

x

K(y, z)b(x, y, z)ϕ(t, y; p)ϕ(t, z; p) dy dz dt
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+

∫ t

0

∫ ∞

0

K(x, y)ϕ(t, x; p)ϕ(t, y; p) dy dt = 0. (6.13)

As we have noticed from Eqs.(6.5-6.6) for p = 1, the series solution is

ϕ(t, x; 1) = c(t, x) = cin(x) +
∞∑

m=1

cm(t, x). (6.14)

Next, define the mth-order deformation equation as

cm − Πmcm−1 = αΓm(c⃗m−1), (6.15)

where

Γm(c⃗m−1) =
1

(m− 1)!

∂m−1N [ϕ(t, x; p)]

∂pm−1

∣∣∣∣
p=0

=
1

(m− 1)!

∂m−1N
[∑∞

k=1 ck(t, x)p
k
]

∂pm−1

∣∣∣∣
p=0

.

After simplifying the above term, we have

Γm(c⃗m−1) =cm−1(t, x)− (1− Πm)c
in(x)−

∫ t

0

∫ ∞

0

∫ ∞

x

K(y, z)b(x, y, z)Ω1
m−1 dy dz dt

+

∫ t

0

∫ ∞

0

K(x, y)Ω2
m−1 dy dt, (6.16)

where

Ω1
m−1 =

1

(m− 1)!

∂m−1

∂pm−1

( ∞∑
r=1

r−1∑
k=0

ck(t, y)cr−k−1(t, z)p
k

)∣∣∣∣
p=0

, (6.17)

and

Ω2
m−1 =

1

(m− 1)!

∂m−1

∂pm−1

( ∞∑
r=1

r−1∑
k=0

ck(t, x)cr−k−1(t, y)p
k

)∣∣∣∣
p=0

. (6.18)

The simplifiedmth-order deformation equation (6.15) is attained via applying the Eqs.(6.16-

6.18), that is

cm =Πmcm−1 + α

[
cm−1 − (1− Πm)c

in(x)−
∫ t

0

∫ ∞

0

∫ ∞

x

K(y, z)b(x, y, z)Ω1
m−1 dy dz dt

+

∫ t

0

∫ ∞

0

K(x, y)Ω2
m−1 dy dt

]
, m = 1, 2, 3, · · · . (6.19)
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Hence, the series solution components are derived by (6.19) with initial condition c0(t, x, α) =

cin(x), and are listed below

c0(t, x, α) =c
in(x),

c1(t, x, α) =α

[
−
∫ t

0

∫ ∞

0

∫ ∞

x

K(y, z)b(x, y, z)Ω1
0 dy dz dt+

∫ t

0

∫ ∞

0

K(x, y)Ω2
0 dy dt

]
,

cm(t, x, α) =(1 + α)cm−1 + α

[
−
∫ t

0

∫ ∞

0

∫ ∞

x

K(y, z)b(x, y, z)Ω1
m−1 dy dz dt

+

∫ t

0

∫ ∞

0

K(x, y)Ω2
m−1 dy dt

]
, m > 1.


(6.20)

For the numerical simulations, let us denote the approximated solution of nth-order for

CBE (1.8) by

Θn(t, x, α) :=
n∑

i=0

ci(t, x, α). (6.21)

The optimal value of α, for the best approximated series solution of CBE, is computed

by minimizing the following function, i.e.,

min
α∈R

A(α), A(α) =
1

n2

n∑
m=1

n∑
r=1

[N(Θn(tm, xr, α))]
2, (6.22)

where A(α) is the averaged residual error of the nth-order approximation for CBE prob-

lem and (tm, xr) belongs to the operational domain. This concept’s specifics can be ex-

tracted from [66]. The symbolic computation software MATHEMATICA has a command

“Minimize” to compute the optimal value of α explicitly.

6.2.2 Accelerated homotopy perturbation method

In HPM [99], He’s polynomial is equivalently taken as Adomain polynomial introduced

in [100]. The author in [101] generates a new class of accelerated polynomials which

after incorporating into HPM yields a new scheme called AHPM that provides better

accuracy to examine non-linear differential equations. To explain AHPM, consider a

general functional form as

ψ(t, x)−N [ψ(t, x)] = g(x), (6.23)

124



Chapter 6

where ψ is an unknown function and g is a given function. Also, N is the non-linear op-

erator. Subsequently, rewrite Eq.(6.23) with solution c(t, x) = ψ(t, x) into the following

form

L(c(t, x)) = c(t, x)− g(x)−N [c(t, x)]. (6.24)

Further, construct a homotopy H(c, p) having the properties H(c, 0) = T (c), H(c, 1) =

L(c(t, x)) and

H(c, p) = (1− p)T (c) + pL(c) = 0, (6.25)

where T (c) is an operator with solution c0. The embedding parameter p is crucial for

continuously deforming Eq.(6.25) from H(c0, 0) = T (c0) = 0 to H(ψ, 1) = L(c) = 0

as p increases from 0 to 1. The semi-analytical solution c(t, x) =
∑∞

n=0 p
ncn(t, x) and

exact solution ψ(t, x) have a relation as

ψ(t, x) =
∞∑
n=0

cn(t, x) = lim
p→1

c(t, x). (6.26)

For further use, let us suppose T (c) = c(t, x) − g(x). Substituting this and L(c) from

Eq.(6.24) into Eq.(6.25) yields a form

H(c, p) = c− g − pN(c) = 0. (6.27)

The non-linear termN(c) can be written in the form of accelerated polynomials (Ĥn) that

is explained in [101], as

N(c) =
∞∑
n=0

pnĤn(c0, c1, · · · , cn), (6.28)

where Ĥn has mathematical structure as

Ĥn(c0, c1, · · · , cn) = N(Sn)−
n−1∑
i=0

Ĥi, n ≥ 1, (6.29)

with Sn =
∑n

i=0 ci(t, x) and Ĥ0 = N(c0). The series iterative terms are obtained by

substituting c(t, x) =
∑∞

n=0 p
ncn(t, x) and (6.28) into Eq.(6.27) and then by comparing
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the powers of p,

c0(t, x) =c
in(x) = g(x),

cn(t, x) =Ĥn−1, n ≥ 1.

 (6.30)

Next, to find the mathematical formulation for CBE (1.8) by AHPM, the above idea

follows. Therefore, integrating Eq.(1.8) over time variable t provides

L(c(t, x)) =c(t, x)− cin(x)−
∫ t

0

∫ ∞

0

∫ ∞

x

K(y, z)b(x, y, z)c(t, y)c(t, z) dy dz dt

+

∫ t

0

∫ ∞

0

K(x, y)c(t, x)c(t, y) dy dt, (6.31)

where

N [c(t, x)] =

∫ t

0

∫ ∞

0

∫ ∞

x

K(y, z)b(x, y, z)c(t, y)c(t, z) dy dz dt

−
∫ t

0

∫ ∞

0

K(x, y)c(t, x)c(t, y) dy dt. (6.32)

Now, supersede c(t, x) =
∑∞

n=0 p
ncn(t, x) and (6.28) into (6.27), yield a homotopy.

Proceeding further to equate the terms with identical powers of p lead to get the iterative

components, i.e.,

∞∑
n=0

pncn(t, x)− cin(x)− pĤn(c0, c1, · · · , cn) = 0, (6.33)

where for n = 0, it provides the first term

c0(t, x) =c
in(x), (6.34)

for n = 1

c1(t, x) =

∫ t

0

∫ ∞

0

∫ ∞

x

K(y, z)b(x, y, z)c0(t, y)c0(t, z) dy dz dt

−
∫ t

0

∫ ∞

0

K(x, y)c0(t, x)c0(t, y) dy dt, (6.35)

and for n ≥ 2, the general term is

cn(t, x) =

∫ t

0

∫ ∞

0

∫ ∞

x

K(y, z)b(x, y, z)

(
n−1∑
i=0

ci(t, y)

)(
n−1∑
i=0

ci(t, z)

)
dy dz dt
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−
∫ t

0

∫ ∞

0

K(x, y)

(
n−1∑
i=0

ci(t, x)

)(
n−1∑
i=0

ci(t, y)

)
dy dt−

(
n−1∑
i=1

ci(t, x)

)
.

(6.36)

The truncated AHPM series solution of nth-order is expressed by the term Υn(t, x), i.e.,

Υn(t, x) :=
n∑

i=0

ci(t, x). (6.37)

6.3 Convergence Analysis
This section describes the reliability and efficiency of the methods with the given frame-

work. It enables the development of theoretical guarantees concerning the algorithm’s

behavior. Here, convergence analysis of the HAM and AHPM solutions shall be illus-

trated for a set of assumptions on collisional kernels. For that, consider the set W =

{(t, x) : 0 ≤ t ≤ T, 0 < x < ∞} for a fix T and assume a space of all continuous

function c, say Yr,s(T ) with the following induced norm

∥c∥ = sup
t∈[0,T ]

∫ ∞

0

(
xr +

1

x2s

)
|c(t, x)|dx, r ≥ 1, s ≥ 0. (6.38)

Eq.(6.11) provides the new operator form as

c = Sc, (6.39)

where S : Yr,s(T ) → Yr,s(T ) is a non-linear operator given as

Sc = cin(x) + L−1
[∫ ∞

0

∫ ∞

x

K(y, z)b(x, y, z)c(t, y)c(t, z) dy dz −
∫ ∞

0

K(x, y)c(t, x)c(t, y) dy
]
,

(6.40)

with L−1 =
∫ t

0
(·)dt. Firstly, for the existence of the solution in Y+

r,s(t) (set of non-

negative functions from Yr,s(T )), operator S has to fulfill the contractive property under

some hypotheses using the following theorem.

Theorem 6.3.1. Assume that the non-linear operator S is defined in (6.40). If the follow-

ing hypotheses;
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(a) K(x, y) is non-negative and continuous function with compact support K1

= sup s
R
≤x,y≤RK(x, y), (x, y) ∈ [0, R]× [0, R],

(b) b(x, y, z) is non-negative, continuous function satisfying the condition∫ ∞

0

x−θsb(x, y, z)dx ≤ ηy−θs, θ, η > 0,

(c) L0 is a fix constant for a small t > 0 such that

∥c∥t = sup
t∈[0,t]

∫ ∞

0

(
xr +

1

x2s

)
|c(t, x)|dx ≤ L0, (6.41)

hold, then the operator S has contractive nature, i.e., ∥Sc− Sc⋆∥ ≤ ξ∥c−c⋆∥,∀ (c, c⋆) ∈

Y+
r,s(t)× Y+

r,s(t), where ξ = 2tK1(µ+ 1)L0 < 1 with µ = max{N̄ , η}.

Proof. The detailed proof of this theorem had been investigated in [[102], Theorem 1].

Theorem 6.3.2. Let all the assumptions of Theorem 6.3.1 hold. If Θm =
∑m

i=0 ci is the

mth-order HAM truncated solution obtained using (6.20-6.21) for the CBE (1.8), then

Θm converges to the exact solution c(t, x) having following error bound

∥c−Θm∥ ≤ ∇m

1−∇
∥c1∥, (6.42)

where ∇ = ξ|α|+ |1 + α| < 1 and ∥c1∥ <∞.

Proof. From Eqs.(6.20-6.21), we have

Θm =
m∑
i=0

ci =c
in(x)− α

m∑
j=1

L−1

[ ∫ ∞

0

∫ ∞

x

K(y, z)b(x, y, z)Ω1
j−1 dy dz

−
∫ ∞

0

K(x, y)Ω2
j−1 dy

]
+ (1 + α)

m−1∑
j=1

cj

=cin(x)− αL−1

[ ∫ ∞

0

∫ ∞

x

K(y, z)b(x, y, z)
( m∑

j=1

Ω1
j−1

)
dy dz

−
∫ ∞

0

K(x, y)
( m∑

j=1

Ω2
j−1

)
dy

]
+ (1 + α)

m−1∑
j=1

cj. (6.43)
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Adding and subtracting the term (1 + α)cin(x) reduce the Eq.(6.43) into the following

one

Θm =− α

[
cin(x)

+ L−1

[ ∫ ∞

0

∫ ∞

x

K(y, z)b(x, y, z)
( m∑

j=1

Ω1
j−1

)
dy dz −

∫ ∞

0

K(x, y)
( m∑

j=1

Ω2
j−1

)
dy︸ ︷︷ ︸

Ω(m)

]]

+ (1 + α)Θm−1

=− α[cin(t) + L−1[Ω(m)]] + (1 + α)Θm−1. (6.44)

For all n,m ∈ N and n > m, it is certain that

∥Θn −Θm∥ ≤ |α|∥
[
cin(t) + L−1[Ω(n)]− cin(t)− L−1[Ω(m)]

]
∥+ |1 + α|∥Θn−1 −Θm−1∥.

Article [103] suggested that
∑n

i=1Ω
1
i−1 ≤ c(Θn−1(y))c(Θn−1(z)) and

∑n
i=1 Ω

2
i−1 ≤

c(Θn−1(x))c(Θn−1(y)), imply that

∥Θn −Θm∥ ≤|α|∥
[
cin(t) + L−1[Θn−1]− cin(t)− L−1[Θm−1]

]
∥+ |1 + α|∥Θn−1 −Θm−1∥

=|α|∥
[
SΘn−1 − SΘm−1

]
∥+ |1 + α|∥Θn−1 −Θm−1∥.

Using the contractive result of S in the aforementioned equation leads to

∥Θn −Θm∥ ≤ξ|α|∥Θn−1 −Θm−1∥+ |1 + α|∥Θn−1 −Θm−1∥

=∇∥Θn−1 −Θm−1∥,

for ∇ = ξ|α|+ |1+α|. After substituting n = m+1, the above inequality converted into

∥Θm+1 −Θm∥ ≤ ∇∥Θm −Θm−1∥ ≤ ∇2∥Θm−1 −Θm−2∥ ≤ · · · ≤ ∇m∥Θ1 −Θ0∥.

(6.45)

Eq.(6.45) assists in finding the bound of ∥Θn −Θm∥ having triangle inequality, as

∥Θn −Θm∥ ≤∥Θm+1 −Θm∥+ ∥Θm+2 −Θm+1∥+ · · ·+ ∥Θn−1 −Θn−2∥+ ∥Θn −Θn−1∥

≤∇m
(
1 +∇+∇2 + · · ·+∇n−m−1

)
∥Θ1 −Θ0∥ = ∇m

(
1−∇n−m

1−∇

)
∥c1∥.
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If ∇ < 1, then (1−∇n−m) < 1 and ∥c1∥ <∞, thus we get

∥Θn −Θm∥ ≤ ∇m

1−∇
∥c1∥, (6.46)

which converges to zero asm→ ∞. Therefore, a function Θ exists such that limn→∞ Θn =

Θ. Hence, c =
∑∞

i=0 ci = limn→∞Θn = Θ, which is the exact solution of (1.8). For a

fixed m and taking n→ ∞, the error bound is derived as

∥c−Θm∥ ≤ ∇m

1−∇
∥c1∥,

where c1 is given in (6.20).

Remark 6.3.3. The value of α is considered such that ∇ < 1, for that

ξ|α|+ |1 + α| < 1 =⇒ ξ <
1− |1 + α|

|α|
, α ̸= 0.

Hence, to ensure that ∇ < 1 , α should be chosen from [-1, 0).

The following theorem equips the convergence and error results for the CBE’s ap-

proximated nth-order AHPM solutions.

Theorem 6.3.4. Let us assume that all the assumptions of Theorem 6.3.1 hold. Consider

Υm =
∑m

i=0 ci is the mth-order AHPM series solution obtained using (6.30) for the CBE

(1.8). Then Υm converges to the exact solution c(t, x) with the following error bound

∥c−Υm∥ ≤ ξm

1− ξ
∥c1∥, (6.47)

where ξ = 2tK1(µ+ 1)L0 < 1 and ∥c1∥ <∞.

Proof. From the Eqs.(6.29) and (6.30), mth-order approximated solution is

Υm =
m∑
i=0

ci = cin + Ĥ0 + Ĥ1 + · · ·+ Ĥm−1 (6.48)

where

Ĥ0 =N(c0), Ĥ1 = N(c0 + c1)−N(c0),
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Ĥ2 =N(c0 + c1 + c2)−N(c0 + c1),

Ĥm−1 =N(c0 + c1 + · · ·+ cm−1)−N(c0 + c1 + · · ·+ cm−2).

Substitute all the values of Ĥm into (6.48), the new form of Υm is obtained as

Υm = cin +N(c0 + c1 + · · ·+ cm−1) = cin +N(Υm−1) = SΥm−1. (6.49)

By Theorem 6.3.1, we have

∥Υm+1 −Υm∥ ≤ ξ∥Υm −Υm−1∥, (6.50)

implies that

∥Υm+1 −Υm∥ ≤ ξ∥Υm −Υm−1∥ ≤ ξ2∥Υm−1 −Υm−2∥ ≤ · · · ≤ ξm∥Υ1 −Υ0∥.

(6.51)

Next, the triangle inequality helps us to get the bound of ∥Υn − Υm∥ for all n,m ∈ N

with n > m, as

∥Υn −Υm∥ ≤∥Υm+1 −Υm∥+ ∥Υm+2 −Υm+1∥+ · · ·+ ∥Υn−1 −Υn−2∥+ ∥Υn −Υn−1∥

≤ξm
(
1 + ξ + ξ2 + · · ·+ ξn−m−1

)
∥Υ1 −Υ0∥ = ξm

(
1− ξn−m

1−∇

)
∥c1∥.

(6.52)

Again, the term ξ < 1 provides the following

∥Υn −Υm∥ ≤ ξm

1− ξ
∥c1∥, (6.53)

that converges to zero as m → ∞. Therefore, a function Υ exists such that Υn → Υ, as

n → ∞ and so c =
∑∞

i=0 ci = limn→∞Υn = Υ, which is the exact solution of (1.8).

Further, for a fixed m and letting n→ ∞, the error bound (6.47) is accomplished.

6.4 Numerical Results and Discussion
This section analyses the accuracy, verification, and visual representation of the numeri-

cal and semi-analytical methods and their results. It contains the findings of CBE (1.8) by
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implementing the FVM, HAM, and AHPM for various collisional kernels. The discussion

regarding the density function and the integral property of density (moments) is supported

by the approximate solutions provided by three different schemes for an appropriate time

scale. Graphs display all the results simulated by MATLAB and MATHEMATICA soft-

ware.

Example 6.4.1. Assuming Eq.(1.8) with K(x, y) = xy, b(x, y, z) = 2
y

and cin(x) =

exp(−x) for which the corresponding exact solution is c(t, x) = (1+ t)2 exp(−x(1+ t))

described in [76].

Eq.(6.20) provides the series solution terms, thanks to HAM as

c0(t, x, α) =e
−x, c1(t, x, α) = αt

(
e−xx− 2e−x

)
,

c2(t, x, α) =
1

2
αte−x

(
2α(t− 2) + αtx2 + x(α(2− 4t) + 2)− 4

)
,

c3(t, x, α) =
1

6
αte−x

(
α2t2x3 + 6x

(
α2
(
t2 − 4t+ 1

)
+α(2− 4t) + 1

)
+ 12(α + 1)(α(t− 1)− 1) + 6αtx2(α + α(−t) + 1)

)
.

While, the computation of series terms of approximated AHPM solution is derived by

Eqs.(6.34-6.36) as

c0(t, x) =e
−x, c1(t, x) = t

(
2e−x − e−xx

)
, c2(t, x) =

1

2
t2e−x((x− 4)x+ 2),

c3(t, x) =− 1

6
t3e−xx3 + t3e−xx2 − t3e−xx,

c4(t, x) =
1

24
t4e−xx4 − 1

3
t4e−xx3 +

1

2
t4e−xx2,

c5(t, x) =− 1

120
t5e−xx3((x− 10)x+ 20).

Continuing in this manner, one can compute the higher order terms of the series solution

using MATHEMATICA. The 5th-order series approximated solutions, i.e., Θ5 of HAM

and Υ5 of AHPM, are considered for evaluation and the results are compared with finite

volume and exact solutions. The corresponding optimal value of α = −0.826, up to 3

significant digit (SD) with rounding, is generated by applying the formula (6.22) for the

truncated solution of HAM.
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The illustrations of the number density functions obtained via three methods are visu-

alized along with the analytical solution for various volumes in Fig.6.1. As anticipated,

the density function exhibits decreasing behaviour as size increases. At a particular time

t = 1, small-sized particles are abundant and large-sized particles are scarce. We ob-

serve that FVM results demonstrate excellent chemistry with the analytical solution for

particles of any sizes, whereas HAM (Θ5) and AHPM (Υ5) show acceptable precision for

particles of small sizes but fail to maintain the accuracy for large sizes particles. Error

plots in Fig.6.2 are graphical representations that assess the accuracy and quality of pred-

icated FVM, HAM and AHPM solutions. The maximum error bounds of HAM, AHPM

and FVM emerge for small size particles at considerable time and are almost identical to

zero. This indicates the novelty of our proposed schemes. Now, we expressed the con-

cept of the experimental order of convergence (EOC) for the approximated methods to

quantify how quickly the error decreases. The formula to find the EOC for FVM, HAM

and AHPM is written as follows

EOC =
1

ln(2)
ln

(
EI

E2I

)
, (6.54)

where EI is the discrete error norm for I number of mesh points, i.e., EI = ∥NE − NI∥,

where NE =
∑I

i=1 ci∆xi and NI =
∑I

i=1 ĉi∆xi are the total number of particles gen-

erated analytically and numerically via FVM (6.1), respectively. Similarly, for HAM

NI =
∑I

i=1 Θ
i
n∆xi and for AHPM NI =

∑I
i=1Υ

i
n∆xi, where Θi

n = Θn(t, xi) and

Υi
n = Υn(t, xi). Table 6.1 reveals that the EOC of all the techniques is one which implies

that they are first order accurate. Furhter, to justify the approximated solutions, integral

properties like moments are also computed by Eq.(2.2) and compared with the analyti-

cal moments. Fig.6.3 provides information regarding the comparison of HAM, AHPM,

FVM moments with the exact ones at time t = 1. The zeroth moment, in Fig.6.3(a) can

be visualized with an increasing pattern as time increases. All the results of approximated

moment overlap to each other and demonstrate excellent accuracy with the exact one. As

expected, in Fig.6.3(b), the approximated first moments obtained by HAM, AHPM and

FVM are constant and identical to the analytic moment, that is 1. It shows the conserva-

133



Chapter 6

Cells (I) FVM HAM AHPM

30 - - -

60 1.1515 0.9808 0.9981

120 1.0901 0.9906 0.9990

240 1.0497 0.9953 0.9994

Table 6.1: EOC using FVM, HAM and AHPM at time t = 1 for Example 6.4.1

tion of mass during the particulate process in the system for a set of kernels considered

in Example 6.4.1. The approximated second moments using Θ5, Υ5 and FVM have de-

creased behaviour along with the exact moment as time progresses, see Fig.6.3(c). HAM

and FVM moments have affirmed satisfactory agreement to the precised one, whereas

AHPM results deviate after time t = 0.5.

Figure 6.1: Log-log plots of density functions at time 1

Example 6.4.2. Let us consider Eq.(1.8) with kernels K(x, y) = xy
20

, b(x, y, z) = 2
y

and initial data cin(x) = x exp(−x). The analytical solution for the density function is

hard to compute, however the precise formulations for the zeroth and first moments are

µ0(t) = 1 + t
5

and µ1(t) = 2, respectively.

Substituting these kernel parameters and initial condition in Eq.(6.20), we get the

series terms due to HAM as

c0(t, x, α) =xe
−x, c1(t, x, α) =

1

10
αte−x((x− 2)x− 2),
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(a) FVM error (b) HAM error

(c) AHPM error

Figure 6.2: Absolute error plots

c2(t, x, α) =
1

200
αte−x(α(tx((x− 4)x− 2) + 4t+ 20(x− 2)x− 40) + 20((x− 2)x− 2)),

c3(t, x, α) =
α2t2e−x (αtx ((x− 6)x2 + 12) + 30(α + 1)(x((x− 4)x− 2) + 4))

6000

+ (α + 1)
(1
2
αt2
( 1

100
αe−xx

(
x2 − 2x− 2

)
− 1

50
αe−x

(
x2 − 2

))
+ α(α + 1)t

( 1
10
e−xx2 − 1

5
e−x(x+ 1)

))
.

For α = −0.969 taken up to 3 SD with rounding, we have considered 5th-order HAM

(Θ5) truncated series solution for numerical verification. The higher terms could not be

obtained due to the complexity of the model and parameters.

Further, AHPM (6.34-6.36) is also applied for this case to compute the first few series
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(a) Zeroth moment (b) First moment

(c) Second moment

Figure 6.3: Moments comparison at time 1: FVM, HAM, AHPM and exact

terms for the approximated solution. The terms are listed below

c0(t, x) =xe
−x, c1(t, x) =

1

10
te−x(2− (x− 2)x),

c2(t, x) =
1

200
t2e−x(x((x− 4)x− 2) + 4),

c3(t, x) =− t3e−xx4

6000
+
t3e−xx3

1000
− 1

500
t3e−xx,

c4(t, x) =
t4e−xx5

240000
− t4e−xx4

30000
+
t4e−xx3

60000
+
t4e−xx2

10000
.

In the absence of an exact solution of density function, the difference between consecu-

tive terms of series solutions is plotted in Fig.6.4(b) to see the precision of semi-analytical

algorithms. Graph shows that the difference between 4 and 5 terms solutions is negligible
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for each schemes and hence, it is certain that the approximated solutions converge to the

exact one. Further, to validate the results, 5th-order truncated solutions via HAM (Θ5)

and AHPM (Υ5) are also compared with the FVM solution in Fig.6.4(a) at time t = 1.

The figure elaborates that HAM and AHPM results have little disturbance to FVM solu-

tion for small size particles, however, all results exhibit similar behaviour as particle size

increases. The approximated density function plots display an increasing pattern till the

size x = 1, which decreases further as particle size progresses.

Since, expressions for analytical moments are available, to justify the approximated

solutions, we resemble the approximated moments of HAM using Θ5, AHPM via Υ5 and

FVM to the corresponding analytical moments in Fig.6.5 for different time distributions.

In Figs.6.5(a), 6.5(b), zeroth and first moments of HAM, AHPM and FVM show remark-

able accuracy with the exact ones for various time scales. Therefore, we can consider our

approximated solutions to predict better results for different particle sizes and times. In

the unavailability of the exact second moment, series (HAM, AHPM) and FVM moments

are compared at a time scale of 0 to 1 in Fig.6.5(c). The figure indicates that all approxi-

mated moments follow same pattern where HAM and AHPM moments exactly coincide

with each other.

(a) Log-log plots of density functions at time 1 (b) Terms error

Figure 6.4: Density and consecutive terms error plots
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(a) Zeroth moment (b) First moment

(c) Second moment

Figure 6.5: Moments comparison at time 1: FVM, HAM, AHPM and exact

Example 6.4.3. Consider Eq.(1.8) with K(x, y) = 1, b(x, y, z) = δ(x − 0.4y) + δ(x −

0.6y) and cin(x) = exp(−x). In this case, the exact solution for the density function is

not available in the literature. However, exact moments (zeroth, first and second) can be

calculated analytically as µ0(t) =
1

1−t
, µ1(t) = 1 and µ2(t) = 2(1− t)0.48. The second

moment is computed by multiplying Eq.(1.8) by x2 and integrating from 0 to ∞ over x.

Implement the HAM, AHPM and FVM to determine a solely approximative solutions.

The HAM (6.20) is applied for these set of kernels to get the following series terms

c0(t, x, α) =e
−x, c1(t, x, α) = αt

(
−1.67e−1.67xθ(0.67x)− 2.5e−2.5xθ(1.5x) + e−x

)
,

c2(t, x, α) =αte
−18.36x

(
θ(0.67x)

(
1.39αte15.58xθ(1.11x) + 2.08αte14.19xθ(2.5x)
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+ e16.69x(−1.67α− 0.83αt− 1.67)
)
+θ(1.5x)

(
αt
(
2.08e14.19xθ(1.67x)

+ 3.13e12.11xθ(3.75x)
)
+e15.86x(−2.5α− 1.25αt− 2.5)

)
+(α + 1)e17.36x

)
.

We continue this procedure to compute the next term to estimate the 3rd-order approx-

imate solution (Θ3) by MATHEMATICA. The optimal value of α is taken as -0.829,

again using only 3 SD with rounding, by operating Eq.(6.22). Moving further, the second

semi-analytical method AHPM executes the first few terms of the series solution as

c0(t, x) =e
−x, c1(t, x) = t

(
1.67e−1.67xθ(0.67x) + 2.5e−2.5xθ(1.5x)− e−x

)
,

c2(t, x) =te
−22.53x

(
θ(1.5x)

(
te18.36x((2.08 − 1.39t)θ(1.67x) + 2.78tθ(x))

+ te16.28x((3.12 − 2.08t)θ(3.75x) + 4.17tθ(x)) + e20.03x
(
2.5 − 0.83t2

)
+ ((−0.83t− 1.25)t− 2.5)e20.03x

)
+tθ(0.67x)

(
e19.75x((1.39 − 0.93t)θ(1.11x)

+ 1.85tθ(x)) + e18.36x((2.08 − 1.39t)θ(2.5x) + 2.78tθ(x)) + (−1.11t

− 0.83)e20.86x
)
+0.33t2e21.53x

)
.

An approximated truncated solution of order 3 (Υ3) is considered to see the results of

density function and moments for a range of particle sizes. Due to the lack of an exact

density function, only approximate solutions of HAM (Θ3), AHPM (Υ3) and FVM are

presented graphically in Fig.6.6 for time t = 0.5 over a range of particle sizes. Inter-

estingly, FVM and HAM results are almost identical up to size 10, but AHPM does not

show the same behaviour as HAM/FVM for large size particles. Similar to the previous

case, it is noticed that the difference between consecutive terms of the series solutions

decreases and tends to zero, ensuring the convergence of the algorithms. Thus, plot is

omitted here. The approximated moments computed via FVM and series solution meth-

ods are compared with the analytical moments in Fig.6.7 to justify the novelty of schemes.

In Fig.6.7(a), zeroth moments using AHPM 3-term solution (Υ3) and FVM are exactly

matching with the exact number of particles. However, HAM (Θ3) moment starts slip-

ping away from the accuracy after time 0.25. In addition, Fig.6.7(c) also justifies a slight

disturbance in the second moment of HAM. As expected, the total mass is conserved and

all the approximated methods provide the excellent accuracy with it, see Fig.6.7(b). In
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conclusion, we can visualize from these figures that AHPM and FVM results are nearest

to the exact ones as compared to the HAM.

Figure 6.6: Log-log plots of density functions at time 0.5
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(a) Zeroth moment (b) First moment

(c) Second moment

Figure 6.7: Moments comparison at time 0.5: FVM, HAM, AHPM and exact





Chapter 7

Conclusions and Future Directions

Conclusions
This chapter serves as a summary of the findings presented in this dissertation. Here,

the theoretical, numerical and semi-analytical results were discussed for the CMBE and

CBE. Additionally, we explored potential ways for extending the research and identify

areas with promising prospects for future investigations in this field.

In Chapter 2, we have examined the convergence analysis of a weighted FVS for

solving coagulation and multiple breakage models in weighted L1 space by using weak

compactness arugment. Dunford-Pettis and La Vallée Poussin theorems were used to es-

tablish the convergence of numerically approximated solutions towards a weak solution

of continuous problem with locally bounded coagulation and singular breakage functions.

Further, error analysis was also explored considering a uniform mesh with kinetic param-

eters in W 1,∞
loc space. Furthermore, four different test cases of numerical examples have

been used to validate the first order theoretical error observations.

Further, for the Chapter 3, we considered the divergence form of the continuous

CMBE. After that, FVS was implemented to get the fully discrete system using the ex-

plicit Euler method for the time variable. Then, analysis of the weak convergence was
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completed in L1 space, and error estimation of first order in W 1,∞
loc space for uniform

mesh. This observation was justified numerically by considering four different practical

examples of coupled coagulation and breakage equations.

Chapter 4 proposed a theoretical convergence analysis of FVS for solving the col-

lisional breakage equation for the non-uniform mesh. It yielded a non-conservative

scheme, for which a weak convergence analysis has been executed with unbounded col-

lision and breakage distribution kernels. The result was accomplished in the presence of

weak L1 compactness method. In addition, explicit error estimation of the method was

also explored for the locally bounded kernels. It has been demonstrated that the FVS

is first-order accurate for uniform meshes which was further validated by taking various

numerical examples of model.

In Chapter 5, semi-analytical VIM and ODM techniques were implemented on the

non-linear collision-induced breakage equation. These methods provided a recursive al-

gorithm for calculating the closed form of exact solution or approximate solutions. The

convergence result for VIM was taken from [96]. In ODM, we have used the contrac-

tion mapping theorem to show series convergence, which was reliable enough to estimate

the maximum absolute truncated error. The applicability and accuracy of these methods

were shown by comparing the approximated solutions and various moments against the

analytical results for three different test cases. Interestingly, in the first case, we got the

closed form solution via VIM which was also the exact solution. In each example, VIM’s

solution demonstrated superior long-term compliance with the analytical requirements,

whereas ODM’s solution failed to do so. Observations indicated that moment plots were

more precise than concentration plots over extended time periods. In conclusion, it was

observed as per the outcomes that VIM was superior to ODM.

Finally, in Chapter 6, HAM, AHPM and FVM were employed successfully for solv-

ing the non-linear collision-induced breakage equation with certain collision and break-

age kernels. The approximate analytical solutions were obtained by truncating the infinite

series form of the series solution which was proven to be the exact solution. These meth-

ods were easy to implement on such non-linear integro-partial differential equations for



various kernels and exponential decay initial functions. Convergence analysis was exhib-

ited for the series solutions of HAM and AHPM and it was reliable enough to achieve

the error estimations in each case. The approximated results of concentration function

and moments by HAM, AHPM and FVM were compared to the exact ones for three test

problems. All the graphs described the good precision and efficiency of considered tech-

niques. The research aims to shed light on the inherent limitations associated with semi-

analytical methods. Our investigations revealed that the terms generated using the HAM

often exhibited significant complexity, rendering the derivation of closed-form solutions a

challenging endeavor. Furthermore, determining higher-order components within the se-

ries solution was computationally expansive in both methods, particularly in case where

the kernels were functions involving the Dirac delta function.

Future Directions
Based on the work done in this thesis, the possible future scopes are as follows:

1. To find weak convergence of the discretized solution towards the continuous solu-

tion of the non-linear collision-induced breakage equation with singular kernels.

2. To explore other numerical methods to solve collision-induced breakage equation

and convergence analysis since only the finite volume method is implemented.

3. To prove the weak convergence for the finite volume solution of the coagulation

and collision-induced breakage equation.

4. To implement the semi-analytical methods for coagulation and collision-induced

breakage equation and convergence analysis.
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[49] Francis Filbet and Philippe Laurençot. Numerical simulation of the smoluchowski

coagulation equation. SIAM Journal on Scientific Computing, 25(6):2004–2028,

2004.

[50] Jean-Pierre Bourgade and Francis Filbet. Convergence of a finite volume scheme

for coagulation-fragmentation equations. Mathematics of Computation, 77(262):

851–882, 2008.

[51] Rajesh Kumar, Jitendra Kumar, and Gerald Warnecke. Moment preserving finite

volume schemes for solving population balance equations incorporating aggrega-



tion, breakage, growth and source terms. Mathematical Models and Methods in

Applied Sciences, 23(07):1235–1273, 2013.

[52] Haibo Zhao, Chuguang Zheng, and Minghou Xu. Multi-monte carlo method for

particle coagulation: description and validation. Applied Mathematics and Com-

putation, 167(2):1383–1399, 2005.

[53] Gregor Kotalczyk, Jherna Devi, and Frank Einar Kruis. A time-driven constant-

number monte carlo method for the gpu-simulation of particle breakage based on

weighted simulation particles. Powder Technology, 317:417–429, 2017.
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[90] Philippe Laurençot. Weak compactness techniques and coagulation equations. In

Evolutionary Equations with Applications in Natural Sciences, pages 199–253.

Springer, 2014.
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[92] Philippe Laurençot and Stéphane Mischler. The continuous coagulation-
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