
On Finite Groups and Their Associated Graphs

THESIS

Submitted in partial fulfillment of the requirements

for the degree of

DOCTOR OF PHILOSOPHY

by

Parveen

ID No. 2019PHXF0406P

Under the Supervision of

Prof. Jitender Kumar

Birla Institute of Technology and Science Pilani, Pilani Campus, India

BIRLA INSTITUTE OF TECHNOLOGY AND SCIENCE, PILANI,

Pilani Campus, Rajasthan, India

[2024]





Dedicated to My Loving Parents

&

All My Teachers





BIRLA INSTITUTE OF TECHNOLOGY AND SCIENCE, PILANI

PILANI CAMPUS, RAJASTHAN, INDIA

CERTIFICATE

This is to certify that the thesis entitled, “On Finite Groups and Their Asso-

ciated Graphs” submitted by Mr. Parveen ID No. 2019PHXF0406P for the

award of Ph.D. degree of the institute embodies original work done by him under

my supervision.

Signature of the Supervisor

Name : PROF. JITENDER KUMAR

Designation : Associate Professor

Department of Mathematics

BITS Pilani, Pilani Campus

Date: −−/−−/−−−−





Acknowledgements

I want to express my gratitude to everyone who has been part of my Ph.D. jour-

ney. A big thank you to my supervisor, Prof. Jitender Kumar, for guiding me

throughout the research. His advice and feedback were incredibly helpful, and he

played a crucial role in shaping this thesis. I appreciate his patience, passion for

the subject, and his belief in my abilities. I am thankful for the collaborative envi-

ronment he created and for the chance to learn from him. He not only helped me

academically but also motivated me during tough times. His mentorship has not

only contributed to my academic growth but also created lasting memories on and

off the cricket field. Thank you for being a fantastic supervisor and a great cricket

buddy.

I am grateful to the professors in the Mathematics Department at BITS Pilani,

Pilani Campus, for their help with my research. Special thanks to my Doctoral

Advisory Committee (DAC) members, Prof. Krishnendra Shekhawat and Prof.

Divyum Sharma, for their discussions and suggestions that improved my work. My

special thanks to Prof. Souvik Bhattacharyya, Vice-Chancellor, BITS Pilani and

Prof. Sudhirkumar Barai, Director, BITS Pilani, Pilani Campus, for providing a

healthy and peaceful environment for completing my doctoral dissertation. I also

thank Prof. Shamik Chakraborty, Associate Dean, AGSRD for his kind support

and encouragement. I am grateful to Prof. Bhupendra Kumar Sharma (Former

Head of the Department), Prof. Devendra Kumar (Head of the Department of

Mathematics) and Prof. Pradipkumar H Keskar for their unwavering support. I

iii



iv Acknowledgements

extend my acknowledgement to all the faculty members and research scholars for

their valuable assistance and cooperation throughout my research journey. The

moments we have shared hold a special corner in my heart and will be cherished for

eternity. I convey my heartfelt appreciation for the valuable contribution you have

made to my academic journey.

I want to thank my parents, Mrs. Silochana Devi and Mr. Mange Ram, for

giving me lots of love and always encouraging me. They are like a big source of

inspiration for me. Your patience and love mean the world to me. To my sisters,

Raveena and Maya, your support has been like a steady anchor during the good and

tough times of my studies.

I want to thank my friends Priyanka, Pawan, Vishesh, Sudhir, Vishnu, Pardeep,

Parmod, Diksha, Ruby, Sandeep, Manmohan, Aashu, Jaiveer, Shubham, Manjeet,

Ram, Aashish, Jitendra and Chota. I appreciate the positive and friendly vibes

each of you brought into my life. I appreciate my colleagues and fellow researchers,

Sandeep, Deepak, Komal, Sugandha, Pallav, Barkha, Sonali, Chandan, Little Ko-

mal, Himanshu, Meghana, Satpal, Amit, Umesh, Gourav, Sanjiv, Praveen, Shariq,

Manisha and Ekta for creating an environment that supports intellectual growth

through engaging discussions and camaraderie.

I am grateful for the financial support provided by CSIR, which made my research

effective and efficient. Special thanks to the office staff members for assisting me with

all the necessary formalities. I also extend my appreciation to all the participants

who generously shared their time and insights, contributing crucial data to this

study. In conclusion, this journey has been a collective effort, and I am humbled by

the support I have received. My deepest gratitude goes to each and every individual

who played a role, no matter how small, in helping me reach this milestone.

Place: Pilani

Date: −−/−−/−−−− Parveen



Abstract

The study of graphs associated to groups, viz. Cayley graphs and commuting graphs,

have been extensively studied in the literature because they have valuable applica-

tions and are related to automata theory. Motivated by the study of such graphs, the

present thesis aims to investigate some more interconnections between finite groups

and their associated graphs. In this context, the enhanced power graphs and power

graphs of finite groups have been explored further. The enhanced power graph of

a group G is the simple graph with the vertex set G and two distinct vertices x, y

are adjacent if they belong to the same cyclic subgroup of G. The power graph of a

group G is the simple graph with the vertex set G and two vertices a, b are adjacent

if one is a power of the other.

This thesis begins with a characterization of finite groups such that the minimum

degree and the vertex connectivity of the enhanced power graph are equal. Also,

we give a description of finite groups with regular and strongly regular (proper) en-

hanced power graphs. Then we obtain an upper and a lower bound for the Wiener

index of the enhanced power graph of nilpotent groups. Also, the finite nilpotent

groups achieving these bounds have been characterized. Recently, the lambda num-

ber of the power graphs has been studied. In this thesis, we study the lambda

number of the enhanced power graph of a finite group. We also show that the

lambda number of the enhanced power graph of a finite simple group G is equal to

|G| if and only if G is not a cyclic group of order n ≥ 3. Further, we discuss some

graph-theoretic parameters including metric dimension, resolving polynomials and

v



vi Abstract

detour distant properties of enhanced power graphs of certain non-abelian groups.

This thesis also gives an affirmative answer to the question posed by Cameron about

the connected components of the complement of the enhanced power graph of a non-

cyclic group and we proved that for a non-cyclic finite group G, the complement

of the enhanced power graph of G has just one connected component apart from

isolated vertices. Then we study a connected subgraph PE(G∗) induced by all the

non-isolated vertices of the complement of the enhanced power graph of G. We

proved that there does not exist any finite group for which the graph PE(G∗) is

bicyclic, tricyclic or tetracyclic, respectively. We also characterized all the finite

groups G such that PE(G∗) is unicyclic, pentacyclic, outerplanar, planar, projective

planar and toroidal, respectively.

This thesis extends the results on the line graph characterization of power graphs

of finite nilpotent groups to arbitrary finite groups. We establish a necessary and suf-

ficient condition for finite groups whose enhanced power graphs are line graphs and

classify all the finite nilpotent groups (except non-abelian 2-groups) whose proper

enhanced power graphs are line graphs. Moreover, we determine all the finite groups

whose (proper) power graphs and (proper) enhanced power graphs are the comple-

ment of line graphs, respectively. In this thesis, we also continue to study the dif-

ference graph of a finite group which is the difference of the enhanced power graph

and the power graph of a finite group with all isolated vertices removed. We char-

acterize arbitrary finite groups such that the difference graph is a chordal graph,

star graph, dominatable, threshold graph and split graph, respectively. Then we

precisely characterize all the nilpotent groups for which the difference graph belongs

to the aforementioned five graph classes. We also determine all the finite nilpotent

groups whose difference graph is cograph, bipartite, Eulerian, planar and outerpla-

nar, respectively. Further, we characterize all the finite nilpotent groups such that

the genus (or cross-cap) of the difference graph is at most 2. Finally, we study the

difference graphs of certain non-nilpotent groups.
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Introduction

Algebraic graph theory is a branch of mathematics which provides connections be-

tween algebra and graph theory. Another sub-branch of algebraic graph theory is

spectral graph theory which emphasizes on the study of spectra of matrices (ad-

jacency matrix or Laplacian matrix) associated with graphs. One of the broad

research problems in algebraic graph theory is to study graphs associated with alge-

braic structures. Such problems have been extensively studied by various researchers

into three categories: (i) study of graph-theoretic invariants (ii) study of underlying

algebraic structures using its associated graph-theoretic invariants (iii) interconnec-

tions between algebraic graph and underlying algebraic structure.

The study of graphs associated with algebraic structures, namely: semigroups,

groups, rings and vector spaces etc., is a large research area and has attracted

considerable attention of various researchers. The study of graphs associated with

groups become important due to its valuable applications and connections to au-

tomata theory (see Kelarev [2003, 2004]; Kelarev et al. [2009]). In this connection,

Cayley graphs and commuting graphs have been studied extensively. Cayley graph

was introduced by Arthur Cayley in 1878. The Cayley digraph of a finite group G

with a generating set S, is a directed graph with vertex set G and for x, y ∈ G

there is an arc from x to y if and only if xs = y for some s ∈ S. Cayley graph

is used to design and analyse the topologies of interconnection networks that are

helpful to connect processors in a supercomputer (see Cooperman et al. [1991]). In

1



2 Introduction

physics, Cayley graphs are useful into the study of quantum walks. For more de-

tails about the Cayley graphs, one can refer to Budden [1985]; Droms et al. [1998];

Li [2002]; Lanel et al. [2019] and references therein. Moreover, undirected Cayley

graphs have also been studied in the literature (see Abdollahi and Jazaeri [2014];

Zhu et al. [2023]). The commuting graph was introduced by Brauer and Fowler

[1955]. For a group G and S ⊆ G, the commuting graph C(G,S) is the simple graph

whose vertex set is S and two distinct vertices x, y are adjacent if xy = yx. For

S = G, the graph C(G,S) is denoted by C(G). This graph has also been studied by

considering G\Z(G) as the vertex set, where Z(G) is the center of G. Segev [1999,

2001]; Segev and Seitz [2002] used combinatorial parameters of certain commut-

ing graphs to establish long-standing conjectures in the theory of division algebras.

Commuting graphs on groups have played a crucial role in the classification of finite

simple groups (see Aschbacher [2000]). Also, Hayat et al. [2019] utilized commut-

ing graphs associated with groups to establish some Non-Singular with a Singular

Deck (NSSD) molecular graphs. The commuting graph of a group has been studied

extensively, see Iranmanesh and Jafarzadeh [2008]; Britnell and Gill [2017]; Kumar

et al. [2021b] and references therein. Motivated by the several applications of these

graphs associated to groups, numerous authors introduced and then studied vari-

ous other graphs associated to groups. To name a few: intersection graph (Zelinka

[1973]), prime graph (Tong-Viet [2014]), power graph (Chakrabarty et al. [2009]),

enhanced power graph (Aalipour et al. [2017]). Other graphs associated to groups

and their literature review can be found in Cameron [2022]. This thesis aims to

study enhanced power graph and power graph of a finite group. In what follows,

we present the literature review and the main results of the thesis on power graphs

and enhanced power graphs associated to finite groups.

The power graph P(G) of a group G is the simple graph with vertex set G, and

two vertices a, b are adjacent if one is a power of the other or equivalently: either

a ∈ ⟨b⟩ or b ∈ ⟨a⟩. Kelarev and Quinn [2004] introduced the concept of the directed



3

power graph. Later on, the undirected power graphs of groups have been studied by

researchers from different perspectives, see Cameron and Ghosh [2011]; Feng et al.

[2015]; Chattopadhyay et al. [2021]; Santiago Arguello et al. [2023] and references

therein. The graph P∗(G) is the subgraph of PE(G) induced by the set G \ {e}.

Regularity of the proper power graph P∗(G) is studied by Moghaddamfar et al.

[2014]. They proved that for a finite non-trivial group G, the proper power graph

of G is strongly regular graph if and only if G is a p-group of order pm for which

the exponent of G is either p or pm. Panda et al. [2024] characterized all the finite

nilpotent groups G such that the minimum degree and vertex connectivity of P(G)

are equal. Ali et al. [2022] obtained the metric dimension, resolving polynomials,

distant properties and detour distant properties of the power graph P(G), when

G is Q4n, where n = 2k or D2m for m = pα. Ma, Feng and Wang [2021] studied

the L(2, 1)-labeling of the power graph of a finite group. Recently, Sarkar [2022]

investigated the lambda number of power graphs of finite simple groups. Also, Sarkar

and Mishra [2023], studied the lambda number of power graphs of finite p-groups.

Graph classes such as cographs, chordal graphs, split graphs, and threshold graphs,

can be defined in terms of forbidden induced subgraphs. Graphs with forbidden

subgraphs appear in extremal graph theory and in some other contexts. Certain

forbidden subgraphs of undirected power graphs of groups have been studied (see

Doostabadi et al. [2014] and Manna et al. [2021]). Mirzargar et al. [2012] classified all

the finite groups with planar power graphs. Further, Doostabadi and Farrokhi D. G.

[2017], characterized the finite groups whose power graphs are of (non)orientable

genus one. Then all the finite groups with (non)orientable genus two power graphs

have been characterized by Ma et al. [2019]. Recently, Bera [2022] characterized

finite nilpotent groups G such that P(G) and P∗∗(G) are line graphs. Here, the

graph P∗∗(G) is the subgraph of P(G) induced by the set of all non-dominating

vertices. For more results on power graphs of groups, one can refer to the survey

paper Kumar et al. [2021a] and references therein.



4 Introduction

To measure how much the power graph is close to the commuting graph of a

group G, Aalipour et al. [2017] introduced a novel graph called the enhanced power

graph. The enhanced power graph PE(G) of a group G is the simple graph with the

vertex set G, and two distinct vertices x, y are adjacent if x, y ∈ ⟨z⟩ for some z ∈ G.

Note that the power graph is a spanning subgraph of the enhanced power graph

and the enhanced power graph is a spanning subgraph of the commuting graph.

Aalipour et al. [2017] provided a characterization for finite groups G where equality

holds for any two of the three graphs: power graph, enhanced power graph, and

commuting graph of G.

Subsequent research has witnessed significant attention towards enhanced power

graphs. Bera and Bhuniya [2018] characterized abelian groups and non-abelian

p-groups possessing dominatable enhanced power graphs. Dupont et al. [2023] de-

termined the rainbow connection number of the enhanced power graph of a finite

group G. Moreover, they investigated graph-theoretic properties of the enhanced

quotient graph of a finite group G (see Dupont et al. [2017]). The study of finite

groups whose enhanced power graphs admit a perfect code has been explored by

Ma et al. [2017]. Hamzeh and Ashrafi [2017a] derived the automorphism groups

of enhanced power graphs of finite groups, while Ma and She [2020] explored the

metric dimension of the enhanced power graph of a finite group. In particular, they

determined the metric dimension of the enhanced power graph of an elementary

abelian p-group, a dihedral group and a generalized quaternion group. Zahirović

et al. [2020] proved that two finite abelian groups are isomorphic if their enhanced

power graphs are isomorphic and also provided a characterization of finite nilpotent

groups with perfect enhanced power graphs. P. Panda et al. [2021] investigated

the minimum degree, independence number and matching number of PE(G). Also,

they determined them when G is finite abelian p-group, the dihedral group and the

semidihedral group. Additionally, they proved that if G is one of these groups, then

PE(G) is perfect and then obtained their strong metric dimension. Further, the
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enhanced power graphs associated to certain non-abelian groups including general-

ized quaternion group, U6n and V8n etc., have been explored by Dalal and Kumar

[2021]. Forbidden subgraphs of enhanced power graphs of finite groups have been

studied by Ma et al. [2021a]. Then Bera et al. [2021] provided an upper bound for

the vertex connectivity of the enhanced power graph of any finite abelian group and

classified finite abelian groups with connected proper enhanced power graphs. More-

over, they studied the connectivity and the vertex connectivity of proper enhanced

power graphs of certain non-abelian groups. The notion of the complement of the

enhanced power graph has also been explored by Ma, Doostabadi and Wang [2021].

Mahmoudifar and Babai [2022] proved the enhanced power graph PE(G) of a finite

group G is dominatable if and only if there exists a prime p such that p divides the

center of G and the Sylow p-subgroup of G is either cyclic or a generalized quater-

nion group. The graph P∗
E(G) is the subgraph of PE(G) induced by the set G \ {e}.

The graph P∗
E(G) is also known as the deleted enhanced power graph in the litera-

ture. Costanzo et al. [2021] studied the connectedness and diameter of the deleted

enhanced power graph of certain finite groups. Bera and Dey [2022] classified all

the nilpotent groups whose proper enhanced power graph P∗∗
E (G) is connected and

calculated their diameter. Moreover, they determined the domination number of

proper enhanced power graphs of finite nilpotent groups. They also calculated the

multiplicity of the Laplacian spectral radius of PE(G) when G is a finite nilpotent

group. Dalal et al. [2023] calculated the number of connected components of P∗
E(G)

when G is symmetric or alternating group. Cameron and Phan [2023] proved that

the enhanced power graph of a finite group is weakly perfect. For a comprehensive

overview of results and open questions on enhanced power graphs of groups, one can

refer to the survey paper Ma et al. [2022] and references therein.

In this thesis, we study some more interconnections between enhanced power

graphs and underlying groups. Also, some results of power graph of finite nilpotent

groups are extended to arbitrary finite groups. Since the power graph is a spanning
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subgraph of the enhanced power graph, therefore we also study the difference graph

of the enhanced power graph and the power graph of a finite group. The thesis is

arranged into the following six chapters.

Chapter 1: Background

Chapter 2: Enhanced Power Graphs

Chapter 3: The Complement of Enhanced Power Graph

Chapter 4: Line Graph Characterization of Power Graphs

Chapter 5: Difference Graph of Power Graphs

Chapter 6: Conclusion and Future Research Work

In Chapter 1, we recall the necessary definitions and required results. Also, we

fix our notations and derive some essential results which are useful in the sequel.

In Chapter 2, we develop some further results on the enhanced power graph

of finite groups. In this connection, we characterize finite groups such that the

minimum degree and the vertex connectivity of their enhanced power graphs are

equal (see Theorem 2.1.2). We also study the regularity of (proper) enhanced power

graphs of groups. All the finite groups are characterized for which (proper) enhanced

power graphs are (strongly) regular (see Theorems 2.1.4, 2.1.6). In order to study

the Wiener index of enhanced power graphs of nilpotent groups, we derive an upper

and lower bounds of the Wiener index of enhanced power graphs of nilpotent groups.

We also characterize finite nilpotent groups attaining these bounds (see Theorem

2.1.20).

The lambda number of the power graph has been studied in the literature. In

this chapter, we study the λ-number of the enhanced power graph of a finite group.

We obtain an upper and a lower bound for the lambda number of the enhanced

power graphs of finite groups (see Theorem 2.2.5). Notably, for non-trivial simple

groups, we establish conditions under which the λ-number is equal to the order of

the group. We prove that λ(PE(G)) = n if and only if G is not a cyclic group

of order n ≥ 3 (see Theorem 2.2.9). Also, we obtain the lambda number of the
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enhanced power graphs of nilpotent groups (see Theorems 2.2.16 and 2.2.19).

In the final part of this chapter, we obtain the Laplacian spectrum of the en-

hanced power graph of certain non-abelian groups namely: semidihedral groups,

dihedral groups and generalized quaternion groups (see Theorems 2.3.2, 2.3.5 and

2.3.8). We determine the metric dimension and resolving polynomial of the en-

hanced power graph of semidihedral group (see Proposition 2.3.13 and Theorem

2.3.14). Moreover, we study the distant properties and detour distant properties,

namely: closure, interior, distance degree sequence, and eccentric subgraph of the

enhanced power graphs of these groups.

The results of Chapter 2 are published in the journals “Acta Mathematica Hun-

garica” (SCIE), “Journal of Algebra and Its Applications” (SCIE) and “Discrete

Mathematics, Algorithms and Applications” (ESCI).

The motivation of Chapter 3 is to answer the question posed by Cameron [2022]:

Is it true that the complement of the enhanced power graph of a finite non-cyclic

group has just one connected component apart from isolated vertices? In Chapter 3,

we gave an affirmative answer to this question (see Theorem 3.1.2). We classify all

finite groups G such that the graph PE(G) is bipartite. We determine the girth of

PE(G) and we also prove that the graph PE(G) is weakly perfect (see Theorem 3.1.3).

It is natural to study the subgraph PE(G∗) of PE(G) induced by all the non-isolated

vertices in PE(G). Thus, we characterize the groups G such that the graph PE(G∗) is

dominatable and Eulerian, respectively. We classify all the finite groups G such that

the graph PE(G∗) is unicyclic and pentacyclic, respectively. Additionally, we prove

that the graph PE(G∗) cannot be bicyclic, tricyclic and tetracyclic, respectively (see

Theorem 3.1.11).

All the graphs are not planar but they can be embedded on topological surfaces

like g-hole torus, projective plane and Klein bottle etc. In view of this, we also

study various embeddings of the graph PE(G∗) on certain surfaces. We classify all
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the finite groups G such that the graph PE(G∗) is outerplanar, planar, projective-

planar and toroidal, respectively. We prove that there does not exist a group G such

that the cross-cap of the graph PE(G∗) is two (see Theorem 3.2.1).

The results of this chapter are accepted for publication in SCIE journal “Algebra

Colloquium”.

Bera [2022] characterized certain finite nilpotent groups where both power graphs

and proper power graphs are line graphs. In Chapter 4, we extend his results

to arbitrary finite groups (see Theorems 4.1.2 and 4.1.3). We also correct one of

his results related to proper power graphs of dihedral groups (see Corollary 4.1.5).

Furthermore, we characterize finite groups whose enhanced power graphs are line

graphs (see Theorem 4.2.2). For finite nilpotent groups (excluding non-abelian 2-

groups), we classify groups whose proper enhanced power graphs are line graphs (see

Theorem 4.2.9). Finally, we determine all the finite groups whose (proper) power

graphs (see Theorems 4.3.3 and 4.3.5) and (proper) enhanced power graphs (see

Theorem 4.3.6) are the complement of line graphs, respectively.

The results of this chapter are accepted for publication in SCIE journal “Journal

of Algebra and Its Applications”.

Biswas et al. [2022] studied the difference graph D(G) := PE(G)− P(G) of the

enhanced power graph and the power graph of G with all isolated vertices removed.

They have investigated the connectedness and perfectness of D(G) for certain group

classes. In Chapter 5, we continue the study of the difference graph D(G). Among

other results, we characterize the finite groups G such that D(G) is a graph with

forbidden induced subgraphs. After ascertaining the dominating vertices of D(G),

we provide equivalent conditions on the finite group G such that D(G) is a chordal

graph, star graph, dominatable, threshold graph, and split graph, respectively (see

Theorems 5.1.8, 5.1.10 and 5.1.11). We classify all the finite nilpotent groups G such

that D(G) belongs to the above five graph classes (see Theorem 5.2.2). Furthermore,
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we characterize the nilpotent groups whose difference graphs are cograph (see The-

orem 5.2.3), bipartite (see Theorem 5.2.4), Eulerian (see Theorem 5.2.6), planar

(see Theorem 5.2.8), and outerplanar (see Theorem 5.2.10), respectively. Further,

we classify all the finite nilpotent groups such that the difference graph D(G) is of

genus (or cross-cap) at most two (see Theorem 5.3.1). Finally, in Chapter 5, we

study the difference graph of non-nilpotent groups. We classify all the values of n

for which the difference graph of the symmetric group Sn (or alternating group An)

is cograph, chordal, spilt, and threshold, respectively.

The results of Chapter 5 are published in SCIE journals “Quaestiones Mathe-

maticae” and “Ricerche di Matematica”.

The thesis is summarized in Chapter 6 and concluded with some future research

work.
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Chapter 1

Background

In this chapter, we recall the necessary definitions and derive some required re-

sults which will be used in the thesis. Necessary definitions and essential results of

group theory and graph theory have been presented in Section 1.1 and Section 1.2,

respectively. In this chapter, we also fix our notations used throughout the thesis.

1.1 Groups

Let G be a non-empty set and ∗ : G×G → G be a binary operation such that the

following properties hold for all elements a, b, c in G:

1. Closure: a ∗ b ∈ G.

2. Associativity: (a ∗ b) ∗ c = a ∗ (b ∗ c).

3. Identity element: There exists an element e ∈ G such that a ∗ e = e ∗ a = a

for all a in G.

4. Inverse element: For each a in G, there exists an element a−1 in G such

that a ∗ a−1 = a−1 ∗ a = e.

11
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Then (G, ∗) is called a group with respect to ∗. The group (G, ∗) is denoted by G

when the operation ∗ is clear in the context and a ∗ b will be denoted by ab. A

group G is said to be abelian (or commutative) if, for all elements a, b in G, we have

ab = ba. Otherwise, G is called a non-abelian group. A non-empty subset H of a

group G is called a subgroup if H itself forms a group under the same binary opera-

tion in G. If H is a subgroup of G, then we write it as H ≤ G. A subgroup H of G

is called a trivial subgroup if H = {e} and H is a proper subgroup of G if H ̸= G.

A group G is called cyclic if for every element b in G there exists a ∈ G such that

b = an for some n ∈ Z. Here an represents the result of applying the group operation

n times on a. Moreover, the element a is called a generator of G. If a subgroup H

of a group G is cyclic, then H is called a cyclic subgroup of G. For a subgroup H of

a group G and g ∈ G, the set gH = {gh | h ∈ H} is called a left coset of H in G.

Moreover, gH is an equivalence class under the equivalence relation a ≡ b(mod H)

if and only if ab−1 ∈ H. Analogously, the set Hg = {hg | h ∈ H} is defined as

the right coset of H in G. A subgroup N of a group G is called a normal subgroup,

denoted by N ⊴ G, if for each element g in G, the left coset gN is equal to the right

coset Ng. Alternatively, N is a normal subgroup of G if and only if gNg−1 = N for

all g in G, where gNg−1 = {gng−1 | n ∈ N}. A group G is called a simple group if it

has no non-trivial proper normal subgroup. Let N be a normal subgroup of a group

G. The set G/N of all the left (or right) cosets of N in G forms a group with respect

to the operation ·, where · is defined by (gN) · (hN) = (gh)N for all g, h in G. The

group G/N is also known as quotient group. The set of elements in the group G

that commute with every element of G is called the center of the group G and it is

denoted by Z(G). Indeed, Z(G) is a normal subgroup of the group G. If A is any

subset of the group G, then the subgroup ⟨A⟩, generated by A, is the intersection

of all the subgroups of G containing A. In fact, ⟨A⟩ is the unique smallest subgroup

of G containing A.
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Examples

• The group Zn = {0, 1, 2, . . . , n−1} of integers modulo n is a cyclic group with

respect to the addition modulo n. Moreover, Zn = ⟨1⟩.

• The set of all bijections (permutations) from a set of n elements to itself forms

a group with respect to the composition of mappings and it is denoted by

Sn. Moreover, |Sn| = n! and it is a non-abelian group for n ≥ 3. A cycle

(a1 a2 . . . am) in the group Sn is the permutation that sends ai to ai+1, 1 ≤

i ≤ m− 1 and am to a1. The length of a cycle is the number of symbols which

appear in it. For example, (2 1 3) is a cycle of length 3 that maps 2 to 1, 1 to

3 and 3 to 2. In particular, S3 = {I, (1 2), (2 3), (1 3), (1 2 3), (1 3 2)}, where

I is the identity map on the set {1, 2, 3}. For each σ ∈ Sn, σ can be expressed

as a product of transpositions (cycles of length two).

• An even permutation is a permutation that can be expressed as the product

of an even number of transpositions. The alternating group An is a subgroup

of the symmetric group Sn consisting of even permutations.

Remark 1.1.1. (i) Every finite cyclic group of order n is isomorphic to Zn.

(ii) The number of generators of a finite cyclic group of order n is ϕ(n), where ϕ(n)

denotes the Euler’s totient function of n.

(iii) For n ≥ 2, An is a normal subgroup of Sn. Indeed, |(An)| = n!/2.

(iv) The quotient group Sn/An is isomorphic to the cyclic group of order 2.

(v) An is a non-abelian simple group for all n ≥ 5.

The order o(a) of an element a in G is the cardinality of the subgroup generated

by a. The exponent of a finite group is defined as the least common multiple of the

orders of all elements of the group and it is denoted by exp(G). A group G is called

a torsion group if every element of G is of finite order. The set of orders of all the

non-identity elements in G is denoted by πG. For example, πS3 = {2, 3}. If |G| = pn
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for some prime p, then G is called a p-group. If the order of every element of a group

G is a power of a prime, then G is called an EPPO-group. Note that every p-group

is an EPPO-group. Also, S3 is an EPPO-group but not a p-group. A subgroup P

of a group G is called a Sylow p-subgroup if |P | = pα and pα+1 does not divide |G|.

Theorem 1.1.2 ([Dummit and Foote, 1991, Theorem 8 (Lagrange’s Theorem)]). If

H is a subgroup of a finite group G, then the order of H divides the order of G and

the number of left cosets of H in G equals |G|
|H| .

Corollary 1.1.3 ([Dummit and Foote, 1991, Corollary 9]). If G is a finite group

and x ∈ G, then the order of x divides the order of G, i.e. o(x)||G|.

Let (G, ·) and (H, ∗) be two groups. A function ψ : G → H is called a group

homomorphism if, for all elements a, b in G, we have ψ(a · b) = ψ(a) ∗ψ(b). A group

homomorphism ψ : G→ H is called a group isomorphism if it is a bijection. In this

case, we say that the groups G and H are isomorphic and we write it as G ∼= H.

The direct product G × H of the groups (G, ·) and (H, ∗) is the set of all ordered

pairs (g, h), where g ∈ G and h ∈ H. The set G×H form a group with respect to

the operation ◦, where ◦ is defined by

(g1, h1) ◦ (g2, h2) = (g1 · g2, h1 ∗ h2)

for all (g1, h1), (g2, h2) ∈ G×H. Analogously, the direct product G1×G2× . . .×Gn

of the groups G1, G2, . . . , Gn can be defined.

1.1.1 Maximal Cyclic Subgroups and Nilpotent Groups

A cyclic subgroup of a groupG is called amaximal cyclic subgroup if it is not properly

contained in any cyclic subgroup of G. If G is a cyclic group, then G is the only

maximal cyclic subgroup ofG. IfG = Z2×Z4, thenM1 = {(0, 1), (0, 2), (0, 3), (0, 0)},

M2 = {(1, 1), (0, 2), (1, 3), (0, 0)}, M3 = {(1, 2), (0, 0)} and M4 = {(1, 0), (0, 0)} are

the maximal cyclic subgroups of G. We denote M(G) by the set of all maximal



1.1 Groups 15

cyclic subgroups of G. Also, M ∈ M(G), we write GM = {x ∈ G : ⟨x⟩ = M} and

GM(G) = {x ∈ G : ⟨x⟩ ∈ M(G)}.

For n ≥ 3, the dihedral group D2n is a group of order 2n is defined as

D2n = ⟨x, y : xn = y2 = e, xy = yx−1⟩.

The group D2n is dihedral 2-group if n = 2α. Note that the group D2n has one

maximal cyclic subgroup M = ⟨x⟩ of order n and n maximal cyclic subgroups

Mi = ⟨xiy⟩, where 1 ≤ i ≤ n, of order 2.

For n ≥ 2, the generalized quaternion group Q4n is a group of order 4n is defined as

Q4n = ⟨a, b : a2n = e, an = b2, ab = ba−1⟩.

The group Q4n is generalized quaternion 2-group if n = 2α. Observe that the group

Q4n has one maximal cyclic subgroup M = ⟨a⟩ of order 2n and n maximal cyclic

subgroups Mi = ⟨aib⟩, where 1 ≤ i ≤ n, of order 4.

For n ≥ 2, the semidihedral group SD8n is a group of order 8n is defined as

SD8n = ⟨a, b : a4n = b2 = e, ba = a2n−1b⟩.

The group SD8n is semidihedral 2-group if n = 2α. Note that the group SD8n has

one maximal cyclic subgroup M = ⟨x⟩ of order 4n, 2n maximal cyclic subgroups

Mi = ⟨a2ib⟩ = {e, a2ib}, where 1 ≤ i ≤ 2n, of order 2 and nmaximal cyclic subgroups

Mj = ⟨a2j+1b⟩ = {e, a2n, a2j+1b, a2n+2j+1b}, where 1 ≤ j ≤ n, of order 4.

For non-isomorphic groups up to order 15, the information about the number of

maximal cyclic subgroups and their orders is given in Table 1.1.

Remark 1.1.4. Let G be a finite group. Then G =
⋃

M∈M(G)

M and the generators

of a maximal cyclic subgroup do not belong to any other maximal cyclic subgroup

of G. Consequently, if |Mi| is a prime then for any Mj ∈ M(G) \ {Mi}, we have

Mi ∩Mj = {e}.

The following lemma is essential for further use.
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Lemma 1.1.5. If G is a finite group, then |M(G)| ≠ 2.

Proof. On the contrary, assume that the group G has exactly two maximal cyclic

subgroups M1 and M2. Then every element of G belongs to at least one of the

maximal cyclic subgroup of G and e ∈M1∩M2. It follows that |M1|+|M2| ≥ |G|+1.

Since M1 and M2 are proper subgroups of a finite group G, by Lagrange’s theorem,

we have

|M1| ≤
|G|
2

and |M2| ≤
|G|
2
.

Consequently, we get |G| + 1 ≤ |M1| + |M2| ≤ |G|, which is not possible. Hence,

|M(G)| ≠ 2.

Let G be a group and H,K be subgroups of G. The subgroup [H,K] of G is

defined as the subgroup generated by all elements of the form [h, k] := h−1k−1hk,

where h ∈ H, k ∈ K. The lower central series of subgroups of G is the descending

sequence

G ≥ G(2) ≥ G(3) ≥ · · · ≥ G(i) ≥ G(i+1) ≥ · · ·

of normal subgroups of G given by G(2) := [G,G] and G(i+1) :=
[
G(i), G

]
for every

i ≥ 2. If Gn = {e} for some n ≥ 0, then G is said to be a nilpotent group. Every

finite p-group is a nilpotent group. A finite p-group of order pn is said to be of

maximal class if G(n−1) ̸= {e} and G(n) = {e}. In this case, G/G(2) ∼= Zp × Zp and

G(i)/G(i+1) ∼= Zp for all 2 ≤ i ≤ n− 1.

For x, y ∈ G, define a relation ρ such that x ρ y if and only if ⟨x⟩ = ⟨y⟩. Note

that ρ is an equivalence relation. The equivalence class of x is denoted by ρx. Let

d ∈ πG. Then the number of equivalence classes that consist of elements of order d

is denoted by ∁d. Note that ∁d represents the number of cyclic subgroups of order d

in G. Moreover, we write τd = {g ∈ G : o(g) = d}. The following result discusses a

lot more about the class numbers of a finite p-group G.
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Theorem 1.1.6 ([Sarkar and Mishra, 2023, Theorem 1]). Let G be a finite p-group

of exponent pk. Assume that G is not cyclic for an odd prime p, and for p = 2, it is

neither cyclic nor of maximal class. Then

(i) ∁p ≡ 1 + p (modp2).

(ii) p | ∁pi for every 2 ≤ i ≤ k.

Corollary 1.1.7 ([Sarkar and Mishra, 2023, Corollary 1]). Let G be a finite p-group

of exponent pk. Then ∁pi = 1 for some 1 ≤ i ≤ k if and only if one of the following

occurs:

(1) G ∼= Zpk and ∁pj = 1 for all 1 ≤ j ≤ k, or

(2) p = 2 and G is isomorphic to one of the following 2-groups:

(i) dihedral 2-group D2k+1. Moreover, we have ∁2 = 1+2k, and ∁2j = 1 for all (2 ≤

j ≤ k).

(ii) generalized quaternion 2-group Q2k+1. Moreover, we have ∁4 = 1 + 2k−1 and

∁2j = 1 for all 1 ≤ j ≤ k and j ̸= 2.

(iii) semi-dihedral 2-group SD2k+1. Moreover, we have ∁2 = 1+2k−1, ∁4 = 1+2k−2

and ∁2j = 1 for all 3 ≤ j ≤ k.

The following lemma is a consequence of Corollary 1.1.7.

Lemma 1.1.8. Let G be a finite p-group with exponent p2 and G contains exactly

one cyclic subgroup of order p2. Then the following holds:

(i) If p = 2, then G is isomorphic to Z4 or D8.

(ii) If p > 2, then G is isomorphic to Zp2.

The following lemma will be useful in the sequel.
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Lemma 1.1.9. Let G be a finite p-group with exponent p2. Then either G has

exactly one cyclic subgroup of order p2 or G contains at least two cyclic subgroups

M and N of order p2 such that |M ∩N | = p.

Proof. First note that |Z(G)| ≥ p. If G has exactly one cyclic subgroup of order

p2, then there is nothing to prove. Now, suppose that G has two cyclic subgroups

M and N of order p2. Further, let x ∈ Z(G) such that o(x) = p. If x ∈ M ∩ N ,

then |M ∩N | = p. Thus, the result holds. We may now suppose that x /∈ M ∩N .

Without loss of generality, assume that x /∈M . ConsiderM = ⟨y⟩. Since (xy)p = yp,

it implies that o(xy) = p2. If ⟨xy⟩ = ⟨y⟩, then xy = yk for some positive integer

k and so x = yk−1, which is not possible. Thus, M ′ = ⟨xy⟩ is a cyclic subgroup of

order p2. Also, M ∩M ′ = {e, yp, y2p, . . . , y(p−1)p}. This completes our proof.

Some equivalent characterizations of nilpotent groups are given in the following

theorem.

Theorem 1.1.10 ([Dummit and Foote, 1991, p. 193]). Let G be a finite group.

Then the following statements are equivalent:

(i) G is a nilpotent group.

(ii) Every Sylow subgroup of G is normal.

(iii) G is the direct product of its Sylow subgroups.

(iv) For x, y ∈ G, x and y commute whenever o(x) and o(y) are relatively primes.

Let G be a finite nilpotent group and |G| = pα1
1 p

α2
2 · · · pαr

r , where p1 < p2 < · · · <

pr are primes and α1, α2, . . . , αr are positive integers. For i ∈ [r] = {1, 2, ..., r},

we denote the Sylow pi-subgroup of G by Pi. Then by Theorem 1.1.10, we have

G = P1P2 · · ·Pr and that |Pi| = pαi
i . For x ∈ G, there exists a unique element xi ∈ Pi

for each i ∈ [r] such that x = x1x2 · · ·xr. Since the mapping (x1, x2, . . . , xr) 7−→

x1x2 · · · xr is a group isomorphism from P1×P2×· · ·×Pr to P1P2 · · ·Pr, we sometimes
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write P1×P2× · · ·×Pr instead of P1P2 · · ·Pr. Throughout this thesis, we use these

notations frequently for nilpotent groups without mentioning them explicitly.

Lemma 1.1.11. Let G = P1 × P2 × · · · × Pr be a finite nilpotent group of order

n = pα1
1 p

α2
2 · · · pαr

r . Suppose x, y ∈ G such that o(x) = s and o(y) = t. Then there

exists an element z ∈ G such that o(z) = lcm(s, t).

Proof. Let x = (x1, x2, . . . , xr), y = (y1, y2, . . . , yr) ∈ G. It follows that s =

pβ1

1 p
β2

2 · · · pβr
r and t = pγ11 p

γ2
2 · · · pγrr , where pβi

i = o(xi) , pγii = o(yi) and 0 ≤

βi, γi ≤ αi. Consequently, lcm(s, t) = pδ11 p
δ2
2 · · · pδrr , where δi = max{βi, γi}. Con-

sider z = (z1, z2, . . . , zr) such that

zi =

 xi if βi ≥ γi,

yi if βi < γi.

Clearly, z ∈ G and o(z) =
r∏

i=1

o(zi) =
r∏

i=1

pδii . Thus, the result holds.

Lemma 1.1.12 ([Chattopadhyay et al., 2021, Lemma 2.11]). Any maximal cyclic

subgroup of a finite nilpotent group G = P1P2 · · ·Pr is of the form M1M2 · · ·Mr,

where Mi is a maximal cyclic subgroup of Pi (1 ≤ i ≤ r).

Corollary 1.1.13. Let G = P1P2 · · ·Pr be a finite nilpotent group and let Pi be a

cyclic group for some i. Then Pi is contained in every maximal cyclic subgroup of

G.

1.2 Graphs

In this section, we recall all the necessary definitions, notations and results of graph

theory from West [1996]. A graph Γ is defined by a set of vertices V (Γ) and a set of

edges E(Γ), where E(Γ) is an unordered pair of elements (not necessarily distinct)

of V (Γ). If {u, v} ∈ E(Γ), then u and v are adjacent in Γ and it is denoted by u ∼ v.

Otherwise, we express it as u ≁ v. If {u, v} ∈ E(Γ), then the vertices u and v are
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called endpoints of the edge {u, v}. Two edges e1 and e2 are said to be incident if

they have a common endpoint. The order of a graph Γ is the cardinality of V (Γ).

An edge {u, v} is called a loop if u = v. Multiple edges are the edges having the

same endpoints. In this thesis, we are considering only simple graphs (graphs with

no loops or multiple edges). A graph Γ is called a null graph if E(Γ) is an empty

set. If V (Γ) is an empty set, then Γ is called an empty graph. The set N(x) of all

the vertices which are adjacent to the vertex x in Γ is called the neighbourhood of x.

Furthermore, we denote N[x] = N(x) ∪ {x}. A subgraph Γ′ of a graph Γ is a graph

such that V (Γ′) ⊆ V (Γ) and E(Γ′) ⊆ E(Γ). A subgraph Γ′ is called a spanning

subgraph of the graph Γ if V (Γ′) = V (Γ). Let X ⊆ V (Γ). Then the subgraph Γ′

induced by the set X is a graph such that V (Γ′) = X and u, v ∈ X are adjacent in

Γ′ if and only if they are adjacent in Γ. By Γ \ X, we mean that the subgraph of

Γ induced by the set V (Γ) \ X. Two graphs Γ1 and Γ2 are said to be isomorphic,

denoted as Γ1
∼= Γ2, if there exists a bijective function f : V (Γ1) → V (Γ2) such

that {u, v} ∈ E(Γ1) if and only if {f(u), f(v)} ∈ E(Γ2). An automorphism of

a graph Γ is an isomorphism from Γ to itself. A graph Γ is called Γ′-free is Γ

does not contain Γ′ as its induced subgraph. Let Γ′ be a spanning subgraph of a

graph Γ. Then the difference Γ − Γ′ is a graph such that V (Γ − Γ′) = V (Γ) and

E(Γ−Γ′) = E(Γ) \E(Γ′). The union Γ1 ∪Γ2 ∪ · · · ∪Γn of the graphs Γ1,Γ2, . . . ,Γn

is a graph such that V (Γ1 ∪ Γ2 ∪ · · · ∪ Γn) = V (Γ1) ∪ V (Γ2) ∪ · · · ∪ V (Γn) and

E(Γ1∪Γ2∪· · ·∪Γn) = E(Γ1)∪E(Γ2)∪· · ·∪E(Γn). We denote nΓ by Γ∪Γ∪· · ·∪Γ

(n-times). The join Γ1∨Γ2 of graphs Γ1 and Γ2 is a graph with vertex set V (Γ∨Γ′) =

V (Γ)∪V (Γ′) and edge set E(Γ∨Γ′) = E(Γ)∪E(Γ′)∪{{u, v} | u ∈ V (Γ), v ∈ V (Γ′)}.

The strong product Γ1⊠Γ2⊠ · · ·⊠Γn of n graphs Γ1,Γ2, . . . ,Γn is a graph such that

the vertex set V (Γ1 ⊠ Γ2 ⊠ · · · ⊠ Γn) = V (Γ1) × V (Γ2) × · · · × V (Γn) and distinct

vertices (u1, u2, ..., un) and (v1, v2, ..., vn) are adjacent in Γ1 ⊠ Γ2 ⊠ · · · ⊠ Γn if and

only if either ui = vi or ui ∼ vi in Γi for each i ∈ [n].
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A walk in a graph Γ from the vertex v1 to the vertex vm is defined as a sequence

of vertices: v1, v2, . . . , vk (k > 1), where vi ∼ vi+1 for every i ∈ {1, 2, . . . ,m − 1}.

The length of the walk is given by the number of edges in the sequence. A trail is

a walk in which no edge is repeated. A closed trail is a trail whose initial and end

vertex are identical. If no vertex in a walk is repeated, then it is called a path. If

there exists a path between any two vertices of a graph Γ, then Γ is said to be a

connected graph. Otherwise, we say Γ is disconnected. A connected subgraph Γ1 of

a graph Γ is called a component (maximal) if there exists a connected subgraph Γ2

such that Γ1 is a subgraph of Γ2, then Γ1 = Γ2. The path graph Pn is defined by the

set of vertices {v1, v2, . . . , vn} and the set of edges {{v1, v2}, {v2, v3}, . . . , {vn−1, vn}}.

A vertex u is said to be a dominating vertex of a graph Γ if u is adjacent to all the

other vertices of Γ. The set of all dominating vertices of Γ is denoted by Dom(Γ). A

graph Γ is called complete if every vertex of Γ is a dominating vertex. The complete

graph on n vertices is denoted by Kn. The complement of a graph Γ is the graph Γ

such that V (Γ) = V (Γ) and two vertices are adjacent in Γ if and only if they are not

adjacent in Γ. A path whose initial and end vertex are the same is called a cycle. A

graph Γ is called acyclic if it contains no cycle. A simple connected acyclic graph is

called a tree. A spanning subgraph Γ′ of a graph Γ is called a spanning tree if Γ′ is

a tree. A cycle in a graph Γ is called Hamiltonian cycle if it includes all the vertices

of Γ. If Γ contains a Hamiltonian cycle, then Γ is called a Hamiltonian graph. The

girth of a graph Γ is the length of the shortest cycle in Γ. If Γ is acyclic, then we

say the girth is ∞. The cycle graph Cn is a graph with vertex set {v1, v2, . . . , vn}

and the set of edges {{v1, v2}, {v2, v3}, . . . , {vn−1, vn}, {vn, v1}}. The distance d(u, v)

between two vertices u and v in a graph Γ, is defined as follows:
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d(u, v) =


0 if u = v,

∞ if there is no path from u to v,

ℓ(P ) where P is a shortest path from u to v,

where ℓ(P ) is the length of the path P . The maximum distance between two vertices

of a connected graph Γ is called the diameter of Γ and it is denoted by diam(Γ).

The Wiener index is one of the most frequently used topological indices in chemistry

as a molecular shape descriptor. This was first used by H. Wiener in 1947 and then

the formal definition of the Wiener index was introduced by Hosoya [1971]. For a

connected graph Γ, the Wiener index W (Γ) is defined by

W (Γ) =
∑

x∈V (Γ)

∑
y∈V (Γ)

d(x, y)

2
.

The Wiener index was also employed in crystallography, communication theory,

facility location, cryptography, etc. (see Bonchev [2002]; Gutman et al. [1993];

Nikolić and Trinajstić [1995]). The number of vertices adjacent to a vertex u is

called the degree of u and we write is as deg(u). The minimum degree δ(Γ) of a

graph Γ is the smallest degree among all the vertices of Γ. A regular graph is a

graph in which each vertex has the same degree. A graph Γ is said to be strongly

regular graph with parameters (n, k, λ, µ) if it is k-regular graph on n vertices such

that each pair of adjacent vertices has exactly λ common neighbours, and each pair

of non-adjacent vertices has exactly µ common neighbours. If a connected graph Γ

has a closed trail which contains all the edges of Γ, then Γ is said to be Eulerian.

Theorem 1.2.1 ([West, 1996, Theorem 1.2.26]). A connected graph is Eulerian if

and only if its every vertex is of even degree.

The chromatic number χ(Γ) of a graph Γ is the minimum number of colors

needed to color the vertices of the graph in such a way that no two adjacent vertices

have the same color. A clique of a graph Γ is a complete subgraph of Γ. The clique
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number ω(Γ) of a graph Γ is the order of the largest complete subgraph. Let Γ be a

graph and let X be a non-empty subset of V (Γ). Then X is called an independent

set of Γ if no two vertices of X are adjacent in Γ. The cardinality of maximum

size independent set of a graph Γ is called the independence number of Γ and it is

denoted by α(Γ). A graph Γ is said to be a k-partite graph if V (Γ) can be partitioned

into k independent subset. If k = 2, then Γ is called bipartite graph. A complete

k-partite graph, denoted by Kn1,n2,...,nk
, is a k-partite graph having its parts sizes

n1, n2, . . . , nk such that every vertex in each part is adjacent to all the vertices of all

other parts of Kn1,n2,...,nk
.

Theorem 1.2.2 ([West, 1996, Theorem 1.2.18]). A graph Γ is bipartite if and only

if Γ does not contain an odd cycle.

Let Γ be a graph. A dominating set D of Γ is a subset of V (Γ) such that for

every vertex v ∈ V (Γ), either v ∈ D or v is adjacent to at least one vertex in D.

The domination number is the cardinality of a smallest dominating set. A graph Γ

is said to be a threshold graph if it can be constructed from a one vertex graph by

repeated applications of the following two operations:

• Addition of a single isolated vertex to the graph.

• Addition of a single dominating vertex to the graph.

v5

v1
v2

v4

v3

Figure 1.1: A threshold graph of five vertices.
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An example of a threshold graph is given in Figure 1.1. Initially, the isolated vertex

v2 is included with the vertex v1. Then the dominating vertex v3 is added. Further,

the isolated vertex v4 is added to the graph whose vertices are v1, v2, v3. Finally, the

dominating vertex v5 is added.

There are various equivalent characterizations for threshold graphs in the litera-

ture. One of them, which is used in the present thesis, is that a graph is a threshold

graph if it has no induced subgraph isomorphic to C4, P4 and 2K2. The other

important graph class is a cograph. A cograph can be defined recursively as follows:

• A single vertex graph is a cograph.

• If Γ1 and Γ2 are disjoint cographs then so is their union Γ1 ∪ Γ2.

• If Γ is a cograph, then so is its complement Γ.

The graph C4 is a cograph because C4 = K2 ∪K2. In this thesis, we shall use an

equivalent characterization of cographs which states that a graph Γ is a cograph if

Γ is P4-free. A graph Γ is a chordal graph if every cycle of length greater than 3 has

a chord, which is an edge that is not part of the cycle but connects two vertices of

the cycle. Notice that if a graph Γ is P4-free and C4-free, then Γ is a chordal graph.

However, the converse need not be true. A split graph is a graph where the vertex

set can partitioned into a maximal clique and an independent set.

Lemma 1.2.3 (Foldes and Hammer [1977]). A graph Γ is a split graph if and only

if Γ is C4-free, C5-free and 2K2-free.

Notice that every threshold graph is also a cograph, split graph, and chordal

graph. A graph Γ is perfect if ω(Γ′) = χ(Γ′) for every induced subgraph Γ′ of Γ.

It is well known that cographs, split, threshold, and chordal graphs are all perfect

graphs. A graph Γ is weakly perfect if χ(Γ) = ω(Γ). A subgraph Γ′ of Γ is called a

hole if Γ′ is a cycle as an induced subgraph, and Γ′ is called an antihole of Γ if Γ′ is

a hole in Γ.
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Theorem 1.2.4 (Chudnovsky et al. [2006]). A finite graph Γ is perfect if and only

if it does not contain hole or antihole of odd length at least 5.

If a graph Γ can be drawn on a plane such that its edges intersect only at their

end points, then the graph Γ is called planar. The face of a planar graph is the area

which is surrounded by edges. An outerplanar graph is a planar graph that can be

embedded in the plane in such a way that all vertices are on the outer face. All

the graphs are not planar but they can be embedded on topological surfaces like

g-hole torus, projective plane and Klein bottle etc. Its applications lie in electronic

printing circuits where the purpose is to embed a circuit, that is, the graph on a

circuit board (the surface), without two connections crossing each other, resulting

in a short circuit. A graph is said to be embeddable on a topological surface if it

can be drawn on a surface without edge crossing. The genus γ(Γ) of a graph Γ

is the minimum integer g such that Γ can be embedded in an orientable surface

with g handles. The graphs having genus 0 and genus 1 are called planar graphs

and toroidal graphs, respectively. Let Nk be the non-orientable surface formed by

the connected sum of k projective planes. The cross-cap γ(Γ) of a graph Γ is the

minimum non-negative integer k such that Γ can be embedded in Nk. A graph is

called projective planar if its cross-cap is 1. An embedding in which every face is

triangular is called a triangular embedding. In topological graph theory determining

the genus and crosscap of a graph is a basic but a very complicated problem, it is

indeed NP-complete. In a graph Γ, the subdivision of an edge {u, v} is the operation

of replacing {u, v} with a path u ∼ w ∼ v through a new vertex w. A subdivision

of Γ is a graph obtained from Γ by successive edge subdivisions.

The following characterizations of planar and outerplanar graphs are useful.

Theorem 1.2.5 ([West, 1996, Theorem 6.2.2, Exercise 6.2.7]). Let Γ be a graph.

Then

(i) Γ is planar if and only if it does not contain a subdivision of K5 or K3,3.
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(ii) Γ is outerplanar if and only if it does not contain a subdivision of K4 or K2,3.

Theorem 1.2.6 ([White, 1973, p. 68, p. 185]). The genus and cross-cap of the

complete graph Kn and the complete bipartite graph Km,n are given below:

(i) γ(Kn) =
⌈
(n−3)(n−4)

12

⌉
, n ≥ 3.

(ii) γ(Km,n) =
⌈
(m−2)(n−2)

4

⌉
, m,n ≥ 2.

(iii) γ(Kn) =
⌈
(n−3)(n−4)

6

⌉
, n ≥ 3, n ̸= 7; γ(Kn) = 3 if n = 7.

(iv) γ(Km,n) =
⌈
(m−2)(n−2)

2

⌉
, m,n ≥ 2.

Theorem 1.2.7 ([White, 1973, Corollary 6.14]). Let Γ be a simple connected graph

with n vertices and m edges, where n ≥ 3. Then γ(Γ) ≥ m
6
− n

2
+ 1. Furthermore,

equality holds if and only if Γ has a triangular embedding.

Lemma 1.2.8 ([Mohar and Thomassen, 2001, Lemma 3.1.4]). Let ψ : Γ → Nk be

a 2-cell embedding of a connected graph Γ to the non-orientable surface Nk. Then

v− e+ f = 2− k, where v, e and f are number of vertices, edges and faces of ψ(Γ)

respectively, and k is a cross-cap of Nk.

A vertex (edge) cut-set in a connected graph Γ is a set S of vertices (edges) such

that the remaining subgraph Γ \ S, by removing the set S, is disconnected or has

only one vertex. The vertex connectivity (edge connectivity) of a connected graph

Γ is the minimum size of a vertex (edge) cut-set and it is denoted by κ(Γ) (κ′(Γ)).

For k ≥ 1, graph Γ is k-connected if κ(Γ) ≥ k.

Theorem 1.2.9 ([Plesńık, 1975, Theorem 6]). If the diameter of any graph is at

most 2, then its edge connectivity and minimum degree are equal.

Theorem 1.2.10 ([West, 1996, Theorem 4.1.9]). If Γ is a simple graph, then

κ(Γ) ≤ κ′(Γ) ≤ δ(Γ).
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1.2.1 Power Graphs and Enhanced Power Graphs of Finite

Groups

The commuting graph C(G) of a finite group G is the simple undirected graph with

vertex set G whose two vertices x and y are adjacent if xy = yx. Certain subgraphs,

namely: power graph and enhanced power graph, of C(G) have been studied in the

literature. Recall that the power graph P(G) of a group G is the simple graph with

vertex set G and two vertices a, b are adjacent if one is a power of the other or

equivalently: either a ∈ ⟨b⟩ or b ∈ ⟨a⟩. To measure how much the power graph

(1, 0, 1)

(1, 0, 0)

(1, 0, 2) (0, 0, 1)

(0, 0, 2)

(0, 0, 0)

(1, 1, 1) (1, 1, 2)

(1, 1, 0)

(0, 1, 1)

(0, 1, 2)

(0, 1, 0)

Figure 1.2: P(Z2 × Z2 × Z3).

is close to the commuting graph of a group G, Aalipour et al. [2017] introduced a

new graph called the enhanced power graph. The enhanced power graph PE(G) of

a group G is the simple graph with the vertex set G and two distinct vertices x, y

are adjacent if x, y ∈ ⟨z⟩ for some z ∈ G. Note that the power graph is a spanning

subgraph of the enhanced power graph and the enhanced power graph is a spanning

subgraph of the commuting graph.

For a non-empty subset X of a group G, PE(X) denotes the subgraph of PE(G)

induced by the set X. By proper enhanced power graphs P∗
E(G) and P∗∗

E (G), we
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(1, 0, 1)

(1, 0, 0)

(1, 0, 2) (0, 0, 1)

(0, 0, 2)

(0, 0, 0)

(1, 1, 1) (1, 1, 2)

(1, 1, 0)

(0, 1, 1)

(0, 1, 2)

(0, 1, 0)

Figure 1.3: PE(Z2 × Z2 × Z3).

mean that the subgraph of PE(G) induced by the sets G\{e} and G\Dom(PE(G)),

respectively. Analogously, proper power graphs P∗(G) and P∗∗(G) can be defined.

Further, note that the identity element e ∈ G is a dominating vertex of the graph

∆(G), where ∆(G) ∈ {P(G),PE(G)}. The graph ∆(G) ∈ {P(G),PE(G)} is called

dominatable if it contains a dominating vertex other than the identity element e ∈ G.

The following results on power graphs and enhanced power graphs are useful for later

use.

Theorem 1.2.11 ([Chakrabarty et al., 2009, Theorem 2.12]). For a finite group G,

the power graph P(G) is complete if and only if G is a cyclic group of order 1 or

pm, for some prime p and m ∈ N.

Theorem 1.2.12 ([Aalipour et al., 2017, Theorem 28]). For a finite group G, the

following conditions are equivalent:

(i) the power graph of G is equal to the enhanced power graph;

(ii) every cyclic subgroup of G has prime power order.
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Theorem 1.2.13 ([Cameron and Jafari, 2020, Theorem 4]). Let G be a finite group.

Suppose that x ∈ G has the property that for all y ∈ G, either x is a power of y or

vice versa. Then one of the following holds:

(i) x = e;

(ii) G is cyclic and x is a generator;

(iii) G is a cyclic p-group for some prime p and x is arbitrary;

(iv) G is a generalized quaternion group and x is of order 2.

Theorem 1.2.14 ([Moghaddamfar et al., 2014, Theorem 4.2]). Let G be a non-

trivial finite group. Then the proper power graph P∗(G) is strongly regular if and

only if G is a p-group of order pm for which exp(G) = p or pm.

Theorem 1.2.15 ([Bera and Bhuniya, 2018, Theorem 2.4]). The enhanced power

graph PE(G) is complete if and only if G is cyclic.

Theorem 1.2.16 ([P. Panda et al., 2021, Theorem 3.2]). For a finite group G,

the minimum degree δ(PE(G)) = m − 1, where m is the order of a maximal cyclic

subgroup of minimum possible order.

Let G′ be a nilpotent group having no Sylow subgroups that are either cyclic

or generalized quaternion and e′ be the identity element of G′. Further, let e′′ be

the identity element and y be the element of order 2 of the generalized quaternion

2-group Q2k .

Theorem 1.2.17 ([Bera and Dey, 2022, Corollary 4.2]). Let G be a finite nilpotent

group. Then

Dom (PE(G)) =


{e} if G = G′,

{(e′, x) : x ∈ Zn} if G = G′ × Zn and gcd (|G′| , n) = 1,

{(e′, e′′) , (e′, y)} if G = G′ ×Q2k and gcd (|G′| , 2) = 1,

T1 ∪ T2 if G = G′ × Zn ×Q2k and gcd (|G′| , n) = gcd (|G′| , 2) = gcd(n, 2) = 1,

where T1 = {(e′, x, e′′) : x ∈ Zn} and T2 = {(e′, x, y) : x ∈ Zn}.
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|G| No. of Groups Type of Groups |M(G)| |Mi|

1 1 Z1 1 |M1| = 1

2 1 Z2 1 |M1| = 2

3 1 Z3 1 |M1| = 3

4
2 Z4 1 |M1| = 4

Z2 × Z2 3 |M1| = |M2| = |M3| = 2

5 1 Z5 1 |M1| = 5

6
2 Z6 1 |M1| = 6

S3 4 |M1| = 3, |M2| = |M3| = |M4| = 2

7 1 Z7 1 |M1| = 7

8

5 Z8 1 |M1| = 8

Z2 × Z4 4 |M1| = |M2| = 4, |M3| = |M4| = 2

Z2 × Z2 × Z2 7 |Mi| = 2 for i ∈ {1, 2, 3, 4, 5, 6, 7}

D8 5 |M1| = 4, |Mi| = 2 for i ∈ {2, 3, 4, 5}

Q8 3 |M1| = |M2| = |M3| = 4

9
2 Z9 1 |M1| = 9

Z3 × Z3 4 |M1| = |M2| = |M3| = |M4| = 3

10
2 Z10 1 |M1| = 10

D10 6 |M1| = 5, |Mi| = 2 for i ∈ {2, 3, 4, 5, 6}

11 1 Z11 1 |M1| = 11

12

5 Z12 1 |M1| = 12

Z2 × Z6 3 |M1| = |M2| = |M3| = 6

A4 7 |Mi| = 3, |Mj| = 2 for i ∈ {1, 2, 3, 4}, j ∈ {5, 6, 7}

D12 7 |M1| = 6, |Mi| = 2 for i ∈ {2, 3, 4, 5, 6, 7}

Q6 4 |M1| = 6, |M2| = |M3| = |M4| = 4

13 1 Z13 1 |M1| = 13

14
2 Z14 1 |M1| = 14

D14 8 |M1| = 7, |Mi| = 2 for i ∈ {2, 3, 4, 5, 6, 7, 8}

15 1 Z15 1 |M1| = 15

Table 1.1: The maximal cyclic subgroups of non-isomorphic groups of order upto
15.



Chapter 2

Enhanced Power Graphs

In order to see how close the power graph is to the commuting graph, Aalipour

et al. [2017] introduced the notion of the enhanced power graph of a group. The

enhanced power graph PE(G) of a group G is a simple graph whose vertex set is

the group G and two distinct vertices x, y are adjacent if x, y ∈ ⟨z⟩ for some z ∈ G.

Aalipour et al. [2017] showed that the clique number of the enhanced power graph

of a group G is finite if and only if G is of finite exponent. Bera and Bhuniya [2018]

established that PE(G) is planar if and only if the order of each element of G is at

most 4. Zahirović et al. [2020] proved that two finite abelian groups are isomorphic if

and only if their enhanced power graphs are isomorphic. Additionally, they provided

a characterization of finite nilpotent groups whose enhanced power graphs exhibit

perfection. Recently, P. Panda et al. [2021] explored the graph-theoretic proper-

ties, including minimum degree, independence number, matching number, strong

metric dimension, and perfectness of enhanced power graphs over finite abelian

groups. Furthermore, investigations of enhanced power graphs associated with cer-

tain non-abelian groups including semidihedral groups, dihedral groups, generalized

quaternion groups, have been carried out by Dalal and Kumar [2021]. For existing

results and open problems on enhanced power graphs of groups, we refer the reader

31
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to the survey paper Ma et al. [2022] and references therein.

In this chapter, we aim to contribute novel insights and results of enhanced power

graphs and underlying groups. This chapter is arranged as follows. In Section 2.1,

we characterize finite groups for which the minimum degree is equal to the vertex

connectivity of the enhanced power graph PE(G). Further, we classify groups with

(strongly) regular enhanced power graphs. Moreover, in this section, we study the

Wiener index of the enhanced power graph PE(G) for nilpotent groups. Building

on previous results on the λ-number of power graphs of finite groups, we extend

these findings to enhanced power graphs in Section 2.2. Section 2.3 determines the

Laplacian spectrum of the enhanced power graph for certain non-abelian groups

including semidihedral groups, dihedral groups, and generalized quaternion groups.

Moreover, the metric dimension and resolving polynomials of enhanced power graphs

of these groups are explored in Section 2.3.

The content of Section 2.1 is published in SCIE journal “Acta Mathematica

Hungarica”. The content of Section 2.2 is accepted for publication in SCIE journal

“Journal of Algebra and Its Applications”. Whereas, the content of Section 2.3 is

accepted for publication in ESCI journal “Discrete Mathematics, Algorithms and

Applications”.

2.1 Certain Properties of the Enhanced Power

Graph PE(G)

This section begins with a characterization of finite groups such that the minimum

degree and the vertex connectivity of the enhanced power graph are equal. Also,

we give a description of finite groups with regular and strongly regular (proper) en-

hanced power graphs. Further, we discuss the vertex connectivity of the enhanced

power graph of certain nilpotent groups. This section is concluded with an investi-

gation of an upper and a lower bound for the Wiener index of the enhanced power
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graph of nilpotent groups. Moreover, the finite nilpotent groups achieving these

bounds have been characterized.

2.1.1 Groups for which Minimum Degree and the Vertex

Connectivity of PE(G) are Equal

Panda et al. [2024] characterized finite nilpotent groups based on the equality of ver-

tex connectivity and minimum degree in their power graphs. In this subsection, we

characterize finite groups such that the minimum degree and the vertex connectivity

of PE(G) are equal. We begin with the following lemma.

Lemma 2.1.1. Let G be a non-cyclic group and M ∈ M(G). Then M is a cut-set

of PE(G), where M is the union of all the sets of the form M ∩ ⟨x⟩, for x ∈ G \M .

Proof. Let M = ⟨a⟩ and M ′ = ⟨b⟩ be two maximal cyclic subgroups of G. Then

we claim that there is no path between a and b in PE(G \M). If possible, suppose

that there is a path a ∼ x1 ∼ x2 ∼ · · · ∼ xk ∼ b from a to b in PE(G \M). Then

x1 ∈M . Otherwise, ⟨a, x1⟩ is a cyclic subgroup which is not contained in M , which

is impossible. We may now suppose that x1, x2, . . . , xr−1 ∈ M and xr /∈ M for

some r ∈ [k] \ {1}. Note that such r exists because xk ∼ b and if xr ∈ M for each

r ∈ [k], then xk ∈M which is impossible. Now, if xr−1 ∈M , then by using a similar

argument, we obtain xr−1 ∈ M. It follows that no such path exists between a and

b. Thus, M is a cut-set.

Theorem 2.1.2. In the enhanced power graph PE(G), we have δ(PE(G)) = κ(PE(G))

if and only if one of the following holds:

(i) G is a cyclic group of order n.

(ii) G is non-cyclic and contains a maximal cyclic subgroup of order 2.

Proof. First suppose that δ(PE(G)) = κ(PE(G)). If G is cyclic, then we have

nothing to prove. If possible, let G be non-cyclic group and it does not have a
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maximal cyclic subgroup of order 2. By Theorem 1.2.16, δ(PE(G)) = |M | − 1,

where M ∈ M(G) such that |M | is minimum. By Lemma 2.1.1, M is a cut-set.

Note that every generator of M does not belong to M . Consequently, we get

κ(PE(G)) ≤ |M | < |M | − 1 = δ(PE(G)),

which is impossible. Thus, G must have a maximal cyclic subgroup of order 2.

To prove the converse part, suppose that G is a cyclic group of order n. Then

by Theorem 1.2.15, we have

δ(PE(G)) = κ(PE(G)) = n− 1.

If G is non-cyclic and has a maximal cyclic subgroup M of order 2, then by Lemma

2.1.1, we obtain M = {e} is a cut-set. It follows that κ(PE(G)) = 1. By Theorem

1.2.16, we get δ(PE(G)) = |M | − 1 = 1 and so δ(PE(G)) = κ(PE(G)).

The following example illustrates Theorem 2.1.2.

Example 2.1.3. For the non-cyclic group G = Z2 × Z4, note that G has two

maximal cyclic subgroups ⟨(1, 2)⟩ and ⟨(1, 0)⟩ of order 2. By Figure 2.1, observe

that the minimum degree is 1 and {(0, 0)} is the smallest cut-set of PE(G). Thus,

κ(PE(G)) = δ(PE(G)) = 1.

(1, 2) (1, 0)

(0, 0)

(1,1)

(0, 2)

(0, 1)
(0, 3) (1, 3)

Figure 2.1: PE(Z2 × Z4).
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2.1.2 Groups with Regular Enhanced Power Graphs

Moghaddamfar et al. [2014] provided characterizations for finite groups whose power

graphs are regular. The identity element of the group G is adjacent to all the other

elements of G in PE(G). Thus, PE(G) is regular if and only if G is a finite cyclic

group (cf. Theorem 1.2.15). Recall that, the proper enhanced power graph P∗
E(G)

is the subgraph of PE(G) induced by G \ {e}. In this subsection, we classify the

group G such that the graph P∗
E(G) is (strongly) regular.

Theorem 2.1.4. Let G be a finite group. Then P∗
E(G) is regular if and only if one

of the following holds:

(i) G is a cyclic group.

(ii) |Mi| = |Mj| and Mi ∩Mj = {e}, where Mi,Mj ∈ M(G).

Proof. Suppose that P∗
E(G) is regular. If G is cyclic, then there is nothing to prove.

We may now suppose that G is a non-cyclic group. Assume that Mi = ⟨x⟩ and

Mj = ⟨y⟩ are two maximal cyclic subgroups of G. Since

|Mi| − 2 = deg(x) = deg(y) = |Mj| − 2,

we deduce that |Mi| = |Mj|. Moreover, if Mi ∩Mj ̸= {e} for some distinct i, j then

for a non-identity element a ∈Mi ∩Mj, we obtain

deg(a) ≥ |Mi ∪Mj| − 2 > |Mi| − 2 = deg(x).

Consequently, P∗
E(G) is not regular; a contradiction.

Conversely, suppose that G is a cyclic group. Then by Theorem 1.2.15, P∗
E(G) is

complete and so is regular. We may now suppose that G is non-cyclic. If G satisfies

condition (ii) then note that every element of G \ {e} lies in exactly one maximal

cyclic subgroup of G. Consequently for each x ∈ G\{e}, we have deg(x) = |Mi|−2,

where Mi is the maximal cyclic subgroup of G containing x. Hence, P∗
E(G) is

regular.
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Remark 2.1.5. There are several groups which satisfy the condition (ii) of the

Theorem 2.1.4. For instance, an elementary abelian p-group, a non-abelian group

G = ⟨x, y, z;xp = yp = zp = e, yz = zyx, xy = yx, xz = zx⟩, etc., where p is an odd

prime.

Clearly, a strongly regular graph is always regular. However, the converse need

not be true. We show that the converse is also true for PE(G) in the following

theorem.

Theorem 2.1.6. Let G be a finite group. Then P∗
E(G) is regular if and only if

P∗
E(G) is strongly regular.

Proof. To prove the result, it is sufficient to show that if P∗
E(G) is regular then

P∗
E(G) is strongly regular. Suppose that P∗

E(G) is regular. Then G must satisfy

one of the conditions given in Theorem 2.1.4. If G is cyclic then being a complete

graph, P∗
E(G) is strongly regular. If G satisfies condition (ii), then by the proof

of Theorem 2.1.4, for each x ∈ V (P∗
E(G)), we obtain deg(x) = m − 2, where m

is the order of a maximal cyclic subgroup containing x. For m = 2, P∗
E(G) is a

null graph and so is strongly regular. If m ≥ 3, then observe that in P∗
E(G), each

pair of adjacent vertices has exactly m − 3 common neighbours and each pair of

non-adjacent vertices has no common neighbour. Hence, P∗
E(G) is strongly regular

with parameters (n,m− 2,m− 3, 0).

In view of [Aalipour et al., 2017, Theorem 28] and Theorem 1.2.14, we have the

following corollary.

Corollary 2.1.7. If G is a non-cyclic p-group then P∗
E(G) is regular if and only if

the exponent of G is p.

Theorem 2.1.8. Let G be a non-cyclic nilpotent group. Then P∗
E(G) is regular if

and only if G is a p-group with exponent p.
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Proof. Let G = P1P2 · · ·Pr be a non-cyclic nilpotent group of order n = pλ1
1 p

λ2
2 ·

· · pλr
r . To prove our result it is sufficient to prove that if P∗

E(G) is regular then

G is a p-group. If possible, let r ≥ 2. Since G is a non-cyclic group there exists

a non-cyclic Sylow subgroup Pi. Consequently, Pi has at least two maximal cyclic

subgroups, namely: Mi and M ′
i . Consider the maximal cyclic subgroups M =

M1M2 · · ·Mi · · ·Mr and M ′ = M1M2 · · ·M ′
i · · ·Mr of G, where Mj is a maximal

cyclic subgroup of Pj for j ∈ [r] \ {i}. By Lemma 1.1.12, we obtain that M and

M ′ are maximal cyclic subgroups of G such that M ∩M ′ ̸= {e}; a contradiction of

Theorem 2.1.4. Thus, r = 1 and so G is p-group.

Corollary 2.1.9. Let G be a finite non-cyclic abelian group. Then P∗
E(G) is regular

if and only if G is an elementary abelian p-group.

Based on the results obtained in this subsection, we posed the following conjec-

ture which we are not able to prove.

Conjecture: Let G be a finite non-cyclic group. If P∗
E(G) is regular then G is

a p-group with exponent p.

2.1.3 The Vertex Connectivity of PE(G)

In this subsection, we investigate the vertex connectivity of the enhanced power

graph of some nilpotent groups. Recall that if G and H are two torsion groups then

PE(G ×H) ∼= PE(G) ⊠ PE(H) if and only if gcd(o(g), o(h)) = 1 for all g ∈ G and

h ∈ H (see [Zahirović et al., 2020, Lemma 2.1]). Let G = P1P2 · · ·Pr be a nilpotent

group. For our purpose, first we show that the enhanced power graph of a finite

nilpotent group is isomorphic to the strong product of the enhanced power graph of

its Sylow subgroups (see Theorem 2.1.13). Using this and ascertaining a minimum

cut-set, we obtain the vertex connectivity of PE(G), where G is a nilpotent group

such that each of its Sylow subgroups is cyclic except Pk for some k ∈ [r].
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Let G = P1P2 · · ·Pr be a nilpotent group. For x = x1x2 · · ·xr ∈ G, where xi ∈ Pi,

define ηx = {j ∈ [r] : xj ̸= e}. Note that if ⟨x⟩ ∈ M(G) then ηx = [r].

Lemma 2.1.10. Let H = ⟨x⟩ and x =
∏
i∈ηx

xi. Then ⟨xi⟩ ⊆ ⟨x⟩ for all i ∈ ηx.

Proof. Consider i0 ∈ ηx and l =
∏

i∈[r]\{i0}
o(xi). Then by Theorem 1.1.10, we obtain

xl = xli0 . Since gcd(l, o(xi0)) = 1, we have ⟨xl⟩ = ⟨xli0⟩ = ⟨xi0⟩ and so xi0 ∈ ⟨xl⟩.

Hence, ⟨xi0⟩ ⊆ ⟨x⟩.

Lemma 2.1.11. Let G be a nilpotent group. Then ⟨x⟩ = ⟨
∏
i∈ηx

xi⟩ =
∏
i∈ηx

⟨xi⟩, where

⟨xi⟩⟨xj⟩ = {ab : a ∈ ⟨xi⟩ and b ∈ ⟨xj⟩}.

Proof. Clearly, ⟨
∏
i∈ηx

xi⟩ ⊆
∏
i∈ηx

⟨xi⟩. If a ∈
∏
i∈ηx

⟨xi⟩, then a =
∏
i∈ηx

ai such that ai ∈

⟨xi⟩. Thus, ai = xkii for some ki ∈ N. By Lemma 2.1.10, ai = xλiki for some λi ∈ N

and so a = x

∑
i∈ηx

λiki
. Consequently, we get a ∈ ⟨x⟩. Thus, the result holds.

Lemma 2.1.12. Let G be a nilpotent group such that x =
r∏

i=1

xi and y =
r∏

i=1

yi.

Then x ∼ y in PE(G) if and only if xi ∼ yi in PE(Pi) whenever xi ̸= yi.

Proof. First suppose that x ∼ y in PE(G). Then there exists z ∈ G such that

x, y ∈ ⟨z⟩. We may now suppose that xi ̸= yi for some i. By Lemma 2.1.10,

xi ∈ ⟨x⟩ ⊆ ⟨z⟩. Similarly, yi ∈ ⟨z⟩. Thus, ⟨xi, yi⟩ ⊆ ⟨z⟩ follows that ⟨xi, yi⟩ is a

cyclic subgroup of Pi. Thus, xi ∼ yi in PE(Pi). Conversely, suppose that xi ∼ yi

in PE(Pi) for xi ̸= yi. Consider K = {j ∈ [r] : xj ∼ yj in PE(Pj)}. Consequently,

for i ∈ K, we have ⟨xi, yi⟩ ⊆ ⟨zi⟩ for some zi ∈ Pi. Choose z =
∏
i∈K

zi ·
∏

i∈[r]\K
xi.

Thus, by Lemma 2.1.11, ⟨z⟩ =
∏
i∈K

⟨zi⟩ ·
∏

i∈[r]\K
⟨xi⟩. Consequently, x =

∏
i∈[r]

xi ∈ ⟨z⟩

and y =
∏
i∈[r]

yi ∈ ⟨z⟩. Hence, x ∼ y in PE(G).

Theorem 2.1.13. Let G = P1P2 · · ·Pr be a nilpotent group. Then

PE(G) ∼= PE(P1)⊠ PE(P2)⊠ · · ·⊠ PE(Pr)

where Pi is the Sylow pi-subgroup of G.
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Proof. Let x = x1x2 · · · xr ∈ G. Then define ψ : V (PE(G)) → V (PE(P1)⊠PE(P2)⊠

· · · ⊠ PE(Pr)) such that x 7−→ (x1, x2, . . . , xr), where xi ∈ Pi. In view of Lemma

2.1.12, note that ψ is a graph isomorphism.

Lemma 2.1.14. Let G be a non-cyclic group and T (G) =
⋂

M∈M(G)

M . Then T (G)

is contained in every cut-set of PE(G).

Proof. Let x ∈ T (G) and y(̸= x) ∈ G. Since y ∈ M for some M ∈ M(G) and

x ∈ T (G), we have x ∈ M . Consequently, x ∼ y. It follows that x is adjacent to

every vertex of PE(G). Thus, x must belong to every cut-set of PE(G) and so is

T (G).

Theorem 2.1.15. Let G = P1P2 · · ·Pr be a non-cyclic nilpotent group of order

n = pλ1
1 p

λ2
2 ...p

λr
r with r ≥ 2. Suppose that each Sylow subgroup Pi of G is cyclic

except Pk for some k ∈ [r].

(i) If Pk is not a generalized quaternion 2-group, then Q = P1P2 · · ·Pk−1Pk+1 · · ·Pr

is the only minimum cut-set of PE(G) and hence κ(PE(G)) =
n

p
λk
k

.

(ii) If Pk is a generalized quaternion 2-group, then the set Q′ = Z(Q2α)P2 · · · Pr

is the only minimum cut-set of PE(G) and hence κ(PE(G)) =
n

2λ1−1 .

Proof. (i) First, suppose that Pk is not a generalized quaternion 2-group. By Corol-

lary 1.1.13, Q is contained in every maximal cyclic subgroup of G. By Lemma 2.1.14,

Q is contained in every cut-set of PE(G). Now, to prove our result we first prove

the following claim.

Claim: Let Ti be a cut-set of PE(Pi). Then T = P1 · · ·Pi−1TiPi+1 · · ·Pr is a cut-set

of PE(G).

Proof of the claim: Let Ti be a cut-set of PE(Pi) and let a, b ∈ Pi such that there

exists no path between a and b in PE(Pi \ Ti). It follows that, for the isomorphism

ψ defined in the proof of Theorem 2.1.13, there is no path between ψ(a) and ψ(b)

in the subgraph induced by V (⊠r
i=1PE(Pi)) \ ψ(T ). Consequently, there is no path
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between a and b in PE(G \ T ). Hence, T is a cut-set of PE(G).

Now, by Theorem 1 of Bera et al. [2021], we obtain κ(PE(Pk)) = 1 and {e} is the

only cut-set of PE(Pk). Thus, above claim follows that the set Q is the only mini-

mum cut-set of PE(G). Hence, κ(PE(G)) =
n

p
λk
k

.

(ii) Now, suppose that Pk = Q2α is a generalized quaternion 2-group. Note that

the center Z(Q2α) of Q2α is contained in every maximal cyclic subgroup of Q2α .

Consequently, by Lemma 1.1.12, Q′ is contained in every maximal cyclic subgroup

of G. Thus, by Lemma 2.1.14, Q′ is contained in every cut-set of PE(G). By claim,

Q′ is a cut-set of PE(G). Hence, Q′ is the only minimum cut-set of PE(G) and so

κ(PE(G)) =
n

2λ1−1 .

2.1.4 The Wiener Index of PE(G)

In this subsection, we study the Wiener index of PE(G), where G is a finite nilpotent

group. We obtain a lower bound and an upper bound of W (PE(G)). We also

characterize the finite nilpotent groups attaining these bounds. Let G = P1P2 · · ·Pr

be a finite nilpotent group. Then define

• S0,i = {(x, x) : x ∈ Pi}.

• S1,i = {(x, y) : x ∼ y in PE(Pi)}.

• S2,i = {(x, y) : x ≁ y in PE(Pi)} with |S2,i| = mi.

• S0 = {(x, x) : x ∈ G}.

• S1 = {(x, y) : x ∼ y in PE(G)}.

• S2 = {(x, y) : x ≁ y in PE(G)}.

By the definition of Wiener index, we obtain

W (PE(G)) =
|S1|+ 2|S2|

2
.

Now, we obtain the Wiener index of PE(G), where G is a nilpotent group.
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Theorem 2.1.16. Let G be a nilpotent group of order n = pλ1
1 p

λ2
2 · · · pλr

r and let

|S2,i| = mi. Then

W (PE(G)) =

2n2 − n−
r∏

i=1

(p2λi
i −mi)

2
.

Proof. Let G = P1P2 · · ·Pr be a nilpotent group such that |Pi| = pλi
i and let x =

x1x2 · · ·xr, y = y1y2 · · · yr ∈ G. By Theorem 2.1.13, note that S1 = {(x, y) :

either xi = yi or xi ∼ yi in PE(Pi)} \ S0. Then

|S1| =
r∏

i=1

(|S1,i|+ |S0,i|)− n

=
r∏

i=1

(p2λi
i −mi − pλi

i + pλi
i )− n

=
r∏

i=1

(p2λi
i −mi)− n

and |S2| = n2−|S0|−|S1| = n2−
r∏

i=1

(p2λi
i −mi).Hence,W (PE(G)) =

2n2−n−
r∏

i=1
(p

2λi
i −mi)

2
.

Corollary 2.1.17. Let G and G′ be two nilpotent groups such that |G| = |G′| =

pλ1
1 p

λ2
2 · · · pλr

r . If |S2,i| ≤ |S ′
2,i| for all i ∈ [r], then W (PE(G)) ≤ W (PE(G

′).

Lemma 2.1.18. Let G be a p-group. Then |S2| ≤ (|G| − p)(|G| − 1).

Proof. Let x ̸= e ∈ G. Since G is a p-group, we have o(x) ≥ p. Thus, x is adjacent to

at least p−1 vertices in PE(G). It follows that x is not adjacent to at most |G|−p+1

elements in PE(G). Since x is at distance 0 from itself, it implies that the number of

elements at distance two from x is at most |G| − p. Note that the identity element

is adjacent to all other vertices in PE(G). Thus, for S2 = {(x, y) : x ≁ y in PE(G)},

we have |S2| ≤ (|G| − p)(|G| − 1).

In view of Theorem 2.1.16 and Lemma 2.1.18, we have the following corollary.
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Corollary 2.1.19. Let G be a p-group. Then W (PE(G)) ≤ (|G|−1)(2|G|−p)
2

.

For the nilpotent group G, now we give a sharp lower bound and an upper bound

of W (PE(G)) (independent from mi) in the following theorem.

Theorem 2.1.20. Let G be a nilpotent group of order n = pλ1
1 p

λ2
2 · · · pλr

r . Then

(i)

n(n− 1)

2
≤ W (PE(G)) ≤

2n2 − n−
r∏

i=1

(pλi+1
i + pλi

i − pi)

2
.

(ii) W (PE(G)) attains its lower bound if and only if G is cyclic.

(iii) W (PE(G)) attains its upper bound if and only if |M | = p1p2 · · · pr for every

M ∈ M(G).

Proof. (i)-(ii) From Lemma 2.1.18, it follows that mi ≤ (pλi
i − pi)(p

λi
i − 1) for all

i ∈ [r]. Consequently, by Theorem 2.1.16 and Corollary 2.1.17, we get W (PE(G)) ≤
2n2−n−

r∏
i=1

(p
λi+1
i +p

λi
i −pi)

2
. Notice that W (PE(G)) is smallest if and only if PE(G) is

complete if and only if G is cyclic (cf. Theorem 1.2.15). Since the Wiener index of

the complete graph on n vertices is n(n−1)
2

, we obtain n(n−1)
2

≤ W (PE(G)).

(iii) By Theorem 2.1.16, observe thatW (PE(G)) is maximum if and only if mi is

maximum for all i ∈ [r]. First, we prove that mi is maximum if and only if |M ′| = pi

for every M ′ ∈ M(Pi).

For simplicity, we write here pi = p and λi = λ so that mi ≤ (pλ − p)(pλ − 1).

Now, let |M ′| = p for everyM ′ ∈ M(Pi). Then for any non-identity element x ∈ Pi,

o(x) = p. Since x is a generator of a maximal cyclic subgroup H of Pi, it implies

that x is adjacent to all the other vertices of H and x ≁ y for any y ∈ Pi \ H. It

follows that x is adjacent to p − 1 vertices of PE(Pi). Consequently, x is at dis-

tance 2 from pλ − p vertices of PE(Pi). Since x is an arbitrary non-identity element

of Pi, we have mi = (pλ − 1)(pλ − p). Thus, mi is maximum. Conversely, sup-

pose that the mi is maximum. On contrary, suppose |M ′| = pα for some α ≥ 2



2.2 Lambda Number of the Enhanced Power Graph 43

and M ′ ∈ M(Pi). Further, assume that x ∈ Pi. Clearly, o(x) ≥ p. If x ∈ M ′

then x is adjacent to at least pα − 1 vertices of PE(Pi) and so at most pλ − pα

vertices are at distance 2 from x in PE(Pi). Similarly, if x ∈ Pi \M ′ then there

are at most pλ − p elements at distance 2 from x in PE(Pi). Consequently, we get

mi ≤ (pα−1)(pλ−pα)+(pλ−p)(pλ−pα) < (pλ−1)(pλ−p); a contradiction. Hence,

mi is maximum if and only if |M ′| = pi for all M
′ ∈ M(Pi).

Thus, by Lemma 1.1.12, we get W (PE(G)) is maximum if and only if |M | =

p1p2 · · · pr for every M ∈ M(G).

Note that the given upper bound is tight and it is attained by the group G =

Zλ1
p1
×Zλ2

p2
×·· ·×Zλr

pr . Moreover, in this case, the graph PE(G) has minimum number

of edges.

2.2 Lambda Number of the Enhanced Power Graph

For non-negative integers j and k, an L(j, k)-labeling for the graph Γ is an integer

valued function f on the vertex set V (Γ) such that |f(u) − f(v)| ≥ k whenever

u and v are vertices of distance two and |f(u) − f(v)| ≥ j whenever u and v are

adjacent. The span of f is the difference between the maximum and minimum of

f . It is convenient to assume that the minimum of f is 0 , we regard the span of

f as the maximum of f . The L(j, k)-labeling number λj,k(Γ) of the graph Γ is the

minimum span over all L(j, k)-labeling for Γ. The radio channel assignment problem

(Hale [1980]) and the study of the scalability of optical networks (Roberts [1991]),

motivated the researchers to investigate the problem related to L(j, k)-labelings of a

graph. The classical work of the L(j, k)-labeling problem is when j = 2 and k = 1.

The L(2, 1)-labeling number of a graph Γ is also called the λ-number of Γ. The

λ-number of the power graph has been investigated by Ma, Feng and Wang [2021].

In this section, we study the λ-number of the enhanced power graphs of finite groups.
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Recall that any non-cyclic nilpotent group G is of one of the following forms

(i) G ∼= G′×Zn, where G
′ is a non-trivial nilpotent group of odd order having no

cyclic Sylow subgroup and gcd(n, |G′|) = 1.

(ii) G ∼= G′ ×P ×Zn, where G
′ is a nilpotent group of odd order having no cyclic

Sylow subgroup, P is a 2-group which is neither cyclic nor of maximal class

and gcd(n, |G′|) = gcd(2, n) = 1.

(iii) G ∼= G′ × Q2k+1 × Zn, where G
′ is described as in (ii), Q2k+1 is a generalized

quaternion 2-group of order 2k+1 and gcd(n, |G′|) = gcd(2, n) = 1.

(iv) G ∼= G′ × D2k+1 × Zn, where G
′ is described as in (ii), D2k+1 is a dihedral

2-group of order 2k+1 and gcd(n, |G′|) = gcd(2, n) = 1.

(v) G ∼= G′×SD2k+1×Zn, whereG
′ is described as in (ii), SD2k+1 is a semi-dihedral

2-group of order 2k+1 and gcd(n, |G′|) = gcd(2, n) = 1.

The following result characterizes the dominating vertices of the enhanced power

graph of a finite nilpotent group and we use this result explicitly in this section

without referring to it.

Theorem 2.2.1 ([Bera and Dey, 2022, Corollary 4.2]). Let G be a finite non-cyclic

nilpotent group and let T1 = {(e′, e2, x) : x ∈ Zn}, T2 = {(e′, y, x) : y ∈ Q2k+1 , x ∈ Zn

and o(y) = 2}. Then

Dom(PE(G)) =



{(e′, x) : x ∈ Zn} , if G = G′ × Zn and gcd (|G′| , n) = 1

{(e′, e1, x) : x ∈ Zn} , if G = G′ × P × Zn and gcd (|G′| , n) = gcd(n, 2) = 1

T1 ∪ T2, if G = G′ ×Q2k+1 × Zn and gcd (|G′| , n) = gcd(n, 2) = 1

{(e′, e3, x) : x ∈ Zn} , if G = G′ ×D2k+1 × Zn and gcd (|G′| , n) = gcd(n, 2) = 1

{(e′, e4, x) : x ∈ Zn} , if G = G′ × SD2k+1 × Zn and gcd (|G′| , n) = gcd(n, 2) = 1,

where e′, ei’s, 1 ≤ i ≤ 4, are the identity elements of the respective groups in G.

Recall that ∁d is the number of cyclic subgroups of order d in the group.
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The following results will be useful for later use.

Lemma 2.2.2 ([Sarkar, 2022, Lemma 2.1]). Let G be a finite non-cyclic simple

group. Then for any d ∈ πG, we have ∁d ≥ 2.

A path covering S(Γ) of a graph Γ is a collection of vertex-disjoint paths in Γ

such that each vertex in V (Γ) is contained in a path of S(Γ). The path covering

number µ(Γ) of Γ is the minimum cardinality of a path covering of Γ

Theorem 2.2.3 ([Georges et al., 1994, Theorem 14]). Let Γ be a graph of order n.

(i) Then λ(Γ) ≤ n− 1 if and only if µ(Γ) = 1.

(ii) Let r ≥ 2 be an integer. Then λ(Γ) = n+ r − 2 if and only if µ(Γ) = r.

Now, first we obtain the bounds for λ(PE(G)), where G is a finite group. Then we

classify finite simple groups G such that λ(PE(G)) = |G|. In fact, for the symmetric

group Sn of degree n, we prove that λ(PE(Sn)) = n! (see Theorem 2.2.13). For

the nilpotent group G, the set of all dominating vertices of PE(G) is obtained in

Theorem 2.2.1. We obtain the lambda number of the enhanced power graphs of

nilpotent groups (see Theorems 2.2.16 and 2.2.19).

Theorem 2.2.4. Let G be a finite group of order n. Then λ(PE(G)) ≥ n with

equality holds if and only if PE(G) \ {e} contains a Hamiltonian path.

Proof. It is well known that for a finite group G, the graph PE(G) is a spanning

subgraph of the power graph P(G) and note that the lambda number is a monotone

parameter. By [Ma, Feng and Wang, 2021, Theorem 3.1], the result holds.

Theorem 2.2.5. Let G be a finite non-cyclic group of order n. Suppose that

M1,M2, . . . ,Mr are the maximal cyclic subgroups of G such that m1 ≥ m2 ≥ · · · ≥

mr, where mi = ϕ(|Mi|) for 1 ≤ i ≤ r. Then

λ(PE(G)) ≤


2n− |GM(G)| − 1; if m1 ≤

r∑
i=2

mi,

2(n−m1 − 1); Otherwise.
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Proof. We prove this result by finding an upper bound of the path covering number

of PE(G). We discuss the following two possible cases.

Case-1: m1 ≤
r∑

i=2

mi. We discuss this case into two subcases.

Subcase-1.1: m1 = m2. Now, we provide a Hamiltonian path in the subgraph

of PE(G) induced by the set GM(G). Note that, in PE(G), each generator of one

maximal cyclic subgroup is adjacent to all the generators of other maximal cyclic

subgroups. Consequently, we obtain a path P : x1,1 ∼ x1,2 ∼ · · · ∼ x1,r ∼ x2,1 ∼

x2,2 ∼ · · · ∼ xms,s, where ⟨xi,j⟩ = Mj, 1 ≤ i ≤ mj and s = max{t : 2 ≤ t ≤

r, mt = m1}, covers all the vertices of GM(G) in PE(G). It follows that µ(PE(G)) ≤

n− |GM(G)|+ 1. By Theorem 2.2.3, we have λ(PE(G)) ≤ 2n− |GM(G)| − 1.

Subcase-1.2: m1 > m2. Since GM(G) =
r⋃

i=1

GMi
, we consider A1 = {a1, a2, . . .

, am1−m2} ⊆ GM1 . In A2, we collect the m1 − m2 elements starting from GMr . If

mr ≥ m1 −m2, then we take A2 ⊆ GMr such that |A2| = m1 −m2. Otherwise, we

collect remaining (m1 −m2)−mr elements from GMr−1 and then choose remaining

elements, if required, such that |A2| = m1 −m2, from GMr−2 ,GMr−3 and so on. We

write A2 = {b1, b2, . . . , bm1−m2}. Further, consider the set A3 = GM(G) \ (A1 ∪ A2).

In view of the above given partition of GM(G), Now, we provide a Hamiltonian path

in the subgraph of PE(G) induced by the set GM(G). Note that ai ∼ bj in PE(G) for

all i, j ∈ {1, 2, . . . ,m1−m2}. Thus, we have a Hamiltonian path P : a1 ∼ b1 ∼ a2 ∼

· · · ∼ am1−m2 ∼ bm1−m2 in the subgraph induced by the set A1 ∪ A2. Notice that

the subgraph Γ induced by the set A3 in PE(G) is a complete t-partite graph, where

t = max{i : GMi
∩A3 ̸= ∅} and the partition set of Γ is GM1 \A1,GM2 , . . . ,GMt \A2.

Since |GM1 \ A1| = |GM2| ≥ |GMi
| for 3 ≤ i ≤ t, we have a Hamiltonian path H ′

of Γ with initial vertex x belongs to GM1 . Since bm1−m2 ∈ GMk
for some k, where

t ≤ k ≤ r, we have bm1−m2 ∼ x. Consequently, we get a Hamiltonian path in the

subgraph induced by the set GM(G) in PE(G). Thus µ(PE(G)) ≤ n − |GM(G)| + 1.

By Theorem 2.2.3, λ(PE(G)) ≤ 2n− |GM(G)| − 1.

Case-2: m1 >
r∑

i=2

mi. Since G is a non-cyclic group, it implies that M1 is a proper
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subgroup of G. By consequence of Lagrange’s theorem, |M1| ≤ n
2
and so |GM1| < n

2
.

Notice that each element of GM1 is adjacent to every element of G \M1 in PE(G).

Thus, for ⟨xi⟩ = M1 and yi ∈ G \M1, we have a path P : y1 ∼ x1 ∼ y2 ∼ · · · ∼

xm1 ∼ ym1+1 of length 2m1 + 1 in PE(G). Consequently, µ(PE(G)) ≤ n − 2m1.

Hence, by Theorem 2.2.3, λ(PE(G)) ≤ 2n− 2m1 − 2.

In view of Lemma 1.1.5, we have the following corollary of Theorem 2.2.5.

Corollary 2.2.6. Let G be a finite non-cyclic group of order n. Then λ(PE(G)) ≤

2n− 4, with equality holds if and only if G is isomorphic to Z2 × Z2.

Proof. Since G is a non-cyclic group, by Lemma 1.1.5, we get |GM(G)| ≥ 3. Con-

sequently, by Theorem 2.2.5, λ(PE(G)) ≤ 2n − 4. If G is isomorphic to Z2 × Z2,

then λ(PE(G)) ≥ 4 = 2|G| − 4 and so λ(PE(G)) = 2n − 4. We now suppose that

λ(PE(G)) = 2n − 4. This is possible only when |GM(G)| = 3. Note that for a

non-cyclic group G, |GM(G)| = 3 if and only if G has exactly three maximal cyclic

subgroups each with having only one generator. By Remark 1.1.4, |G| = 4. Thus,

we must have G ∼= Z2 × Z2.

Now, we classify finite simple groups G such that λ(PE(G)) = |G|. For this

purpose, first we derive the following two lemmas. Recall that for x, y ∈ G, the

equivalence relation ρ is defined as xρy if and only if ⟨x⟩ = ⟨y⟩.

Lemma 2.2.7. Let G be a finite non-cyclic simple group. Then for any d ∈ πG,

there exists a Hamiltonian path in subgraph of PE(G) induced by the set τd.

Proof. In view of Lemma 2.2.2, suppose ∁d = s, where s ≥ 2. LetHd = {ρ1, ρ2, . . . , ρs}

be the set of all cyclic classes of elements of order d. Let x, y ∈ ρi, where i ∈

{1, 2, . . . , s}. Then x, y ∈ ⟨x⟩ and so x ∼ y in PE(G). Consequently, x ≁ y in

PE(G). Also, for i ̸= j, let x ∈ ρi and y ∈ ρj. Let x ∼ y in PE(G). Then there

exists z ∈ G such that x, y ∈ ⟨z⟩. Since o(x) = o(y) = d, we obtain ⟨x⟩ = ⟨y⟩, which

is not possible. Thus, x ≁ y in PE(G) and so x ∼ y in PE(G). It follows that the
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subgraph of PE(G) induced by the set τd is a complete s-partite graph such that

the size of each partition set is ϕ(d). Hence, the result holds.

Lemma 2.2.8. Let G be a finite non-cyclic simple group and d1, d2 ∈ πG. For each

x ∈ τd1, there exists y ∈ τd2 such that x ∼ y in PE(G).

Proof. To prove this result, it is sufficient to show that there exists y ∈ τd2 such

that xy ̸= yx so that x ∼ y in PE(G). Let xy
′ = y′x for all y′ ∈ τd2 . Note that ⟨τd2⟩

is a subgroup of G. For g ∈ G and x′ = x1x2 · · · xk ∈ ⟨τd2⟩, where xi ∈ τd2 , we have

g−1x′g = g−1x1x2 · · ·xkg = g−1x1gg
−1x2g · · · gg−1xkg. Note that g−1xig ∈ τd2 and

so g−1x′g ∈ ⟨τd2⟩. Therefore, ⟨τd2⟩ is normal subgroup of G. But G is simple and

⟨τd2⟩ ̸= {e} gives G = ⟨τd2⟩. Since x commutes with every element of τd2 , it follows

that x belongs to the center Z(G) of G. Consequently, we get G = Z(G) and so G

is an abelian simple group. Therefore, G must be a cyclic group of prime order, a

contradiction. Thus, the result holds.

Theorem 2.2.9. Let G be a non-trivial finite simple group of order n. Then

λ(PE(G)) = n if and only if G is not a cyclic group of order n ≥ 3.

Proof. If G is cyclic, then by Theorem 1.2.15, PE(G) is a complete graph. Con-

sequently, λ(PE(G)) = 2n − 2. Thus λ(PE(G)) = n if and only if n = 2. We

may now suppose that G is a non-cyclic group. To prove our result, it is suffi-

cient to show that the graph PE(G) \ {e} has a Hamiltonian cycle (see Theorem

2.2.4). Let πG = {d1, d2, . . . , dk}. Then G \ {e} =
k⋃

i=1

τdi . By Lemma 2.2.7, for each

i ∈ [k] = {1, 2, . . . , k}, we have a Hamiltonian path in the subgraph induced by the

set τdi in PE(G) and by Lemma 2.2.8, we get a Hamiltonian path in PE(G) \ {e}.

Thus, the result holds.

Now, we obtain the lambda number of enhanced power graphs of the symmetric

groups Sn. We begin with the following lemma.

Lemma 2.2.10. For any d ∈ πSn, where n ≥ 4, we have ∁d ≥ 2.



2.2 Lambda Number of the Enhanced Power Graph 49

Proof. On the contrary, for some d ∈ πSn , assume that ∁d = 1. Let x ∈ τd. Then

for any g ∈ Sn, we have g−1xg ∈ ρx. Consequently, g−1⟨x⟩g = ⟨x⟩. Thus, ⟨x⟩ is a

normal subgroup of Sn. But Sn has no non-trivial cyclic normal subgroup. Since

d ≥ 2, we obtain ⟨x⟩ ≠ {e}. Thus, the result holds.

Lemma 2.2.11. Let d ∈ πSn, where n ≥ 4. Then there exists a Hamiltonian path

in the subgraph of PE(Sn) induced by the set τd.

Proof. By Lemma 2.2.10, and by the similar argument used in the proof of Lemma

2.2.7, the result holds.

Lemma 2.2.12. Suppose d1, d2 ∈ πSn, where n ≥ 4. Then for each x ∈ τd1, there

exists y ∈ τd2 such that x ∼ y in PE(Sn).

Proof. To prove this result, it is sufficient to prove that there exists y ∈ τd2 such

that xy ̸= yx and so x ∼ y in PE(Sn). If possible, let xy′ = y′x for all y′ ∈

τd2 . By the proof of Lemma 2.2.8, notice that ⟨τd2⟩ = G′ is a normal subgroup

of Sn. Since x commutes with every element of τd2 , it follows that x commutes

with every element of G′. Now, if n = 4, then G′ = H or A4 or S4, where H =

{e, (1 2)(3 4), (1 3)(2 4), (1 4)(2 3)}. Note that πH = {2} and H does not contain

all the elements of order 2 of S4. It follows that G′ ̸= H. If G′ = A4, then x

commutes with every element of A4. It implies that x = e; a contradiction. Now, if

G′ = S4 then x ∈ Z(S4). It follows that x = e, which is not possible. Thus there

exists y ∈ τd2 such that xy ̸= yx. We may now suppose that n ≥ 5. Since G′ is a

non-trivial normal subgroup of Sn, then either G′ = An or G′ = Sn. In both these

cases, we obtain x = e, which is not possible. Thus, the result holds.

Theorem 2.2.13. For n ≥ 2, we have λ(PE(Sn)) = n!.

Proof. By Theorem 2.2.4, we obtain λ(PE(Sn)) ≥ n!. Define a function f from S2

to the set of all non-negative integers such that f(e) = 0, f((1 2)) = 2. Clearly,

f is an L(2, 1)-labeling of PE(S2). It follows that λ(PE(S2)) ≤ 2 and so the result
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holds for n = 2. Further note that the function g from S3 to the set of all non-

negative integers defined by g(e) = 0, g((1 2)) = 2, g((1 2 3)) = 3, g((1 3)) = 4,

g((1 3 2)) = 5 and g((2 3)) = 6, is an L(2, 1)-labeling of PE(S3). It implies that

λ(PE(S3)) ≤ 6. Therefore, λ(PE(S3)) = 3!. For n ≥ 4, let πSn = {d1, d2, . . . , dk}.

Then Sn \ {e} =
k⋃

i=1

τdi . Consequently, by Lemmas 2.2.11 and 2.2.12, we get a

Hamiltonian path in PE(Sn) \ {e}. Thus, the result holds.

In the remaining part of this section, we obtain the lambda number of enhanced

power graphs of finite nilpotent groups. We start with the following lemma

Lemma 2.2.14. Let G′ be a non-trivial nilpotent group of odd order having no cyclic

Sylow subgroups. If G ∼= G′ × Zn, where gcd(n, |G′|) = 1, then ∁o(x) ≥ 3 for each

x ∈ G \Dom(PE(G)).

Proof. Let x = (x′, y′) be an arbitrary element of G \ Dom(PE(G)). Since G′ is a

nilpotent group, and so G′ = P1 × P2 × · · · × Pr, where P
′
is are Sylow subgroups

of G′. Consequently, x = (x1, x2, . . . , xr, y
′), where xi ∈ Pi for each i ∈ [r]. It

follows that xj ̸= e for some j ∈ [r] because x /∈ Dom(PE(G)). Consider y =

(x1, x2, . . . , xj−1, yj, xj+1, . . . , xr, y
′), z = (x1, x2, . . . , xj−1, zj, xj+1, . . . , xr, y

′), where

yj, zj ∈ Pj such that o(xi) = o(yj) = o(zj) and the cyclic subgroups ⟨xj⟩, ⟨yj⟩ and

⟨zj⟩ of Pj are distinct [cf. Theorem 1.1.6]. Clearly, o(x) = o(y) = o(z). Note that

the cyclic subgroups ⟨x⟩, ⟨y⟩ and ⟨z⟩ of G are distinct. Without loss of generality,

let if possible, ⟨x⟩ = ⟨y⟩. Then there exists m ∈ N such that xm = y. Now,

consider l = o(x1)o(x2) · · · o(xj−1)o(xj+1) · · · o(xr)o(y′). Then xml = yl and it follows

that xml
j = ylj. Since gcd(o(yj), l) = 1, we obtain o(yj) = o(ylj). Consequently,

⟨yj⟩ = ⟨ylj⟩ = ⟨xml
j ⟩ ⊆ ⟨xj⟩. Thus, ⟨yj⟩ = ⟨xj⟩; a contradiction. Thus, the result

holds.

Lemma 2.2.15. Let G′ be a non-trivial nilpotent group of odd order having no cyclic

Sylow subgroups. If G ∼= G′×Zn, where gcd(n, |G′|) = 1, then for each d ∈ D, there
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exists a Hamiltonian path in the subgraph of PE(G) induced by the set τd, where

D = {o(x) : x ∈ G \Dom(PE(G))}.

Proof. Let d ∈ D. Then by Lemma 2.2.14, ∁d = s, where s ≥ 3. Notice that the

subgraph induced by the set τd in PE(G) is a complete s-partite graph with exactly

ϕ(d) vertices in each partition set. Thus, we get a Hamiltonian path between any

two elements of τd.

Theorem 2.2.16. Let G′ be a non-trivial nilpotent group of odd order having no

cyclic Sylow subgroups. If G ∼= G′ × Zn, where gcd(n, |G′|) = 1, then

λ(PE(G)) = |G|+ |Dom(PE(G))| − 1.

Proof. In view of Theorem 2.2.3, to prove our result it is sufficient to show that

µ(PE(G)) = |Dom(PE(G))|+1. For x ∈ Dom(PE(G)), clearly x is an isolated vertex

in PE(G). Thus, it is sufficient to show that the subgraph of PE(G) induced by the

non-dominating vertices of PE(G) has a Hamiltonian path. Let G \ Dom(PE(G))

has elements of order d1, d2, . . . , dt. Consider S = {d1, d2, . . . , dt} , where d1 < d2 <

· · · < dt.

Claim: There exists an ordered set S ′ = {β1, β2, . . . , βt}, where βi ∈ S, such that

either βi|βi+1 or βi+1|βi for each i ∈ [t− 1].

Proof of claim: If for each i ∈ [t−1], either di|di+1 or di+1|di then S = S ′. Otherwise,

choose the smallest l such that neither dl|dl+1 nor dl+1|dl. By Lemma 1.1.11, dl+j =

lcm(dl, dl+1) ∈ πG for some j ≥ 2. Now, let x = (x1, x2) ∈ G \ Dom(PE(G)) such

that o(x) = dl. Clearly, o(x1) > 1 and o(x) = o(x1)o(x2). Suppose z = (z1, z2) ∈ G

such that o(z) = dl+j. Since dl|dl+j, it follows that o(x1)|o(z1). Consequently,

o(z1) > 1 and so dl+j ∈ S (cf. Theorem 2.2.1). Thus, by taking i-th element of

the ordered set {d1, d2, . . . , dl, dl+j, dl+1, . . . , dl+j−1, dl+j+1, . . . , dt} as γi, we get an

ordered set S1 = {γ1, γ2, . . . , γl, γl+1, γl+2, . . . , γt} such that either γi|γi+1 or γi+1|γi
for each i ∈ {1, 2, . . . , l+ 1}. If for each i ∈ {l+ 2, l+ 3, . . . , t− 1}, either γi|γi+1 or

γi+1|γi, then S1 = S ′. Otherwise, choose the smallest l′ ∈ {l+2, l+3, . . . , t−1} and
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repeat the above process. On continuing this process, we get desired ordered set S ′.

Now, by Lemma 2.2.15, for each i ∈ [t], the subgraph of PE(G) induced by the set

τβi
is a complete s-partite graph with ϕ(βi) vertices in each partition set. Observe

that G \Dom(PE(G)) =
t⋃

i=1

τβi
. Then there exist paths H1, H2, . . . , Ht which covers

all the vertices of τβ1 , τβ2 , . . . , τβt , respectively. Now, we shall show that for each

i ∈ [t − 1], the end vertex of Hi is adjacent to the initial vertex of Hi+1 in PE(G)

through the following two cases:

Case-1: βi|βi+1. Let x ∈ τβi
and y be the initial vertex of Hi+1. If x ≁ y in

PE(G), then we choose x to be the end vertex of Hi so that x ∼ y ∈ PE(G). Now,

we may assume that x ∼ y in PE(G). Then there exists z ∈ G such that x, y ∈ ⟨z⟩.

Since βi|βi+1, we get ⟨x⟩ ⊂ ⟨y⟩. Let x′ ∈ τβi
such that ⟨x⟩ ≠ ⟨x′⟩. Now, if x′ ∼ y in

PE(G) then ⟨x′⟩ ⊂ ⟨y⟩, which is not possible as ⟨x⟩ ̸= ⟨x′⟩. Thus x′ ∼ y in PE(G).

Therefore, we can choose x′ as the end vertex of Hi.

Case-2: βi+1|βi. Let x be the end vertex of Hi and y ∈ τβi+1
. If x ≁ y in PE(G),

then we choose y to be the initial vertex of Hi+1 so that x ∼ y ∈ PE(G). Otherwise,

there exists z ∈ G such that x, y ∈ ⟨z⟩. Since βi+1|βi, it follows that ⟨y⟩ ⊂ ⟨x⟩. Let

y′ ∈ τβi+1
such that ⟨y⟩ ≠ ⟨y′⟩. Now, if x ∼ y′ in PE(G) then ⟨y′⟩ ⊂ ⟨x⟩, which

is not possible as ⟨y⟩ ̸= ⟨y′⟩. Thus x ∼ y′ in PE(G). Therefore, consider y′ as the

initial vertex of Hi+1.

Hence, we get a Hamiltonian path in subgraph of PE(G) induced by the set

G \Dom(PE(G)).

Lemma 2.2.17. Let G′ be a nilpotent group of odd order having no cyclic Sylow

subgroups. If G ∼= G′ × P × Zn, where P is a non-cyclic 2-group and gcd(n, |G′|) =

gcd(2, n) = 1, then for each x ∈ S ′ = {(g1, g2, g3) ∈ G | g1 ̸= eG′}, we have ∁o(x) ≥ 3.

Proof. After taking S ′ in place of G \Dom(PE(G)), the proof is similar to the proof

of Lemma 2.2.14. Hence, we omit the details.

Theorem 2.2.18. Let G′ be a nilpotent group of odd order having no cyclic Sylow

subgroups. If G ∼= G′ × P × Zn, where P is a non-cyclic 2-group and gcd(n, |G′|) =
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gcd(2, n) = 1, then there exists a Hamiltonian path in the subgraph of PE(G) induced

by the set S ′.

Proof. By Lemma 2.2.17, and by the similar argument used in the proof of Theorem

2.2.16, the result holds.

Theorem 2.2.19. Let G′ be a nilpotent group of odd order having no cyclic Sylow

subgroups. If G ∼= G′ × P × Zn, where P is a non-cyclic 2-group and gcd(n, |G′|) =

gcd(2, n) = 1, then

λ(PE(G)) = |G|+ |Dom(PE(G))| − 1.

Proof. In view of Theorem 2.2.3, we show that the subgraph of PE(G) induced by

the set of all non-dominating vertices of PE(G) has a Hamiltonian path. Let e1, e2

and e3 be the identity elements of the groupsG′, P and Zn, respectively. By Theorem

2.2.18, let H ′ be a Hamiltonian path in the subgraph of PE(G) induced by the set

S ′ and let g′ = (x′, y′, z′) be the end vertex of H ′. By the proof of Theorem 2.2.18,

notice that the order of g′ = (x′, y′, z′) is maximum. Suppose that the exponent of

the group P is 2k. Consequently, o(y′) = 2k. Further, observe that if y ≁ y′′ in the

graph PE(P ) then (x, y, z) ≁ (x′′, y′′, z′′) in PE(G). In view of Theorem 1.1.6 and

Corollary 1.1.7, we have the following cases:

Case-1: P is not of maximal class. Consider the set S ′′ = {(e1, y, z) ∈ G : y ̸= e2}.

Notice that the sets S ′, defined in Lemma 2.2.17, S ′′ and Dom(PE(G)) forms a

partition of G. Now, we provide a Hamiltonian path of the subgraph of PE(G)

induced by the set S ′ ∪ S ′′. To do this, first we drive a Hamiltonian path of the

subgraph of PE(G) induced by the set S ′′. By Theorem 1.1.6, for 2 ≤ j ≤ k, we have

∁2j ≥ 2 and ∁2 ≥ 3 in P . For 1 ≤ j ≤ k, let tj = ∁2j and let Tj = {C(j)
1 , C(j)

2 , . . . , C(j)
tj }

denotes the cyclic classes of P containing the elements of order 2j. Observe that

each class in Tj is of cardinality 2j−1. Notice that each element of P belongs to

exactly one cyclic class of Tj for j ∈ [k]. Further note that, for i ̸= s, if xi ∈ C(j)
i and

ys ∈ C(j)
s , then xi ≁ ys in PE(P ). We label a class in Tk by C(k)

1 such that y′ /∈ C(k)
1 .



54 Enhanced Power Graphs

For 2 ≤ j ≤ k, let uj ∈ C(j)
tj be an arbitrary element. Now, uj can be adjacent

to at most one of the cyclic classes in Tj−1 in PE(P ). If possible, let uj ∼ v1 and

uj ∼ v2, where v1 ∈ C(j−1)
i1

, v2 ∈ C(j−1)
i2

. Then there exist elements w1, w2 ∈ P such

that uj, v1 ∈ ⟨w1⟩ and uj, v2 ∈ ⟨w2⟩. Note that o(v1)|o(uj) and o(v2)|o(uj), we get

⟨v1⟩ = ⟨v2⟩. It follows that i1 = i2. By tj−1 ≥ 2, we obtain that the elements of C(j)
tj

is not adjacent to at least one of the cyclic class in Tj−1 in PE(P ). By relabelling, if

necessary, we may assume that each element of C(j)
tj is not adjacent to every element

of C(j−1)
1 in PE(P ). Since t1 ≥ 3, we can label a class in T1 \ C(1)

1 by C(1)
t1 in which

for x ∈ C(1)
t1 and y ∈ C(k)

1 , we have ⟨x⟩ ⊈ ⟨y⟩. It implies that x ≁ y in PE(P ). Let

z1, z2, . . . , zn be the elements of Zn. Then for y
(r)
p,q , the q-th element of C(r)

p , the path

H ′′ given below

(e1, y
(k)
1,1 , z1) ∼ (e1, y

(k)
2,1 , z1) ∼ · · · ∼ (e1, y

(k)
tk,1
, z1) ∼ (e1, y

(k)
1,2 , z1) ∼ (e1, y

(k)
2,2 , z1) ∼

· · · ∼ (e1, y
(k)

tk,2k−1 , z1) ∼ (e1, y
(k−1)
1,1 , z1) ∼ (e1, y

(k−1)
2,1 , z1) ∼ · · · ∼ (e1, y

(1)
t1,1
, z1) ∼

(e1, y
(k)
1,1 , z2) ∼ (e1, y

(k)
2,1 , z2) ∼ · · · ∼ (e1, y

(1)
t1,1
, zn),

where 1 ≤ r ≤ k, 1 ≤ p ≤ tr and 1 ≤ q ≤ 2r−1, is a Hamiltonian path in the

subgraph of PE(G) induced by the set S ′′. Since y′ /∈ C(k)
1 , we get y′ ≁ y

(k)
1,1 in PE(P ).

Consequently, (x′, y′, z′) ≁ (e1, y
(k)
1,1 , z1) in PE(G) and so (x′, y′, z′) ∼ (e1, y

(k)
1,1 , z1) in

PE(G). Thus, we get a Hamiltonian path in the subgraph of PE(G) induced by the

set S ′ ∪ S ′′.

Case-2: P is of maximal class. In view of Corollary 1.1.7, we discuss this case into

three subcases.

Subcase-2.1: P = Q2k+1 =
〈
x, y : x2

k
= e2, x

2k−1
= y2, y−1xy = x−1

〉
, where

k ≥ 2. Consider the set S ′′ = {(e1, b, c) ∈ G : b ̸= e2, x
2k−1}. Note that the sets

S ′, S ′′ and Dom(PE(G)) forms a partition of the group G. Observe that Q2k+1

has one maximal cyclic subgroup of order 2k and 2k−1 maximal cyclic subgroups

of order 4 (see Dalal and Kumar [2021]). Let M ′ = ⟨x⟩ be the maximal cyclic

subgroup of order 2k and let for 1 ≤ i ≤ 2k−1, Mi = {e2, x2
k−1
, xiy, x2

k−1+iy} be

the maximal cyclic subgroups of order 4. For 1 ≤ j ≤ 2k−1, note that xjy is
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a generator of a maximal cyclic subgroup of Q2k+1 . Consequently, xjy ≁ a in

PE(Q2k+1), where a ∈ Q2k+1 \ ⟨xjy⟩. Since o(y′) = 2k, for k ≥ 3, we have y′ ∈

M ′. Thus, the Hamiltonian path H ′′ in the subgraph of PE(G) induced by the set

S ′′ can be given as (e1, xy, z1) ∼ (e1, x, z1) ∼ (e1, x
2y, z1) ∼ (e1, x

2, z1) ∼ · · · ∼

(e1, x
2k−1−1y, z1) ∼ (e1, x

2k−1−1, z1) ∼ (e1, x
2k−1

y, z1) ∼ (e1, x
2k−1+1, z1) ∼ · · · ∼

(e1, x
2k−1, z1) ∼ (e1, x

2k−1y, z1) ∼ (e1, y, z1) ∼ (e1, xy, z2) ∼ (e1, x, z2) ∼ · · · ∼

(e1, y, zn), where z1, z2, . . . , zn ∈ Zn. We have a Hamiltonian pathH ′ in the subgraph

induced by the set S ′ with end vertex (x′, y′, z′) and also, H ′′ is a Hamiltonian path

induced by S ′′ with initial vertex (e1, xy, z1). Moreover, (x′, y′, z′) ∼ (e1, xy, z1).

Thus, we get a Hamiltonian path H in the subgraph induced by S ′ ∪ S ′′. If k = 2

and y′ ∈ M1 then again we have a Hamiltonian path by interchanging the vertices

(e1, xy, z1) and (e1, x
2y, z1) of H.

Subcase-2.2: P = D2k+1 =
〈
x, y : x2

k
= e2 = y2, y−1xy = x−1

〉
, where k ≥ 1.

Consider the set S ′′ = {(e1, b, c) ∈ G : b ̸= e2}. Observe that the sets S ′, S ′′

and Dom(PE(G)) forms a partition of the group G. Also, notice that M ′ = ⟨x⟩

is the only maximal cyclic subgroup of order 2k in D2k+1 and for 1 ≤ i ≤ 2k,

Mi = {e2, xiy} are the maximal cyclic subgroups of order 2 in D2k+1 . By Figure 1

of P. Panda et al. [2021], xjy, where 1 ≤ j ≤ 2k, is not adjacent to any non-identity

element of D2k+1 in PE(D2k+1). Since o(y′) = 2k, for k ≥ 2, we have y′ ∈ M ′.

Thus, the Hamiltonian path in the subgraph of PE(G) induced by the set S ′′ is

H ′′ : (e1, xy, z1) ∼ (e1, x, z1) ∼ (e1, x
2y, z1) ∼ (e1, x

2, z1) ∼ · · · ∼ (e1, y, z1) ∼

(e1, xy, z2) ∼ · · · ∼ (e1, y, zn), where z1, z2, . . . , zn ∈ Zn. We have a Hamiltonian

path H ′ in the subgraph induced by the set S ′ with end vertex (x′, y′, z′) and also,

H ′′ is a Hamiltonian path induced by S ′′ with initial vertex (e1, xy, z1). Furthermore,

(x′, y′, z′) ∼ (e1, xy, z1). Consequently, we get a Hamiltonian pathH in the subgraph

induced by S ′ ∪ S ′′. If k = 1 and y′ ∈ M1, then again we have a Hamiltonian path

by interchanging the vertices (e1, xy, z1) in (e1, x
2y, z1) of H.

Subcase-2.3: P = SD2k+1 =
〈
x, y : x2

k
= e2, y

2 = e2, y
−1xy = x−1+2k−1

〉
, where
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k ≥ 3. Consider the set S ′′ = {(e1, b, c) ∈ G : b ̸= e2}. Notice that the sets S ′, S ′′

and Dom(PE(G)) forms a partition of the group G. Also, note that SD2k+1 has one

maximal cyclic subgroup of order 2k, 2k−1 maximal cyclic subgroups of order 2 and

2k−2 maximal cyclic subgroups of order 4. Let M ′ = ⟨x⟩ be the maximal cyclic sub-

group of order 2k and for 1 ≤ i ≤ 2k−2, Mi = {e2, x2
k−1
, x2i+1y, x2

k−1+2i+1y} be the

maximal cyclic subgroups of SD2k+1 of order 4 and for 1 ≤ j ≤ 2k−1,M ′′
j = {e2, x2jy}

be the maximal cyclic subgroups of SD2k+1 of order 2. Now, for 1 ≤ t ≤ 2k, xty

is a generator of a maximal cyclic subgroup of SD2k+1 . It follows that xjy ≁ b in

PE(SD2k+1), where b ∈ SD2k+1 \ ⟨xjy⟩ (see Figure 2 of P. Panda et al. [2021]). Let

z1, z2, . . . , zn be the elements of Zn. Thus, the Hamiltonian path H ′′ in the subgraph

of PE(G) induced by the set S ′′ is given by

(e1, xy, z1) ∼ (e1, x, z1) ∼ (e1, x
3y, z1) ∼ (e1, x

3, z1) ∼ · · · ∼ (e1, x
2k−1y, z1) ∼

(e1, x
2k−1, z1) ∼ (e1, y, z1) ∼ (e1, x

2y, z1) ∼ (e1, x
2, z1) ∼ (e1, x

4y, z1) ∼ · · · ∼

(e1, x
2k−2, z1) ∼ (e1, x

2k−2y, z1) ∼ (e1, xy, z2) ∼ (e1, x, z2) ∼ (e1, x
3, z2) ∼ · · · ∼

(e1, x
2k−2y, zn).

Moreover, we have a Hamiltonian path H ′ in the subgraph induced by the set

S ′ with end vertex (x′, y′, z′). Since o(y′) = 2k, we have y′ ∈ M ′. It follows that

y′ ≁ xy and so (x′, y′, z′) ∼ (e1, xy, z1) in PE(G). Thus, the subgraph of PE(G)

induced by the set G \Dom(PE(G)) has a Hamiltonian path.

Corollary 2.2.20. For the group G = Q2k+1, we have λ(PE(G)) = 2k+1 + 1.

Corollary 2.2.21. For the group G ∈ {D2k+1 , SD2k+1}, we have λ(PE(G)) = 2k+1.

2.3 Enhanced Power Graphs of Certain Non-abelian

Groups

In this section, we obtain the Laplacian spectrum of the enhanced power graph

of certain non-abelian groups, namely: semidihedral groups, dihedral groups and



2.3 Enhanced Power Graphs of Certain Non-abelian Groups 57

generalized quaternion groups. Also, we obtained the metric dimension and the

resolving polynomial of the enhanced power graphs of these groups. At the final

part of this section, we study the distant properties and the detour distant prop-

erties, namely: closure, interior, distance degree sequence, eccentric subgraph of

the enhanced power graph of these groups. We begin with the investigation of the

enhanced power graph of semidihedral group. Recall that the semidihedral group

SD8n (n ≥ 2) is a group of order 8n is defined as

SD8n = ⟨a, b : a4n = b2 = e, ba = a2n−1b⟩.

We have

bai =

 a4n−ib if i is even,

a2n−ib if i is odd,

Note that every element of SD8n\⟨a⟩ is of the form aib for some 0 ≤ i ≤ 4n− 1. We

denote the subgroups Pi = ⟨a2ib⟩ = {e, a2ib} andQj = ⟨a2j+1b⟩ = {e, a2n, a2j+1b, a2n+2j+1b}.

Then

SD8n = ⟨a⟩ ∪

(
2n−1⋃
i=0

Pi

)
∪

(
n−1⋃
j=0

Qj

)
. (2.1)

In the following lemma, we obtain the neighbourhood of all the vertices of PE(SD8n).

Lemma 2.3.1. In PE(SD8n), we have

(i) N[e] = SD8n.

(ii) N[a2n] = ⟨a⟩ ∪ {a2i+1b : 0 ≤ i ≤ 2n− 1}.

(iii) N[ai] = ⟨a⟩, where 1 ≤ i ≤ 4n− 1 and i ̸= 2n.

(iv) N[a2i+1b] = ⟨a2i+1b⟩ = {e, a2n, a2i+1b, a2n+2i+1b}, where 0 ≤ i ≤ 2n− 1.

(v) N[a2ib] = {e, a2ib}, where 1 ≤ i ≤ 2n.

Proof. The proof of (i) is straightforward.

(ii) Note that a2n ∼ x for all x ∈ ⟨a⟩ and a2n ∼ a2i+1b for all i, where 0 ≤ i ≤ 2n−1
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as a2n ∈ ⟨a2i+1b⟩. This implies that ⟨a⟩ ∪ {a2i+1b : 0 ≤ i ≤ 2n − 1} ⊆ N[a2n]. If

possible, let x ∈ N[a2n] such that x = a2ib for some i, where 0 ≤ i ≤ 2n − 1. In

view of Equation (2.1), observe that x belongs to exactly one cyclic subgroup Pi and

x ∼ a2n gives a2n ∈ Pi; a contradiction.

(iii) Let i ̸= 2n and 1 ≤ i ≤ 4n − 1. Then clearly ⟨a⟩ ⊆ N[ai]. If ai ∼ x for

some x ∈ SD8n \ ⟨a⟩, then either x, ai ∈ Pj or x, ai ∈ Qk for some j, k, where

0 ≤ j ≤ 2n− 1 and 0 ≤ k ≤ n− 1 which is not possible. Further, note that if ⟨x⟩ is

a maximal cyclic subgroup, then N[x] = ⟨x⟩.

(iv)-(v) Since Pi and Qj are maximal cyclic subgroups generated by a2ib and a2j+1b,

respectively, where 0 ≤ i ≤ 2n − 1 and 0 ≤ j ≤ n − 1, it follows that N[a2ib] =

{e, a2ib} and N[a2j+1b] = ⟨a2j+1b⟩ = {e, a2n, a2j+1b, a2n+2j+1b}. Thus, the result

holds.

2.3.1 Laplacian Spectrum

Hamzeh and Ashrafi [2017b] obtained the Laplacian spectrum of the power graph

of SD8n, when n = 2α. In this subsection, for arbitrary n ∈ N, we investigate the

Laplacian spectrum of the enhanced power graphs of the semidihedral group SD8n,

generalized quaternion group Q4n and dihedral group D2n, respectively. First, we

recall the notation of the Laplacian matrix of a graph. Let Γ be a simple graph

such that V (Γ) = {v1, v2, . . . , vn}. The adjacency matrix A(Γ) of Γ is an n × n

matrix whose (i, j)th entry is 1 if there is an edge between the vertices vi and vj,

and 0 otherwise. The degree matrix D(Γ) of Γ is a diagonal matrix whose (i, i)th

entry is the degree of vertex vi in Γ. The Laplacian matrix L(Γ) of Γ is the matrix

D(Γ)− A(Γ). We denote Φ(L(Γ), x) by the characteristic polynomial of L(Γ). Let

λn1(Γ), λn2(Γ), . . . , λnr(Γ) be the distinct eigenvalues of L(Γ) such that 0 = λn1(Γ) ≤

λn2(Γ) ≤ · · · ≤ λnr(Γ) and let m1,m2, . . . ,mr be the corresponding multiplicities.

Then the Laplacian spectrum of Γ is given by

λn1(Γ) λn2(Γ) · · · λnr(Γ)

m1 m2 · · · mr

. Let
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In be the identity matrix of order n and let Jn be the square matrix of order n such

that its each entry is 1. Further, for a matrix A, its transpose is denoted by A′.

We obtain the Laplacian eigenvalues of the enhanced power graph of the semidi-

hedral group SD8n in the following theorem.

Theorem 2.3.2. The characteristic polynomial of the Laplacian matrix of PE(SD8n)

is

Φ(L(PE(SD8n)), x) = x(x− 8n)(x− 6n)(x− 4n)4n−3(x− 2)n(x− 4)n(x− 1)2n.

Proof. The Laplacian matrix L(PE(SD8n)) is the 8n×8n matrix given below, where

the rows and columns are indexed in order by the vertices e = a4n, a2n, a, a2, . . . , a2n−1,

a2n+1, a2n+2, . . . , a4n−1 and then ab, a2n+1b, a3b, a2n+3b, . . . , a2n−1b, a4n−1b, a2b, a4b, . . . ,

a4nb = b.

L(PE(SD8n)) =



8n− 1 −1 −1 −1 · · · · · · −1 −1 · · · · · · −1

−1

−1

−1 A O
...
...

−1

−1
... O′ B
...

−1


8n×8n

,
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where

A =



6n− 1 −1 −1 −1 · · · · · · −1 −1 · · · · · · −1

−1

−1

−1 A1 O1

...

...

−1

−1
... O′

1 A2

...

−1


6n−1×6n−1

such that A1 = 4nI4n−2 − J4n−2 and

A2 =



C O2 · · · · · · O2

O2 C · · · · · · O2

...
...

...
...

...
...

O2 O2 · · · · · · C


2n×2n

with

C =

 3 −1

−1 3

 ,

O2 is the zero matrix of order 2× 2, B = I2n, O and O1 are the zero matrices of

size (6n− 1)× (2n) and (4n− 2)× (2n), respectively. Then
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Φ(L(PE(SD8n)), x) =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

x− (8n− 1) 1 1 1 · · · · · · 1 1 · · · · · · 1

1

1

1 (xI6n−1 − A) O
...
...

1

1
... O′ (xI2n −B)
...

1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

.

Apply row operation R1 → (x− 1)R1 − R2 − · · · − R8n and then along the first

row, we get

Φ(L(PE(SD8n)), x) =
x(x−8n)
(x−1)

∣∣∣∣∣∣(xI6n−1 − A) O

O′ (xI2n −B)

∣∣∣∣∣∣
Using the fact that if M,Q are square matrices and the matrices O and O′ are

zero matrices of appropriate sizes, then

∣∣∣∣∣∣ M O

O′ Q

∣∣∣∣∣∣ = |M | · |Q| (see [Zhang, 1996,

p.32]), we get

Φ(L(PE(SD8n)), x) =
x(x− 8n)

(x− 1)
|xI6n−1 − A| · |xI2n −B|.
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Observe that |xI2n −B| = (x− 1)2n. Now, we obtain

|xI6n−1−A| =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

x− (6n− 1) 1 1 1 · · · · · · 1 1 · · · · · · 1

1

1

1 (xI4n−2 − A1) O1

...

...

1

1
... O′

1 (xI2n − A2)
...

1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Apply row operation R1 → (x − 2)R1 − R2 − R3 − · · · − R6n−1 and then along

the first row, we obtain

|xI6n−1 − A| = (x− 1)(x− 6n)

(x− 2)
|xI4n−2 − A1| · |xI2n − A2|.

Clearly, |xI2n − A2| = (x− 2)n(x− 4)n. Now,

|xI4n−2 − A1| = |xI4n−2 − (4nI4n−2 − J4n−2)| = |(x− 4n)I4n−2 + J4n−2)|.

It is well known that if {λ1, λ2, . . . , λm} are eigenvalues of the matrix M then the

eigenvalues of the matrix αIm +M are {α+ λ1, α+ λ2, . . . , α+ λm}. Since J4n−2 is

the square matrix with all entries equal to 1, the eigenvalues of J4n−2 are 4n−2 with

multiplicity 1 and 0 with multiplicity 4n − 3. It follows that x − 2 and x − 4n are

the eigenvalues of the matrix (x− 4n)I4n−2+ J4n−2 with multiplicities 1 and 4n− 3,

respectively. Consequently, |xI4n−2 − A1| = (x− 4n)4n−3(x− 2) and this completes

our proof.

Corollary 2.3.3. The Laplacian spectrum of PE(SD8n) is given by0 1 2 4 4n 6n 8n

1 2n n n 4n− 3 1 1

 .
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Consequently, due to Corollary 4.2 of Mohar [1991], we count the spanning trees

of PE(SD8n) in the following corollary.

Corollary 2.3.4. The number of spanning trees of PE(SD8n) is 211n−53n4n−2.

Hamzeh and Ashrafi [2017b] obtained the Laplacian spectrum of the power graph

of Q4n when n = 2α. Now, we determine the Laplacian spectrum of the enhanced

power graph of generalized quaternion group Q4n and dihedral group D2n for arbi-

trary n ∈ N. Recall that for n ≥ 2, the generalized quaternion group Q4n of order

4n is defined by

Q4n = ⟨a, b : a2n = e, an = b2, ab = ba−1⟩.

Theorem 2.3.5. The characteristic polynomial of the Laplacian matrix of PE(Q4n)

is

Φ(L(PE(Q4n)), x) = x(x− 4n)2(x− 4)n(x− 2)n(x− 2n)2n−3.

Proof. The Laplacian matrix L(PE(Q4n)) is the 4n× 4n matrix given below, where

the rows and columns are indexed by the vertices e = a2n, an, a, a2, . . . , an−1, an+1,

an+2, . . . , a2n−1, and then ab, an+1b, a2b, an+2b . . . , anb, a2nb = b.

L(PE(Q4n)) =



4n− 1 −1 · · · · · · −1 −1 · · · · · · −1

−1 4n− 1 · · · · · · −1 −1 · · · · · · −1

−1 −1

−1 −1 A O
...

...

−1 −1
...

... O′ B

−1 −1


4n×4n

,
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where A = 2nI2n−2 − J2n−2 and

B =



C O2 · · · · · · O2

O2 C · · · · · · O2

...
...

...
...

...
...

O2 O2 · · · · · · C


2n×2n

with

C =

 3 −1

−1 3

 ,

O2 is the zero matrix of order 2×2 and O is the zero matrix of order (2n−2)×(2n).

Then

Φ(L(PE(Q4n)), x) =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

x− (4n− 1) 1 · · · 1 1 · · · 1

1 x− (4n− 1) · · · 1 1 · · · 1

1 1

1 1 xI2n−2 − A O
...

...

1 1

1 1
...

... O′ xI2n −B

1 1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Apply the following row operations consecutively

• R1 → (x− 1)R1 −R2 − · · · −R4n

• R2 → (x− 2)R2 −R3 − · · · −R4n

and then expand, we get
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Φ(L(PE(Q4n)), x) =
x(x− 4n)2

(x− 2)

∣∣∣∣∣∣xI2n−2 − A O

O′ xI2n −B

∣∣∣∣∣∣ = x(x− 4n)2

(x− 2)
|xI2n−2−A|·|xI2n−B|.

In the similar lines of the proof of Theorem 2.3.2, we get

|xI2n−2 − A| = (x− 2n)2n−3(x− 2) and |xI2n −B| = (x− 2)n(x− 4)n

This completes our proof.

Corollary 2.3.6. The Laplacian spectrum of PE(Q4n) is given by0 2 4 2n 4n

1 n n 2n− 3 2

 .

Consequently, due to Corollary 4.2 of Mohar [1991], we count the spanning trees

of PE(Q4n) in the following corollary.

Corollary 2.3.7. The number of spanning trees of PE(Q4n) is 25n−1n2n−2.

Recall that for n ≥ 3, the dihedral group D2n of order 2n is defined by

D2n = ⟨a, b : an = b2 = e, ab = ba−1⟩.

In the similar lines of the Laplacian spectrum of PE(SD8n) obtained in Theorem

2.3.5, one can obtain the following theorem.

Theorem 2.3.8. The Laplacian spectrum of PE(D2n) is given by0 1 n 2n

1 n n− 2 1


Consequently, due to Corollary 4.2 of Mohar [1991], we count the spanning trees

of PE(D2n) in the following corollary.

Corollary 2.3.9. The number of spanning trees of PE(D2n) is n
n−2.
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Remark 2.3.10. Let k, α ∈ N and p be an odd prime. Ali et al. [2022] obtained

the distant properties and detour distant properties of the power graph P(G), when

G is Q4n, where n = 2k or D2m for m = pα. Note that, for arbitrary n,m ∈ N, we

have

PE(Q4n) = K2 ∨ (K2n−2 ∪ nK2), and

PE(D2m) = K1 ∨ (Km−1 ∪Km).

Thus, in view of Proposition 3.1 and Proposition 3.3 of Ali et al. [2022], the results of

metric dimension, resolving polynomial, distant properties and detour distant prop-

erties of P(Q4n) and P(D2m) will also hold for PE(Q4n) and PE(D2m), respectively,

for arbitrary n,m ∈ N.

2.3.2 Metric Dimension and Resolving Polynomial

The metric dimension of a graph has several applications, see Cameron and Van Lint

[1991]; Chartranda et al. [2000] and Khuller et al. [1994]. Now, we obtain the metric

dimension and resolving polynomial of the enhanced power graph of the semidihedral

group. First, we recall some basic definitions and necessary results from Kumar

et al. [2021b]. Let Γ be a graph. Then a vertex z of Γ resolves the vertices u

and v if d(z, u) ̸= d(z, v). A subset U ⊆ V (Γ) is said to be a resolving set in Γ if

every pair of vertices in Γ is resolved by some vertex of U . The metric dimension

dim(Γ) of a graph Γ is the size of a smallest resolving set. A subset S ⊆ V (Γ)

is said to be an i-subset if |S| = i. Let ri = |R(Γ, i)| such that R(Γ, i) is the

family of resolving sets each of cardinality i. Recall that the resolving polynomial

β(Γ, x) of a graph Γ is defined by β(Γ, x) =
∑n

i=dim(Γ) rix
i. The resolving sequence

(rdim(Γ), rdim(Γ)+1, . . . , rn) is the sequence of coefficients of β(Γ, x). If N[u] = N[v]

for distinct u, v ∈ V (Γ), then u are v are called true twins. However, N(u) = N(v)

then u are v are called false twins. If u and v are either true twins or false twins

then they are called twins. If any two vertices of U ⊆ V (Γ) are twins, then U is
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called a twin-set. The following result is useful to obtain the resolving polynomial

of a graph.

Remark 2.3.11 ([Ali et al., 2016, Remark 3.3]). Let U be a twin-set in a connected

graph Γ such that |U | = l ≥ 2. Then each resolving set for Γ contains at least l− 1

vertices of U .

Proposition 2.3.12 ([Ali et al., 2016, Proposition 3.5]). Let Γ be a connected graph

of order n. Then the only resolving set of cardinality n is the set V (Γ) and a resolving

set of cardinality n− 1 can be chosen in n possible different ways.

Proposition 2.3.13. The metric dimension of PE(SD8n) is 7n− 4.

Proof. In view of Lemma 2.3.1, we get twin-sets ⟨a⟩ \ {e, a2n}, {a2ib : 1 ≤ i ≤ 2n}

and {a2j+1b, a2n+2j+1b} where 0 ≤ j ≤ n − 1. By Remark 2.3.11, any resolving set

of PE(SD8n) contains at least 7n − 4 vertices. Now, we produce a resolving set of

cardinality 7n− 4. By Lemma 2.3.1, observe that the set

R = {a2ib : 1 ≤ i ≤ 2n− 1} ∪ {ai : i ̸= 1, 2n, 4n} ∪ {a2i+1b : 0 ≤ i ≤ n− 1}

is a resolving set of cardinality 7n− 4. Consequently, dim(PE(SD8n)) = 7n− 4.

Theorem 2.3.14. The resolving polynomial of PE(SD8n) is given below:

β(PE(SD8n), x) = x8n + 8nx8n−1 +
8n−2∑

i=7n−4

rix
i,

where

ri =



∑i−(7n−4)
j=0

(
n
j

)
2n−jk7n+j−i 7n− 4 ≤ i ≤ 7n− 1∑4

j=0

(
n

i−7n+j

)
2n−(i−7n+j)kj 7n ≤ i ≤ 8n− 4∑8n−i

j=0

(
n

n+j−(8n−i)

)
2n−(n+j−(8n−i))kj 8n− 3 ≤ i ≤ 8n− 2

and k0 = 1, k1 = 6n, k2 = 8n2 + 8n− 3, k3 = 16n2 − 2n− 2, k4 = 8n2 − 4n.
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Proof. In view of Proposition 2.3.13, we have dim(PE(SD8n)) = 7n − 4. It is

sufficient to find the resolving sequence (r7n−4, r7n−3, . . . , r8n−2, r8n−1, r8n). By the

proof of Proposition 2.3.13, any resolving set R satisfies the following:

• |R ∩ (⟨a⟩ \ {e, a2n})| ≥ 4n− 3;

• |R ∩Hl| ≥ 1, where Hl = {a2l+1b, a2n+2l+1} for 0 ≤ l ≤ n− 1;

• |R ∩ {a2ib : 1 ≤ i ≤ 2n}| ≥ 2n− 1.

Let T = SD8n \
n−1⋃
l=0

Hl. In view of Remark 2.3.11, to get |R| = 7n − 4, we must

choose exactly one element from each Hl (where |Hl| = 2) and 4n−3 elements from

(⟨a⟩ \ {e, a2n}) and 2n− 1 elements from {a2ib : 1 ≤ i ≤ 2n}. Therefore, we have

r7n−4 =

(
2

1

)n(
4n− 2

4n− 3

)(
2n

2n− 1

)
= 2n+1n(4n− 2)

For 7n− 3 ≤ |R| = i ≤ 7n− 1, with above restriction we have one of the following

cases:

• Choose 6n− (7n− i) elements from T and n elements from
n−1⋃
l=0

Hl.

• Choose 6n− (7n− i)− 1 elements from T and n+ 1 elements from
n−1⋃
l=0

Hl.

...

...

• Choose 6n− 4 elements from T and n+ (i− 7n+ 4) elements from
n−1⋃
l=0

Hl.

Thus,

ri =

i−(7n−4)∑
j=0

(
n

j

)
2n−jk7n+j−i,

where k0 = 1, k1 = 6n, k2 = 8n2 + 8n − 3, k3 = 16n2 − 2n − 2, k4 = 8n2 − 4n and

kt is the number of ways of selecting 6n−t elements from T in R for where, 0 ≤ t ≤ 4.
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For 7n ≤ |R| = i ≤ 8n − 4, with above restriction we have one of the following

cases:

• Choose 6n elements from T and n+ (i− 7n) elements from
n−1⋃
l=0

Hl.

• Choose 6n− 1 elements from T and n+ 1 + (i− 7n) elements from
n−1⋃
l=0

Hl.

• Choose 6n− 2 elements from T and n+ 2 + (i− 7n) elements from
n−1⋃
l=0

Hl.

• Choose 6n− 3 elements from T and n+ 3 + (i− 7n) elements from
n−1⋃
l=0

Hl.

• Choose 6n− 4 elements from T and n+ 4 + (i− 7n) elements from
n−1⋃
l=0

Hl.

Therefore, we have

ri =
4∑

j=0

(
n

i− 7n+ j

)
2n−(i−7n+j)kj.

For 8n−3 ≤ |R| = i ≤ 8n−2, with above restriction we have one of the following

cases:

• Choose 6n elements from T and n+ n− (8n− i) elements from
n−1⋃
l=0

Hl.

• Choose 6n− 1 elements from T and n+n− (8n− i)+ 1 elements from
n−1⋃
l=0

Hl.

...

...

• Choose 6n− (8n− i) elements from T and 2n elements from
n−1⋃
l=0

Hl.
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Thus, we get

ri =
8n−i∑
j=0

(
n

n+ j − (8n− i)

)
2n−(n+j−(8n−i))kj.

By Proposition 2.3.12, r8n−1 = 8n and r8n = 1. Hence, the result holds.

2.3.3 Distant Properties and Detour Distant Properties

The detour distance of a graph has many applications in channel assignment in FM

and it is also widely used in chemical theory (see Zhou and Cai [2010]). In this

subsection, we obtain the detour radius, detour eccentricity, detour degree, detour

degree sequence and detour distance degree sequence of each vertex of PE(SD8n).

The following definitions are useful in the sequel. Let Γ be a connected graph. The

detour distance, dD(u, v), between any two vertices u and v of Γ is the length of

longest u− v path in Γ. The eccentricity ecc(u) (detour eccentricity eccD(u)) of the

vertex u in Γ is the maximum distance (detour distance) between u to any other

vertex of Γ. The radius rad(Γ) (detour radius radD(Γ)) of a graph Γ is the minimum

eccentricity (detour eccentricity) among all the vertices of Γ. The maximum detour

eccentricity of Γ among all the vertices of Γ is called the detour diameter diamD(G)

of Γ. For a vertex u of Γ, if d(u, v) = ecc(u) then v is called an eccentric vertex

for u. If v is an eccentric vertex for some vertex of Γ, then v is called an eccentric

vertex of the graph Γ. The subgraph induced by the set of all eccentric vertices

of Γ is said to be an eccentric subgraph of Γ and it is denoted by Ecc(Γ). If each

vertex of Γ is eccentric, then Γ is said to be eccentric graph. Then centre Cen(Γ)

of Γ is the subgraph of Γ induced by the set of all the vertices having the minimum

eccentricity. The closure Cl(Γ) of Γ is the graph obtained by repeatedly adding

edges between non-adjacent vertices whose sum of degree is at least |V (Γ)| until no

such pair remains. If Γ = Cl(Γ), then Γ is called a closed graph (see Chartrand

and Zhang [2004]). A vertex v of Γ is called a boundary vertex of a vertex u if
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d(u,w) ≤ d(u, v) for w ∈ N(v). If v is a boundary vertex of some vertex of Γ, then v

is called a boundary vertex of Γ. Then boundary ∂(Γ) of the graph Γ is the subgraph

of Γ induced by the set of all the boundary vertices of Γ. For a vertex v in Γ, if

the subgraph of Γ induced by the set N(v) is complete, then v is called a complete

vertex. For each u ̸= v, if there exists a vertex w and a path u− w such that v lies

in the path at the same distance from both u and w, then the vertex v is known as

an interior vertex of Γ. The subgraph Int(Γ) induced by the set of all the interior

vertices of Γ is called the interior of Γ.

Theorem 2.3.15. In PE(SD8n), we have

eccD(v) =


4n+ 1, when v ∈ {e, a2n};

4n+ 2, when v ∈ {a2ib : 1 ≤ i ≤ 2n};

4n+ 3, when v ∈ {ai : 1 ≤ i ≤ 4n− 1, i ̸= 2n} ∪ {a2i+1b : 1 ≤ i ≤ 2n− 1}.

Proof. In view of Lemma 2.3.1, we have the following:

• dD(e, a
i) =

 4n+ 1, if i ̸= 2n

4n− 1, if i = 2n.

• dD(e, a
2i+1b) = 4n+ 1 for all i, where 0 ≤ i ≤ 2n− 1;

• dD(e, a
2ib) = 1 for all i, where 1 ≤ i ≤ 2n;

• dD(a
2n, aj) = 4n+ 1 for all j, where 1 ≤ j ≤ 4n− 1 and j ̸= 2n;

• dD(a
2n, a2i+1b) = 4n+ 1 for all i, where 0 ≤ i ≤ 2n− 1;

• dD(a
2n, a2ib) = 4n for all i, where 1 ≤ i ≤ 2n;

• dD(a
i, aj) = 4n+ 1 for all i ̸= j, where 1 ≤ i, j ≤ 4n− 1 and i, j ̸= 2n;

• dD(a
i, a2j+1b) = 4n+ 3, where 1 ≤ i ≤ 4n− 1, i ̸= 2n and 0 ≤ j ≤ 2n− 1;

• dD(a
i, a2jb) = 4n+ 2, where 1 ≤ i ≤ 4n− 1, i ̸= 2n and 0 ≤ j ≤ 2n;
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• dD(a
2i+1b, a2n+2i+1b) = 4n+ 1, where 0 ≤ i ≤ n− 1;

• dD(a
2i+1b, a2j+1b) = 4n+ 3 for all i ̸= j, where 0 ≤ i ≤ 2n− 1 and j ̸= n+ i;

• dD(a
2i+1b, a2jb) = 4n+ 2, where 0 ≤ i ≤ 2n− 1 and 0 ≤ j ≤ 2n− 1;

• dD(a
2ib, a2jb) = 2 for all i ̸= j, where 1 ≤ i, j ≤ 2n.

This completes our proof.

Corollary 2.3.16. For PE(SD8n), we have

(i) radD(PE(SD8n) = 4n+ 1

(ii) diamD(PE(SD8n) = 4n+ 3.

The number of elements in the set D(v) = {u ∈ V (Γ) : dD(u, v) = eccD(v)} is

called the detour degree dD(v) of the vertex v of Γ. The average detour degree Dav(Γ)

of the graph Γ is defined as the quotient

∑
v∈V (Γ)

dD(v)

|V (Γ)| . The detour degree sequence D(Γ)

of a graph Γ is the detour degrees of vertices of Γ written in non-increasing order.

For a vertex u ∈ V (Γ), the number of vertices at detour distance i from the vertex

u is denoted by Di(u). Then the sequence D0(u), D1(u), D2(u), . . . , DeccD(u)(u) is

called the detour distance degree sequence of a vertex u. We write it by ddsD(u).

By (ar, bs, ct) we mean a occurs r times, b occurs s times and c occurs t times in

its degree sequence. Further, (ar, bs, ct)k = (ar, bs, ct), (ar, bs, ct), . . . , (ar, bs, ct)︸ ︷︷ ︸
k−times

. The

following remark is useful in the sequel.

Remark 2.3.17 ([Ali et al., 2016, Remark 2.6]). Let v be a vertex of a graph Γ.

Then

(i) D0(v) = 1 and DeccD(v) = dD(v).

(ii) The length of sequence ddsD(v) is one more than the detour eccentricity of v.
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(iii)

eccD(v)∑
i=0

Di(v) = |Γ|.

Proposition 2.3.18. In PE(SD8n), we have

dD(x) =


6n− 4, when x = a2i+1b, where 0 ≤ i ≤ 2n− 1;

2n, when x = ai for all i ̸= 2n, where 1 ≤ i ≤ 4n− 1;

6n− 2, when x ∈ {a2ib : 0 ≤ i ≤ 2n− 1} ∪ {e, a2n}.

Proof. Let x = a2i+1b for some i, where 0 ≤ i ≤ 2n− 1. In view of Theorem 2.3.15,

we get eccD(x) = 4n+ 3. By the proof of Theorem 2.3.15, observe that

D(x) = {a2j+1b : 0 ≤ j ≤ 2n− 1, j ̸= i, j ̸= n+ i} ∪
(
⟨a⟩ \ {e, a2n}

)
.

For x = ai, where 1 ≤ i ≤ 4n − 1 and i ̸= 2n, we obtain eccD(x) = 4n + 3 (see

Theorem 2.3.15). Again by the proof of Theorem 2.3.15, we get

D(x) = {a2j+1b : 0 ≤ j ≤ 2n− 1}.

Now, let x ∈ {a2ib : 0 ≤ i ≤ 2n − 1} ∪ {e, a2n}. Then eccD(x) = 4n + 1 when

x ∈ {e, a2n}, and eccD(x) = 4n+ 2 when x = a2ib for some i, where 0 ≤ i ≤ 2n− 1

(cf. Theorem 2.3.15). By the proof of Theorem 2.3.15, we get

D(x) = {a2i+1b : 0 ≤ i ≤ 2n− 1} ∪
(
⟨a⟩ \ {e, a2n}

)
.

Thus, the result holds.

Corollary 2.3.19. In PE(SD8n), we have

(i)

D(PE(SD8n)) = ((6n− 4)2n, (2n)4n−2, (6n− 2)2n+2)

(ii)

Dav(PE(SD8n)) =
8n2 − n− 1

2n
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Theorem 2.3.20. In PE(SD8n), we have

ddsD(PE(SD8n)) =


(1, 2n, 04n−3, 1, 0, 6n− 2), (1, 04n−2, 1, 2n, 6n− 2),

(1, 04n, 4n− 1, (2n)2)4n−2, (12, 2n− 1, 04n−3, 1, 0, 6n− 2)2n,

(1, 04n, 3, 2n, 6n− 4)2n.

Proof. In view of Theorem 2.3.15, we get

eccD(v) =


4n+ 1, when v ∈ {e, a2n};

4n+ 2, when v ∈ {a2ib : 1 ≤ i ≤ 2n};

4n+ 3, when v ∈ {ai : 1 ≤ i ≤ 4n− 1, i ̸= 2n} ∪ {a2i+1b : 1 ≤ i ≤ 2n− 1}.

By the proof of Theorem 2.3.15, we have the following:

• ddsD(e) = (1, 2n, 0, 0, . . . , 0︸ ︷︷ ︸
4n−3

, 1, 0, 6n− 2),

• ddsD(a
2n) = (1, 0, 0, . . . , 0︸ ︷︷ ︸

4n−2

, 1, 2n, 6n− 2),

• ddsD(a
i) = (1, 0, 0, . . . , 0︸ ︷︷ ︸

4n

, 4n− 1, 2n, 2n),

• ddsD(a
2ib) = (1, 1, 2n− 1, 0, 0, . . . , 0︸ ︷︷ ︸

4n−3

, 1, 0, 6n− 2),

• ddsD(a
2i+1b) = (1, 0, 0, . . . , 0︸ ︷︷ ︸

4n

, 3, 2n, 6n− 4).

Thus, the result holds.

Theorem 2.3.21 (Chartrand and Zhang [2004], p.337). Let Γ be a connected graph

and v ∈ V (Γ). Then v is a complete vertex of Γ if and only if v is a boundary vertex

of x for all x ∈ V (Γ) \ {v}.

Theorem 2.3.22 (Chartrand and Zhang [2004], p.339). Let Γ be a connected graph

and v ∈ V (Γ). Then v is a boundary vertex of Γ if and only if v is not an interior

vertex of Γ.
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Proposition 2.3.23. In PE(SD8n), we have

(i) Int(PE(SD8n) = K2,

(ii) Cl(PE(SD8n) = PE(SD8n).

Proof. (i) In view of Lemma 2.3.1, x is not a complete vertex if and only if x ∈

{e, a2n}. By Theorems 2.3.21 and 2.3.22, x is an interior vertex if and only if

x ∈ {e, a2n}. Thus, we have Int(PE(SD8n) = K2.

(ii) In view of Lemma 2.3.1, we have

deg(v) =


1, when v = a2ib for some i, where 1 ≤ i ≤ 2n;

3, when v = a2i+1b for some i, where 0 ≤ i ≤ 2n− 1;

4n− 1, when v ∈ ⟨a⟩ \ {e, a2n};

Now, we observe that for any pair of non-adjacent vertices x and y, we have

deg(x) + deg(y) ≤ 6n+ 1 < 8n.

Thus, we have Cl(PE(SD8n)) = PE(SD8n).

Theorem 2.3.24. In PE(SD8n), we have

Ecc(PE(SD8n)) = PE(SD8n) \ {e}.

Proof. Since e is adjacent to all the vertices of PE(SD8n) we get ecc(e) = 1. For

v ̸= e, we have d(v, e) = ecc(e). Therefore, v is an eccentric vertex in PE(G). If e

is an eccentric vertex in PE(SD8n), then 1 = d(v, e) = ecc(v) for some non-identity

vertex says v. This implies that v is adjacent to all the vertices of PE(SD8n). It

follows that v = e (see Lemma 2.3.1); a contradiction.
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Chapter 3

The Complement of Enhanced

Power Graph

The motivation of this chapter is the following question posed by Cameron [2022].

Question: Is it true that the complement of the enhanced power graph of a finite

non-cyclic group has just one connected component apart from isolated vertices?

In this chapter, we give an affirmative answer to the above question. Further,

a natural question arises is to study graph theoretic properties of the connected

graph obtained by removing isolated vertices. This chapter is arranged as follows.

In Section 3.1, we have proved that the complement of the enhanced power graph of

a finite group has just one connected component apart from isolated vertices. More-

over, we obtain the girth and the chromatic number of PE(G). Further, we classify

all finite groups such that the subgraph PE(G∗), obtained by deleting isolated ver-

tices of PE(G), is dominatable, Eulerian, unicyclic and pentacyclic, respectively. In

Section 3.2, we classify all finite groups G such that the graph PE(G∗) is outerpla-

nar, planar, projective-planar and toroidal, respectively. The content of this chapter

is accepted for publication in SCIE journal “Algebra Colloquium”.

77
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3.1 The Structure and Graph Invariants of PE(G)

In this section, first we give an affirmative answer to the question posed by Cameron

[2022] (see Question 20). Recall that PE(G) denotes the complement of the enhanced

power graph PE(G). We classify all finite groups G such that the graph PE(G) is

bipartite. We obtain the girth of PE(G) and also we prove that the graph PE(G)

is weakly perfect. Further, we study the subgraph PE(G∗) of PE(G) induced by

all the non-isolated vertices in PE(G). Then we classify the groups G such that

the graph PE(G∗) is dominatable and Eulerian, respectively. Finally, we classify all

finite groups G such that the graph is PE(G∗) is unicyclic and pentacyclic. We also

prove that the graph PE(G∗) cannot be bicyclic, tricyclic and tetracyclic.

Lemma 3.1.1. Let G be a finite group. Then x is an isolated vertex of PE(G) if

and only if x lies in every maximal cyclic subgroup of G.

Proof. First suppose that x lies in every maximal cyclic subgroup of G. This implies

that x is adjacent to every element of G in PE(G) and so x is an isolated vertex in

PE(G). Conversely, let x be an isolated vertex in PE(G). Then x is a dominatable

vertex in PE(G). Consequently, x belongs to every maximal cyclic subgroup of

G.

Theorem 3.1.2. Let G be a finite non-cyclic group. Then PE(G) has just one

connected component, apart from isolated vertices.

Proof. Let M be a maximal cyclic subgroup of G and let x ∈ M̃ , where M̃ is the

set of generators of M . First note that x is adjacent to every element of G \M in

PE(G). If possible, assume that x ≁ y in PE(G), for some y ∈ G \M . Then x is

adjacent to y in PE(G). Therefore, x, y ∈ ⟨z⟩ for some z ∈ G. This contradicts

the maximality of M . Thus, (G \ M) ∪ M̃ is a connected component of PE(G).

Now, for z ∈ M \ M̃ , if z ∈ ∩Mi for every i, then by Lemma 3.1.1, z is an isolated

vertex. Now, if z /∈ Mj for some Mj ∈ M(G), then z is adjacent to every element

of M̃j ⊆ (G \M) in PE(G). Thus, the result holds.
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Theorem 3.1.3. Let G be a finite group. Then the following hold:

(i) The graph PE(G) is bipartite if and only if G is cyclic.

(ii) The girth of PE(G) is either 3 or ∞.

(iii) The graph PE(G) is weakly perfect.

Proof. (i) Let PE(G) be a bipartite graph such that |M(G)| ≥ 3. Suppose M1 =

⟨x⟩, M2 = ⟨y⟩ and M3 = ⟨z⟩. Then we get a cycle x ∽ y ∽ z ∽ x of odd length in

PE(G); a contradiction (cf. Theorem 1.2.2). Consequently, |M(G)| ≤ 2. By Lemma

1.1.5, we get |M(G)| = 1. Thus, G is a cyclic group. Conversely, assume that G is

a cyclic group of order n. By Theorem 1.2.15, PE(G) is a null graph. Hence, PE(G)

is a bipartite graph.

(ii) If G is a cyclic group, then PE(G) is a null graph and hence the girth of PE(G)

is ∞. We may now suppose that G is a non-cyclic group. By the proof of part (i),

notice that PE(G) contains a cycle of length 3. Thus, the girth of PE(G) is 3.

(iii) By Theorem 3.3 of P. Panda et al. [2021], α(PE(G)) = |M(G)|. For a graph Γ,

we have α(Γ) = ω(Γ). Thus, ω(PE(G)) = |M(G)|. Also, χ(PE(G)) ≥ ω(PE(G)) =

|M(G)|. Notice that if G is a non-cyclic group then PE(G) is a k−partite graph,

where k = |M(G)|. Consequently, χ(PE(G)) ≤ |M(G)|. Thus, the result holds.

Note that the subgraph PE(G∗) of PE(G) induced by all the non-isolated vertices

in PE(G) is connected. In what follows, we investigate the subgraph PE(G∗). We

begin with the classification of the groups G such that PE(G∗) is dominatable and

Eulerian, respectively.

Theorem 3.1.4. The graph PE(G∗) is dominatable if and only if G has a maximal

cyclic subgroup of order 2.

Proof. Let PE(G∗) be a dominatable graph. Then there exists a vertex x of PE(G∗)

such that x is adjacent to every vertex of PE(G∗). Note that if o(x) ≥ 3, then
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x ≁ x−1 in PE(G∗); a contradiction. It follows that o(x) = 2. Moreover, note that

⟨x⟩ ∈ M(G). Otherwise, the generator of a maximal cyclic subgroup containing x

is not adjacent to x in PE(G∗), which is not possible. Conversely, let M = ⟨x⟩ be a

maximal cyclic subgroup of order 2. Then x ∼ y for every y ∈ G\M . Consequently,

x is a dominating vertex of PE(G∗). Thus, the result holds.

Corollary 3.1.5. The graph PE(G∗) is complete if and only if G ∼= Z2×Z2×· · ·×Z2.

Theorem 3.1.6. For x ∈ G, let Mx be the union of all the maximal cyclic subgroups

of G containing x. Then the graph PE(G∗) is Eulerian if and only if either |G| is

odd or |Mx| is even for every x ∈ V (PE(G∗)).

Proof. If |G| is odd, then the enhanced power graph PE(G) is Eulerian (see Theorem

2.5 of Bera and Bhuniya [2018]). Thus, the degree of every vertex of PE(G) is even

(see Theorem 1.2.1). Let x ∈ V (PE(G∗)) such that deg(x) = m in PE(G) and let

|G| = n. Thus, in PE(G∗), we have deg(x) = n −m − 1 which is an even number.

Consequently, PE(G∗) is Eulerian. We may now suppose that |Mx| is even for every

vertex of PE(G∗). Now, let y be an arbitrary vertex of PE(G∗). Note that in PE(G∗),

deg(y) = |G| − |My| is even. Thus, PE(G∗) is Eulerian. Conversely, suppose that

PE(G∗) is Eulerian. If |G| is odd, then there is nothing to prove. If |G| is not

odd and |Mx| is odd for some x ∈ V (PE(G∗)), then deg(x) = |G| − |Mx| is odd; a

contradiction. Thus, |Mx| must be even for every x ∈ V (PE(G∗)).

If G is a 2-group, then every non-trivial subgroup of G is of even order. Conse-

quently, |Mx| is even for every x ∈ V (PE(G∗)). Thus, we have the following corollary

of Theorem 3.1.6.

Corollary 3.1.7. If G is a 2-group, then the graph PE(G∗) is Eulerian.

Now, we give examples of even order groups G such that the graph PE(G∗) is

Eulerian.
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Example 3.1.8. Consider G to be the dihedral group D2n. Notice that G has a

maximal cyclic subgroup M = ⟨x⟩ of order n and every element of G belongs to

exactly one maximal cyclic subgroup of G. If n is odd, then deg(x) = |G| − |M |

which is an odd number. Hence, PE(D∗
2n) is not Eulerian. If n is even, then every

maximal cyclic subgroup of D2n is of even order. Consequently, |Mx| is even for

every x ∈ V (PE(D∗
2n)). It follows that PE(D∗

2n) is Eulerian. Thus, PE(D∗
2n) is

Eulerian if and only if n is even.

Example 3.1.9. Consider G to be the generalized quaternion group Q4n. Observe

that the center of Q4n is contained in every maximal cyclic subgroup of G and

x ∈ Q4n \ Z(Q4n) belongs to exactly one maximal cyclic subgroup of Q4n. Also,

notice that Q4n has 1 maximal cyclic subgroup of order 2n and n maximal cyclic

subgroup of order 4. Consequently, |Mx| is even for every x ∈ V (PE(Q∗
4n)). Thus,

PE(Q∗
4n) is Eulerian for all n ≥ 2.

Suppose Γ is a connected graph with n vertices and m edges. If c(Γ) = m−n+1

then Γ is called c-cyclic. We call Γ to be unicyclic, bicyclic, tricyclic, tetracyclic and

pentacyclic if c(Γ) = 1, 2, 3, 4 and 5, respectively. Clearly, Γ is a tree if and only if

c(Γ) = 0. The following lemma is easy to prove.

Lemma 3.1.10. Let Γ′ be a connected subgraph of a connected graph Γ. Then

c(Γ′) ≤ c(Γ).

Now, we classify all the finite groups G such that c(PE(G∗)) ∈ {1, 2, 3, 4, 5}.

Theorem 3.1.11. Let G be a finite non-cyclic group. Then the following hold:

(i) The graph PE(G∗) is unicyclic if and only if G is isomorphic to Z2 × Z2.

(ii) The graph PE(G∗) is pentacyclic if and only if G is isomorphic to S3.

(iii) The graph PE(G∗) cannot be bicyclic, tricyclic, and tetracyclic.
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Proof. In view of Lemma 1.1.5, we prove the result through the following cases on

the cardinality of the set M(G).

Case-1: |M(G)| = 3. Let M1,M2 and M3 be the maximal cyclic subgroups of

G such that |Mi| = mi for i ∈ {1, 2, 3}. Without loss of generality, assume that

ϕ(m1) ≥ ϕ(m2) ≥ ϕ(m3). Now, we have the following subcases:

Subcase-1.1: ϕ(m1) = ϕ(m2) = ϕ(m3) = 1. It follows that m1 = m2 = m3 = 2.

The identity element belongs to every maximal cyclic subgroup of G. Hence, we get

|G| = 4 and by Table 1.1, G ∼= Z2×Z2. Consequently, PE(G∗) ∼= K3 and c(K3) = 1.

Thus, PE(G∗) is unicyclic.

Subcase-1.2: ϕ(m1) = 2 and ϕ(m2) = 1 = ϕ(m3). Then m2 = m3 = 2.

Consequently, by Remark 1.1.4, m1+2 = |G| and by Lagrange’s theorem, m1 ≤ |G|
2
.

It follows that |G| ≤ 4. But ϕ(m1) = 2 implies that m1 ≥ 3, which is not possible.

Subcase-1.3: ϕ(m1) = 2 = ϕ(m2) and ϕ(m3) = 1. It follows that m1,m2 ∈

{3, 4, 6} and m3 = 2. Now, let us assume that mj = 3 and mk = t, for distinct

j, k ∈ {1, 2} and t ∈ {3, 4, 6}. Then by Remark 1.1.4, |G| ∈ {6, 7, 9}. By Table 1.1,

no such group exists. Now, if m1 = m2 = 4 and m3 = 2, then |M1 ∩M2| ∈ {1, 2}.

Consequently, by Remark 1.1.4, |G| ∈ {7, 8}. The existence of a subgroup of order

4 implies that |G| = 8. By Table 1.1, no such group exists.

For distinct i, j ∈ {1, 2}, if mi = 4,mj = 6 and m3 = 2, then |M1 ∩M2| ∈ {1, 2}.

Consequently, by Remark 1.1.4, |G| ∈ {9, 10}. But the existence of a subgroup

of order 6 follows that no such group exists. If m1 = m2 = 6 and m3 = 2 then

|M1 ∩ M2| ∈ {1, 2, 3}. Consequently, by Remark 1.1.4, |G| ∈ {10, 11, 12}. Since

there exists a subgroup of order 6, we get |G| = 12. By Table 1.1, no such group

exists.

Subcase-1.4: ϕ(m1) = ϕ(m2) = ϕ(m3) = 2. Let Γ be the subgraph of PE(G∗)

induced by the set GM(G). Then note that c(Γ) = 7. By Lemma 3.1.10, c(PE(G∗)) ≥

7.

Subcase-1.5: ϕ(m1) ≥ 4 and ϕ(m2) = ϕ(m3) = 1. Then m2 = m3 = 2. By
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Remark 1.1.4, m1 + 2 = |G| and by Lagrange’s theorem, m1 ≤ |G|
2
. It follows that

|G| ≤ 4, and so m1 ≤ 2, which is not possible.

Subcase-1.6: ϕ(m1) ≥ 4, ϕ(m2) ≥ 2 and ϕ(m3) ≥ 1. Let a1, a2, a3, a4 be

generators of M1 and b1, b2 be generators of M2. Further, suppose that M3 = ⟨c1⟩.

Let Γ be the subgraph of PE(G∗) induced by the set S = {a1, a2, a3, a4, b1, b2, c1}.

Then c(Γ) = 8 and by Lemma 3.1.10, we get c(PE(G∗)) ≥ 8.

Case-2: |M(G)| = 4. Let M1,M2,M3 and M4 be the maximal cyclic subgroups of

G such that |Mi| = mi for i ∈ {1, 2, 3, 4}. Without loss of generality, assume that

ϕ(m1) ≥ ϕ(m2) ≥ ϕ(m3) ≥ ϕ(m4). Now, we have the following subcases:

Subcase-2.1: ϕ(m1) = ϕ(m2) = ϕ(m3) = ϕ(m4) = 1. Then m1 = m2 = m3 =

m4 = 2. The identity element belongs to every maximal cyclic subgroup of G.

Hence, we obtain |G| = 5. By Table 1.1, no such group exists.

Subcase-2.2: ϕ(m1) = 2 and ϕ(m2) = ϕ(m3) = ϕ(m4) = 1. Thenm1 ∈ {3, 4, 6}

and m2 = m3 = m4 = 2. Consequently, by Remark 1.1.4, |G| ∈ {6, 7, 9}. The

existence of a subgroup of order 2 gives |G| = 6. By Table 1.1, G ∼= S3. By Figure

3.1, we get c(PE(S∗
3) = 5. Thus, PE(S∗

3) is pentacyclic.

(1 2) (1 3)

(1 3 2)

(1 2 3)

(2 3)

Figure 3.1: A planar drawing of PE(S∗
3).

Subcase-2.3: ϕ(m1) ≥ 2, ϕ(m2) ≥ 2, ϕ(m3) ≥ 1 and ϕ(m4) ≥ 1. Let a1, a2 be

generators of M1 and b1, b2 be generators of M2. Further, let M3 = ⟨c1⟩ and M4 =

⟨d1⟩. Let Γ be the subgraph of PE(G∗) induced by the set S = {a1, a2, b1, b2, c1, d1}.

Then c(Γ) = 8 and by Lemma 3.1.10, we get c(PE(G∗)) ≥ 8.
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Subcase-2.4: ϕ(m1) ≥ 4 and ϕ(mi) ≥ 1 for i ∈ {2, 3, 4}. Let a1, a2, a3, a4

be generators of M1, and let M2 = ⟨b1⟩,M3 = ⟨c1⟩ and M4 = ⟨d1⟩. Let Γ be the

subgraph of PE(G∗) induced by the set S = {a1, a2, a3, a4, b1, c1, d1}. Then c(Γ) = 9.

By Lemma 3.1.10, we get c(PE(G∗)) ≥ 9.

Case-3: |M(G)| ≥ 5. Consider the set S = {g1, g2, . . . , g5}, where Mi = ⟨gi⟩ ∈

M(G) for i ∈ {1, 2, . . . , 5}. Note that the subgraph of PE(G∗) induced by the set

S is isomorphic to the complete graph K5. Since c(K5) = 6, by Lemma 3.1.10, we

obtain c(PE(G∗)) ≥ 6.

Thus, the result holds.

3.2 Embedding of PE(G∗) on Surfaces

In this section, we study certain embeddings of the graph PE(G∗) on various surfaces.

We classify all finite groups G such that the graph PE(G∗) is outerplanar, planar,

projective-planar and toroidal, respectively. Moreover, we show that there does not

exist a group G such that the cross-cap of the graph PE(G∗) is two.

Theorem 3.2.1. Let G be a finite non-cyclic group. Then

(i) The graph PE(G∗) is outerplanar if and only if G is isomorphic to Z2 × Z2.

(ii) The graph PE(G∗) is planar if and only if G is isomorphic to one of the three

groups: Z2 × Z2, S3, Q8.

(iii) The graph PE(G∗) is projective-planar if and only if G is isomorphic to either

D8 or Z2 × Z4.

(iv) The graph PE(G∗) cannot have cross-cap 2.

(v) The graph PE(G∗) is toroidal if and only if G is isomorphic to one of the

following 5 groups:

D8,Z2 × Z4,Z3 × Z3,Z2 × Z6,Z2 × Z2 × Z2.
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Proof. In view of Lemma 1.1.5, we prove the result through the following cases on

the cardinality of the set M(G).

Case-1: |M(G)| = 3. Let M1,M2 and M3 be the maximal cyclic subgroups of

G such that |Mi| = mi for i ∈ {1, 2, 3}. Without loss of generality, assume that

ϕ(m1) ≥ ϕ(m2) ≥ ϕ(m3). Now, we have the following subcases:

Subcase-1.1: ϕ(m1) = ϕ(m2) = ϕ(m3) = 1. By Subcase-1.1 of the Theorem

3.1.11, we get G ∼= Z2 × Z2.

Subcase-1.2: ϕ(m1) = 2 and ϕ(m2) = ϕ(m3) = 1. By Subcase-1.2 of the

Theorem 3.1.11, no such group exists.

Subcase-1.3: ϕ(m1) = 2 = ϕ(m2) and ϕ(m3) = 1. By Subcase-1.3 of the

Theorem 3.1.11, no such group exists.

Subcase-1.4: ϕ(m1) = ϕ(m2) = ϕ(m3) = 2. Then mi ∈ {3, 4, 6} for each

i ∈ {1, 2, 3}. For distinct i, j, k ∈ {1, 2, 3}, if mi = mj = 3 and mk = t, where

t ∈ {3, 4, 6}, then by Remark 1.1.4, |G| ∈ {7, 8, 10}. But the existence of a subgroup

of order 3 follows that no such group exists. For distinct i, j, k ∈ {1, 2, 3}, if mi = 3

and mj = mk = 4, then |Mj ∩Mk| ∈ {1, 2}. Consequently, by Remark 1.1.4, we

get |G| ∈ {8, 9}, which is not possible because G has subgroups of order 3 and 4.

For distinct i, j, k ∈ {1, 2, 3}, if mi = mj = 4 and mk = 6, then notice that the

cardinality of the intersection of any two of these maximal cyclic subgroups is at

most 2. Consequently, by Remark 1.1.4, |G| ∈ {10, 11, 12}. Since there exists a

maximal cyclic subgroup of order 6, we obtain |G| = 12. By Table 1.1, no such

group exists. If m1 = m2 = m3 = 4, then by Remark 1.1.4, |G| ∈ {8, 9, 10}. The

existence of a subgroup of order 4 gives |G| = 8. By Table 1.1, we have G ∼= Q8.

For distinct i, j, k ∈ {1, 2, 3}, if mi = mj = 6 and mk = 3, then |Mi∩Mj| ∈ {1, 2, 3}.

Consequently, we get |G| ∈ {11, 12, 13} (see Remark 1.1.4), and therefore |G| = 12.

By Table 1.1, no such group exists. For distinct i, j, k ∈ {1, 2, 3}, ifmi = mj = 6 and

mk = 4, then by Remark 1.1.4, |G| ∈ {11, 12, 13, 14}. The existence of a subgroup

of order 4 gives |G| = 12. By Table 1.1, no such group exists. If m1 = m2 = m3 = 6,
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then by Remark 1.1.4, and the existence of order 6 gives |G| = 12. By Table 1.1,

G ∼= Z2 × Z6. For distinct i, j, k ∈ {1, 2, 3}, if mi = 3,mj = 4 and mk = 6, then

lcm(3, 4, 6) = 12 divides |G|. The identity element belongs to every maximal cyclic

subgroup of a group G. Consequently, by Remark 1.1.4, |G| ≤ 11; a contradiction.

Subcase-1.5: ϕ(m1) ≥ 4 and ϕ(m2) = ϕ(m3) = 1. By Subcase-1.5 of the

Theorem 3.1.11, no such group exists.

Subcase-1.6: ϕ(m1) = 4, ϕ(m2) = 2 and ϕ(m3) = 1. Then m1 ∈ {5, 8, 10, 12},

m2 ∈ {3, 4, 6} and m3 = 2. If m1 = 5 and m2 = t, where t ∈ {3, 4, 6}, then by

Remark 1.1.4, we obtain |G| ∈ {8, 9, 11}. The existence of a subgroup of order 5

implies that no such group exists. If m1 = s, m2 = t, where s ∈ {8, 10, 12} and

t ∈ {3, 4, 6} then by Remark 1.1.4, we obtain |G| ≤ s + t as the identity element

belongs to every maximal cyclic subgroup of G. By Lagrange’s theorem, 2s ≤ |G|.

It implies that s ≤ t; a contradiction.

Subcase-1.7: ϕ(m1) = 4 and ϕ(m2) = ϕ(m3) = 2. Then m1 ∈ {5, 8, 10, 12} and

m2,m3 ∈ {3, 4, 6}. If m1 = 5 and m2 = m3 = 3, then by Remark 1.1.4, |G| = 9.

The existence of a subgroup of order 5 implies that no such group exists. Now,

assume that at least one of m2 and m3 is not equal to 3. Let x be an element of

order 2 in M2 ∪M3. Then the subgraph induced by the set GM(G) ∪ {x} contains a

subgraph isomorphic to K4,5. Then by Theorem 1.2.6, we get γ(PE(G∗)) ≥ 2 and

γ(PE(G∗)) ≥ 3.

If m1 ∈ {8, 12} and m2, m3 ∈ {3, 4, 6}, then the subgraph induced by the set

GM(G)∪{x, y} contains a subgraph isomorphic to K6,4, where x and y are elements of

order 4 in M1. Then by Theorem 1.2.6, we obtain γ(PE(G∗)) ≥ 2 and γ(PE(G∗)) ≥

4. If m1 = 10 and m2, m3 ∈ {3, 4, 6}, then the subgraph induced by the set

GM(G) ∪ {x, y, z, t}, where x, y, z and t are elements of order 5 in M1, contains K8,4

as a subgraph. It follows that γ(PE(G∗)) ≥ 3 and γ(PE(G∗)) ≥ 6.

Subcase-1.8: ϕ(m1) ≥ 4, ϕ(m2) ≥ 4 and ϕ(m3) ≥ 1. Then the subgraph

induced by the set GM(G) contains a subgraph isomorphic to K4,5. By Theorem
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1.2.6, we get γ(PE(G∗)) ≥ 2 and γ(PE(G∗)) ≥ 3.

Subcase-1.9: ϕ(m1) ≥ 6, ϕ(m2) = 2 and ϕ(m3) = 1. Then m2 ∈ {3, 4, 6} and

m3 = 2. By Remark 1.1.4, |G| ≤ m1 + 6. The existence of a subgroup of order m1

follows that m1 ≤ 6; which is not possible.

Subcase-1.10: ϕ(m1) ≥ 6, ϕ(m2) = 2 and ϕ(m3) = 2. Then the subgraph

induced by the set GM(G) contains a subgraph isomorphic to K4,5. Then by Theorem

1.2.6, we get γ(PE(G∗)) ≥ 2 and γ(PE(G∗)) ≥ 3.

Case-2: |M(G)| = 4. Let M1,M2,M3 and M4 be the maximal cyclic subgroups

of G such that |Mi| = mi for i ∈ {1, 2, 3, 4}. Without loss of generality, assume that

ϕ(m1) ≥ ϕ(m2) ≥ ϕ(m3) ≥ ϕ(m4). Now, we have the following subcases:

Subcase-2.1: ϕ(m1) = ϕ(m2) = ϕ(m3) = ϕ(m4) = 1. By Subcase-2.1 of the

Theorem 3.1.11, no such group exists.

Subcase-2.2: ϕ(m1) = 2 and ϕ(m2) = ϕ(m3) = ϕ(m4) = 1. Then m1 ∈ {3, 4, 6}

and mi = 2 for every i ∈ {2, 3, 4}. By Remark 1.1.4, we obtain |G| ∈ {6, 7, 9}.

Since there exists a subgroup of order 2, we have |G| = 6. By Table 1.1, we obtain

G ∼= S3.

Subcase-2.3: ϕ(m1) = ϕ(m2) = 2 and ϕ(m3) = ϕ(m4) = 1. Then m1,m2 ∈

{3, 4, 6} and m3 = m4 = 2. If m1 = 3 and m2 = t, where t ∈ {3, 4, 6}, then by

Remark 1.1.4, we obtain |G| ∈ {7, 8, 10}. The existence of a subgroup of order 3

implies that no such group exists. If m1 = 4 and m2 = t, where t ∈ {3, 4, 6}, then

by Remark 1.1.4, we get |G| ∈ {8, 9, 10, 11}. Since there exists a subgroup of order

4, we have |G| = 8. By Table 1.1, we obtain G ∼= Z2 × Z4. If m1 = 6 and m2 = t,

where t ∈ {3, 4, 6}, then |G| ∈ {10, 11, 12, 13} (cf. Remark 1.1.4). The existence of

a subgroup of order 6 gives |G| = 12. By Table 1.1, no such group exists.

Subcase-2.4: ϕ(m1) = ϕ(m2) = ϕ(m3) = 2 and ϕ(m4) = 1. Then m1,m2,m3 ∈

{3, 4, 6} and m4 = 2. For distinct i, j, k ∈ {1, 2, 3}, if mi = mj = 3 and mk =

t, where t ∈ {3, 4, 6}, then by Remark 1.1.4, |G| ∈ {8, 9, 11}. The existence of

subgroups of order 2 and 3, follows that that no such group exists.
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For distinct i, j, k ∈ {1, 2, 3}, if mi = 3 and mj = mk = 4, then |Mj ∩Mk| ∈ {1, 2}.

Consequently, we get |G| ∈ {9, 10} (see Remark 1.1.4), which is not possible because

G has a subgroup of order 4. For distinct i, j, k ∈ {1, 2, 3}, if mi = mj = 4 and

mk = 6, then notice that the cardinality of intersection of any two of these maximal

cyclic subgroups is at most 2. Consequently, by Remark 1.1.4, |G| ∈ {11, 12, 13}.

Since G has a subgroup of order 2, we have |G| = 12. By Table 1.1, no such group

exists. Ifm1 = m2 = m3 = 4, then by Remark 1.1.4, |G| ∈ {9, 10, 11}. The existence

of a subgroup of order 4 implies that no such group exists.

For distinct i, j, k ∈ {1, 2, 3}, if mi = mj = 6 and mk = 3, then |Mi ∩ Mj| ∈

{1, 2, 3}. Consequently, by Remark 1.1.4, |G| ∈ {12, 13, 14}. The existence of a

subgroup of order 3 implies that |G| = 12. By Table 1.1, no such group exists.

For distinct i, j, k ∈ {1, 2, 3}, if mi = mj = 6 and mk = 4, then by Remark 1.1.4,

|G| ∈ {12, 13, 14, 15} and therefore |G| = 12. By Table 1.1, no such group exists.

If m1 = m2 = m3 = 6, then by Remark 1.1.4, 13 ≤ |G| ≤ 17. Consequently, the

existence of a subgroup of order 6 implies that |G| = 12. By Table 1.1, no such

group exists. For distinct i, j, k ∈ {1, 2, 3}, if mi = 3,mj = 4 and mk = 6, then

lcm(3, 4, 6) divides |G|. By Remark 1.1.4, |G| ≤ 12. Thus, we obtain |G| = 12. By

Table 1.1, no such group exists.

Subcase-2.5: ϕ(m1) = ϕ(m2) = ϕ(m3) = ϕ(m4) = 2. If mi = 3 for every

i ∈ {1, 2, 3, 4}, then |G| = 9 and therefore by Table 1.1, G ∼= Z3 × Z3.

Notice that if x /∈ GM(G) is an element of Mi, for i ∈ {1, 2, 3, 4}, such that

x belongs to at most two maximal cyclic subgroups, then the subgraph induced

by GM(G) ∪ {x} contains a subgraph isomorphic to K4,5. For distinct i, j, k, l ∈

{1, 2, 3, 4}, let mi = 6, mj,mk,ml ∈ {3, 4, 6} and let a, b ∈ Mi such that o(a) = 2,

o(b) = 3. Then either a or b belongs to at most two maximal cyclic subgroups.

Consequently, G contains a subgraph isomorphic to K4,5. Then by Theorem 1.2.6,

we get γ(PE(G∗)) ≥ 2 and γ(PE(G∗)) ≥ 3. For distinct i, j, k, l ∈ {1, 2, 3, 4}, if

mi = 3 and mj = mk = ml = 4, then by Remark 1.1.4, we get |G| ∈ {10, 11, 12}.
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The existence of a subgroup of order 3 follows that |G| = 12. By Table 1.1, no

such group exists. If mi = 4 for every i ∈ {1, 2, 3, 4}, then by Remark 1.1.4, we get

|G| ∈ {10, 11, 12, 13}. The existence of a subgroup of order 4 implies that |G| = 12.

By Table 1.1, no such group exists.

Subcase-2.6: ϕ(m1) ≥ 4 and ϕ(m2) = ϕ(m3) = ϕ(m4) = 1. By the similar

argument used in Subcase-1.5 of the Theorem 3.1.11, no such group exists.

Subcase-2.7: ϕ(m1) = 4, ϕ(m2) = 2 and ϕ(m3) = ϕ(m4) = 1. Then m1 ∈

{5, 8, 10, 12}, m2 ∈ {3, 4, 6} and m3 = m4 = 2. If m1 = 5, m2 = t, where t ∈

{3, 4, 6}, then |G| ∈ {9, 10, 12} (see Remark 1.1.4). Since there exists a subgroup

of order 5, we get |G| = 10. By Table 1.1, no such group exists. If m1 = s,

m2 = t, where s ∈ {8, 10, 12}, and t ∈ {3, 4, 6}, then M1 has an element x such that

⟨x⟩ ≠M1 and x /∈M2∪M3∪M4. The graph induced by the set GM(G)∪{x} contains

a subgraph isomorphic to K4,5. By Theorem 1.2.6, we obtain γ(PE(G∗)) ≥ 2 and

γ(PE(G∗)) ≥ 3.

Subcase-2.8: ϕ(m1) ≥ 4, ϕ(m2) ≥ 2, ϕ(m3) ≥ 2 and ϕ(m4) ≥ 1. Then

the graph induced by the set GM(G) contains a subgraph isomorphic to K4,5. By

Theorem 1.2.6, we obtain γ(PE(G∗)) ≥ 2 and γ(PE(G∗)) ≥ 3.

Subcase-2.9: ϕ(m1) ≥ 4, ϕ(m2) ≥ 4, ϕ(m3) = 1 and ϕ(m4) = 1. Then the

graph induced by the set GM(G) contains a subgraph isomorphic toK6,5. By Theorem

1.2.6, we obtain γ(PE(G∗)) ≥ 2 and γ(PE(G∗)) ≥ 4.

Subcase-2.10: ϕ(m1) ≥ 6, ϕ(m2) = 2 and ϕ(m3) = ϕ(m4) = 1. Then the

subgraph induced by the set GM(G) contains a subgraph isomorphic to K4,6. Conse-

quently, by Theorem 1.2.6, we obtain γ(PE(G∗)) ≥ 2 and γ(PE(G∗)) ≥ 4.

Case-3: |M(G)| = 5. Let M1,M2,M3,M4 and M5 be the maximal cyclic sub-

groups of G such that |Mi| = mi for i ∈ {1, 2, 3, 4, 5}. Without loss of generality,

assume that ϕ(m1) ≥ ϕ(m2) ≥ ϕ(m3) ≥ ϕ(m4) ≥ ϕ(m5). Now, we have the follow-

ing subcases:

Subcase-3.1: ϕ(m1) = ϕ(m2) = ϕ(m3) = ϕ(m4) = ϕ(m5) = 1. Then mi = 2 for
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every i ∈ {1, 2, 3, 4, 5}. Consequently by Remark 1.1.4, |G| = 6. By Table 1.1, no

such groups exist.

Subcase-3.2: ϕ(m1) = 2 and ϕ(m2) = ϕ(m3) = ϕ(m4) = ϕ(m5) = 1. It follows

that m1 ∈ {3, 4, 6} and mi = 2 for every i ∈ {2, 3, 4, 5}. Consequently, by Remark

1.1.4, we have |G| ∈ {7, 8, 10}. Note that |G| = 7 if m1 = 3, but 3 does not divide 7

and |G| = 10 if m1 = 6 but 6 does not divide 10. It follows that |G| = 8. By Table

1.1, G ∼= D8.

Subcase-3.3: ϕ(m1) = ϕ(m2) = 2 and ϕ(m3) = ϕ(m4) = ϕ(m5) = 1. Then

m1,m2 ∈ {3, 4, 6} and m3 = m4 = m5 = 2. For distinct i, j ∈ {1, 2}, if mi = 3

and mj = t, where t ∈ {3, 4, 6}, then |G| ∈ {8, 9, 11}. Since there exist subgroups

of order 2 and 3, it follows that no such group exists. For distinct i, j ∈ {1, 2}, if

mi = 4 and mj = t, where t ∈ {4, 6}, then |G| ∈ {9, 10, 11, 12} (see Remark 1.1.4).

The existence of a subgroup of order 4 implies that |G| = 12. By Table 1.1, no

such groups exist. If m1 = m2 = 6, then by Remark 1.1.4, |G| ∈ {12, 13, 14} and

therefore |G| = 12. By Table 1.1, no such groups exists.

Subcase-3.4: ϕ(m1) = ϕ(m2) = ϕ(m3) = 2 and ϕ(m4) = ϕ(m5) = 1. It follows

that m1,m2,m3 ∈ {3, 4, 6} and m4 = m5 = 2. If m1 = m2 = m3 = 3, then by

Remark 1.1.4, |G| = 9. But there exists a maximal cyclic subgroup of order 2. Thus,

no such group exists. For distinct i, j, k ∈ {1, 2, 3}, let mi = 3, mj = s and mk = t,

where s ∈ {3, 4, 6} and t ∈ {4, 6}. Further, suppose that x is the element of order 2

in Mk. Then the graph induced by the set GM(G)∪{x} contains K4,5 as a subgraph.

Consequently, by Theorem 1.2.6, we obtain γ(PE(G∗)) ≥ 2 and γ(PE(G∗)) ≥ 3. For

distinct i, j, k ∈ {1, 2, 3}, let mi = 4, mj = 6 and mk = t, where t ∈ {4, 6}. Further,

suppose that x is an element of order 3 inMj. Then the subgraph of PE(G∗) induced

by the set GM(G) ∪ {x} contains a subgraph isomorphic to K4,5. Consequently, by

Theorem 1.2.6, we obtain γ(PE(G∗)) ≥ 2 and γ(PE(G∗)) ≥ 3.

If m1 = m2 = m3 = 4, then |G| ∈ {10, 11, 12} (see Remark 1.1.4). The existence of

a subgroup of order 4 implies that |G| = 12. By Table 1.1, no such group exists. If
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m1 = m2 = m3 = 6, then the subgraph induced by the set GM(G) ∪ {x, y} contains

K4,5 as a subgraph, where x and y are elements of order 2 and 3, respectively, in

M1.

Subcase-3.5: ϕ(m1) ≥ 2, ϕ(m2) ≥ 2, ϕ(m3) ≥ 2, ϕ(m4) ≥ 2 and ϕ(m5) ≥ 1. It

follows that the subgraph of PE(G∗) induced by the set GM(G) contains a subgraph

isomorphic to K4,5. Consequently, by Theorem 1.2.6, we obtain γ(PE(G∗)) ≥ 2 and

γ(PE(G∗)) ≥ 3.

Subcase-3.6: ϕ(m1) ≥ 4 and ϕ(mi) = 1 for every i ∈ {2, 3, 4, 5}. By using the

similar argument given in Subcase-1.5 of Theorem 3.1.11, no such group exists.

Subcase-3.7: ϕ(m1) ≥ 4, ϕ(m2) ≥ 2 and ϕ(mi) ≥ 1 for every i ∈ {3, 4, 5}. By

the similar argument used in Subcase-3.5, we get γ(PE(G∗)) ≥ 2 and γ(PE(G∗)) ≥

3.

Case-4: |M(G)| = 6. Let M1,M2,M3,M4,M5 and M6 be the maximal cyclic sub-

groups of G such that |Mi| = mi for i ∈ {1, 2, 3, 4, 5, 6}. Without loss of generality,

assume that ϕ(m1) ≥ ϕ(m2) ≥ ϕ(m3) ≥ ϕ(m4) ≥ ϕ(m5) ≥ ϕ(m6). Now, we have

the following subcases:

Subcase-4.1: ϕ(mi) = 1 for each i ∈ {1, 2, 3, 4, 5, 6}. It follows that |G| = 7

which is not possible because |Mi| = 2.

Subcase-4.2: ϕ(m1) = 2, ϕ(mi) = 1 for each i ∈ {2, 3, 4, 5, 6}. Then m1 ∈

{3, 4, 6}. Consequently, by Remark 1.1.4, |G| ∈ {8, 9, 11}. Note that |G| = 8 if

m1 = 3 but 3 does not divide 8, |G| = 9 if m1 = 4 but 4 does not divide 9 and

|G| = 11 if m1 = 6 but 6 does not divide 11. Thus, no such group exists.

Subcase-4.3: ϕ(m1) = ϕ(m2) = 2 and ϕ(mi) = 1 for every i ∈ {3, 4, 5, 6}. It

follows that m1,m2 ∈ {3, 4, 6} and mi = 2. If m1 = m2 = 3, then by Remark 1.1.4,

we get |G| = 9. No such groups exist because we have a maximal cyclic subgroup

of order 2. For distinct i, j ∈ {1, 2}, if mi ≥ 3 and mj = t, where t ∈ {4, 6}, then

the subgraph of PE(G∗) induced by the set GM(G) ∪ {x}, where x is the elements

of order 2 in Mj, contains a subgraph isomorphic to K4,5. Consequently, we get
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γ(PE(G∗)) ≥ 2 and γ(PE(G∗)) ≥ 3.

Subcase-4.4: ϕ(m1) ≥ 2, ϕ(m2) ≥ 2, ϕ(m3) ≥ 2 and ϕ(mi) ≥ 1 for every

i ∈ {4, 5, 6}. By the similar argument given in Subcase-3.5, γ(PE(G∗)) ≥ 2 and

γ(PE(G∗)) ≥ 3.

Subcase-4.5: ϕ(m1) ≥ 4, ϕ(mi) ≥ 1 for every i ∈ {2, 3, 4, 5, 6}. By the similar

argument given in Subcase-3.5, γ(PE(G∗)) ≥ 2 and γ(PE(G∗)) ≥ 3.

Case-5: |M(G)| = 7. Now, we have the following subcases:

Subcase-5.1: ϕ(mi) = 1 for every i ∈ {1, 2, 3, 4, 5, 6, 7}. Then by Remark 1.1.4,

|G| = 8. By Table 1.1, G ∼= Z2 × Z2 × Z2.

Subcase-5.2: ϕ(m1) = 2, ϕ(mi) = 1 for every i ∈ {2, 3, 4, 5, 6, 7}. It follows

that m1 ∈ {3, 4, 6} and mi = 2. Consequently, by Remark 1.1.4, |G| ∈ {9, 10, 12}.

Note that |G| = 9 when m1 = 3. But the existence of a subgroup of order 2 implies

|G| ≠ 9. Also, |G| = 10 when m1 = 4. But this is not possible because of the

existence of a subgroup of order 4. If |G| = 12, then by Table 1.1, we get G ∼= D12.

Subcase-5.3: ϕ(m1) ≥ 2, ϕ(m2) ≥ 2, and ϕ(mi) ≥ 1 for every i ∈ {3, 4, 5, 6, 7}.

By the similar argument used in Subcase-3.5, γ(PE(G∗)) ≥ 2 and γ(PE(G∗)) ≥ 3.

Subcase-5.4: ϕ(m1) ≥ 4, ϕ(mi) ≥ 1 for every i ∈ {2, 3, 4, 5, 6, 7}. Similar to

the Subcase-3.5, we obtain γ(PE(G∗)) ≥ 2 and γ(PE(G∗)) ≥ 3.

Case-6: |M(G)| ≥ 8. In this case PE(G∗) contains a subgraph isomorphic to K8.

Thus, γ(PE(G∗)) ≥ 2 and γ(PE(G∗)) ≥ 4.

Conversely, if G ∼= Z2 × Z2 then PE(G∗) ∼= K3. Thus, PE(G∗) is an outerplanar

graph.

If G ∼= S3, then PE(G∗) contains a subgraph isomorphic to K4. Consequently,

PE(G∗) is not an outerplanar graph. The graph PE(S∗
3) is planar (see Figure 3.1).

If G ∼= Q8, then note that the subgraph induced by the set {i,−i, j,−j, k}

contains K2,3 as a subgraph. It follows that PE(G∗) is not an outerplanar graph.

Moreover, the graph PE(Q∗
8) is planar (cf. Figure 3.2).
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i −j

k

−k

j −i

Figure 3.2: A planar drawing of PE(Q∗
8).

If G ∼= Z2 × Z4, then PE(G∗) contains a subgraph isomorphic to K3,3. Con-

sequently, PE(G∗) is not a planar graph. A toroidal and projective embedding of

PE(G∗) are given in Figures 3.3 and 3.4, respectively.

(0, 1) (1, 0) (1, 2) (0, 1)

(1, 1)(1, 1)

(1, 2) (0, 1)(1, 0)(0, 1)

(0, 3)

(1, 3)

(0, 2)

Figure 3.3: A toroidal embedding of PE((Z2 × Z4)∗).

IfG ∼= D8, then notice that the subgraph of PE(G∗) induced by the set {x, y, xy, x2y, x3y}

contains K5 as a subgraph. Consequently, PE(G∗) is not a planar graph. A toroidal

and projective embedding of PE(G∗) are in Figure 3.5 and Figure 3.6, respectively.
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(0, 1)

(1, 2)

(1, 0) (1, 1)

(0, 3)(1, 3)

(0, 2)

Figure 3.4: A projective embedding of PE((Z2 × Z4)∗).

x2 x2

x2x2

y

y

xy

xy

x

x3

x2y x2y

x3yx3y

Figure 3.5: A toroidal embedding of PE(D∗
8).

If G ∼= Z3 × Z3 then PE(G∗) ∼= K2,2,2,2 and it contains a subgraph isomor-

phic to K4,4. Consequently, γ(PE(G∗)) ≥ 1 and by Jungerman [1979], we obtain

γ(PE(G∗)) = 3. A toroidal embedding of PE(G∗) is given in Figure 3.7.

If G ∼= Z2 × Z6 then PE(G∗) ∼= K3,3,3. By Section 2 of Ringel and Youngs

[1970], we get γ(PE(G∗)) = 1 and by Theorem 10 of Ellingham et al. [2006], we get

γ(PE(G∗)) = 3.

IfG ∼= Z2×Z2×Z2, then PE(G∗) ∼= K7. Consequently, by Theorem 1.2.6, we have

γ(PE(G∗)) = 3 and γ(PE(G∗)) = 1. If G ∼= D12, then PE(G∗) contains a subgraph

isomorphic to K5,6. Consequently, by Theorem 1.2.6, we get γ(PE(G∗)) ≥ 3 and

γ(PE(G∗)) ≥ 6.
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x3

xy
x2y

x3y
y

x2x

Figure 3.6: A projective embedding of PE(D∗
8).

(0, 1) (0, 1)

(2, 2)(1, 2)

(1, 2)
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(2, 2)

(2, 1)

(1, 1) (1, 1)

(2, 1)
(0, 2)

(1, 0)

(2, 0)

(0, 1)

Figure 3.7: A toroidal embedding of PE((Z3 × Z3)∗).
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Chapter 4

Line Graph Characterization of

Power Graphs

Bera [2022] characterized finite nilpotent groups whose power graphs and proper

power graphs are line graphs. The proper enhanced power graph P∗∗
E (G) is the

graph obtained from PE(G) after deleting its dominating vertices. Analogously, we

can define the proper power graph P∗∗(G). In this chapter, we extend the results

of Bera [2022] to arbitrary finite groups. Also, we correct his corresponding result

of the proper power graphs of dihedral groups. Moreover, we classify all the finite

groups whose enhanced power graphs are line graphs. We precisely characterize all

the finite nilpotent groups (except non-abelian 2-groups) whose proper enhanced

power graphs are line graphs of some graphs. Finally, we determine all the finite

groups whose (proper) power graphs and (proper) enhanced power graphs are the

complement of line graphs, respectively. The content of this chapter is accepted for

publication in SCIE journal “Journal of Algebra and Its Applications”.

Recall that the line graph L(Γ) of the graph Γ is the graph whose vertices are

all the edges of Γ and two vertices of L(Γ) are adjacent if they are incident in Γ. An

example of L(Γ) of the graph Γ is shown in Figure 4.1. Line graphs are described by

97
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e1 e2

e3e4

e5

e6

e7 e8

e1

e4

e7

e6

e5

e8

e2

e3

L(Γ)Γ

Figure 4.1: Line graph of a graph Γ.

nine forbidden subgraphs. A characterization of the line graph and its complement

is given in the following two theorems. We shall use them frequently in this chapter.

Theorem 4.0.1 ([Beineke, 1970, p. 130, Theorem 1]). Let Γ be a graph. Then Γ is

the line graph of some graph if and only if none of the nine graphs in Figure 4.2 is

an induced subgraph of Γ.

Γ1 Γ2 Γ3 Γ4 Γ5

Γ6 Γ7 Γ8 Γ9

Figure 4.2: Forbidden induced subgraphs of line graphs.

Theorem 4.0.2 ([Barati, 2021, Theorem 3.1]). A graph Γ is the complement of

a line graph if and only if none of the nine graphs Γi in Figure 4.3 is an induced

subgraph of Γ.

We shall use Γi (or Γi), where 1 ≤ i ≤ 9, explicitly in this chapter without

referring to it.
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Γ3
Γ1 Γ2 Γ4 Γ5

Γ6 Γ7 Γ8 Γ9

Figure 4.3: Forbidden induced subgraphs of the complement of line graphs.

Recently, Bera [2022] classified all the finite nilpotent groups whose power graphs

and proper power graphs are line graphs in the following theorems.

Theorem 4.0.3 ([Bera, 2022, Theorem 1.7]). Let G be a nilpotent group. Then the

power graph P(G) is a line graph of some graph Γ if and only if G is cyclic p-group.

A line graph characterization of the proper power graph P∗∗(G) has been ob-

tained in Theorem 1.8 of Bera [2022], which can be rewritten in the following form

to avoid any ambiguity.

Theorem 4.0.4. Let G be a nilpotent group (except non-abelian 2-groups). Then

the proper power graph P∗∗(G) is a line graph of some graph Γ if and only if one of

the following holds:

(i) G ∼= Zpt , t ≥ 1

(ii) G ∼= Zpq

(iii) G ∼= Z2 × Z22

(iv) G ∼= Z22 × Z22

(v) G ∼= Zp × · · · × Zp︸ ︷︷ ︸
k times, k≥2
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(vi) G is a non-abelian p-group and the intersection of any two maximal cyclic

subgroups of G is trivial.

Theorem 4.0.5 ([Bera, 2022, Theorem 2.1]). Let G be a finite cyclic group. Then

there exists a graph Γ such that P(G) = L(Γ) if and only if G is a p-group.

Motivated by the work of Bera [2022], in this chapter, we intend to study the

line graphs of certain power graphs associated to finite groups, viz: power graph,

proper power graph, enhanced power graph, proper enhanced power graph. In order

to extend the results of Bera [2022], we study the following problems.

• Classification of finite groupsG such that ∆(G) ∈ {P(G),P∗∗(G),PE(G),P∗∗
E (G)}

is a line graph.

• Classification of finite groupsG such that ∆(G) ∈ {P(G),P∗∗(G),PE(G),P∗∗
E (G)}

is the complement of a line graph.

This chapter is arranged as follows. In Section 4.1, we extend the results of Bera

[2022] from nilpotent groups to arbitrary finite groups. In Section 4.2, we classify

all the finite groups whose enhanced power graphs are line graphs. Moreover, we

precisely characterize all the finite nilpotent groups (except non-abelian 2-groups)

whose proper enhanced power graphs are line graphs. Section 4.3 comprises the

classification of all the finite groups whose (proper) power graphs and (proper)

enhanced power graphs are the complement of line graphs, respectively.

In this chapter, the following notations and remark are useful.

Notations:

• M(p)(G) = {M ∈ M(G) : M is a p-group}; the set of all maximal cyclic

subgroups which are p-groups.

• T (G) =
⋂

M∈M(G)

M ; the intersection of all the maximal cyclic subgroups of G.
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Remark 4.0.6. (i) Let x, y ∈ G. Then x ∼ y in PE(G) if and only if x, y ∈ M for

some M ∈ M(G). Consequently, Dom(PE(G)) = T (G).

(ii) For x, y ∈ G, we have x ∼ y in P(G) if and only if x, y ∈M for someM ∈ M(G),

and either o(x)|o(y) or o(y)|o(x).

(iii) Let M ∈ M(G) such that M = ⟨m⟩. Then N[m] = M in both PE(G) and

P(G). Moreover, if G is non-cyclic then m /∈ T (G) and so m ∈ V (P∗∗
E (G)).

(iv) Let M,M ′ ∈ M(G) such that M = ⟨m⟩ and M ′ = ⟨m′⟩. Then m ≁ m′ in

PE(G) and so m ≁ m′ in ∆(G) ∈ {P(G),P∗∗(G),P∗∗
E (G)}.

4.1 Groups whose Power Graphs are Line Graphs

In this section, the results of Bera [2022] are extended from nilpotent groups to

arbitrary finite groups. We begin with the following proposition.

Proposition 4.1.1. Let G be a finite non-cyclic group and let ∆(G) ∈ {P(G),PE(G)}.

Then there does not exist any graph Γ such that ∆(G) = L(Γ).

Proof. Since G is a finite non-cyclic group, by Lemma 1.1.5, we have |M(G)| ≥ 3.

LetM1 = ⟨x⟩, M2 = ⟨y⟩ andM3 = ⟨z⟩ be maximal cyclic subgroups of G. Then the

subgraph induced by the set {x, y, z, e} of ∆(G) is isomorphic to Γ1 (see Remark

4.0.6(iv)). Consequently, ∆(G) is not a line graph of any graph (cf. Theorem

4.0.1).

Theorem 4.1.2. Let G be a finite group. Then the power graph P(G) is a line

graph of some graph Γ if and only if G is a cyclic group of prime power order.

Proof. The result holds by combining Theorem 4.0.5 and Proposition 4.1.1.

Now, we give a description of the group G such that the graph P∗∗(G) is a line

graph in the following theorem.
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Theorem 4.1.3. Let G be a finite non-cyclic group which is not a generalized quater-

nion group. Then the proper power graph P∗∗(G) is a line graph if and only if G

satisfies the following conditions:

(i) For each M ∈ M(G), we have |M | ∈ {6, pα} for some prime p.

(ii) (a) If Mi,Mj,Mk ∈ M(2)(G), then |Mi ∩Mj| ≤ 2 and |Mi ∩Mj ∩Mk| = 1.

(b) If Ms ∈ M(G) \M(2)(G) and Mt ∈ M(G), then |Ms ∩Mt| = 1.

Proof. Let G be a finite non-cyclic group which is not a generalized quaternion

group. Then by Theorem 1.2.13, V (P∗∗(G)) = G \ {e}. Suppose P∗∗(G) is a line

graph of some graph Γ. On the contrary, assume that G does not satisfy condition

(i). Then G has a maximal cyclic subgroup M such that neither |M | = 6 nor |M |

is a prime power. Let |M | = pα1
1 p

α2
2 · · · pαk

k (k ≥ 2) be the prime power factorization

of |M |. If pi > 3 for some i ∈ [k], then M contains at least 4 elements of order

pi and 4 elements of order pipj for some j ∈ [k] \ {i}. Let x1, x2, x3, y1, z1 ∈ M

such that o (x1) = o (x2) = o (x3) = pipj, o (y1) = pj and o(z) = pi. Then by

Remark 4.0.6(ii), the subgraph of P∗∗(G) induced by the set {x1, x2, x3, y1, z1} is

isomorphic to Γ3; a contradiction (see Theorem 4.0.1). Thus, pi ≤ 3 for all i ∈ [k].

Therefore, |M | = 2α3β for some α ≥ 1, β ≥ 1. Since |M | ̸= 6, we get either

α ≥ 2 or β ≥ 2. First suppose that α ≥ 2. Let x1, x2, y1, y2, z1, z2 ∈ M such that

o (x1) = o (x2) = 4, o (y1) = o (y2) = 3 and o (z1) = o (z2) = 12. Observe that

the subgraph of P∗∗(G) induced by the set {x1, x2, y1, y2, z1, z2} is isomorphic to Γ6;

again a contradiction. Similarly, we get a contradiction for β ≥ 2. Thus, for each

M ∈ M(G), we obtain |M | ∈ {6, pα}.

If possible, assume that G does not satisfy condition (ii). Further, we have the

following cases:

Case-1: G does not satisfy (ii)(a). Then we have the following two subcases:

Subcase-1.1: |M1 ∩M2 ∩M3| ≥ 2 for some M1,M2,M3 ∈ M(2)(G). Let x (̸=

e) ∈M1 ∩M2 ∩M3 and Mi = ⟨mi⟩ for each i ∈ {1, 2, 3}. Then by Remark 4.0.6(ii),
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the subgraph of P∗∗(G) induced by the vertex set {x,m1,m2,m3} is isomorphic to

Γ1, which is not possible.

Subcase-1.2: |M1 ∩ M2| ≥ 3 for some M1,M2 ∈ M(2)(G). Suppose x, y ∈

(M1 ∩ M2) \ {e}. Let M1 = ⟨m1⟩ and M2 = ⟨m2⟩. By Remark 4.0.6(ii), the

subgraph of P∗∗(G) induced by the set
{
x, y,m1,m

−1
1 ,m2,m

−1
2

}
is isomorphic to

Γ6; a contradiction.

Thus, G must satisfy the condition (ii)(a).

Case-2: G does not satisfy (ii)(b). Then there exist two maximal cyclic subgroups

M1 ∈ M(G) \M(2)(G) and M2 ∈ M(G) such that |M1 ∩M2| ≥ 2. In view of the

condition (i), we have the following subcases.

Subcase-2.1: |M1| = 6. Then |M1 ∩M2| ∈ {2, 3}. Let |M1 ∩M2| = 2,

M1 = ⟨x⟩ and M2 = ⟨y⟩. Then x3 ∈ M1 ∩M2 because x3 is the only element of

order 2 in M1. The subgraph of P∗∗(G) induced by the set {x, x2, x3, x4, x5, y} is

isomorphic to Γ5; a contradiction. If |M1 ∩M2| = 3, then x2, x4 ∈ M1 ∩M2. The

subgraph induced by the set {x, x2, x4, x5, y, y−1} is isomorphic to Γ6, which is not

possible.

Subcase-2.2: |M1| = pα(p > 2). Let M1 = ⟨x⟩, M2 = ⟨y⟩ and let m be a

non-identity element of M1 ∩M2. Then the subgraph of P∗∗(G) induced by the set

{x, x−1, y, y−1,m,m−1} is isomorphic to Γ6; a contradiction.

Conversely, suppose that G satisfies both the given conditions. On the contrary,

assume that P∗∗(G) is not a line graph and so it has an induced subgraph Γ isomor-

phic to one of the nine graphs given in Figure 4.2. In view of Remark 1.1.4, first we

prove the following claim.

Claim 2.3: If x ∈ V (Γ) such that x ∈M for some M ∈ M(G), then M must be a

2-group.

Proof of claim: If possible, let x ∈ M and M ∈ M(G) \M(2)(G). Then by condi-

tion (ii)(b), we have M ∩M ′ = {e} for all M ′ (̸= M) ∈ M(G). Consequently, by

Remark 4.0.6(ii), we get N(x) ⊆M in P∗∗(G). Therefore, if x ∼ y, then y ∈M and
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so N(y) ⊆M . Connectedness of Γ implies that V (Γ) ⊆M . For |M | = pα, where p is

an odd prime, note that the subgraph of P∗∗(G) induced by any non-empty subset

ofM is a complete graph. It implies that Γ is a complete subgraph of P∗∗(G), which

is not true because Γ ∼= Γi for some i, where 1 ≤ i ≤ 9 (see Figure 4.2).

If |M | = 6, then M ∼= Z6. Observe that the subgraph of P∗∗(G) induced by the set

M \ {e}, shown in Figure 4.4, cannot contain Γ as an induced subgraph. Thus, the

claim holds.

1 5

3

2 4

Figure 4.4: Subgraph of P∗∗(G) induced by M \ {e}.

Now, if Γ is isomorphic to K1,3, (see Figure 4.5(a)), then by Remark 4.0.6(ii)

and Claim 2.3, there exist maximal cyclic subgroups M1,M2,M3 ∈ M(2)(G) such

that a, d ∈ M1, b, d ∈ M2 and c, d ∈ M3. Note that M1 ̸= M2. Otherwise, a ∼ b

in P∗∗(G) (see Remark 4.0.6(ii)), which is not possible. Similarly, M2 ̸= M3 and

M1 ̸=M3. Also, d ∈ (M1 ∩M2 ∩M3) \ {e}; a contradiction to the condition (ii)(a).

Thus, Γ cannot be isomorphic to K1,3.

Now, suppose Γ ∼= Γi for some i, where 2 ≤ i ≤ 9. Further, note that Γ has an

induced subgraph isomorphic to Γ′ as shown in Figure 4.5(b).

a b

c

d

x

y

z

w

(a) (b)

Figure 4.5: (a) K1,3 (b) Γ′.
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Since x ∼ y, y ∼ z and z ∼ x, then by the definition of P∗∗(G), it is easy

to observe that one of the following three holds: (i) x, y ∈ ⟨z⟩, (ii) y, z ∈ ⟨x⟩, (iii)

x, z ∈ ⟨y⟩. Consequently, there existsM ∈ M(2)(G) such that x, y, z ∈M . Similarly,

there existsM ′ ∈ M(2)(G) such that y, z, w ∈M ′. Notice thatM ̸=M ′. Otherwise,

x ∼ w in P∗∗(G), which is not possible. But y, z ∈ M ∩ M ′; a contradiction of

condition (ii)(a). Thus, P∗∗(G) is a line graph. This completes our proof.

Corollary 4.1.4. Let G be a finite non-cyclic group of odd order and let Mi ∈

M(G). Then the proper power graph P∗∗(G) is a line graph if and only if G satisfies

the following conditions:

(i) For each i, we have |Mi| = pα for some prime p.

(ii) The intersection of any two maximal cyclic subgroups is trivial.

For the dihedral group D2n = ⟨a, b : an = b2 = e, ab = ba−1⟩, note that P∗∗(D6)

is a line graph because P∗∗(D6) = L(K1,2 ∪ 3K2). It follows that Theorem 1.10 of

Bera [2022] is not correct. Moreover, we correct the same in the following corollary.

Corollary 4.1.5. Let G be the dihedral group D2n of order 2n. Then P∗∗(G) is a

line graph of some graph Γ if and only if n ∈ {6, pα} for some prime p.

Proof. First assume that P∗∗ (D2n) is a line graph. Note that D2n has one maximal

cyclic subgroup M = ⟨a⟩ of order n, and n maximal cyclic subgroups Mi = ⟨aib⟩,

where 1 ≤ i ≤ n, of order 2. Then by Theorem 4.1.3, either n = 6 or n = pα for

some prime p. Conversely, if n ∈ {6, pα}, then G satisfies the condition (i). Note

that the intersection of any two maximal cyclic subgroups of D2n is trivial. Thus,

condition (ii) holds. By Theorem 4.1.3, P∗∗ (D2n) is a line graph.

Corollary 4.1.6. Let G be the semidihedral group

SD8n = ⟨a, b : a4n = b2 = e, ba = a2n−1b⟩.

Then P∗∗(SD8n) is not a line graph of any graph.
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Proof. Consider the maximal cyclic subgroupsM1 = ⟨a⟩,M2 = ⟨ab⟩ andM3 = ⟨a3b⟩

of SD8n. Note that M1 ∩M2 ∩M3 = {e, a2n}. By Theorem 4.1.3, P∗∗(SD8n) is not

a line graph of any graph.

Theorem 4.1.7. Let G be a generalized quaternion group Q4n. Then P∗∗(G) is a

line graph if and only if n ∈ {p, 2k} for some odd prime p and k ≥ 1.

Proof. For the generalized quaternion groupG = Q4n, we get V (P∗∗(G)) = G\Z(G).

Moreover, G has one maximal cyclic subgroup M = ⟨a⟩ of order 2n and n maximal

cyclic subgroups, Mi = ⟨aib⟩ for each i ∈ [n], of order 4. Suppose that P∗∗(G) is a

line graph. If possible, assume that n is divisible by primes p and q such that p < q.

Let x1, x2, y1, y2, z1, z2 ∈ M such that o (x1) = o (x2) = 2p, o (y1) = o (y2) = 2pq

and o (z1) = o (z2) = q. By Remark 4.0.6(ii), the subgraph induced by the set

{x1, x2, y1, y2, z1, z2} is isomorphic to Γ6; a contradiction. Thus, n = pα. If p > 2

and α ≥ 2, then note thatM has at least two elements x, x′ of order 2p, two elements

y, y′ of order p2 and two elements z, z′ of order 2p2. The subgraph induced by the

set {x, x′, y, y′, z, z′} is isomorphic to Γ6, again a contradiction. Thus, either n = 2k

or n is an odd prime. Conversely, if either n is an odd prime or n = 2k, then

P∗∗ (Q4n) = K2n−2 ∪ nK2 = L (K1,2n−2 ∪ nK1,2) .

4.2 Groups whose Enhanced Power Graphs are

Line Graphs

In this section, we intend to classify all the groups G such that the enhanced power

graph PE(G) and the proper enhanced power graph P∗∗
E (G) are line graphs, respec-

tively. First we prove the following lemma.

Lemma 4.2.1. Let G be a finite cyclic group. Then PE(G) is a line graph of some

graph.
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Proof. If G is a cyclic group of order n, then PE(G) ∼= Kn (cf. Theorem 1.2.15).

Further, note that Kn = L(K1,n). Thus, for a finite cyclic group G, the enhanced

power graph PE(G) is the line graph of the star graph K1,n.

Theorem 4.2.2. Let G be a finite group. Then PE(G) is a line graph of some graph

Γ if and only if G is a cyclic group.

Proof. The result holds by Proposition 4.1.1 and Lemma 4.2.1.

If the group G is cyclic, then P∗∗
E (G) is an empty graph (cf. Theorem 1.2.15).

Consequently, we give a description of finite non-cyclic groups G whose proper en-

hanced power graphs P∗∗
E (G) are line graphs (see Theorem 4.2.3).

Theorem 4.2.3. Let G be a finite non-cyclic group and T (G) =
⋂

Mi∈M(G)

Mi. Then

the proper enhanced power graph P∗∗
E (G) is a line graph of some graph Γ if and only

if G satisfies the following conditions:

(i) |(Mi ∩Mj) \ T (G)| ≤ 1.

(ii) |(Mi ∩Mj ∩Mk) \ T (G)| = 0.

Proof. First, suppose that P∗∗
E (G) is a line graph of some graph Γ. On the contrary,

assume that G does not satisfy condition (i). Then G has two maximal cyclic

subgroups M1 and M2 such that |(M1 ∩ M2) \ T (G)| ≥ 2. Since e ∈ T (G), we

have |M1| ≥ 3 and |M2| ≥ 3. Suppose M1 = ⟨x1⟩ = ⟨y1⟩ and M2 = ⟨x2⟩ =

⟨y2⟩. Further, let x, y ∈ (M1 ∩ M2) \ T (G). Then the subgraph induced by the

set {x, y, x1, y1, x2, y2} is isomorphic to Γ6 (see Remark 4.0.6(i)); a contradiction.

Thus, G must satisfy the condition (i). Now, suppose that G does not satisfy the

condition (ii). Then G has three maximal cyclic subgroups M ′,M ′′ and M ′′′ such

that |(M ′ ∩M ′′ ∩M ′′′) \ T (G)| ≥ 1. Assume that m ∈ (M ′ ∩M ′′ ∩M ′′′) \ T (G).

Consider M ′ = ⟨m′⟩, M ′′ = ⟨m′′⟩ and M ′′′ = ⟨m′′′⟩. Then the subgraph induced by

the set {m,m′,m′′,m′′′} is isomorphic to Γ1, which is not possible.
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Conversely, suppose that G satisfies (i) and (ii). On the contrary, assume that

P∗∗
E (G) is not a line graph. Then by Theorem 4.0.1, P∗∗

E (G) has an induced subgraph

isomorphic to one of the nine graphs given in Figure 4.2. Let P∗∗
E (G) has an induced

subgraph isomorphic to K1,3 given in Figure 4.5. Consequently, ⟨a, d⟩, ⟨b, d⟩ and

⟨c, d⟩ are cyclic subgroups of G. Let M1,M2 and M3 be maximal cyclic subgroups

containing ⟨a, d⟩, ⟨b, d⟩ and ⟨c, d⟩, respectively. Note that M1 ̸= M2. Otherwise,

a ∼ b in P∗∗
E (G). Similarly, M2 ̸= M3 and M3 ̸= M1. Since d ∈ V (P∗∗

E (G)), we

obtain d /∈ T (G). It follows that d ∈ (M1 ∩ M2 ∩ M3) \ T (G); a contradiction

of condition (ii). Thus, P∗∗
E (G) cannot contain an induced subgraph isomorphic to

K1,3. Now, suppose that P∗∗
E (G) has an induced subgraph isomorphic to one of the

remaining eight graphs given in Figure 4.2. Then observe that P∗∗
E (G) has an induced

subgraph isomorphic to Γ′ as shown in Figure 4.5. Note that x, y and z belong to

a maximal cyclic subgroup of G. On contrary, assume that x, y, z /∈ M for any

M ∈ M(G). Since x ∼ y, y ∼ z and z ∼ x in P∗∗
E (G), by Remark 4.0.6(i), we have

three maximal cyclic subgroups M4,M5 and M6 such that x, y ∈ M4, y, z ∈ M5

and z, x ∈ M6. Thus, x ∈ (M4 ∩ M6) \ T (G). If o(x) ≥ 3, then x−1 (̸= x) ∈

M4 ∩M6. Further, note that N(x) = N(x−1) and so x−1 /∈ T (G). It follows that

x−1 ∈ (M4 ∩M6) \ T (G); a contradiction of condition (i). Consequently, o(x) = 2.

Similarly, o(y) = o(z) = 2. But M4 cannot contain two elements of order 2. Thus,

x, y, z ∈ M ′ for some M ′ ∈ M(G). By the similar argument, we get y, z, w ∈ M ′′

for some M ′′ ∈ M(G). Note that M ′ ̸= M ′′. Otherwise, x ∼ w in P∗∗
E (G). Also,

y, z ∈ (M ′ ∩M ′′) \ T (G); again a contradiction. Thus, P∗∗
E (G) cannot contain an

induced subgraph isomorphic to the graph Γ′ (see Figure 4.5). This completes our

proof.

Example 4.2.4. For n ≥ 2, consider the semidihedral group

SD8n = ⟨a, b : a4n = b2 = e, ba = a2n−1b⟩.

Since SD8n has a maximal cyclic subgroup M = ⟨a2b⟩ of order 2, we obtain
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T (SD8n) = {e}. Consider the maximal cyclic subgroups M1 = ⟨a⟩, M2 = ⟨ab⟩

and M3 = ⟨a3b⟩ of SD8n. Then note that M1 ∩M2 ∩M3 = {e, a2n}. Thus, SD8n

does not satisfy the condition (ii) of Theorem 4.2.3, and so P∗∗
E (SD8n) is not a line

graph of any graph.

Corollary 4.2.5. Let G be a finite non-cyclic group such that the intersection of

any two maximal cyclic subgroups is equal to T (G). Then P∗∗
E (G) = L(Γ) for some

graph Γ.

Example 4.2.6. For n ≥ 2, the generalized quaternion group

Q4n = ⟨a, b : a2n = e, an = b2, ab = ba−1⟩.

Observe that Q4n has n+1 maximal cyclic subgroup, viz. M = ⟨a⟩ of order 2n and

for each i ∈ [n], Mi = ⟨aib⟩ of order 4. One can see that the intersection of any two

maximal cyclic subgroups of Q4n is {e, an} and so T (Q4n) = {e, an}. Consequently,

P ∗∗
E (Q4n) is a line graph of some graph Γ. Indeed,

P ∗∗
E (Q4n) = K2n−2 ∪ nK2 = L(K1,2n−2 ∪ nK1,2).

Example 4.2.7. For n ≥ 3, consider the dihedral group

D2n = ⟨a, b : an = b2 = e, ab = ba−1⟩.

One can observe that D2n has n + 1 maximal cyclic subgroups, viz. M = ⟨a⟩ of

order n and for each i ∈ [n], Mi = ⟨aib⟩ of order 2. Consequently, the intersection

of any two maximal cyclic subgroups of D2n is trivial. It follows that T (D2n) =

{e}. Thus, by Corollary 4.2.5, P ∗∗
E (D2n) is a line graph of some graph Γ. In fact,

P ∗∗
E (D2n) = Kn−1 ∪ nK1 = L(K1,n−1 ∪ nK2).

The converse of Corollary 4.2.5 need not be true in general. For instance, if G =

Z2 × Z22 , then P∗∗
E (G) is a line graph of some graph. Also, note that M1 = ⟨(0, 1)⟩

and M2 = ⟨(1, 1)⟩ are maximal cyclic subgroups of G such that M1 ∩M2 ̸= {(0, 0)}.

Whereas, T (Z2 × Z22) = {(0, 0)}.

However, the converse of Corollary 4.2.5 is true when G is of odd order.



110 Line Graph Characterization of Power Graphs

Corollary 4.2.8. Let G be a finite group of odd order. Then the proper enhanced

power graph P∗∗
E (G) is a line graph of some graph Γ if and only if the intersection

of any two maximal cyclic subgroups is equal to T (G).

Proof. Suppose that P∗∗
E (G) is a line graph of some graph Γ. On the contrary,

assume that there exist two maximal cyclic subgroups M1 and M2 such that x ∈

(M1 ∩M2) \ T (G). Since M1 ∩M2 is a subgroup of G, we obtain x−1 ∈ M1 ∩M2.

Also, N(x) = N(x−1). It follows that x−1 ∈ (M1 ∩M2) \ T (G); a contradiction (see

Theorem 4.2.3).

Theorem 4.2.9. Let G be a finite non-cyclic nilpotent group (except non-abelian

2-groups). Then the proper enhanced power graph P∗∗
E (G) is a line graph of some

graph Γ if and only if G is isomorphic to one of the following groups.

(i) Z2 × Z22

(ii) Z22 × Z22

(iii) Zn × Zp × Zp × · · · × Zp, where p is a prime and gcd(n, p) = 1

(iv) Zn ×Q2k such that gcd(2, n) = 1

(v) Zn × P such that P is a non-abelian p-group with gcd(n, p) = 1 and the

intersection of any two maximal cyclic subgroups of P is trivial.

In order to prove Theorem 4.2.9, first we prove some necessary results.

Lemma 4.2.10. Let G be a finite non-cyclic nilpotent group. If the proper enhanced

power graph P∗∗
E (G) is a line graph, then there exists a unique non-cyclic Sylow

subgroup of G.

Proof. Let G = P1P2 · · ·Pr be a finite nilpotent group such that Pi’s are Sylow

pi-subgroups of G. On the contrary, assume that G has two Sylow subgroups
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which are non-cyclic. Without loss of generality, suppose that P1 and P2 are non-

cyclic. By Lemma 1.1.5, it implies that |M(Pi)| ≥ 3 for every i ∈ {1, 2}. Consider

M1,M
′
1,M

′′
1 ∈ M(P1) such that M1 = ⟨x1⟩, M ′

1 = ⟨y1⟩ and M ′′
1 = ⟨z1⟩. Since

G is non-cyclic, we get M,M ′,M ′′ ∈ M(G), where M = M1M2 · · ·Mr, M ′ =

M ′
1M2 · · ·Mr and M ′′ = M ′′

1M2 · · ·Mr (cf. Lemma 1.1.12). Assume that Mi = ⟨xi⟩

for i ∈ [r] \ {1}. Note that M = ⟨x⟩, M ′ = ⟨y⟩ and M ′′ = ⟨z⟩, where x =

x1x2 · · ·xr, y = y1x2 · · · xr and z = z1x2 · · ·xr. By Remark 4.0.6, x ≁ y, y ≁ z

and z ≁ x. Therefore, x, y, z ∈ V (P∗∗
E (G)). Now, consider t = ex2 · · ·xr and

t′ = ex′2x3 · · · xr such that ⟨x2⟩ ∈ M(P2) and ⟨x′2⟩ ̸= ⟨x2⟩. By Remark 4.0.6(iv), we

have x2 ≁ x′2 in PE(P2) and so t′ ≁ t in PE(G) (cf. Theorem 2.1.13). Also, x ∼ t,

y ∼ t and z ∼ t in PE(G) and so in P∗∗
E (G). Thus, the subgraph induced by the

set {x, y, z, t} is isomorphic to Γ1 (see Figure 4.2); a contradiction. Thus, the result

holds.

Proposition 4.2.11. Let G be a finite non-cyclic abelian group. Then the proper

enhanced power graph P∗∗
E (G) is a line graph of some graph Γ if and only if G is

isomorphic to one of the following groups:

(i) Z2 × Z22

(ii) Z22 × Z22

(iii) Zn × Zp × Zp × · · · × Zp, where p is a prime and gcd(n, p) = 1.

Proof. Let G be a finite non-cyclic abelian group. Then G ∼= P1 × P2 × · · · × Pr,

where Pi’s are Sylow pi-subgroups of G. Suppose that P∗∗
E (G) is a line graph. Then

by Lemma 4.2.10, G has a unique non-cyclic Sylow subgroup. Consequently, the

group G ∼= Zn × P , where P is a non-cyclic abelian Sylow p-subgroup of G and

gcd(n, p) = 1. Then by Theorem 1.2.17, V (P∗∗
E (G)) = G \ {(a, e) : a ∈ Zn}, where

e is the identity element of the group P . Observe that PE(P ) is an induced sub-

graph of PE(G). Also, PE(P ) = P(P ) (see Theorem 1.2.12). By Proposition 3.5
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of Bera [2022], if P ≇ Z2 × Z22 , Z22 × Z22 , Zp × Zp × · · · × Zp, then P∗∗(P ) has

an induced subgraph isomorphic to Γ1 and so P∗∗
E (G) contains an induced subgraph

isomorphic to Γ1; a contradiction. Thus, P is isomorphic to one of the three groups:

Z2 × Z22 , Z22 × Z22 , Zp × Zp × · · · × Zp. Suppose P = Z2 × Z22 . Then the group

G ∼= Zn × Z2 × Z22 . If n > 1, then notice that T (G) = {(a, 0, 0) : a ∈ Zn}

(see Theorem 1.2.17 and Remark 4.0.6(i)). Also, G has maximal cyclic subgroups

M1 = ⟨(1, 0, 1)⟩ and M2 = ⟨(1, 1, 1)⟩ of order 4n. Observe that the elements

(1, 0, 2), (2, 0, 2) ∈ (M1 ∩ M2) \ T (G), a contradiction to Theorem 4.2.3. Thus,

n = 1.

Now, suppose P ∼= Z22 × Z22 . Then G ∼= Zn × Z22 × Z22 . If n > 1, then observe

that T (G) = {(a, 0, 0) : a ∈ Zn} (see Theorem 1.2.17 and Remark 4.0.6(i)). Also,

G has maximal cyclic subgroups M3 = ⟨(1, 1, 0)⟩ and M4 = ⟨(1, 1, 2)⟩ of order 4n.

Notice that (1, 2, 0), (2, 2, 0) ∈ (M3 ∩M4) \ T (G), again a contradiction to Theorem

4.2.3.

Conversely, if either G ∼= Z2 × Z22 or G ∼= Z22 × Z22 , then P∗∗
E (G) = P∗∗(G).

By Theorem 3.4 of Bera [2022], we obtain P∗∗
E (G) = L(Γ) for some graph Γ. Now,

suppose G ∼= Zn × Zp × Zp × · · · × Zp (k-times), where k ≥ 2. Then

P∗∗
E (G) =

pk − 1

p− 1
K(p−1)n = L

(
pk − 1

p− 1
K1,(p−1)n

)
.

This completes our proof.

Proposition 4.2.12. Let G be a finite non-abelian nilpotent group (except non-

abelian 2-group). Then P∗∗
E (G) is a line graph of some graph Γ if and only if G is

isomorphic to one of the following groups:

(i) Zn ×Q2k such that gcd(2, n) = 1.

(ii) Zn × P such that P is a non-abelian p-group with gcd(n, p) = 1 and the

intersection of any two maximal cyclic subgroups of P is trivial.
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Proof. Let G = P1 × P2 × · · · × Pr be a finite non-abelian nilpotent group which

is not a 2-group. Suppose that P∗∗
E (G) is a line graph. By Lemma 4.2.10, exactly

one Pi is non-cyclic. Consequently, G ∼= Zn × P such that P is a non-abelian p-

group and gcd(n, p) = 1. If P = Q2k , then there is nothing to prove. We may

now suppose that P is not a generalized quaternion 2-group and n > 1. On the

contrary, assume that P has two maximal cyclic subgroups M ′ and M ′′ such that

x (̸= e) ∈M ′∩M ′′. Consequently, G has two maximal cyclic subgroupM1 = Zn×M ′

and M2 = Zn ×M ′′ (see Lemma 1.1.12) such that (1, x), (2, x) ∈ M ′ ∩M ′′. Since

T (G) = {(a, e) : a ∈ Zn} (see Theorem 1.2.17 and Remark 4.0.6(i)), we get a

contradiction of Theorem 4.2.3. Thus, G is isomorphic to the group described in

(ii). Now, suppose n = 1. Then G = Z1 × P is a p-group, where p is an odd prime.

Then by Corollary 4.2.8, the intersection of any two maximal cyclic subgroups of

G is equal to T (G). By Theorem 1.2.17 and Remark 4.0.6(i), we get T (G) = {e}.

Thus, G is isomorphic to the groups described in (ii).

Conversely, suppose that G ∼= Zn × Q2k such that gcd(2, n) = 1. It is not

difficult to observe that the intersection of any two maximal cyclic subgroups of

Q2k is the center Z(Q2k). Consequently, the intersection of any two maximal cyclic

subgroups of G is the set {(a, b) : a ∈ Zn, b ∈ Z(Q2k)} (see Lemma 1.1.12). Indeed,

T (G) = {(a, b) : a ∈ Zn, b ∈ Z(Q2k)}. By Corollary 4.2.5, P∗∗
E (G) is a line graph

of some graph Γ. If G ∼= Zn × P , where P is a non-abelian p-group such that

gcd(n, p) = 1 and the intersection of any two maximal cyclic subgroups of P is

trivial, then by Lemma 1.1.12, the intersection of any two maximal cyclic subgroups

of G is the set {(a, e) : a ∈ Zn}. Moreover, T (G) = {(a, e) : a ∈ Zn}. By Corollary

4.2.5, P∗∗
E (G) is a line graph of some graph Γ.

Proof of Theorem 4.2.9: The result holds by Propositions 4.2.11 and 4.2.12.
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4.3 Groups whose Power Graphs and Enhanced

Power Graphs are the Complement of Line

Graphs

In this section, we classify all the groups G such that the graph ∆(G) ∈ {PE(G),

P(G),P∗∗
E (G),P∗∗(G)} is the complement of the line graph of some graph. In this

connection, Theorem 4.0.2 will be useful. We begin with the following proposition.

Proposition 4.3.1. Let G be a finite cyclic group. Then the power graph P(G) is

the complement of a line graph of some graph Γ if and only if either G ∼= Z6 or

G ∼= Zpα for some prime p.

Proof. Let G be a cyclic group of order n. First suppose that P(G) is the comple-

ment of the line graph of some graph Γ. On the contrary, assume that neither n = 6

nor n is of prime power. Consider the prime factorization of n = pα1
1 p

α2
2 · · · pαr

r (r ≥

2) such that p1 < p2 < · · · < pr. If pi ≥ 5 for any i ∈ [r], then G has at least

4 elements of order pi. Let x, y, z, w ∈ G such that o(x) = o(y) = o(z) = pi and

o(w) = pj for some j ∈ [r]\{i}. Then by Remark 4.0.6(ii), the subgraph induced by

the set {x, y, z, w} is isomorphic to Γ1 (see Theorem 4.0.1); a contradiction. Thus,

pi ≤ 3 for all i ∈ [r]. Consequently, r = 2 and p1 = 2, p2 = 3. Since n ̸= 6, we

have either α1 ≥ 2 or α2 ≥ 2. If α1 ≥ 2, then consider x1, x2, x3, x4 ∈ G such that

o(x1) = 2, o(x2) = o(x3) = 4 and o(x4) = 3. The subgraph of P(G) induced by the

set {x1, x2, x3, x4} is isomorphic to Γ1; a contradiction. Similarly, if α2 ≥ 2, then

again we get a contradiction. Thus, either G ∼= Z6 or G ∼= Zpα for some prime p.

Conversely, if G ∼= Zpα , then P(G) = Kpα (cf. Theorem 1.2.11). Observe that

Kn = L(nK2) and so P(G) = L(pαK2). If G ∼= Z6, then by Figure 4.6, we obtain

P(G) = L(3K2 ∪ P4). This completes our proof.

Proposition 4.3.2. Let G be a finite non-cyclic group and ∆(G) ∈ {PE(G),P(G),

P∗∗
E (G),P∗∗(G)}. Then ∆(G) is the complement of a line graph of some graph Γ if
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Figure 4.6: (a) P(Z6) (b) L(3K2 ∪ P4).

and only if G is isomorphic to either Q8 or Z2 × · · · × Z2.

Proof. Let G be a finite non-cyclic group such that ∆(G) is the complement of a line

graph of some graph Γ. Since G is non-cyclic, by Lemma 1.1.5, we have |M(G)| ≥ 3.

We now discuss the following cases.

Case-1: |M(G)| ≥ 4. In this case, we show that G ∼= Z2 × · · · × Z2 (k-copies),

where k ≥ 3. On the contrary, if G is not isomorphic to Z2 × · · · × Z2, then G has

a maximal cyclic subgroup M such that |M | ≥ 3. Consequently, M has at least 2

generators. Let x, y ∈ M such that M = ⟨x⟩ = ⟨y⟩ and let z, t, w be generators of

other three maximal cyclic subgroups of G. Then by Remark 4.0.6, the subgraph

induced by the set {x, y, z, t, w} is isomorphic to Γ3 (see Figure 4.3); which is not

possible.

Case-2: |M(G)| = 3. ConsiderM1,M2,M3 ∈ M(G) such that ϕ(|M1|) ≥ ϕ(|M2|) ≥

ϕ(|M3|). First note that ϕ(|M1|) ≥ 3 is not possible. If ϕ(|M1|) ≥ 3, then consider

M1 = ⟨x⟩ = ⟨y⟩ = ⟨z⟩ and M2 = ⟨t⟩. The subgraph of ∆(G) induced by the set

{x, y, z, t} is isomorphic to Γ1; a contradiction. Thus, we may now suppose that

ϕ(|M1|) ≤ 2. Then |M1| ∈ {2, 3, 4, 6}. Let M1 = ⟨x⟩ such that |M1| = 6. Then

x2 and x3 are elements of order 3 and 2, respectively. Let M2 = ⟨y⟩. Then M2

cannot contain both the elements x2 and x3. Otherwise, M1 ⊆ M2 which is not

possible. Without loss of generality, assume that x2 /∈ M2. Then x2 ≁ y in PE(G)

and so x2 ≁ y in ∆(G). Consequently, the subgraph of ∆(G) induced by the set
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{x, x2, x5, y} is isomorphic to Γ1; again a contradiction. Thus, |M1| ≤ 4. Similarly,

we get |M2| ≤ 4 and |M3| ≤ 4. It follows that |G| ≤ |M1∪M2∪M3| ≤ 10. By Table

1.1, there exist only two groups Q8 and Z2 × Z2 (whose order is at most 10) with

exactly three maximal cyclic subgroups. Thus, G ∼= Q8 or G ∼= Z2 × Z2.

Conversely, let G ∼= Q8. For ∆(G) ∈ {PE(G),P(G)}, by Figure 4.7, we obtain

∆(G) = K2 ∨ 3K2 = L(2K2 ∪K4). If ∆(G) ∈ {P∗∗
E (G),P∗∗(G)}, then we have

∆(G) = 3K2 = L(K4). Now, assume that G ∼= Z2 × · · · × Z2 (k-times), where

k ≥ 2. For ∆(G) ∈ {PE(G),P(G)}, we obtain ∆(G) = K1,2k−1 = L(K2 ∪K1,2k−1).

If ∆(G) ∈ {P∗∗
E (G),P∗∗(G)}, then ∆(G) = (2k − 1)K1 = L(K1,2k−1).

(b)

i −i j −j

1 −1

k −k

(a)

Figure 4.7: (a) PE(Q8) (or P(Q8)) (b) L(2K2 ∪K4).

Theorem 4.3.3. The power graph P(G) of a finite group is the complement of a

line graph of some graph Γ if and only if G is isomorphic to one of the groups:

Z6, Z2 × · · · × Z2, Q8, Zpα , where p is a prime.

Proof. The result holds by Propositions 4.3.1 and 4.3.2.

Proposition 4.3.4. Let G be a finite cyclic group which is not a p-group. Then

P∗∗(G) is the complement of a line graph of some graph Γ if and only if G ∼= Z6.

Proof. First suppose that P∗∗(G) is the complement of a line graph of some graph.

Then in the similar lines of the proof of Proposition 4.3.1, we obtain G ∼= Z6.

Conversely, note that P∗∗(Z6) = L(P4). This completes our proof.
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Theorem 4.3.5. Let G be a finite group which is not a cyclic p-group. Then P∗∗(G)

is the complement of a line graph of some graph Γ if and only if G is isomorphic to

one of the groups: Z6,Z2 × · · · × Z2, Q8.

Proof. The result holds by Proposition 4.3.2 and Proposition 4.3.4.

Theorem 4.3.6. Let G be a finite group of order n. Then the enhanced power

graph PE(G) is the complement of a line graph of some graph Γ if and only if G is

isomorphic to one of the groups: Zn,Z2 × · · · × Z2, Q8.

Proof. If G is a cyclic group of order n, then PE(G) ∼= Kn (cf. Theorem 1.2.15).

Observe that Kn = L(nK2). Consequently, by Proposition 4.3.2, the result holds.



118 Line Graph Characterization of Power Graphs



Chapter 5

Difference Graph of Power Graphs

There is a hierarchy containing the power graph, the enhanced power graph, and the

commuting graph: one is a spanning subgraph of the next. Hence, it is natural to

study the difference graph of these graphs. Let G be a finite group. Aalipour et al.

[2017], [Question 42] motivated the researchers to study the connectedness of the

difference graph C(G)−P(G) of the commuting graph and the power graph of G, i.e.,

the graph with vertex set G in which x and y are adjacent if they commute, but nei-

ther is a power of the other. Further, Cameron [2022] discussed some developments

on the difference graph C(G) − P(G). Moreover, some results were also developed

on the difference graph C(G) − PE(G) of the commuting graph and the enhanced

power graph in Cameron [2022]. Motivated by the above results, Biswas et al. [2022]

studied the difference graph D(G) := PE(G) − P(G) of the enhanced power graph

and the power graph of G with all isolated vertices removed. For certain group

classes, they have investigated the connectedness and perfectness of D(G). Further

study on the difference graph D(G) has been explored in this chapter. We study

some interplay between the algebraic properties of the group G and graph-theoretic

properties of D(G). Among other results, we characterize the finite groups G such

that D(G) is a graph with forbidden induced subgraphs.

119
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This chapter is organized as follows. In Section 5.1, we first investigate all

possible dominating vertices of D(G). We provide equivalent conditions on G such

that D(G) is a chordal graph, star graph, dominatable, threshold graph, and split

graph, respectively. Subsequently, we conclude that the latter four graph classes

are equal for D(G). In Section 5.2, we classify the finite nilpotent groups G such

that D(G) belong to the above five graph classes. In particular, we prove that all

these graph classes are equal for D(G) when G is a nilpotent group. Furthermore,

we characterize the nilpotent groups whose difference graphs are cograph, bipartite,

Eulerian, planar, and outerplanar. Section 5.3 comprises the characterization of all

the finite nilpotent groups G such that the genus (or cross-cap) of the difference

graph D(G) is at most 2. We study the difference graph of non-nilpotent groups

in Section 5.4. We classify the values of n for which the difference graphs of the

symmetric group Sn and alternating group An are the aforementioned graphs with

forbidden induced subgraphs. The content of Sections 5.1, 5.2 and 5.4 is published in

SCIE journal “Quaestiones Mathematicae”. The content of Section 5.3 is published

in SCIE journal “Ricerche di Matematica”.

We now introduce notations for adjacency on the graphs defined above on a group

G. Hereafter in this chapter, for x, y ∈ G, we write x
p∼ y, x

e∼ y, and x
d∼ y to

denote the adjacency of x and y in P(G), PE(G), and D(G), respectively. Likewise,

their non-adjacencies are denoted by x
p≁ y, x

e≁ y, and x
d≁ y, respectively. The

following results are useful in the sequel.

Remark 5.0.1. Let x and y be two elements of a finite group G such that neither

o(x)|o(y) nor o(y)|o(x). Then x p≁ y. The converse is also true if x and y belong to

the same cyclic subgroup of G.

Proposition 5.0.2 ([Biswas et al., 2022, Proposition 2.1]). Let G be a group with

order greater than 1. Then a non-identity element g /∈ V (D(G)) if and only if either

⟨g⟩ is a maximal cyclic subgroup of G or that every cyclic subgroup of G containing

g has prime-power order.
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Proposition 5.0.3 ([Biswas et al., 2022, Proposition 4.1]). In a finite nilpotent

group G, if x, y ∈ G such that gcd(o(x), o(y)) = 1, then x
d∼ y.

Lemma 5.0.4 ([Biswas et al., 2022, Lemma 4.4]). Let G be a group and H a

subgroup of G. If H is not an EPPO-group itself, then D(H) is an induced subgraph

of D(G).

5.1 Difference Graph of a Finite Group

In this section, we study the difference graph D(G) of an arbitrary finite group

G. Note that if G is an EPPO-group, then the enhanced power PE(G) coincides

with the power graph P(G) and so D(G) is a null graph. We first investigate the

dominating vertices of D(G). Then, we give a necessary and sufficient condition for

the difference graph of a finite group to be a chordal graph, star graph, dominatable,

threshold graph, and split graph, respectively. We begin with the following lemma

to study dominating vertices of D(G).

Lemma 5.1.1. Let G be a finite group which is not an EPPO-group. If x ∈

V (D(G)), then x−1 ∈ V (D(G)). Moreover, x
d≁ x−1.

Proof. Let x ∈ V (D(G)). Then there exists a vertex y ∈ G such that x
d∼ y. It

follows that x, y ∈ ⟨z⟩ for some z ∈ G and x /∈ ⟨y⟩, y /∈ ⟨x⟩. Now, x ∈ ⟨z⟩ implies

that x−1 ∈ ⟨z⟩, and ⟨x⟩ = ⟨x−1⟩ implies that x−1 /∈ ⟨y⟩, y /∈ ⟨x−1⟩. Consequently,

x−1 d∼ y and so x−1 ∈ V (D(G)). Furthermore, x
e∼ x−1 and x

p∼ x−1. It follows that

x
d≁ x−1.

Lemma 5.1.2. Let G be a finite group such that G is not an EPPO-group. If

x ∈ V (D(G)) is a dominatable vertex, then o(x) = 2.

Proof. Let x ∈ G be a dominating vertex in D(G). By Lemma 5.1.1, x
d≁ x−1.

Consequently, either x = e or o(x) = 2. But e /∈ V (D(G)) and so o(x) = 2.
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Lemma 5.1.3. Let G be a finite group which is not an EPPO-group. Then D(G)

can have at most one dominating vertex. In particular, D(G) is not a complete

graph.

Proof. On the contrary, assume that x and y are two dominating vertices of D(G).

By Lemma 5.1.2, o(x) = o(y) = 2. Since x
d∼ y, there exists z ∈ G such that

x, y ∈ ⟨z⟩, which contradicts the fact that a cyclic group can contain at most one

element of order 2. Thus, D(G) has at most one dominating vertex. Since D(G)

has more than one vertices, this implies that it is not complete.

Proposition 5.1.4. Let G be a finite group and x, y be two non-identity elements

of G such that o(x)|o(y). Then x is not adjacent to y in D(G).

Proof. If x
e≁ y, the result holds trivially. We may now assume that x

e∼ y. It

implies that x, y ∈ ⟨z⟩ for some z ∈ G. Now, to prove our result, it is sufficient

to show that ⟨x⟩ ⊆ ⟨y⟩, so that x
p∼ y. Let o(x) = m. Since o(x)|o(y), we have a

cyclic subgroup H of order m contained in ⟨y⟩. Consequently, H is a subgroup of

⟨z⟩. Also, ⟨x⟩ is a cyclic subgroup of order m contained in ⟨z⟩. Since a cyclic group

can contain at most one cyclic subgroup of a particular order, we obtain ⟨x⟩ = H

and so ⟨x⟩ ⊆ ⟨y⟩.

Corollary 5.1.5. Let G be a finite nilpotent group. If x are y are two non-identity

elements of the same Sylow subgroup of G, then x
d≁ y.

Note that a maximum-order element of a finite group generates a maximal cyclic

subgroup. Taking Proposition 5.0.2 into consideration, we have the following remark.

Remark 5.1.6. If x is an element of maximum possible order in a finite group G,

then x /∈ V (D(G)).
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For a finite group G, we say that

• G satisfies the condition A if πG ⊆ {2p1, 2p2, . . . , 2pk}
⋃ (

k⋃
i=0

{pαi
i : αi ∈ N}

)
for some k ∈ N, where p0 = 2 and p1, p2, . . . , pk are distinct odd primes, and

the cardinality of the intersection of any two cyclic subgroups of order 2pi,

1 ≤ i ≤ k, is at most 2.

• G satisfies the condition B if πG ⊆ {2p1, 2p2, . . . , 2pk}
⋃ (

k⋃
i=0

{pαi
i : αi ∈ N}

)
for some k ∈ N, where p0 = 2 and p1, p2, . . . , pk are distinct odd primes, and

the cardinality of the intersection of any two cyclic subgroups of orders 2pi

and 2pj, 1 ≤ i, j ≤ k, is 2.

For a finite group G, note that if G satisfies the condition B, then it also satisfies

the condition A. However, the converse need not be true. For the symmetric group

G = S5, we have πG = {2, 3, 4, 5, 6}. Also, one can observe that the intersection of

any two cyclic subgroups of S5 of order 6 is trivial. It follows that G does not satisfy

the condition B.

Proposition 5.1.7. Let G be a finite group which is not an EPPO-group. Then

D(G) is C4-free if and only if G satisfies the condition A.

Proof. First, suppose that the graph D(G) is C4-free. Consider an element x ∈ G

of order pq, where p, q are distinct odd primes. Then there exist x1, x2, y1, y2 ∈ ⟨x⟩

such that o(x1) = o(x2) = p and o(y1) = o(y2) = q. Note that the subgraph of

PE(G) induced by these four elements is isomorphic to a complete graph K4. By

Remark 5.0.1 and Proposition 5.1.4, we get an induced cycle x1
d∼ y1

d∼ x2
d∼ y2

d∼ x1

isomorphic to C4 in D(G); a contradiction.

Now, suppose G has an element x of the order 2pα for some odd prime p and

α ≥ 2. Then there exist x1, x2, y1, y2 ∈ ⟨x⟩ such that o(x1) = o(x2) = p2 and

o(y1) = o(y2) = 2p. Clearly, the subgraph of PE(G) induced by the set {x1, x2, y1, y2}

is a complete graph K4. By Proposition 5.1.4 and Remark 5.0.1, the subgraph of

D(G) induced by the set {x1, x2, y1, y2} is isomorphic to C4; a contradiction.
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Let G has an element x such that o(x) = 2αp, where p is an odd prime and

α ≥ 2. Then there exist x1, x2, y1, y2 ∈ ⟨x⟩ such that o(x1) = o(x2) = 4 and

o(y1) = o(y2) = p. Similar to the argument used previously, the subgraph of D(G)

induced by the set {x1, x2, y1, y2} is isomorphic to C4; again a contradiction.

Now, assume that G has two cyclic subgroups M and N of order 2p for some

odd prime p such that |M ∩ N | = p. Then there exists z1, z2 ∈ M ∩ N such that

o(z1) = o(z2) = p. Let x and y be the elements of order 2 in M and N , respectively.

Notice that x
e∼ z1, x

e∼ z2, y
e∼ z1 and y

e∼ z2. By Remark 5.0.1 and Proposition

5.1.4, we obtain an induced cycle x
d∼ z1

d∼ y
d∼ z2

d∼ x isomorphic to C4 in D(G);

again a contradiction. Consequently, G satisfies the condition A.

Conversely, assume that G satisfies the condition A. To prove D(G) is a C4-free,

on the contrary, we assume that G has an induced cycle x
d∼ y

d∼ z
d∼ t

d∼ x. If

o(x) = 2pi, then note that ⟨x⟩ is a maximal cyclic subgroup G. Also, if o(x) = pαi ,

for some α ≥ 2, then every cyclic subgroup containing x is of prime power order.

Consequently, by Proposition 5.0.2, we have either o(x) = 2 or o(x) = pi for some

i ∈ [k].

First let o(x) = 2. Since x
d∼ y, we get x, y ∈ ⟨g⟩ for some g ∈ G and neither

o(y)|o(x) nor o(x)|o(y). It follows that |⟨g⟩| = 2pi and o(y) = pi for some i ∈ [k].

Since y
d∼ z, we obtain y, z ∈ ⟨g′⟩ for some g′ ∈ G and neither o(y)|o(z) nor

o(z)|o(y). Consequently, |⟨g′⟩| = 2pi and o(z) = 2. Thus, y ∈ ⟨g⟩ ∩ ⟨g′⟩. It follows

that |⟨g⟩ ∩ ⟨g′⟩| = pi, which is not possible. Similarly, none of o(y), o(z), and o(t) is

2. We may now assume that o(x) = pi for some i ∈ [k]. Since x
d∼ y, by Proposition

5.1.4, o(y) = 2; again a contradiction. Hence, D(G) is C4-free.

Theorem 5.1.8. Let G be a finite group which is not an EPPO-group. Then D(G)

is a chordal graph if and only if G satisfies the condition A.

Proof. In view of Proposition 5.1.7, we prove the desired result by showing that

the graph D(G) does not contain an induced cycle of length greater than 4. Now,

suppose G satisfies the condition A. If G has an element x such that o(x) = pα,
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where p is a prime and α ≥ 2, then note that every cyclic subgroup of G containing

x is of prime power order. Also, for an odd prime p′, notice that each element

whose order is of the form 2p′, generates a maximal cyclic subgroup of G. Thus,

by Proposition 5.0.2, the vertex set of D(G) contains only elements of the orders

2, p1, p2, . . . , pk (cf. Proposition 5.0.2). We claim that D(G) is a bipartite graph.

Consider a partition of V (D(G)) into two subsets A and B such that if o(x) = 2 then

x ∈ A. Otherwise x ∈ B. By Proposition 5.1.4, no two elements of A are adjacent

in D(G). For a, b ∈ B such that o(a) = o(b), we have a
d≁ b. Now, let x, y ∈ B such

that o(x) = pi and o(y) = pj for distinct i, j ∈ [k]. Then x
d≁ y because G does not

contain an element of the order pipj. Thus, D(G) is a bipartite graph. Since the

cardinality of the intersection of any two distinct cyclic subgroups of the order 2pi

is at most 2, we obtain that every element of order pi, 1 ≤ i ≤ k, in B is adjacent

to exactly one element of order 2 in D(G). Thus, the length of any path in D(G) is

at most 2. This completes the proof.

Corollary 5.1.9. Let G be a finite group which is not an EPPO-group. Then D(G)

is a chordal graph if and only if it is C4-free.

In the following theorem, we characterize finite groups whose difference graphs

are star graphs and dominatable, respectively.

Theorem 5.1.10. Let G be a finite group which is not an EPPO-group. Then the

following conditions are equivalent:

(i) D(G) is a star graph.

(ii) D(G) is dominatable.

(iii) G satisfies the condition B.

Proof. Clearly, (i) =⇒ (ii). Now, we show that (ii) =⇒ (iii) and (iii) =⇒ (i).

We begin with the proof of (ii) =⇒ (iii). Let D(G) be a dominatable graph.

By Lemmas 5.1.2 and 5.1.3, there exists a unique element x of order 2 such that
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x
d∼ y for every y ̸= x ∈ V (D(G)). Let g ∈ G be such that o(g) = p1p2 for some

odd primes p1 and p2. There exists y, z ∈ ⟨g⟩ such that o(y) = p1 and o(z) = p2.

Then y
e∼ z and by Remark 5.0.1, y

p≁ z. It follows that y
d∼ z. Consequently,

y, z ∈ V (D(G)). Since x is a dominating vertex in D(G), we get x
d∼ y and x

d∼ z.

It implies that ⟨x, y⟩ and ⟨x, z⟩ are cyclic subgroups of G generated by xy and xz,

respectively. Since y commutes with x and z, we obtain a cyclic subgroup ⟨xyz⟩ of

G containing y and xz. Note that neither o(y)|o(xz) nor o(xz)|o(y). Thus, y
d∼ xz

and so xz ∈ V (D(G)). By Proposition 5.1.4, x
d≁ xz, which is a contradiction.

Thus, G has no element of the order p1p2. If G has an element x′ of order 2αp for

some odd prime p and α ≥ 2, then note that there exist elements g, g′ ∈ ⟨x′⟩ such

that o(g) = 4 and o(g′) = p. Then g
d∼ g′ (see Remark 5.0.1) and so g ∈ V (D(G)),

but g
d≁ x (cf. Proposition 5.1.4). This contradicts the fact that x is a dominating

vertex.

Suppose G has an element y of order 2p2 for some odd prime p. Let t, z, w ∈ ⟨y⟩

be such that o(t) = 2, o(z) = p and o(w) = p2. Clearly, z
d∼ t and so t ∈ V (D(G)).

Since x ∈ V (D(G)) is a unique element of order 2, we obtain x = t. Therefore,

x ∈ ⟨y⟩. Notice that xz ∈ ⟨y⟩ is an element of the order 2p and w
e∼ xz. Note

that neither o(w)|o(xz) nor o(xz)|o(w). Thus, w
d∼ xz and so xz ∈ V (D(G)). By

Proposition 5.1.4, x
d≁ xz; again a contradiction. Consequently, G has no element

of the order 2p2 for an odd prime p.

Let M and N be two cyclic subgroups of the order 2pi and 2pj, respectively, for

some i, j ∈ [k]. To prove the result, it is sufficient to show that x ∈M∩N . Consider

y, z ∈ M such that o(y) = 2 and o(z) = pi. Note that y
d∼ z and so y ∈ V (D(G)).

Consequently, x = y ∈M . Similarly, we obtain x ∈ N . It follows that |M ∩N | = 2.

Thus, G satisfies the condition B.

We next prove (iii) =⇒ (i). Let G satisfies the condition B. Observe that if

x ∈ V (D(G)), then x belongs to a cyclic subgroup of the order 2pi for some i ∈ [k]

(see Proposition 5.0.2). By the proof of the Theorem 5.1.8, notice that D(G) is a
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bipartite graph and the partition set A contains elements of the order 2 and the

partition set B contains the elements of the orders p1, p2, . . . , pk. First note that

|A| = 1. Assume that x, y ∈ A. Then there exist two cyclic subgroups M and N

of the order 2pi and 2pj, respectively, such that x ∈ M, y ∈ N . Since the group G

satisfies the condition B, we obtain |M ∩N | = 2. Consequently, M ∩N contains an

element of order 2. It follows that x = y. Thus, the partition set A of D(G) contains

exactly one element, say x. Since V (D(G)) = A ∪B, we obtain that if y ∈ B, then

y
d∼ x. Thus, D(G) is a star graph with x as the dominating vertex of D(G).

Next, we characterize finite groups whose difference graphs are threshold graphs

and split graphs, respectively.

Theorem 5.1.11. Let G be a finite group which is not an EPPO-group. Then the

following conditions are equivalent:

(i) D(G) is a threshold graph.

(ii) D(G) is a split graph.

(iii) G satisfies the condition B.

Proof. Clearly, (i) =⇒ (ii). By Theorem 5.1.10, we have (iii) =⇒ (i).

We now prove (ii) =⇒ (iii). Let D(G) be a split graph. Then by Proposition

5.1.7, G satisfies the condition A. Now, to prove the result, we show that for

1 ≤ i, j ≤ k, the cardinality of the intersection of any two cyclic subgroups of the

order 2pi and 2pj, respectively, is 2. On the contrary, assume there exist two cyclic

subgroups M and N of the order 2pi and 2pj, respectively, such that |M ∩N | = 1.

Suppose x ∈M and y ∈ N are the elements of order 2. Let z ∈M and t ∈ N such

that o(z) = pi and o(t) = pj. Then x
e∼ z and y

e∼ t. By Remark 5.0.1, x
p≁ z

and y
p≁ t. It follows that x

d∼ z and y
d∼ t. Note that G has no element of the

order pipj as G satisfies the condition A. Consequently, z
e≁ t and so z

d≁ t. Since

G satisfies the condition A, we get x
e≁ t, y

e≁ z. By Proposition 5.1.4, x
d≁ y.
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Thus, the subgraph of D(G) induced by the set {x, y, z, t} is isomorphic to 2K2; a

contradiction. Thus, G satisfies the condition B.

In view of the above two theorems, we deduce that all four classes addressed in

them are equal for difference graphs of finite groups.

5.2 Difference Graph of Nilpotent Groups

Let G be a finite nilpotent group and |G| = pα1
1 p

α2
2 . . . pαr

r , where p1 < p2 < · · · < pr

are primes and α1, α2, . . . , αr are positive integers.

In this section, we classify the finite nilpotent groups G such that the difference

graph D(G) is a chordal graph, star graph, dominatable, threshold graph, and split

graph, respectively. Then we characterize the nilpotent groups whose difference

graphs are cograph, bipartite, Eulerian, planar, and outerplanar, respectively. Note

that a finite nilpotent group G is an EPPO-group if and only if G is a p-group.

Theorem 5.2.1. Let G be a finite nilpotent group which is not a p-group. Then the

following conditions are equivalent:

(i) G satisfies the condition A.

(ii) G satisfies the condition B.

(iii) G ∼= Z2 × P , where P is a p-group of exponent p > 2.

Proof. (i) =⇒ (ii): Suppose that G satisfies the condition A. First we claim that

πG = {2, p1, 2p1}. If possible, assume that G has elements of the order p1 and p2

for some odd primes p1 and p2. Since G is a nilpotent group, it implies that G has

elements of the order p1p2 (cf. Lemma 1.1.11); a contradiction. Thus, πG can have

at most one odd prime. Since G is not a p-group, we have 2, p1 ∈ πG, where p1 is an

odd prime. Consequently, {2, p1, 2p1} ⊆ πG. Now suppose G contains an element

of the order 2α, where α ≥ 2. Then by Lemma 1.1.11, G contains an element of
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order 2αp1; a contradiction. Therefore, G does not contain elements of the order 2α,

where α ≥ 2. Similarly, if G contains an element of the order pα1 , where α ≥ 2, then

one can observe that the group G contains an element of the order 2pα1 , which is not

possible. Thus, πG = {2, p1, 2p1}.

Suppose that M and N are two cyclic subgroups of G of the order 2p1 such

that |M ∩ N | = 1. Let x ∈ M and y ∈ N be elements of the order 2. Suppose

z ∈M such that o(z) = p1. Observe that o(yz) = 2p1 and |M ∩ ⟨yz⟩| = p1; again a

contradiction. Thus, |M ∩N | = 2 and so G satisfies the condition B.

(ii) =⇒ (iii): Let G = P1P2 · · ·Pr be a nilpotent group such that |Pi| = pαi
i and

pj < pj+1 for j ∈ [r−1]. Let r ≥ 3. Then there exist x, y, z ∈ G such that o(x) = p1,

o(y) = p2 and o(z) = p3. It follows that o(yz) = p2p3, which is not possible, as G

satisfies the condition B. Thus, r = 2. Consequently, we get p1 = 2. Now, to prove

the result, it is sufficient to show that |P1| = 2 and exp(P2) = p2. First we show that

exp(P1) = 2. Assume that exp(P1) = 2α for α ≥ 2. Then there exists x ∈ P1 such

that o(x) = 2α. Let y ∈ P2 be such that o(y) = p2. Consequently, o(xy) = 2αp2,

which is not possible. Thus, exp(P1) = 2. Similarly, we obtain exp(P2) = p2. Now,

we show that |P1| = 2. On the contrary, assume that P1 has two non-identity

elements x and y. Let z ∈ P2 such that o(z) = p2. Then ⟨xz⟩ and ⟨yz⟩ are two

cyclic subgroups of order 2p2. Since z ∈ ⟨xz⟩ ∩ ⟨yz⟩, we obtain |⟨xz⟩ ∩ ⟨yz⟩| = p2,

which is a contradiction. This completes the proof.

(iii) =⇒ (i): Let G ∼= Z2 × P , where P is a p-group of exponent p > 2. Then

πG = {2, p, 2p} and the cardinality of the intersection of any two cyclic subgroups

of the order 2p is 2. Thus, G satisfies the condition A.

In view of Theorems 5.1.8, 5.1.10, and 5.2.1, we have the following theorem. This

theorem characterizes finite nilpotent groups G for which the classes into consider-

ation of D(G) are equal.

Theorem 5.2.2. Let G be a finite nilpotent group which is not a p-group. Then the

following conditions are equivalent:
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(i) D(G) is a chordal graph.

(ii) D(G) is a star graph.

(iii) D(G) is dominatable.

(iv) D(G) is a threshold graph.

(v) D(G) is a spilt graph.

(vi) G ∼= Z2 × P , where P is a p-group of exponent p > 2.

We next investigate the difference graphs of finite nilpotent groups for cograph.

Followed by this, we classify the finite nilpotent groups whose difference graphs are

bipartite, Eulerian, planar, and outerplanar, respectively.

Let G be a finite group but not a p-group. Biswas et al. [2022] proved that when

G is a cyclic group of order n, the graph D(G) is cograph if and only if n is a product

of two distinct primes. In the following theorem, we generalize this result from a

cyclic group to an arbitrary nilpotent group.

Theorem 5.2.3. Let G be a finite nilpotent group which is not a p-group. Then

D(G) is a cograph if and only if G ∼= P1×P2, where each Pi is a pi-group of exponent

pi for every i ∈ {1, 2}.

Proof. Let us assume that D(G) is a cograph. Let G = P1P2 · · ·Pr such that |Pi| =

pαi
i and pj < pj+1 for j ∈ [r − 1]. Suppose r ≥ 3. Let x, y, z be elements of

order p1, p2 and p3, respectively. Notice that o(xz) = p1p3 and o(xy) = p1p2. Now,

by Proposition 5.0.3, x
d∼ y and y

d∼ xz. Note that x, y, z ∈ ⟨xyz⟩. It follows

that xz, xy ∈ ⟨xyz⟩. Note that neither o(xy)|o(xz) nor o(xz)|o(xy). Consequently,

xz
d∼ xy. Since ⟨x⟩ ⊆ ⟨xy⟩, ⟨x⟩ ⊆ ⟨xz⟩ and ⟨y⟩ ⊆ ⟨xy⟩, we have x d≁ xy, x

d≁ xz and

y
d≁ xy. Thus, the subgraph induced by the set {x, y, xz, xy} is isomorphic to the

path graph P4; a contradiction. Therefore, r = 2.
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Now, we have to show that the exponents of P1 and P2 are p1 and p2, respectively.

We prove it for P1, and a similar result holds for P2 as well. Let exp(P1) ≥ p21. Then

there exists an element x such that o(x) = p21. Let y ∈ ⟨x⟩ such that o(y) = p1.

Let z ∈ G such that o(z) = p2. Then by Proposition 5.0.3, y
d∼ z and z

d∼ x.

Now, x, z ∈ ⟨xz⟩. It follows that x, yz ∈ ⟨xz⟩ and neither o(x)|o(yz) nor o(yz)|o(x).

Consequently, x
d∼ yz. Also, o(y) and o(z) divides o(yz). Then by Proposition 5.1.4,

y
d≁ yz and z

d≁ yz. Since y ∈ ⟨x⟩, we obtain x
d≁ y. Thus, the graph induced by

the set {y, z, x, yz} is isomorphic to the path graph P4.

Conversely, let us assume that G ∼= P1×P2 such that exp(P1) = p1 and exp(P2) =

p2. It follows that G has elements of order 1, p1, p2, and p1p2. Observe that

e /∈ V (D(G)). By Remark 5.1.6, the elements of order p1p2 do not belong to the

vertex set of D(G). By Proposition 5.0.3 and Corollary 5.1.5, D(G) is a complete

bipartite graph Kp
α1
1 −1,p

α2
2 −1 and so D(G) is a cograph. Thus, the result holds.

Theorem 5.2.4. Let G be a finite nilpotent group which is not a p-group. Then

D(G) is a bipartite graph if and only if G ∼= P1 × P2 such that exp(Pi) = pi for at

least one i, where 1 ≤ i ≤ 2.

Proof. Let G = P1P2 · · ·Pr be a nilpotent group such that |Pi| = pαi
i and pj < pj+1

for j ∈ [r − 1]. First, assume that D(G) is a bipartite graph. Let r ≥ 3. Let x, y, z

be elements of G such that o(x) = p1, o(y) = p2 and o(z) = p3. By Proposition 5.0.3,

x
d∼ y, y

d∼ z and z
d∼ x. Thus, we get a cycle of length 3 in D(G); a contradiction.

Therefore, r = 2. Now, suppose that exp(P1) ≥ p21 and exp(P2) ≥ p22. Then there

exist x, y ∈ G such that o(x) = p21 and o(y) = p22. Consider x1 ∈ ⟨x⟩, y1 ∈ ⟨y⟩ such

that o(x1) = p1 and o(y1) = p2. Then o(x1y1) = p1p2. Notice that x, y ∈ ⟨xy⟩ and

so x1y1 ∈ ⟨xy⟩. It follows that x
e∼ x1y1

e∼ y
e∼ x. Note that neither o(x1y1)|o(x)

nor o(x)|o(x1y1). By Remark 5.0.1, x
p≁ x1y1. Similarly, y

p≁ x1y1 and x
p≁ y. It

follows that x
d∼ x1y1

d∼ y
d∼ x; again a contradiction.

Conversely, let G ∼= P1 × P2 such that exp(Pi) = pi for some i. Without loss

of generality, assume that exp(P1) = p1 and exp(P2) = pk2 for some k ≥ 1. Then
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πG = {p1, p2, p22, . . . , pk2, p1p2, p1p22, . . . , p1pk2}. Consider a partition of V (D(G)) into

two sets A and B such that for x ∈ V (D(G)), if p1|o(x) then x ∈ A. Otherwise,

x ∈ B. If x, y ∈ A, then observe that either o(x)|o(y) or o(y)|o(x) and so x
d≁ y (see

Proposition 5.1.4). Now, if a, b ∈ B then o(a) = pα and o(b) = pβ. By Proposition

5.1.4, a
d≁ b. Thus, D(G) is a bipartite graph.

Corollary 5.2.5. Let G be a finite cyclic group which is not a p-group. Then D(G)

is a bipartite graph if and only if G ∼= Zpα1 p2
for some distinct primes p1, p2 and

α ≥ 1.

Theorem 5.2.6. Let G be a finite nilpotent group which is not a p-group. Then

D(G) is Eulerian if and only if |G| is odd.

Proof. Let D(G) be an Eulerian graph. Suppose |G| is even. Therefore G has an

odd number of elements of order 2. Let x ∈ G be an element of order p( ̸= 2) for

some prime p. Notice that if x is adjacent to y, then x is adjacent to y−1. By

Proposition 5.0.3, x is adjacent to every element of order 2. Consequently, deg(x)

is odd, which is a contradiction.

Conversely, suppose that |G| is odd. Let x be an arbitrary element of V (D(G)).

If x
d∼ y, then x

d∼ y−1. It follows that the degree of x in D(G) is even. Thus, the

result holds.

The following example shows that in the above theorem, the condition that G is

a nilpotent group is indeed necessary.

Example 5.2.7. Consider the dihedral groupD30 = ⟨x, y : x15 = y2 = e, xy = yx−1⟩

of order 30. By Figure 5.1, observe that D(D30) ∼= K2,4. Hence, D(D30) is Eulerian,

but |D30| is not odd.

Theorem 5.2.8. Let G be a finite nilpotent group which is not a p-group. Then

D(G) is planar if and only if G is isomorphic to one of the following groups:

Z12, D8 × Z3, Z2 × Z2 × · · · × Z2 × Z3, Z2 ×Q1, Z3 ×Q2, where
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x5

x10

x3 x12x9x6

Figure 5.1: The difference graph of D30.

Qi is a qi-group of prime exponent qi such that q1 > 2 and q2 > 3.

Proof. Let D(G) be a planar graph. Let G = P1P2 · · ·Pr such that |Pi| = pαi
i and

pj < pj+1 for j ∈ [r− 1]. Let r ≥ 3. Let X = {x1, x2, x3} such that o(xi) ∈ {p1, p2}.

Let Y = {y1, y2, y3} such that o(yi) = p3. By Proposition 5.0.3, each element of X

is adjacent to every element of Y in D(G). Thus, the subgraph induced by the set

X ∪ Y has a subgraph isomorphic to K3,3; a contradiction. Thus, we obtain r = 2.

Now, let p1 ≥ 5. Then G has at least 4 elements of order p1 and at least 6

elements of order p2. Let X = {x1, x2, x3} such that o(xi) = p1 and Y = {y1, y2, y3}

such that o(yi) = p2. Then the subgraph induced by the set X ∪ Y is isomorphic to

K3,3; a contradiction. Consequently, p1 ∈ {2, 3}.

Now, we prove our result in the following two cases.

Case-1: p1 = 2. We discuss this case in the following four subcases.

Subcase-1.1: exp(P1) ≥ 8. It follows that G has at least one cyclic subgroup

of order 8. Let x1, x2, x3 and x4 be the generators of a cyclic subgroup of order

8 in G. Let y1 ∈ ⟨x1⟩ such that o(y1) = 4. Let z1, z2 be elements of order p2.

Now, x1, z1 ∈ ⟨x1z1⟩ implies that y1z1 ∈ ⟨x1z1⟩. Note that neither o(x1)|o(y1z1)

nor o(y1z1)|o(x1). Consequently, y1z1
d∼ x1. Similarly, y1z1

d∼ x2 and y1z1
d∼ x3.

By Proposition 5.0.3, xi
d∼ zj for each i ∈ {1, 2, 3} and j ∈ {1, 2}. Consequently,

the subgraph induced by the set {x1, x2, x3, y1z1, z1, z2} is isomorphic to K3,3; a

contradiction.
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Subcase-1.2: exp(P1) = 4 and |P2| > 3. Then the subgraph induced by the

set (P1 ∪ P2) \ {e} has a subgraph isomorphic to K3,3 (see Proposition 5.0.3 and

Corollary 5.1.5); a contradiction.

Subcase-1.3: exp(P1) = 4 and |P2| = 3. Clearly, P2
∼= Z3. Since P1 is a finite

2-group with exponent 4, by Lemma 1.1.9, either P1 has exactly one cyclic subgroup

of order 4 or P1 contains at least two cyclic subgroups of order 4 such that the

cardinality of their intersection is 2. Consequently, we discuss this subcase into the

following two further subcases.

Subcase-1.3(a): P1 contains exactly one cyclic subgroup of order 4. By

Lemma 1.1.8, we obtain that P1 is isomorphic to D8 or Z4. Consequently, either

G ∼= D8 × Z3 or G ∼= Z12.

Subcase-1.3(b): P1 contains at least two cyclic subgroups M1 and M2 of

order 4 such that |M1 ∩ M2| = 2. Let y1 and y2 be elements of order 3 in P2.

Suppose M1 = {e, x, x1, x2} and M2 = {e, x, x3, x4}. Now, x1, y1 ∈ ⟨x1y1⟩ and

so xy1 ∈ ⟨x1y1⟩. Also, neither o(xy1)|o(x1) nor o(x1)|o(xy1). Consequently, x1
d∼

xy1. Similarly, x2
d∼ xy1 and x3

d∼ xy1. By Proposition 5.0.3, yi
d∼ xj for each

i ∈ {1, 2} and j ∈ {1, 2, 3}. Thus, the subgraph of D(G) induced by the set

{y1, y2, xy1, x1, x2, x3} has a subgraph isomorphic to K3,3; a contradiction.

Subcase-1.4: P1
∼= Z2. Let exp(P2) > p2. Then P2 has at least one cyclic

subgroup H of order p22. Let x1, x2 and x3 be generators of H and let y1, y2 be

two elements of order p2 in H. Suppose x ∈ P1 is an element of order 2. Then

o(xy1) = o(xy2) = 2p2. Also, x, y1 ∈ ⟨xx1⟩ implies that xy1 ∈ ⟨xx1⟩ and so

xy1
e∼ x1. Indeed xyi

e∼ xj for each i ∈ {1, 2} and j ∈ {1, 2, 3}. But neither

o(xyi)|o(xj) nor o(xj)|o(xyi) and so xyi
d∼ xj for each i ∈ {1, 2} and j ∈ {1, 2, 3}.

By Proposition 5.0.3, y
d∼ xi for each i ∈ {1, 2, 3}. Thus, the subgraph induced by set

{x1, x2, x3, x, xy1, xy2} is isomorphic to K3,3; a contradiction. Thus, exp(P2) = p2.

Subcase-1.5: P1
∼= Z2 ×Z2 × · · · ×Z2. In this case, we show that P2

∼= Z3. On

the contrary, assume that |P2| > 3. By Proposition 5.0.3, each non-identity element
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of P1 is adjacent to every non-identity element of P2, and both P1, P2 contain at

least 3 non-identity elements. Thus, the subgraph induced by the set (P1∪P2)\{e}

has a subgraph isomorphic to K3,3; a contradiction. Thus, P2
∼= Z3.

Case-2: p1 = 3. We discuss this case in the following two subcases.

Subcase-2.1: P1
∼= Z3. By replacing p1 = 2 to p1 = 3 in the Subcase 1.4, we

obtain G ∼= Z3 × P , where P is a p-group of exponent p > 3.

Subcase-2.2: |P1| > 3. In this case, |P2| > 3. Both P1 and P2 have at least 3

non-identity elements. Thus, the subgraph induced by the set (P1 ∪ P2) \ {e} has a

subgraph isomorphic to K3,3.

Conversely, let G ∼= Z2 × P , where P is a p-group of exponent p > 2. Then

by Theorem 5.2.2, D(G) is a star graph, and so D(G) is planar. If G ∼= Z3 × P ,

(x, 0)

(x3, 0)

(x2, 1)(x2, 2)

(e, 1) (e, 2)
(y, 0)

(xy, 0)

(x2y, 0)

(x3y, 0)

(x2, 0)

Figure 5.2: Planar drawing of D(D8 × Z3).

where P is a p-group of exponent p > 3, then G has elements of order 1, 3, p, and

3p. Notice that e /∈ V (D(G)) and by Remark 5.1.6, the elements of the order 3p do

not belong to the vertex set of D(G). By Proposition 5.0.3, in D(G), each element
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4 8

3

9

6

2 10

Figure 5.3: Planar drawing of D(Z12).

of order 3 is adjacent to every element of order p. By Corollary 5.1.5, D(G) is a

complete bipartite graph K2,|P |−1. Thus, D(G) is planar.

Now, let G ∼= Z2 × Z2 × · · · × Z2 × Z3. Then G has elements of order 1, 2, 3

and 6, respectively. Note that the elements of order 1 and 6 do not belong to the

vertex set of D(G). By Proposition 5.0.3, each element of order 2 is adjacent to

every element of order 3. By Corollary 5.1.5, the elements of the same order are not

adjacent in D(G). Consequently, D(G) is a complete bipartite graph K2,t−1, where

t = |Z2 × Z2 × · · · × Z2|. Thus, D(G) is planar.

If G ∼= D8 × Z3, where D8 = ⟨x, y : x4 = y2 = e, xy = yx−1⟩, then D(G) is a

planar graph (cf. Figure 5.2). If G ∼= Z12, then by Figure 5.3, the graph D(G) is

planar.

Corollary 5.2.9. Let G be a finite cyclic group which is not a p-group. Then the

difference graph D(G) is planar if and only if G is isomorphic to one of the groups:

Z12, Z2p or Z3q, where p > 2 and q > 3 are primes.

Theorem 5.2.10. Let G be a finite nilpotent group which is not a p-group. Then

D(G) is an outerplanar graph if and only if G ∼= Z2 × P , where P is a p-group of

exponent p > 2.

Proof. We first assume that D(G) is an outerplanar graph. Recall that every out-

erplanar graph is a planar graph. In view of Theorem 5.2.8, if G ∼= Z3 × P , where
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P is a p-group of exponent p > 3, then by Proposition 5.0.3, each non-identity

element of Z3 is adjacent to every non-identity element of P . Since |P | ≥ 5,

we get a subgraph of D(G), which is isomorphic to K2,3; a contradiction. Let

G ∼= D8 × Z3. Then by Figure 5.2, observe that the subgraph induced by the set

{(e, 1), (e, 2), (x, 0), (x3, 0), (y, 0)} is isomorphic toK2,3, which is not possible. If G ∼=

Z12, then by Figure 5.3, notice that the subgraph induced by the set {4, 8, 3, 6, 9} is

isomorphic to K2,3; a contradiction. If G ∼= P × Z3, where P = Z2 × Z2 × · · · × Z2,

then by Proposition 5.0.3, the subgraph of D(G) induced by the set (P ∪ Z3) \ {e}

has a subgraph isomorphic to K2,3. Consequently, G ∼= Z2×P , where P is a p-group

of exponent p > 2.

Converse follows from Theorem 5.2.2.

5.3 Embeddings of Difference Graphs

This section aims to classify all the finite nilpotent groups such that the difference

graph D(G) is of genus (or cross-cap) at most two. If G is a p-group, then it is well

known that the power graph and enhanced power graph of G are equal. Thus, D(G)

is an empty graph whenever G is a p-group.

Let G ∼= P ×Z3 be a finite nilpotent group, where P is a 2-group with exponent

4. Then we say that

• G satisfies the condition C1, if P contains two maximal cyclic subgroups H

and K of order 4 such that |H ∩K| = 2, and the intersection of any other pair

of maximal cyclic subgroups of P is trivial.

• G satisfies the condition C2, if P contains four maximal cyclic subgroups

H1, H2, H3 and H4 of order 4 such that |H1 ∩ H2| = |H3 ∩ H4| = 2, and

the intersection of any other pair of maximal cyclic subgroups of P is trivial.

• G satisfies the condition C3, if P contains three maximal cyclic subgroups



138 Difference Graph of Power Graphs

H1, H2 and H3 of order 4 such that |H1 ∩H2 ∩H3| = 2, and the intersection

of any other pair of maximal cyclic subgroups of P is trivial.

For 1 ≤ i ≤ 3, if the group G satisfies the condition Ci, then we denote it by the

group Gi. The main result of this section is as follows.

Theorem 5.3.1. Let G be a nilpotent group which is not a p-group and let γ(D(G))

and γ(D(G)) be the genus and cross-cap of D(G), respectively. Then

(i) γ(D(G)) = 1 if and only if G is isomorphic to one of the following groups:

Z18, Z20, Z2 × Z2 × Z5, Z28, Z2 × Z2 × Z7, G1.

(ii) γ(D(G)) = 2 if and only if G is isomorphic to one of the following groups:

Z35, Z4 × Z3 × Z3, Z2 × Z2 × Z3 × Z3, Z2 × Z2 × Z11, Z44, G2, G3.

(iii) γ(D(G)) = 1 if and only if G is isomorphic to Z20 or Z2 × Z2 × Z5.

(iv) γ(D(G)) = 2 if and only if G is isomorphic to one of the groups: Z18, Z28,

Z2 × Z2 × Z7, G1.

In order to prove Theorem 5.3.1, the following lemmas are useful.

Lemma 5.3.2. Let G = P1P2 · · ·Pr (r ≥ 2) be a finite nilpotent group. Then the

subgraph of D(G) induced by the set (P1∪P2∪· · ·∪Pr)\{e} is isomorphic to complete

r-partite graph K|P1|−1,|P2|−1,...,|Pr|−1.

Proof. The result holds by Propositions 5.0.3 and 5.1.5.

Lemma 5.3.3. Let G ∼= P1 × P2 be a finite nilpotent group, where exp(Pi) = pi for

each i ∈ {1, 2}. Then D(G) is a complete bipartite graph isomorphic to K|P1|−1,|P2|−1.

Proof. First note that πG = {p1, p2, p1p2} and the identity element of G does not

belongs to V (D(G)). By Proposition 5.0.2, the elements of the order p1p2 do not
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belong to V (D(G)). Thus, V (D(G)) contains the elements of orders p1 and p2 only.

Consider the sets A = {x ∈ V (D(G)) : o(x) = p1} and B = {y ∈ V (D(G)) : o(y) =

p2}. Clearly, A and B form a partition of V (D(G)). By Propositions 5.0.3 and

5.1.5, D(G) is a complete bipartite graph which is isomorphic to K|P1|−1,|P2|−1. This

completes our proof.

Lemma 5.3.4. Let G = P1P2 · · ·Pr be a finite nilpotent group. If r ≥ 3, then

γ(D(G)) ≥ 3 and γ(D(G)) ≥ 6.

Proof. Let G = P1P2 · · ·Pr be a nilpotent group such that |Pi| = pαi
i and pj < pj+1

for j ∈ [r − 1]. We prove our result in the following two cases:

Case-1: r ≥ 4. By Lemma 5.3.2, the subgraph of D(G) induced by the set (P1 ∪

P2∪ · · · ∪Pr) \ {e} contains a subgraph isomorphic to K1,2,4,6. Note that K1,2,4,6 has

a subgraph which is isomorphic to K7,6. By Theorem 1.2.6, we get γ(D(G)) ≥ 5

and γ(D(G)) ≥ 10.

Case-2: r = 3. In this case, we have p3 ≥ 5. Now, we discuss the following subcases:

Subcase-2.1: p3 = 5. Clearly, p1 = 2 and p2 = 3. By Lemma 1.1.11, G

has an element x such that ⟨x⟩ ∼= Z30. Note that Z30 has 4 elements of order

10 and 8 elements of order 15. Suppose xi, yj ∈ ⟨x⟩ such that o(xi) = 10 and

o(yj) = 15 for every i ∈ {1, 2, 3, 4} and j ∈ {1, 2, . . . , 8}. Note that xi
e∼ yj,

but xi
p≁ yj (see Remark 5.0.1). It follows that for each i ∈ {1, 2, 3, 4} and j ∈

{1, 2, . . . , 8}, we have xi
d∼ yj. Consequently, the subgraph of D(G) induced by

the set {x1, x2, x3, x4, y1, . . . , y8} is isomorphic to K4,8. Thus, γ(D(G)) ≥ 3 and

γ(D(G)) ≥ 6.

Subcase-2.2: p3 ≥ 7. In this subcase G has at least 1 element of order p1,

2 elements of order p2, 2 elements of order p1p2 and 6 elements of order p3. By

Proposition 5.0.3, the elements of order p1, p2 and p1p2 will be adjacent to each

element of order p3. Consequently, D(G) contains a subgraph isomorphic to K5,6
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and so γ(D(G)) ≥ 3, γ(D(G)) ≥ 6.

Now, we prove our main result of this section.

Proof of Theorem 5.3.1. Let G = P1P2 · · ·Pr be a nilpotent group such that

|Pi| = pαi
i and pj < pj+1 for j ∈ [r − 1]. First, suppose that γ(D(G)) ≤ 2 and

γ(D(G)) ≤ 2. By Lemma 5.3.4, we obtain r = 2. Thus, G = P1 ×P2. We prove our

result through the following cases:

Case-1: p1 ≥ 7. It follows that p2 ≥ 11. By Lemma 5.3.2, the subgraph of D(G)

induced by the set (P1∪P2)\{e} has a subgraph isomorphic to K6,10. Consequently,

γ(D(G)) ≥ 8 and γ(D(G)) ≥ 16.

Case-2: p1 = 5. Then we must have p2 ≥ 7.

Subcase-2.1: |P1| = 5 and |P2| = p2. Then G ∼= Z5 × Zp2 . By Lemma 5.3.3,

D(G) ∼= K4,p2−1. If p2 = 7, then γ(D(Z35)) = 2 and γ(D(Z35)) = 4. If p2 ≥ 11, then

γ(D(G)) ≥ 4 and γ(D(G)) ≥ 8.

Subcase-2.2: |P1| = 5α and |P2| = pβ2 , where both α and β are not equal to 1. If

α ≥ 2, then the graph induced by the set (P1 ∪P2) \ {e} has a subgraph isomorphic

to K24,6. Consequently, γ(D(G)) ≥ 22 and γ(D(G)) ≥ 44. Similarly, if α = 1 and

β ≥ 2, then we get γ(D(G)) ≥ 23 and γ(D(G)) ≥ 46.

Case-3: p1 = 3. Clearly, p2 ≥ 5.

Subcase-3.1: |P1| = 3. Note that exp(P2) = pα2 , where α ≥ 1. If α = 1, then by

Theorem 5.2.8, the graph D(G) is planar. Consequently, γ(D(G)) = 0 = γ(D(G)).

Now, we assume that α ≥ 2. Let x ∈ P1 such that o(x) = 3 and y ∈ P2 such that

o(y) = p22. Notice that ⟨xy⟩ is a cyclic subgroup of order 3p22 in G. Consider the

sets S = {z ∈ ⟨xy⟩ : o(z) = 3p2} and T = {z′ ∈ ⟨xy⟩ : o(z′) = p22}. Let x′ ∈ S

and y′ ∈ T . Clearly, x′
e∼ y′. Also, neither o(x′)|o(y′) nor o(y′)|o(x′). By Remark

5.0.1, x′
p≁ y′. Thus, x′

d∼ y′. Consequently, D(G) contains a subgraph isomorphic

to K|S|,|T |. Since p2 ≥ 5, we obtain |S| ≥ 8 and |T | ≥ 20. Thus, γ(D(G)) ≥ 27 and

γ(D(G)) ≥ 54.
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Subcase-3.2: |P1| = 3α, where α ≥ 2. Notice that P1 has at least 8 non-identity

elements and P2 has at least 4 non-identity elements. By Lemma 5.3.2, the graph

induced by (P1 ∪ P2) \ {e} contains a subgraph isomorphic to K8,4. Consequently,

γ(D(G)) ≥ 3 and γ(D(G)) ≥ 6.

Case-4: p1 = 2. Now, we have the following possible subcases.

Subcase-4.1.1: |P1| = 2 and exp(P2) = p2. By Theorem 5.2.8, the graph D(G)

is planar. Consequently, γ(D(G)) = 0 = γ(D(G)).

Subcase-4.1.2: |P1| = 2, |P2| = 3α, where α ≥ 2 and exp(P2) = 9. In view of

Lemma 1.1.9, we have the following two further subcases:

Subcase-4.1.2(a): P2 contains exactly one cyclic subgroup of order 9. By

Lemma 1.1.8, we get G ∼= Z18. Observe that the subgraph of D(Z18) induced by

the set {3, 9, 15, 2, 4, 8, 10, 14, 16} is isomorphic to K3,6. Thus, γ(D(G)) ≥ 1 and

γ(D(G)) ≥ 2. The genus 1 and cross-cap 2 drawings of D(Z18) are given in Figures

5.4 and 5.5, respectively.
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Figure 5.4: Embedding of D(Z18) in S1.

Subcase-4.1.2(b): P2 contains two cyclic subgroups H and K of order 9

such that |H∩K| = 3. Let P1 = ⟨x⟩, H = ⟨y⟩ and K = ⟨z⟩. Suppose x1, x2 ∈ H∩K

such that o(x1) = o(x2) = 3. Then

P1H = {e, x, x1, x2, y, y2, y4, y5, y7, y8, xx1, xx2, xy, xy2, xy4, xy5, xy7, xy8}, and
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Figure 5.5: Embedding of D(Z18) in N2.

P1K = {e, x, x1, x2, z, z2, z4, z5, z7, z8, xx1, xx2, xz, xz2, xz4, xz5, xz7, xz8}

are maximal cyclic subgroups of order 18 (see Lemma 1.1.12). Consider the sets

S = {x, xx1, xx2} and T = {y, y2, y4, y5, y7, y8, z, z2, z4, z5, z7, z8}. Let x′ ∈ S and

y′ ∈ T . Notice that x′
e∼ y′. Also, neither o(x′)|o(y′) nor o(y′)|o(x′). It follows

that x′
p≁ y′ and so x′

d∼ y′. Thus, the subgraph induced by S ∪ T has a subgraph

isomorphic to K3,12. It implies that γ(D(G)) ≥ 3 and γ(D(G)) ≥ 5.

Subcase-4.1.3: |P1| = 2 and exp(P2) = 3α, where α ≥ 3. Then there exists

an element y ∈ P2 such that o(y) = 27. Let P1 = ⟨x⟩. Observe that ⟨xy⟩ is a

cyclic subgroup of order 54 in G. Consider the sets S = {s ∈ ⟨xy⟩ : o(s) = 18} and

T = {t ∈ ⟨xy⟩ : o(t) = 27}. Suppose x′ ∈ S and y′ ∈ T . Observe that x′
e∼ y′ and

x′
p≁ y′ (cf. Remark 5.0.1). It follows that x′

d∼ y′. Thus, D(G) has a subgraph

isomorphic to K|S|,|T |. Since |S| = 6 and |T | = 18, we obtain γ(D(G)) ≥ 16 and

γ(D(G)) ≥ 32.

Subcase-4.1.4: |P1| = 2 and exp(P2) = pα2 , where p2 ≥ 5, α ≥ 2. Then there

exists an element y ∈ P2 such that o(y) = p22. Let P1 = ⟨x⟩. Observe that ⟨xy⟩ is

a cyclic subgroup of order 2p22 in G. Consider the sets S = {s ∈ ⟨xy⟩ : o(s) = 2p2}

and T = {t ∈ ⟨xy⟩ : o(t) = p22}. Similar to Subcase 4.1.3, we obtain a subgraph of

D(G), which is isomorphic to K|S|,|T |. Since p2 ≥ 5, we have |S| ≥ 4 and |T | ≥ 20.
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It follows that γ(D(G)) ≥ 9 and γ(D(G)) ≥ 18.

Subcase-4.2.1: |P1| = 4 and |P2| = 3. Then either G ∼= Z4 × Z3 or G ∼=

Z2 × Z2 × Z3. By Theorem 5.2.8, in both of these cases, D(G) is a planar graph.

Consequently, γ(D(G)) = 0 = γ(D(G)).

Subcase-4.2.2: |P1| = 4 and |P2| = 5. Then either G ∼= Z4 × Z5
∼= Z20

or G ∼= Z2 × Z2 × Z5. If G ∼= Z20, then by Theorem 5.2.8, γ(D(G)) ≥ 1 and

γ(D(G)) ≥ 1. The genus 1 and cross-cap 1 drawings of D(Z20) are given in Figures

5.6 and 5.7, respectively.
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Figure 5.6: Embedding of D(Z20) in S1.

If G ∼= Z2 × Z2 × Z5, then by Lemma 1.1.9, D(G) ∼= K3,4. Consequently,

γ(D(G)) = 1 and γ(D(G)) = 1.

Subcase-4.2.3: |P1| = 4 and |P2| = 7. Then G is isomorphic to Z4 × Z7 or

Z2×Z2×Z7. If G ∼= Z4×Z7, then D(G) contains a subgraph which is isomorphic to

K3,6 (see Lemma 5.3.3). Consequently, γ(D(G)) ≥ 1 and γ(D(G)) ≥ 2. The genus

1 and cross-cap 2 drawings of D(Z28) are given in Figure 5.8 and 5.9, respectively.

If G ∼= Z2 × Z2 × Z7, then by Lemma 5.3.3, D(G) ∼= K3,6. It follows that

γ(D(G)) = 1 and γ(D(G)) = 2.

Subcase-4.2.4: |P1| = 4 and |P2| = 9. Then either P1
∼= Z2 × Z2 or P1

∼= Z4.

Also, P2 is isomorphic to Z3 × Z3 or Z9. Consequently, G is isomorphic to one of
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Figure 5.7: Embedding of D(Z20) in N1.

the groups: Z36, Z2 × Z2 × Z9, Z4 × Z3 × Z3, Z2 × Z2 × Z3 × Z3. If G ∼= Z36,

then PE(G) is a complete graph. Consider the set S = {x ∈ G : o(x) = 9} and

T = {y ∈ G : o(y) ∈ {2, 4, 6}}. Let x′ ∈ S and y′ ∈ T . Clearly, x′
e∼ y′ and

by Remark 5.0.1, x′
p≁ y′. Thus, x′

d∼ y′ and so D(G) contains a subgraph which

is isomorphic to K|S|,|T |. Since |S| = 6 and |T | = 5, we obtain γ(D(G)) ≥ 3 and

γ(D(G)) ≥ 6.

If G ∼= Z2×Z2×Z9, then G has exactly 3 maximal cyclic subgroups H1 = ⟨(1, 0, 1)⟩,

H2 = ⟨(0, 1, 1)⟩ and H3 = ⟨(1, 1, 1)⟩. Consider the set S = {x ∈ G : o(x) = 9} and

T = {y ∈ G : o(y) ∈ {2, 6}}. Then |S| = 6 and |T | = 9. Also, S ⊆ (H1 ∩H2 ∩H3).

Suppose x′ ∈ S and y′ ∈ T are arbitrary elements. Then x′, y′ ∈ Hi for some

i ∈ {1, 2, 3}. It follows that x′
e∼ y′. Consequently, x′

d∼ y′ (cf. Remark 5.0.1).

Thus, D(G) contains a subgraph isomorphic to K6,9. Hence, γ(D(G)) ≥ 7 and

γ(D(G)) ≥ 14.

If G ∼= Z4 × Z3 × Z3, then by Lemma 5.3.2, D(G) contains a subgraph which is

isomorphic to K3,8. Thus, γ(D(G)) ≥ 2 and γ(D(G)) ≥ 3. The genus 2 drawing of

D(G) is given in Figure 5.10.
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Figure 5.8: Embedding of D(Z28) in S1.
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Figure 5.9: Embedding of D(Z28) in N2.

IfG ∼= Z2×Z2×Z3×Z3, then by Lemma 5.3.3, we have D(G) ∼= K3,8. Consequently,

γ(D(G)) = 2 and γ(D(G)) = 3.

Subcase-4.2.5: |P1| = 4 and |P2| = 11. Thus, either G ∼= Z4 × Z11
∼= Z44 or

G ∼= Z2 ×Z2 ×Z11. If G ∼= Z4 ×Z11, then the subgraph of D(G) induced by the set

(P1∪P2)\{e} contains a subgraph isomorphic to K3,10. Consequently, γ(D(G)) ≥ 2

and γ(D(G)) ≥ 4. The genus 2 drawing of D(Z44) is given in Figure 5.11.

If G ∼= Z2 × Z2 × Z11, then D(G) ∼= K3,10 (cf. Lemma 5.3.3) and so γ(D(G)) = 2,

γ(D(G)) = 4.

Subcase-4.2.6: |P1| = 4 and |P2| = p2, where p2 ≥ 13. By Lemma 5.3.2, D(G)

contains a subgraph isomorphic to K3,12. Thus, γ(D(G)) ≥ 3 and γ(D(G)) ≥ 5.

Subcase-4.2.7: |P1| = 4 and |P2| = pα2 , where p2 ≥ 5, α ≥ 2 and exp(P2) = p2.
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Figure 5.10: Embedding of D(Z4 × Z3 × Z3) in S2.

By Lemma 5.3.2, D(G) contains a subgraph isomorphic toK3,24. Thus, γ(D(G)) ≥ 6

and γ(D(G)) ≥ 11.

Subcase-4.2.8: |P1| = 4 and |P2| = 3α, where α ≥ 3. It implies that the

minimum number of non-identity elements in P1 and P2 are 3 and 26, respectively.

Consequently, by Lemma 5.3.2, D(G) contains a subgraph isomorphic to K3,26. It

follows that γ(D(G)) ≥ 6 and γ(D(G)) ≥ 12.

Subcase-4.3.1: |P1| = 2α and |P2| = 3β, where α ≥ 3, β ≥ 2. By Lemma 5.3.2,

the subgraph induced by the set (P1 ∪ P2) \ {e} contains a subgraph isomorphic to

K7,8. It follows that γ(D(G)) ≥ 8 and γ(D(G)) ≥ 15.

Subcase-4.3.2: |P1| = 2α (α ≥ 3) with exp(P1) = 2 and |P2| = 3. By Theorem

5.2.8, the graph D(G) is planar and so γ(D(G)) = 0 = γ(D(G)).

Subcase-4.3.3: |P1| = 2α (α ≥ 3) with exp(P1) = 4 and |P2| = 3. Con-

sider P2 = ⟨x⟩. Further, suppose that P1 has t (≥ 1) maximal cyclic subgroups

of order 4 and s (≥ 0) maximal cyclic subgroups of order 2. Consider the max-

imal cyclic subgroups Mi = ⟨yi⟩, where 1 ≤ i ≤ t, of order 4. If s ≥ 1, then
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Figure 5.11: Embedding of D(Z44) in S2.

consider M ′
j = ⟨zj⟩, where 1 ≤ j ≤ s, as the maximal cyclic subgroup of or-

der 2. Consequently, maximal cyclic subgroups of order 12 in G are of the form

MiP2 = {e, x, x2, yi, y2i , y3i , yix, y2i x, y3i x, yix2, y2i x2, y3i x2}. Also, maximal cyclic sub-

groups of order 6 are of the formM ′
jP2 = {e, x, x2, zj, zjx, zjx2} (see Lemma 1.1.12).

Notice that P2 is contained in every maximal cyclic subgroup of G. Also, the iden-

tity element e and the generators of MiP2 and M
′
jP2 do not belong to the vertex set

of D(G) (cf. Proposition 5.0.2).

If t = 1, then by Lemma 1.1.8, we have P1 = D8. Thus, G ∼= D8 × Z3. By

Theorem 5.2.8, D(G) becomes planar and so γ(D(G)) = 0 = γ(D(G)). We may

now suppose that t > 1. In view of Lemma 1.1.9, now we discuss this subcase into

the following six further subcases.

Subcase-4.3.3(a): P1 contains two maximal cyclic subgroups H and K of

order 4 such that |H ∩ K| = 2, and the intersection of any other pair of maximal

cyclic subgroups of P1 is trivial. Without loss of generality, assume that H = M1

and K = M2. Since |M1 ∩M2| = 2, we get M1P2 ∩M2P2 = {e, x, x2, y21, y21x, y21x2}.

Consider the set S = {y ∈ M1P2 ∪M2P2 : o(y) = 4} and T = {z ∈ M1P1 ∪M2P2 :
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o(z) ∈ {3, 6}}. Let x′ ∈ S and y′ ∈ T . Then x′, y′ ∈ MiP2 for some i ∈ {1, 2}.

Thus, x′
e∼ y′. Consequently, x′

d∼ y′ (cf. Remark 5.0.1). Since |S| = 4 and |T | = 4,

the subgraph induced by S ∪ T is isomorphic to K4,4. Thus, γ(D(G)) ≥ 1 and

γ(D(G)) ≥ 2. The genus 1 and cross-cap 2 drawings of D(G) are given in Figures

5.12 and 5.13, respectively. The graph G3, given in Figure 5.14, can be inserted in

the face F of Figure 5.12 and 5.13, respectively, without edge crossings.

x x

xx

x2
x2

y1

y31y2

y32

y21x
2

y21x
2

y21x

F

Figure 5.12: Embedding of D(P1 × P2), where P1 and P2 are according to Subcase-
4.3.3(a), in S1.
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2
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Figure 5.13: Embedding of D(P1 × P2), where P1 and P2 are according to Subcase-
4.3.3(a), in N2.

Subcase-4.3.3(b): P1 contains four maximal cyclic subgroups H1, H2, H3

and H4 of order 4 such that |H1 ∩H2| = |H3 ∩H4| = 2, and the intersection of any
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other pair of maximal cyclic subgroups of P1 is trivial. Without loss of generality,

assume that Hi =Mi for 1 ≤ i ≤ 4. Now, similar to the Subcase-4.3.3(a), we get

a subgraph Γ′ of D(G), which is isomorphic to K4,4. Moreover, |M3 ∩M4| = 2. It

implies that M3P2 ∩M4P2 = {e, x, x2, y23, y23x, y23x2}. Now, to embed D(G) through

Γ′ in S1, first we insert the vertices y3, y
3
3, y4, y

3
4, y

2
3x, y

2
3x

2 and their incident edges.

Since y3
d∼ y23x

d∼ y33
d∼ y23x

2 d∼ y4 and y23x
d∼ y34

d∼ y23x
2; all these vertices must be

inserted in the same face F ′. Note that the vertices y3, y
3
3, y4 and y

3
4 are adjacent to

both the vertices x and x2 (see Proposition 5.0.2). Consequently, the face F ′ must

contain the vertices x and x2. After inserting the vertices y3, y
3
3, y4, y

3
4 and their

incident edges, it is impossible to insert the vertices y23x, y
2
3x

2 without edge crossing

(see Figure 5.16). Thus, γ(D(G)) ≥ 2. The genus 2 drawing of D(G) is given in

Figure 5.15, and the subgraph G5, (given in Figure 5.14) can be inserted in the face

F . By the similar argument used earlier in this subcase, any embedding of D(G) in

N2 is also not possible without edge crossings. Hence, γ(D(G)) ≥ 3.

x x2

y2t x y2t x
2

yt

y3t

z2

zs

y2t

z1

yi

y3i

y2i

y2i x y2i x
2

yi+1

y3i+1

y2i+1

y2i+1x
y2i+1x

2

Figure 5.14: The subgraph Gi of D(G) induced by the set (V (D(G)) \ (
i−1⋃
j=1

MjP2)) ∪

{x, x2}.
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Figure 5.15: Embedding of D(P1 × P2), where P1 and P2 are according to Subcase-
4.3.3(b), in S2.
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y33
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y34

Figure 5.16: The face F ′.

Subcase-4.3.3(c): P1 contains six maximal cyclic subgroups H1, H2, H3, H4, H5

and H6 of order 4 such that |H1 ∩ H2| = |H3 ∩ H4| = |H5 ∩ H6| = 2, and

the intersection of any three maximal cyclic subgroups of P1 is trivial. Without

loss of generality, assume that Hi = Mi for each i ∈ {1, 2, . . . , 6}. Similar to

the Subcase-4.3.3(b), we obtain a subgraph Γ′′ of D(G), induced by the set

V (D(G)) ∩ (M1P2 ∪M2P2 ∪M3P2 ∪M4P2), which cannot be embedded in S1 and

N2. It follows that γ(D(G)) ≥ 2 and γ(D(G)) ≥ 3. Also, we have M5P2 ∩M6P2 =

{e, x, x2, y25, y25x, y25x2}. Suppose γ(D(G)) = 2. To embed D(G) in S2, first we insert

the vertices y5, y
3
5, y6, y

3
6, y

2
5x, y

2
5x

2 and their incident edges in genus 2 drawing of Γ′.
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By the similar argument used in Subcase-4.3.3(b) (by taking y5 in place of y3,

and y4 in place of y6) it is impossible to insert these vertices in S2 without edge

crossings. Thus, γ(D(G)) ≥ 3.

Subcase-4.3.3(d): P1 contains three maximal cyclic subgroups H1, H2 and

H3 of order 4 such that |H1 ∩H2 ∩H3| = 2, and the intersection of any other pair

of maximal cyclic subgroups of P1 is trivial. Without loss of generality, assume that

Hi =Mi for 1 ≤ i ≤ 3. Since |M1∩M2∩M3| = 2, we obtainM1P2∩M2P2∩M3P2 =

{e, x, x2, y21, y21x, y21x2}. Consider the set S = {y ∈M1P2 ∪M2P2 ∪M3P2 : o(y) = 4}

and T = {z ∈ M1P2 ∪M2P2 ∪M3P2 : o(z) ∈ {3, 6}}. Note that the subgraph Γ′,

induced by the set S∪T is isomorphic toK6,4. Thus, γ(D(G)) ≥ 4 and γ(D(G)) ≥ 2.

Now, we show that D(G) can be embedded in S2 without edge crossing. Since Γ′ is

a bipartite graph, it implies that each face of Γ′ is of even length at least 4 in S2.

Consequently, each face must contain at least two vertices of each partite set of Γ′.

It follows that there exists an embedding of Γ′ in S2 such that the face F2 contains

the vertices x and x2. Now, one can embed D(G) in S2 through Γ′ by inserting the

subgraph G4 into F2. Therefore, γ(D(G)) = 2.

Subcase-4.3.3(e): P1 contains five maximal cyclic subgroups H1, H2, H3, H4

and H5 of order 4 such that |H1 ∩H2 ∩H3| = 2 = |H4 ∩H5|, and the intersection of

any four maximal cyclic subgroups of P1 is trivial. Without loss of generality, assume

that Hi =Mi for each i ∈ {1, 2, . . . , 5}. Similar to the Subcase-4.3.3(d), we obtain

a subgraph Γ′ of D(G), induced by the set V (D(G)) ∩ (M1P2 ∪ M2P2 ∪ M3P2),

which cannot be embedded in S1 and N3 without edge crossing. It follows that

γ(D(G)) ≥ 2 and γ(D(G)) ≥ 3. Moreover, |M4 ∩M5| = 2 implies that M4P2 ∩

M5P2 = {e, x, x2, y24, y24x, y24x2}. Suppose γ(D(G)) = 2. Now, to embed D(G) in S2,

first we insert the vertices y4, y
3
4, y5, y

3
5, y

2
4x, y

2
4x

2 and their incident edges in genus

2 drawing of Γ′. By the similar argument used in Subcase-4.3.3(b) (by taking y4

in place of y3, and y5 in place of y6) it is impossible to insert these vertices in S2

without edge crossings. It follows that γ(D(G)) ≥ 3.
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Subcase-4.3.3(f): P1 contains four maximal cyclic subgroups H1, H2, H3

and H4 of order 4 such that |H1 ∩ H2 ∩ H3 ∩ H4| = 2. Without loss of generality,

assume that Hi = Mi for each i ∈ {1, 2, 3, 4}. Since |M1 ∩M2 ∩M3 ∩M4| = 2,

we obtain M1P2 ∩M2P2 ∩M3P2 ∩M4P2 = {e, x, x2, y21, y21x, y21x2}. Consider the set

S = {y ∈ M1P2 ∪M2P2 ∪M3P2 ∪M4P2 : o(y) = 4} and T = {z ∈ M1P2 ∪M2P2 ∪

M3P2 ∪M4P2 : o(z) ∈ {3, 6}}. Note that the subgraph of D(G) induced by S ∪ T

has a subgraph isomorphic to K8,4. Thus, γ(D(G)) ≥ 3 and γ(D(G)) ≥ 6.

Subcase-4.3.4: |P1| = 2α and |P2| = 3, where α ≥ 3 and exp(P1) ≥ 8. Then

there exists an element y ∈ P2 such that o(y) = 8. Suppose x ∈ P1 such that

o(x) = 3. Notice that ⟨xy⟩ is a cyclic subgroup of order 24 in G. Consider the sets

S = {s ∈ ⟨xy⟩ : o(s) = 8} and T = {t ∈ ⟨xy⟩ : o(t) ∈ {3, 6, 12}}. Let x′ ∈ S and

y′ ∈ T . Observe that, x′
e∼ y′. Consequently, by Remark 5.0.1, x′

d∼ y′. Thus, D(G)

contains a subgraph isomorphic to K|S|,|T |. Since |S| = 4 and |T | = 8, we obtain

γ(D(G)) ≥ 3 and γ(D(G)) ≥ 6.

Subcase-4.3.5: |P1| = 2α and |P2| = p2 such that α ≥ 3, p2 ≥ 5. Then P1

has at least 7 non-identity elements and P2 has at least 4 non-identity elements.

Consequently, by Lemma 5.3.2, D(G) contains a subgraph which is isomorphic to

K4,7. It follows that γ(D(G)) ≥ 3 and γ(D(G)) ≥ 5.

This completes our proof.

5.4 Difference Graph of Non-abelian Groups

In this section, we investigate the difference graphs of non-nilpotent groups Sn and

An with some forbidden induced subgraphs. Note that for 1 ≤ n ≤ 4 and 1 ≤ n ≤ 6,

the symmetric group Sn and the alternating group An, respectively, are EPPO-

groups. Hence, their difference graphs are null graphs for the corresponding values

of n. Therefore, we consider D(Sn) (n ≥ 5) and D(An) (n ≥ 7).
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In the following theorems, we determine the values of n for which D(Sn) is

cograph, chordal, split and threshold, respectively.

Theorem 5.4.1. For n ≥ 5, the difference graph D(Sn) is a chordal graph if and

only if n = 5.

Proof. First, we show that for n ≥ 6, D(Sn) has an induced cycle isomorphic to

C4. Notice that H1 = ⟨(12), (345)⟩, H2 = ⟨(345), (16)⟩, H3 = ⟨(16), (354)⟩ and

H4 = ⟨(354), (12)⟩ are cyclic subgroups of S6. Thus, (12)
e∼ (345)

e∼ (16)
e∼ (354)

e∼

(12). By Remark 5.0.1, (12)
p≁ (345)

p≁ (16)
p≁ (354)

p≁ (12). By Proposition 5.1.4,

(12)
d≁ (16) and (345)

d≁ (354). Consequently, the subgraph of D(S6) induced by

these four vertices is isomorphic to C4. Hence, D(Sn) is not a chordal graph for

n ≥ 6.

Now, we shall prove that D(S5) is a chordal graph. On the contrary, assume that

D(S5) has an induced subgraph isomorphic to a cycle graph of at least 4 vertices,

say x
d∼ y

d∼ z
d∼ · · · d∼ t

d∼ x. Observe that πS5 = {2, 3, 4, 5, 6}. Also, note that each

element of order 4, 5, 6 generates a maximal cyclic subgroup of S5. Consequently,

o(x), o(y), o(z), o(t) ∈ {2, 3}. Notice that each element of order 6 in S5 is of the

form (abc)(de), and each element of order 3 commutes with exactly one element of

order 2. Now, let o(x) = 2. Then by Proposition 5.1.4, o(y) = 3 and o(z) = 2.

Since x
d∼ y and y

d∼ z, we get ⟨x, y⟩ and ⟨y, z⟩ are cyclic subgroups of S5. It follows

that xy = yx and yz = zy. Consequently, x = z, which is not possible. Similarly,

if o(x) = 3, then we obtain y = t, which is not possible. Hence, D(S5) is a chordal

graph.

Theorem 5.4.2. For n ≥ 5, the difference graph D(Sn) is a cograph if and only if

n = 5.

Proof. For n = 6, notice that the induced path (15)(24)(36)
e∼ (164)(253)

e∼

(12)(34)(56)
e∼ (153)(426) is isomorphic to P4. By Remark 5.0.1, (15)(24)(36)

p≁

(164)(253), (164)(253)
p≁ (12)(34)(56) and (12)(34)(56)

p≁ (153)(426). We obtain
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an induced path isomorphic to P4. Note that Sn, where n ≥ 6, has a subgroup

isomorphic to S6. By Lemma 5.0.4, for n ≥ 6, D(Sn) is not a cograph.

Conversely, if n = 5, then we show that D(S5) is a cograph. On the contrary,

assume that D(S5) has an induced path P : x
d∼ y

d∼ z
d∼ t isomorphic to P4. Notice

that πS5 = {2, 3, 4, 5, 6} and each element of the order 4, 5, 6 generates a maximal

cyclic subgroup of S5. Consequently, elements of these orders do not belong to the

vertex set of D(S5) (cf. Proposition 5.0.2). It follows that the order of each vertex

in P is either 2 or 3. Let o(x) = 2. Then by Proposition 5.1.4, o(y) = o(t) = 3 and

o(z) = 2. Note that ⟨x, y⟩ is a cyclic subgroup of order 6. Without loss of generality,

assume that x = (12) and y = (345). Also, ⟨y, z⟩ is a cyclic subgroup of order 6. It

follows that z = (12), which is not possible.

Now, let o(x) = 3. Then by Proposition 5.1.4, o(y) = o(t) = 2 and o(z) = 3.

Observe that ⟨x, y⟩ is a cyclic subgroup of order 6 in S5. Without loss of generality,

suppose x = (123) and y = (45). Note that ⟨y, z⟩ is a cyclic subgroup of order 6.

It follows that either z = (132) or z = (123). But x ̸= z implies that z = (132).

Since ⟨z, t⟩ is a cyclic subgroup of order 6, we obtain t = (45), which is not possible.

Hence, D(S5) is a cograph.

Theorem 5.4.3. For n ≥ 5, the difference graph D(Sn) is neither a split graph nor

a threshold graph.

Proof. Notice that H1 = ⟨(12), (345)⟩ and H2 = ⟨(13), (245)⟩ are cyclic subgroups of

order 6 of S5. Thus, (12)
e∼ (345) and (13)

e∼ (245). By Remark 5.0.1, (12)
p≁ (345)

and (13)
p≁ (245). Consequently, (12)

d∼ (345) and (13)
d∼ (245). Now, by Proposi-

tion 5.1.4, (12)
d≁ (13) and (345)

d≁ (245). Also, ⟨(12), (245)⟩ and ⟨(13), (345)⟩ are

non-cyclic subgroups of S5. Consequently, (12)
d≁ (245) and (13)

d≁ (345). Thus, the

subgraph induced by the set {(12), (345), (13), (245)} is isomorphic to 2K2. Hence,

Sn, where n ≥ 5, can neither be a split graph nor a threshold graph.
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We next study the difference graphs of alternating groups.

Theorem 5.4.4. For n ≥ 7, the difference graph D(An) is not a chordal graph.

Proof. Notice that (12)(34)
d∼ (567)

d∼ (13)(24)
d∼ (576)

d∼ (12)(34) is an induced

cycle of D(A7) which is isomorphic to C4. It follows that D(A7) is not a chordal

graph. Hence, D(An), where n ≥ 7, cannot be a chordal graph.

By the proof of the above theorem, observe that the difference graph D(An),

where n ≥ 7, contains an induced cycle isomorphic to C4. Thus, we have the

following corollary.

Corollary 5.4.5. For n ≥ 7, the difference graph D(An) is neither a split graph

nor a threshold graph.

Theorem 5.4.6. For n ≥ 7, the difference graph D(An) is a cograph if and only if

n = 7.

Proof. Note that (12)(34)
d∼ (567)

d∼ (12)(38)
d∼ (564) is an induced path in D(A8)

which is isomorphic to P4. Thus, D(A8) is not a cograph. It follows that for n ≥ 8,

D(An) is not a cograph. Now, we show that D(A7) is a cograph. On contrary,

assume that D(A7) has an induced path P : x
d∼ y

d∼ z
d∼ t isomorphic to P4.

Note that πA7 = {2, 3, 4, 5, 6, 7}. Also, each element of the order 4,5,6,7 generates

a maximal cyclic subgroup of A7. Consequently, the elements of these order do not

belong to the vertex set of D(A7). It follows that o(x), o(y), o(z), o(t) ∈ {2, 3}. Let

o(x) = 2. Then o(y) = o(t) = 3, o(z) = 2. Observe that ⟨x, y⟩ is a cyclic subgroup

of order 6 and each element of order 6 in A7 has the cycle decomposition {2, 2, 3}.

Without loss of generality, assume that x = (12)(34) and y = (567). Since ⟨y, z⟩

and ⟨z, t⟩ are cyclic subgroups of order 6, we get either z = (13)(24) or (14)(23). It

follows that t = (576). In this case, t
d∼ x; a contradiction.

Now, let o(x) = 3. Then o(y) = o(t) = 2 and o(z) = 3. Note that ⟨x, y⟩ is a cyclic

subgroup of order 6 and each element of order 6 in A7 has the cycle decomposition
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{2, 2, 3}. Without loss of generality, assume that x = (123) and y = (45)(67). Since

⟨y, z⟩ and ⟨z, t⟩ are cyclic subgroups of order 6, we get z = (132). Consequently,

either t = (46)(57) or (47)(65). In both of these cases, t
d∼ x; again a contradiction.

Thus, the difference graph D(A7) is a cograph.



Chapter 6

Conclusion and Future Research

Work

6.1 Contribution of the Thesis

This thesis contributes on further developments on the enhanced power graphs of fi-

nite groups. The results obtained in this thesis reveal some interconnections between

graph theoretic properties of the enhanced power graph and algebraic properties of

underlying groups. The chapter wise contribution of the thesis are as follows.

In Chapter 2, various aspects of enhanced power graphs of finite groups have

been explored. In this connection, we characterized finite groups G such that the

minimum degree and the vertex connectivity of the enhanced power graph PE(G)

are equal. Additionally, finite groups for which the (proper) enhanced power graphs

are (strongly) regular have been classified. The vertex connectivity of enhanced

power graphs for certain nilpotent groups is also determined. Furthermore, we

obtained upper and lower bounds for the Wiener index of the enhanced power graph

of finite nilpotent groups. The nilpotent groups achieving these bounds are also

157
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characterized.

In this chapter, the existing results on the lambda number of power graphs have

been extended to enhanced power graphs. Specifically, for a non-trivial simple group

G of order n, we proved that λ(PE(G)) = n if and only if G is not a cyclic group of

order n ≥ 3. We also determined the lambda number of enhanced power graphs for

finite nilpotent groups.

In the final part of this chapter, we computed the Laplacian spectrum of en-

hanced power graphs for certain non-abelian groups such as semidihedral groups,

dihedral groups, and generalized quaternion groups. We also obtained the metric

dimension and resolving polynomials of enhanced power graphs for these groups.

Moreover, we delve into distant properties and detour distant properties including

closure, interior, distance degree sequence, and eccentric subgraph of the enhanced

power graphs of semidihedral groups.

In Chapter 3, we supplied an affirmative answer to the question posed by Cameron

[2022], which states that: Is it true that the complement of the enhanced power

graph PE(G) of a non-cyclic group G has only one connected component apart from

isolated vertices? We classified all finite groups G such that the graph PE(G) is

bipartite. We proved that the graph PE(G) is weakly perfect. Further, we studied

the subgraph PE(G∗) of PE(G) induced by the set of all the non-isolated vertices

of PE(G). We classified all finite groups G such that the graph PE(G∗) is unicyclic

and pentacyclic, respectively. We proved the non-existence of finite groups G such

that the graph PE(G∗) is bicyclic, tricyclic or tetracyclic. Finally, all finite groups G

such that the graph PE(G∗) is outerplanar, planar, projective-planar and toroidal,

respectively, have been characterized.

Bera [2022] characterized certain finite nilpotent groups where both power graphs

and proper power graphs are line graphs. In Chapter 4, we extended the results of

the above-mentioned article to arbitrary finite groups. Moreover, we classified all

the finite groups whose enhanced power graphs are line graphs. We classified all
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the finite nilpotent groups (except non-abelian 2-groups) whose proper enhanced

power graphs are line graphs of some graphs. Finally, we determined all the finite

groups whose (proper) power graphs and (proper) enhanced power graphs are the

complement of line graphs, respectively.

The study of the difference graph D(G) of a finite group G was initiated by

Biswas et al. [2022]. In Chapter 5, we continued the study of the difference graph

D(G) of a finite group G and classified all the nilpotent groups G such that D(G)

is a chordal graph, cograph, threshold graph, bipartite, Eulerian, planar and out-

erplanar, respectively. Also, we characterize all the finite nilpotent groups G such

that the genus (or cross-cap) of the difference graph D(G) is at most 2. We further

studied the difference graph of some non-nilpotent groups and characterized all the

values of n such that the difference graph of the symmetric group Sn (or alternating

group An) is cograph and chordal, respectively.

6.2 Scope for Future Research

We conclude this thesis with some research questions which can be addressed in

future.

• Classify all finite groups G such that the enhanced power graph PE(G) has

genus (cross-cap) at most two.

• Normal subgroup based power graph was introduced by Bhuniya and Bera

[2017]. Analogously one can define normal subgroup based enhanced power

graph. Let H be a normal subgroup of a finite group G. The normal subgroup

based enhanced power graph ΓH(G) of G is the simple undirected graph with

vertex set V (ΓH(G)) = (G \ H) ∪ {e} and two distinct vertices a and b are

adjacent if there exists an element c ∈ G such that aH = cmH and bH = cnH

for some m,n ∈ N. Graph theoretical properties of the normal subgroup based
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enhanced power graph ΓH(G) and its interconnections with underlying groups

(or vice versa) would be interesting to investigate.

• Classification of all finite groups G such that the enhanced power graph PE(G)

is Hamiltonian.

• Classification of all finite groups G such that PE(G) is minimally (edge) con-

nected.

• Complete characterization of finite groups G such that the proper enhanced

power graph P∗
E(G) is connected. However, some partial answers are known

in this case.

• The study of enhanced power graph of semigroup PE(S) has been initiated in

Dalal et al. [2024]. However, not much work has been done in this direction.

One can reveal some more insights of PE(S).
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