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ABSTRACT 

Carbon nanotube field effect transistor (CNTFET) shows great promises as extension to 

Silicon MOSFET for building high performance and low power VLSI circuit. Three-valued 

(ternary) logic is a promising alternative to traditional binary logic for accomplishing 

simplicity and energy efficiency in modern digital design. Ternary logic has an elegant 

association with CNTFET because the best way to design ternary circuit is the multiple-

threshold method and desired threshold voltage can be easily achieved by utilizing different 

diameter of CNT in CNTFET device. 

This thesis develops designs of ternary arithmetic and logic unit (TALU) and content 

addressable memory cell using CNTFETs. First, 2-bit hardware optimized ternary ALU 

(HO-TALU) is presented. 2-bit HO-TALU gets minimization in required hardware at both 

architectural as well as at circuit level. At architecture level, HO-TALU has a new adder-

subtractor (AS) module which performs both addition and subtraction operations using an 

adder module only with the help of multiplexers. Thus, it eliminates a subtractor module from 

the conventional architecture. At circuit level, HO-TALU minimizes ternary function 

expressions and utilizes binary gates along with ternary gates in realization of functional 

modules: AS, multiplier, comparator and exclusive-OR. AS module has a minor loss in power-

delay product (PDP) but multiplier, comparator and exclusive-OR modules show improved 

PDP. As a consequence, HO-TALU gets significant reduction in device count with marginally 

increase in PDP for addition and subtraction operations only in comparison with CNTFET-based 

ternary designs available in the literature. Design of 2-bit HO-TALU is modified to develop a 2-

bit HO-TALU slice which could be easily cascaded to construct N-bit HO-TALU. 

Ternary full adder (TFA) which is a basic sub-block of AS module, is modified using 

different circuit techniques to improve its efficiency in terms of PDP. Three new designs of 

TFA are presented. The first TFA design named as high speed TFA (HS-TFA) uses a 

symmetric pull-up and pull-down networks along with a resistive voltage divider as its 

integral part, which is configured using transistors. Compared to recently developed TFA 

available in literature, HS-TFA gets improved speed but high power dissipation. In order to 

reduce power consumption, a second TFA named as low power TFA (LP-TFA) is proposed. 

LP-TFA makes use of complimentary pass transistor logic style and achieves low power 

consumption with marginal decrease in PDP. To get improved PDP further, a third TFA is 

implemented in dynamic logic. This TFA is named as dynamic TFA (DTFA) which uses a 
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keeper designed for ternary values in order to alleviate charge sharing problem. The 

realization of all three TFA takes the advantages of inherent binary nature (0 and 1) of input 

carry leading to simplicity in designs.  

Next, a new design of comparator module of 2-bit HO-TALU is presented. First, 1-bit 

comparator is developed using pass transistor logic with reduced number of stages in critical 

delay path. Then, 1-bit design is utilized to create 2-bit and N-bit comparator where a static 

binary tree configuration is used to correct the voltage levels. The proposed 2-bit comparator 

achieves better PDP in comparison with that of available counterparts. This comparator, HS-

TFA and DTFA have high driving capability. Moreover, all new TFAs and 2-bit comparator 

are less sensitive to voltage and temperature variations with respect to existing designs. 

Next, design of 2-bit power optimized ternary ALU (PO-TALU) using CNTFETs is 

presented. 2-bit PO-TALU functional modules: adder-subtractor-exclusive-OR (ASE) and 

multiplier, are designed using new complementary CNTFET-based binary computational 

unit and a low complexity encoder. ASE eliminates exclusive-OR and subtractor modules 

from the conventional architecture. Multiplier uses a new efficient carry-add (CA) block in 

place of ternary half adder. As a result, PO-TALU design gets significant improvements in 

terms of power and power-delay product with device count compared to existing designs. 

Design of 2-bit PO-TALU slice is shown so that parallel N-bit PO-TALU can be constructed 

with N/2 slices connected in cascade. 

Further, increased attraction for bandwidth-hungry real-time applications like internet has 

raised a demand for high speed CAM circuits to perform table lookup task. Binary CAM 

(BCAM) and ternary CAM (TCAM) cells designed based on low capacitance search logic 

are presented in CNTFET technology. A new three-valued CAM (3CAM) cell is also 

presented. This cell uses CNTFETs with two different threshold voltages in implementation 

of low capacitance search network which leads to a fast and compact CAM design with 

respect to CNTFET based 3CAM cell recently published in the literature. 
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Chapter 1  

Introduction  

1.1 Background 

Since the introduction of integrated circuits (ICs) in 1952 [1] and the realization of the first 

IC at Texas Instruments in 1958 [2], the last five decades witnessed a phenomenal growth 

of Silicon (Si) based microelectronics industry. Rapid advancements in this industry are 

achieved mainly due to continuous scaling or miniaturization of all electronics components 

(passive and active) integrated on the ICs. IC miniaturization techniques sustained the 

scaling of complementary metal oxide semiconductor (CMOS) devices and metallic 

interconnects that used for the connection of device terminals with power supply voltage 

[3]. Miniaturization in IC technology makes less testing requirements at system level, 

achieves significant cost savings and faster switching, and leads to compact, low power 

and highly reliable designs. As a consequence, it provides faster and improved ICs for high 

definition digital television, digital receiver, DSP, high speed microprocessor, 

communication, business transactions, traffic control, space guidance, medical treatment, 

weather monitoring, internet, and many other commercial, industrial, and scientific 

enterprises [4].  Further, according to Moore’s law, the number of transistors that can be 

manufactured on a single chip is expected to grow exponentially with time [5]. This 

prediction turned out to be true as illustrated in Figure 1.1 [6-7]. Figure 1.1 plots the 

decrement in number of transistors integrated on a single microprocessor chip as a function 

of time. As can be observed, integration density doubles in every 18 months. To meet the 

IC density predicted by Moore’s law, technology scaling has been pursued aggressively 

until today since 1970s. The gate length of a Metal Oxide Semiconductor Field Effect 

Transistor (MOSFET) is scaled down by a factor of 0.7 in every 2 years, as shown in 

Figure 1.1. Since 2006, at 65 nm technology node the gate length of a MOSFET has 

arrived at deep sub-micron/nano range. Today, technology node is 20 nm, and 14 nm has 

been expected as feature size in the near future [7-8]. 
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Figure 1.1: Evolution of MOSFET gate length (filled blue circles and open blue circles for 

ITR targets) and integration complexity of microprocessor chip (red stars), as a function of 

time [7]. 

Further, scaling down the gate length of CMOS technology in nano ranges results in 

various critical challenges and reliability issues. One of the issues is increased leakage 

current which occurs due to various quantum mechanical tunneling including band-to-band 

tunneling, direct gate oxide tunneling, and source to drain tunneling [9]. Other issues are 

large process variations, the effects of crystal misalignments, the randomness of discrete 

doping, and increment of interface scatterings since the mean free path of electrons 

becomes comparable to component dimensions [8-9]. These device-level effects cause the 

current-voltage (I-V) characteristics to be substantially different from well-tempered 

MOSFET. As a result, researchers have major concerns regarding further improving device 

performance by scaling down the feature size of MOSFET. Besides, circuit level effects 

such as short channel effects, increment in the resistance of metallic on-chip interconnects 

and power dissipation will surely reduce the suitability of MOSFET for advanced 

applications in time to come [10-13].  

Researchers developed double-gate MOSFETs and FinFET/tri-gate devices [14-15] to 

reduce short channel effects. In these devices, gate is placed on two/three sides of the 

channel, which results in better control on the channel and considerable reduction in drain 

to source sub-threshold leakage current.  
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Researchers also have begun the exploration of new devices and channel material in sub-

10 nm technology node, which could be the possible alternatives to Si-CMOS. Based on 

ITRS [16], some of the emerging devices which have the capabilities to replace Si-

technology in post Si era are nanowire field effect transistor (NWFET) [17], III-V 

compound semiconductor field effect transistor [18-21], graphene field effect transistor 

[22-24], and carbon nanotube field effect transistor (CNTFET) [25-27]. 

NWFET uses a semiconducting nanowire having diameter around 0.5 nm as a channel 

material. This nanowire can be made from Si, germanium, III-V, In2O3, ZnO or SiC 

semiconductors [28-29]. The schematic view of silicon based NWFET is shown in Figure 

1.2 [30]. The main advantages offered by NWFET due to use of small diameter are 1-D 

conduction and minimized short channel effects. The basic challenge faced by   this device 

is fabrication of diffused P-N junctions. For this, current technology utilizes metal drain 

source junctions which result in ambipolar conduction [31] but produces a large OFF state 

current. 

 

Figure 1.2: Schematic view of Si based NWFET [30]  

In the III-V compound semiconductor FET, III-V compound semiconductor like InSb, 

InAs, InGaAs is used as a channel material. These materials provide high mobility of 

carriers in the channel. As a consequence, these III-V compound semiconductor FETs are 

able to deliver three times higher performance with same power consumption or they can 

reduce power by one tenth with same performance, compared to Si-MOSFETs [32]. The 

schematic view of an n-type transistor is shown in Figure 1.3 where ZrO2 and InGaAs are 

used as the gate dielectric and the channel material, respectively [33]. In this device, the 

carrier mobility is found to be 3000 cm
2
/V-S. Two major challenges faced by III-V 



 

4 

 

compound semiconductor FET are lower bandgap of III-V material which results in 

excessive leakage and large static power consumption, and formation of a compatible high-

k dielectric interface [34] which is necessary in the electrostatic control of the device. 

 

Figure 1.3: Schematic view of n-type III-V compound semiconductor FET [33]  

The graphene nanoribbon transistor uses a monolayer of carbon atoms, packed into a 2-D 

honeycomb lattice as the channel material. Figure 1.4 shows the schematic view of this 

device which is fabricated with nanoribbons having a width around 2 nm [22]. The use of 

graphene as channel material provides very high mobility (15,000 cm
2
/V-S) resulting in 

fast switching, monolayer thin body for optimum electrostatic scaling, and excellent 

thermal conductivity [35]. Consequently, graphene nanoribbon transistor is capable to 

deliver 100 or 1000 times higher performance than Si-MOSFET [36]. The main challenge 

faced by this device is the comparatively low ION/IOFF ratio (~7) [37], which cause an 

enormous amount of energy in the integrated circuit made of billions of graphene 

transistors [38].  

 

Figure 1.4: Schematic view of graphene nanoribbon transistor [22]  
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CNTFET uses a single or an array of semiconducting single wall carbon nanotubes 

(SWCNTs) as a channel material. The gate electrode is placed above the CNT channel and 

separated from it by a thin layer of gate dielectric. The schematic view of CNTFET is shown 

in Figure 1.5, where an array of four SWCNTs is used for channel [39]. CNTFET could be 

more achievable and promising candidate to extend or complement traditional Si device 

due to its excellent properties such as ballistic transport operation [40], high carrier 

mobility (10
3
-10

4 
cm

2
/V-S) [41], easy integration of high-k dielectric material [42] (other 

than SiO2) resulting in better gate electrostatics, strong chemical bonding, high thermal 

conductivity (1700-3000 W/mK), high chemical stability [41], and better matching of P 

and N-type CNTFETs which simplifies transistor sizing in complex circuits. 

 

Figure 1.5: Schematic view of CNTFET [39] 

The first CNT-based transistor is announced by Martel et al. [43] & Tans et al. [44] in 1998.  

After that, significant advancements were achieved in the fabrication of CNT-based devices 

and circuits. Based on CNTFETs,  some state-of-the-art designs such as logic gates, five-

stage ring oscillator fabricated along a single CNT, a capacitive sensor interface circuit, a 

percolation-transport-based decoder, stand-alone circuit elements such as half-adder sum 

generators, D-latches and static random access memory (SRAM) cells have been fabricated 

[44-50]. In 2006, IBM demonstrated the first IC built using SWCNTs [51]. Cao et al. [52] 

announced that they made medium scale IC using CNTFETs on a thin plastic substrate. 

Recently, Shulaker et al. [53] used the CNT imperfection-immune methodology presented 

in [54-55] to fabricate first CNT computer entirely using CNTFETs. Similar to the first 
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silicon based computer, the CNT computer is a synchronous digital system which runs 

stored programs and is programmable. The operating system of this computer achieves 

multitasking by executing a counting program and an integer-sorting program 

concurrently. Although the operating frequency of the CNT computer is reported to be 1 

KHz only due to academic experimental limitations and capacitive loading introduced by 

the measurement setup, this demonstration is an important milestone in the development of 

complex and highly energy-efficient CNT based electronic system. At present, the 

fundamental challenges faced by CNT technology are the CNT misalignment and 

unwanted growth of metallic tubes [56]. 

The above mentioned emerging devices have the potential to become the successor of Si-

CMOS in near future. CNTFET and NWFET are 1-D devices, graphene nanoribbon FET is a 

2-D device, and the III-V compound semiconductor FET is a 3-D device. 1-D devices 

provide ballistic transport operation without any scattering and therefore, attain superior 

performance in comparison with 2-D and 3-D devices. CNTFET provides easy integration 

of high-k dielectric material due to the absence of dangling bonds, which in turn results in 

lower sub-threshold slopes and lower OFF current. As previously mentioned, the mobility of 

carriers in NWFET, graphene FET, III-V semiconductor FET and CNTFET is higher than 

Si-MOSFET, which results in higher carrier velocities and fast switching. In CNTFET and 

graphene transistors, the carrier mobility is in the same order of magnitude (10
3
-10

4
cm

2
/V-

S) which makes them promising candidates for future high speed circuits. Furthermore, 

based on ITRS 2009 [16], CNTFET and graphene transistors demonstrated the highest 

possibility to become a part of future devices. When this research work begun, R&D in 

CNTFET was ahead compared to that of graphene transistor. Therefore, in this thesis, 

CNTFET-based circuits are targeted.  

1.2 Motivation and Objectives 

As described earlier, the scaling of CMOS technology has been pursued aggressively over 

the last few decades to integrate more number of transistors on a single chip. However, 

material properties are directly related to dimension. For traditional Si-based devices, as the 

physical gate length is reached to nanoscale range, many device-level effects (such as 

increased leakage current,  variations in doping, larger process variations and reduced gate 

control) are exhibited with MOSFETs [9]. To overcome these issues, researchers are 

exploring new alternatives of Si-CMOS process. CNTFET has proved to be a promising 
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alternative due to its various superior properties such as unique 1-D band structure, ballistic 

transport operation and low OFF-current [40-42], together with its resemblance to MOSFET 

in terms of intrinsic attributes. Thereby, CNTFET is a promising device which enables high 

performance and low power designs for the next generation of modern electronics [57-58]. 

Further, digital system design has traditionally been associated with the binary logic where 

digital computations are performed on two possible logic values that are ‘0’ and ‘1’ in the 

Boolean space. Since the world around us is multi-valued, many practical applications such 

as robotics, process control and decision support systems need more than two-valued logic 

for efficient and optimum solution. In 1921, Post [59] demonstrated a definition of multi-

valued logic (MVL) as an extension of conventional binary logic. In 1964, Alexander et al. 

[60] announced that the most efficient radix for realization of switching circuits is a natural 

base (e = 2.7183) which shows that the best integer radix is three rather than two. In 1970’s, 

MVL-based system implementations were reported in the technical literature and referred as 

voltage mode ternary circuits [61-63].  

Over the last couple of decades, three-valued or ternary logic has attracted considerable 

interest because of several advantages with respect to the binary logic in design of digital 

VLSI circuits. Figure 1.6 summaries the advantages offered by ternary logic [61]. This logic 

reduces chip area occupied by the interconnection wires and functional units in VLSI 

integration. Ternary signals carry more information on a single wire, thus reduces number of 

wires and IC pins required for the same range of data. This decreases number of 

interconnects and consequently, leads to increased space between any two wires without any 

increment of total silicon area. This also decreases resistance and capacitances associated 

with interconnect and contacts, and as a consequence, ternary logic achieves simplicity and 

increased energy efficiency in digital design [62]. Furthermore, other added advantages are 

less complex error detection/error correction code and high speed serial/ serial-parallel 

arithmetic operation. For example, 14-bit binary addition can be obtained by a 9-bit ternary 

adder which reduces number of ripple carriers to approximately half with respect to its 

binary implementation and thus, increase the speed of electronic circuits approximately by 

the factor of two. Raychowdhury and Roy [64] demonstrated that an efficient MVL 

implementation of a signed 32-bit multiplier is able to reduce both chip area and power by 

more than 50% in comparison to its fastest binary counterpart. In [65], MVL blocks have 

been added with binary logic ICs to improve the overall performance of system. Similarly, 

the advantages of ternary logic have been confirmed in a number of the applications 
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including memory, communication, machine learning, fuzzy logic, artificial intelligence, 

robotics, data mining, digital signal processing, digital control systems and image processing 

etc. [66]. 

 

Figure 1.6: Advantages of ternary logic circuits [61] 

Voltage-mode MVL circuit processes information based on voltage levels. The best way to 

design and implement these circuits is using multi-threshold method [64]. In CMOS 

technology, multi-threshold design relies on body effects where different bias voltages are 

applied to the base or buck terminal of the transistors. To get these bias voltages, multiple 

supply voltages are required which leads to costly as well as complex power grid design. On 

the other hand, ternary logic has an elegant association with CNTFET devices. In particular, 

CNTFET provides a unique opportunity of achieving two distinct threshold voltages merely 

by employing CNTs with different diameters [67-69].  Therefore, a multi-threshold design 

can be accomplished easily in the CNTFETs.  

In the past, the important concerns of VLSI designers were propagation delay, area, cost and 

reliability. However, increasing power consumption is being given importance along with 

others constraints in the recent years, due to increasing levels of integration and desire for 

portability. There is a remarkable success and growth of portable applications including 

notebook and laptop computers, audio and video based multimedia products, personal 

wireless communications systems such as digital assistants and communicators which 

requires high speed computation and vastly increased capabilities with low power 

consumption [5]. The ever increasing market segment of portable electronic devices enables 
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the implementation of long-lasting battery-operated systems. The progress of battery 

technology is slow compared to advances in microelectronics technology. Thus, it is unlikely 

to give a power solution for the mobile systems [70]. It has become imperative to develop 

VLSI circuits and systems which reduce heat dissipation in order to allow a large density of 

functions on a single chip. The situation has been further aggravated by the fact that the 

clock rate of microprocessor have already reached at 1 GHz mark, leading to a significant 

increase in switching power consumption. Furthermore, energy efficient circuits are also 

required in high performance computers, AC powered systems in which sinking large 

amount of heat through packages is becoming a difficult problem. Hence, designers are 

facing with more constraints: small chip area, high throughput, high speed, and at the same 

time, low-power dissipation. 

In today’s digital world, the operations such as automation, process control and many other 

complex computations are accomplished by various programmable chips like 

microprocessors, microcontroller and dedicated processors etc. The most basic and 

important processing unit of these chips is an arithmetic and logic unit (ALU) which is 

responsible for performing various arithmetic and logic operations such as addition, 

subtraction, multiplication, magnitude comparison and XOR etc. ALU is the heart of the 

instruction execution portion of every processor. For example, architecture of 8085 

microprocessor includes 8-bit ALU to process binary data.  Some other state-of-art binary 

and ternary ALU designs can be found in [71-73]. The increasing demand of high 

performance in modern information processing systems clearly points to the need of efficient 

implementation of ALU designs in terms of hardware, speed and power. Therefore, it is 

essential to develop an efficient ALU using CNTFETs for ternary logic.  

In this thesis, we target the realization of CNTFET-based ternary ALU (TALU) for advanced 

electronic systems. Novel designs of TALU as well as its functional modules which include 

adder, subtractor, multiplier, comparator and exclusive-OR, are introduced and compared 

with the existing state-of-art works. These designs are evaluated based on four metrics: 

device count, propagation delay, power dissipation and power-delay-product. As the driving 

capability is an important parameter for the digital circuits, presented designs are tested 

under different loading conditions. These designs are also analyzed at different frequencies 

to examine their performance with variation in operating frequency. Further, another 

important characteristic of digital designs which should be considered is their susceptibility 

to voltage and temperature variations. For this, the presented circuits are evaluated over a 
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vast range of supply voltage and temperature. 

On the other hand, increased attraction for bandwidth-hungry real-time applications and 

more usage of internet have raised a demand for very high speed networks. On the internet, a 

message like e-mail or webpage is transferred by first breaking it into data packets, and then, 

sending them towards the destination. Each data packet contains a header which has the 

information like data length, data type, sequence number, source address and destination 

address, and a payload [74]. Based on the information of the header, data packet is 

transferred to an output port by the network switch. A router which is a more sophisticated 

switch maintains a routing table and route incoming data packets from source to destination 

according to the information stored in the routing table [74]. Routers also send information 

to each other for the updating of their routing tables. 

In general, optical fiber based physical medium transport the data packet from one router to 

another. Advances in optical fiber technologies like wavelength division multiplexing, have 

achieved very high-speed data transportation on optical fibers.  To get the benefits offered by 

optical fiber technology, routers or network switches should have the ability to meet the 

increased data transfer rates [75]. In a network switch, the most time consuming task is table 

lookups. New approaches like policy based routing, flow analysis and Quality of Service 

(QoS) are increasing the number and variety of table lookups. The low priority packets, like 

data are transferred after the high priority packets such as voice and video, to maintain the 

QoS. These new approaches need multiple look up for each packet before it is delivered.  

For table lookup task, software solutions like radix tree are relatively slow and not scalable 

with the size of the table. The hash function can perform lookup task in one memory access 

under normal conditions, however, its worst case search time is considerably higher than that 

of tree searches [76].  As a consequence, many of software solutions executing table lookup 

tasks at different network layers are now being substituted by their hardware counterparts. 

One of the most efficient hardware solutions is content addressable memory (CAM) which 

can be integrated as a co-processor with network processing unit to perform table lookup 

task. Further, CAMs are also used in many other key applications including tag directories in 

associative cache memory system [77-78], translation look-aside buffers in virtual memories 

[79-80], parametric curve extraction [81], data compression [82], image coding [83], real-

time pattern searching in virus (or intrusion) detection systems [84] and gene pattern 

matching in bioinformatics [85] etc. Since most of these applications use smaller CAMs, the 
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current research related to CAMs is mainly governed by network applications which demand 

high density CAMs with low power and high search speed.  

Design of low power and high speed CAM structures continues to be in high demand, and 

ballistic transport operation and low off current characteristics of CNTFET make them 

excellent candidate for high speed and increased integration density of CAM design. In this 

thesis, designing of CNTFET-based CAM cells is focused for fast match operation. Novel 

CAM structures are presented and compared with their existing counterparts.  

Objectives of the Research are: 

1) To develop architectures and circuits of ternary logic based ALU (TALU) optimized in 

terms of hardware using CNTFETs. 

2) To improve the performance of sub-blocks of above hardware efficient TALU for 

power-delay product (PDP) efficiency using different circuit techniques. 

3) To find a new architecture of TALU and circuits of its sub-blocks optimized for low 

power ternary system using CNTFETs. 

4) To design ternary logic based CAM cell for fast search operation using CNTFETs. 

1.3 Thesis Outline  

This thesis is organized as follows: 

Chapter 2 deals with literature survey. First, details of CNTFET device are given, and then 

ternary logic and arithmetic circuits implemented in CMOS and CNTFET technology are 

reviewed. Further, a survey of CAM cells realized using CMOS as well as CNTFET is 

included. 

Chapter 3 presents a design of 2-bit hardware optimized TALU (HO-TALU) using 

CNTFETs. Architecture and functionality of the 2-bit HO-TALU are described. HO-TALU 

introduces adder-subtractor (AS) module which eliminates a subtractor block from the 

conventional architecture. This section is followed by the description of ternary function 

minimization and realization. Design and implementation of HO-TALU functional modules and 

their integration over TALU slice are explained. HO-TALU modules utilize binary gates with 

ternary gates. The last section of this chapter demonstrates results for functional test and 

performance evaluation of HO-TALU including its hardware assessment. 

Chapter 4 explained the performance boosted designs of sub-blocks of 2-bit HO-TALU 
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using CNTFETs. First, three designs of ternary full adder (TFA) which is an important sub-

block of AS module, are described. The first TFA design contains a symmetric pull-up and 

pull-down networks along with a resistive voltage divider as its integral part, which is 

configured using transistors and leads to a high speed design. The second TFA is designed 

based on complimentary pass transistor logic style in order to achieve low power 

consumption. The third TFA is implemented using dynamic logic style in order to get 

reduced power-delay-product. All new TFA designs are analyzed, evaluated and compared 

with the existing adder designs. This section is followed by the demonstration of design of 

new comparator module of 2-bit HO-TALU. This circuit is designed using pass transistor 

logic style and minimizes the number of stages to get improved performance. It is used in 

implementation of 2-bit and N-bit comparators which use binary tree configuration to correct 

the voltage levels. New design of comparator is analyzed, evaluated and compared with the 

existing comparator designs.  

 Chapter 5 describes a design of 2-bit power optimized TALU (HO-TALU) using 

CNTFETs. The architecture and functions of 2-bit PO-TALU are explained which is followed 

by the demonstration of ternary function minimization and realization. PO-TALU functional 

blocks: adder-subtractor-exclusive-OR (ASE) and multiplier, are designed using 

complementary CNTFET-based binary computational unit and a low complexity encoder. 

ASE eliminates exclusive-OR and subtractor blocks from the conventional architecture. 

Multiplier uses a new carry-add (CA) block in place of ternary half adder. Implementation of 

these blocks is shown which is followed by the extension of PO-TALU for 2-bit slice. The 

last section of this chapter demonstrates simulation results and comparison with existing 

CNTFET-based designs. 

Chapter 6 presents Binary CAM (BCAM) and ternary CAM (TCAM) cells designed based 

on low capacitance search logic in CNTFET technology. A new three-valued CAM (3CAM) 

cell is also presented using CNTFETs. This cell uses multi threshold voltage structure in 

implementation of low capacitance search network which leads to fast and compact CAM 

design. The presented CAM cells are simulated and compared with the existing memory 

designs. 

Finally, chapter 7 presents the summary of the work demonstrated in this thesis, by 

including key findings, main contributions and important observations, and also discusses 

possible directions for the future work. 
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Chapter 2  

Literature Review 

2.1 Introduction 

In chapter 1, the potential of CNTFET for high performance and low power modern designs due 

to its various excellent properties such as unique 1-D band structure, ballistic transport operation 

and low OFF-current [40-42], has been demonstrated. The relevance and motivation to develop 

CNTFET-based designs of ternary (three-valued)  arithmetic and logic unit (TALU), and content 

addressable memory (CAM) cells, have also been discussed. Scientists and researchers interest 

in ternary logic is increasing over the past few decades because of providing several advantages 

such as reduced chip area and less number of interconnects, less complex error detection/error 

correction code and high speed serial/ serial-parallel arithmetic operations etc. As a consequence, 

significant published literature is available on design and implementation of ternary arithmetic 

and logic circuits using MOSFETs [61-63]. In addition, due to the unique property of CNTFET 

for controlling threshold voltage by the CNT diameter, a number of researchers have found it as 

a fundamental device for the ternary design [64] [67-68]. In this chapter, the literature available 

on the designs and circuit implementations of ternary arithmetic and logic circuits based on 

CMOS as well as CNTFET technology is reviewed. Further, CAM has been in research since 

last few decades. Several circuit techniques and architectures have been developed to reduce the 

cell area, delay and power consumption of CAMs. This chapter provides a brief review of 

various designs of CAM cell developed in CMOS and CNTFET technology. 

In section 2.2, electronics properties of CNTFET which make it very competitive in future 

electronics, is provided. Ternary logic and arithmetic circuits implemented in CMOS and 

CNTFET technology are reviewed in section 2.3. A review of CAM designs realized using 

CMOS as well as CNTFET is given in section 2.4. This is followed by the section 2.5 in which 

gaps in the published research work have been compiled along with the problem statement of the 

thesis. 

2.2 Carbon Nano Tube Field Effect Transistor (CNTFET) 

Carbon nanotube (CNT) is an allotrope of carbon with cylindrical structure, which could be 

single-walled (SWCNT) or multi walled. A SWCNT is obtained by rolling up a sheet of 

graphite along a wrapping vector Ch = n1a + n2b, where n1 and n2 are positive integers which 
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specify the chirality of the tube, and ‘a’ and ‘b’ are lattice unit vectors [86], as shown in 

Figure 2.1.  Depending upon the value of n1 and n2, SWCNT can be either metallic or 

semiconducting. If n1-n2 is a multiple of 3, SWCNT is metallic or else it is semiconducting 

[87]. Similarly, SWCNT is further classified into three groups according to value of n1 and 

n2: (1) armchair CNT when n1 = n2 = n, (2) zigzag CNT when n1 = 0 or n2 = 0, and (3) chiral 

CNT when n1 and n2 are different and nonzero. All armchair CNTs behave as conductors. 

On the other hand, zigzag and chiral CNTs show conductor behavior when the difference 

between the indices (n1-n2) is an integer multiple of 3 otherwise they are semiconducting 

CNTs, which are used in CNTFET [88]. 

 

Figure 2.1: Unrolled sheet of graphite and the rolled lattice structure of CNT [86] 

CNTFET is a type of FET that makes use of a single or an array of semiconducting 

SWCNTs as a channel formed between two metal electrodes acting as a source and drain 

contacts. Device is turned ON and OFF through the gate electrode placed around CNT 

channel. The schematic view of CNTFET is shown in Figure 2.2 (a) [39]. Undoped segments 

of CNTs serve as a channel under the gate electrode, while heavily doped CNT segments 

placed between the gate and the source/drain electrodes offer low electrical resistance in the 

ON-state of CNTFET [89]. Since the electrons are only confined to the narrow CNTs, carrier 

mobility goes up substantially on account of ballistic transport operation, in comparison with 

the bulk MOSFET.  



 

15 

 

 

Figure 2.2: Carbon nanotube field effect transistor (CNTFET) (a) Schematic view of a 

CNTFET device, (b) SB-CNTFET, (c) M-CNTFET, (d) T-CNTFET 

Three types of CNTFET devices have been reported in the literature. They are known as 

schottky barrier CNTFET (SB-CNTFET), MOSFET-like CNTFET (M-CNTFET) and band-

to-band tunneling CNTFET (T-CNTFET). SB-CNTFET works on the principle of direct 

tunneling through a schottky barrier (SB) at the source/drain-channel junction. This device is 

fabricated by making a direct contact between metal and semiconducting CNT, and shown in 

Figure 2.2 (b). The presence of SB at the CNT-metal junction limits the trans-conductance of 

the CNTFET in the ON state and decrease current deliver capability, which in turn reduce 

the suitability of SB-CNTFET for high-speed applications. Besides, SB-CNTFET shows 

strong ambipolar behavior which limits the usage of this device in complementary 

transistors-based circuits.  

To eliminate the above mentioned drawback of SB-CNTFET, M-CNTFET has been 

developed and shown in Figure 2.2 (c). This device operates like a normal MOSFET with 

high speed and low power consumption. It is fabricated using heavily-doped source and 

drain CNT regions. Due to absence of SB at source/drain-channel junction, M-CNTFET has 

significantly higher ON current which makes it very suitable for ultra-high-performance 
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digital circuits. T-CNTFET which is shown in Figure 2.2 (c) has low ON current and very 

good cut-off characteristics. As a result, this device proves to be a super candidate for sub-

threshold and ultra-low-power design [90].  

Based on the stated advantages as well as similarities of M-CNTFET with MOSFET in 

terms of operation and intrinsic attributes, this kind of CNTFET is used in this thesis for 

implementation of the presented circuits. 

The gate width of CNTFET can be approximated as [91]: 

 SN,WminW min                              (2.1) 

Where Wmin is the minimum gate width, N is the number of tubes and S is the pitch which is 

the distance between the centers of two adjoining CNTs under the same gate. The threshold 

voltage is the voltage needed to turn ON the device electro-statically via the gate. For a 

CNTFET, it can be approximated to the first order as the half band gap and can be calculated 

as [91]: 
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Where Vπ (= 3.033 eV) is the carbon π-π bond energy in the tight bonding model, a (= 0.249 

nm) is the carbon-carbon atom distance and e is the unit electron charge. DCNT is the 

diameter of the CNT, which depends on the chirality vector (n1, n2) and can be calculated as 

[91]: 
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According to the eq. (2.2) and (2.3), the threshold voltage of CNTFET is inversely 

proportional to the CNT diameter, and CNT diameter is directly proportional to chirality 

vector. For a CNTFET with (19, 0), CNT diameter is 1.487 nm and consequently, threshold 

voltage is 0.289 V. Similarly, for a CNTFET with (13, 0), CNT diameter is 1.02 nm and 

consequently, threshold voltage is 0.422V. The threshold voltage of P-CNTFET is same as 

that of N-CNTFET with an opposite sign. As the chirality vector increases, threshold voltage 

of CNTFET deceases. Thereby, CNTFET provides a unique opportunity for setting threshold 

voltage by varying the chirality vector of CNT. Different research group have demonstrated 

advances on manufacturing process for well controlled CNTs. For example, Li et al. [92] 

have used discrete catalytic nano-particles of various sizes for growth of single wall CNTs 
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(SWCNTs) with controlled chirality vectors. Ohno et al. [93] have presented a possibility of 

chirality assignment of SWCNT by micro-photocurrent spectroscopy. Wang et al. [94] has 

described a synthesis process using different carbon precursors on Co−Mo catalysts for 

fabricating SWCNTs with well-controlled chirality structure. Lin et al. [95] has reported 

post-processing techniques to control the threshold voltage of multiple-tube CNTFET.  

Other excellent properties which make CNTFET a potential candidate for building highly 

efficient electronic system requiring high performance and low power are mentioned as 

follows: 

1. Long scattering mean free path (~1μm) [96] which leads to lower delay and less 

heating which is very consequential from IC point of view [97-98].  

2. High carrier mobility (10
3
-10

4
cm

2
/V-S) in semiconducting CNTs [41] which 

provides high ON current (>1mA/μm).  

3. Easy integration of high-k dielectric material (other than SiO2) due to the absence of 

dangling bonds, resulting in better gate electrostatics [42].  

4. Strong chemical bonding, high thermal conductivity (1700-3000 W/mK) and 

chemical stability lead to high current densities (~ 10
10

A/cm
2
) [41].  

5. Better matching of complementary CNTFETs: P and N-type CNTFETs with same 

sizes have equal carrier mobility, thereby deliver same drive currents, which is very 

important for transistor sizing of complex circuits [98]. 

Besides the mentioned advantages of this emerging technology, it also faces some major 

challenges that must be resolved to make it feasible for commercial purpose. These 

challenges are mentioned as follows: 

1. CNT packing density [89] 

2. CNT diameter [99] and density variation [100]  

3. CNT misalignment [101-102] 

4. Metallic-CNT (m- CNT)  growth  

Encouraging efforts are being made for resolving these challenges in time to time. Perfectly 

aligned and denser SWCNTs array based CNTFET was demonstrated in [103-104]. CNT 

synthesis processes such as wafer-scale CNT transfer along with wafer-scale-aligned growth 

[104], multiple cycles of chemical vapor deposition growth [105] and CNT transfer through 

multiple sacrificial layers [106] etc., enable us to pack nearly 5-50 CNTs/μm. Durkop et al. 

[42] developed CNTFET with high-quality ohmic contacts, high-k dielectrics HfO2 films 
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and electrostatically doped source and drain regions.  Researchers described various CNT 

doping methods such as direct chemical doping [107] and atomic layer deposition [108]. For 

P-CNTFET, Mann et al. [109] have used Palladium (Pd) which leads to ohmic contact 

between CNT valance band and Pd electrode. Similarly, for N-CNTFET, Zhang et al. [110] 

have utilized Scandium which leads to ohmic contact between CNT conduction band and Sc 

electrode. Different research groups analyzed the impact of CNT diameter and density 

variations on the performance of CNTFET-based circuits in [111-112]. Zhang et al. [112] 

introduced integrated framework and aligned-active layout technique to overcome the effect 

of CNT variations. For the elimination of unwanted m-CNTs, various processing methods 

such as selective chemical etching [113], current-induced electrical burning [114] and VLSI-

compatible m-CNTs removal [115] were described. Patil et al. [116] demonstrated 

automated algorithm and design technique to implement misaligned CNT-immune logic 

structures. 

Researchers [117-129] proposed different CNTFET device model in the literature. Stanford 

model [117] is used in this thesis, to evaluate CNTFET-based circuits under various test 

conditions and to perform comparison with their existing counterparts, at 32nm technology 

node. The operating voltage (Vdd) for all proposed designs is chosen as 0.9V due to default 

value of the CNTFET Stanford model. This standard model has been designed for 

MOSFET-like single-walled CNTFET (M-CNTFET), in which each transistor may include 

one or more CNTs as its channel. This model considers a realistic, circuit-compatible 

CNTFET structure and includes practical device non-idealities. The modelled non-idealities 

incorporate inter- CNT charge screening effects, scattering, schottky-barrier effects at the 

contacts, parasitic, doped source-drain extension regions, back-gate (substrate bias) effect 

and source/drain, and gate resistances and capacitances. The model also includes a full trans-

capacitance network to deliver more accurate transient and dynamic response. The 

technology parameters of CNTFET along with their brief description and numeric value are 

given in Table 2.1[117]. 
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Table 2.1: Technology parameters for CNTFET [117] 

Parameter Description Value 

Lch Physical channel length 32.0 nm 

Lgeff The mean free path in the intrinsic CNT channel region  100.0 nm 

Lss  The length of doped CNT source-side extension region 32.0 nm 

Ldd  The length of doped CNT drain-side extension region 32.0 nm 

Efi The Fermi level of the doped S/D tube 0.6 eV 

Kgate The dielectric constant of high-k top gate dielectric material 16.0 

Tox The thickness of high-k top gate dielectric material  4.0 nm 

Csub 
The coupling capacitance between the channel region and the 

substrate  
40.0 pF/m 

Vfbn, Vfbp  Flatband voltage for n-CNTFET and p-CNTFET, respectively 
0.0 eV, 

0.0 eV 

L_channel  Physical gate length 32.0 nm 

Pitch The distance between the centers of two adjacent CNTs 20.0 nm 

Leff  The mean free path in p+/n+ doped CNT 15.0 nm 

phi_M The work function of Source/Drain metal contact  4.6 eV 

phi_S CNT work function  4.5 eV 

2.3 Three-valued (Ternary) Arithmetic and Logic Circuits 

Ternary arithmetic and logic circuits designed in MOSFET as well as CNTFET technology are 

discussed in the following sub-sections.  

2.3.1 Ternary Circuits based on MOSFET  

Several authors [130-139] have presented MOSFET-based designs of ternary logic circuits. In 

most cases, they used power supply voltages higher than device threshold voltage, larger off-

chip resistors and multiple power sources, which result in high power consumption in the 

circuits.  Balla and Antoniou [62] developed a low power ternary logic family which contains a 

set of inverters, NAND and NOR gates. Using these gates, they implemented half and full adder, 
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and 1-trit multiplier, which were further utilized in construction of a shift register, an N-trit adder 

and an N-trit multiplier, and cyclic convolution. These circuits were constructed using MC 4007 

and MC14011 discrete transistors and tested to analysis their performance. It was shown that 

they get significant reduction in power-delay product (PDP) and device count with respect to 

earlier ternary designs presented in [136] and [139].  Heung and Mouftah [63] presented ternary 

logic family that does not include resistors. They developed inverters, NAND and NOR gates 

based on the use of depletion enhancement complementary metal-oxide-semiconductor 

(DECMOS) technology, then presented a design of ternary full adder using these gates. These 

circuits utilize two power supplies lower than the threshold voltage of transistors. They were 

studied using SPICE 2G simulation package. It was shown that they provide low power 

consumption and high speed in comparison with their binary counterpart. Above described 

ternary circuits of [62] and [63] require four type of devices namely the depletion PMOS, the 

depletion NMOS, the enhancement PMOS and the enhancement NMOS. The standard CMOS 

process does not support depletion MOSFETs. Therefore, these designs are not compatible with 

the standard CMOS process.  

Srivastava and Venkatapathy [140] developed positive ternary inverter (PTI), negative ternary 

inverter (NTI) and ternary full adder without using depletion mode transistors and resistors. They 

designed these circuits using CMOS inverter and pass transistors (at the output) in 2 µm n-well 

standard CMOS process to operate them below + 2V. In these circuits, width/length (W/L) ratios 

of the transistors were adjusted to get optimum performance. It was shown that PTI and NTI get 

improvement in transient time, noise margin and chip area by the factor of four, half and two, 

respectively, in comparison with their counterpart of [63] implemented in DECMOS technology. 

However, in these designs, the flexibility in process modification to adjust threshold voltage of 

MOSFETs was absent. Srivastava [141] used back-gate bias method in addition with the W/L 

ratio of MOSFET to get desired location of transition region (around the midway between low 

and high voltage levels) in dc voltage transfer characteristics. They were designed STI, NTI and 

PTI for operation at a low voltage (± 1 V) in 2 µm, n-well standard CMOS technology, 

simulated with SPICE 3 and utilized in the design of CMOS ternary logic circuits.  

Wang et al. [142] reported dynamic ternary logic circuits in which Yoeli-Rosenfeld algebra [9] 

was implemented. In these circuits, an overlapped four-phase clocking scheme was used and 

different basic circuit block were connected according to the permitted fan-out diagrams. These 

circuits were simulated using SPICE program with 2 µm CMOS process parameters. It was 

found that dynamic circuits shows reduction in speed-power-area product by three to four times 
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than static ternary circuits presented in [140]. However, these circuits suffer from dc power 

dissipation and degraded voltage swing due to ratioed logic. Wu and Huang [144-145] suggested 

dynamic ternary circuits which use two-phase non-overlapped clocks and have full voltage 

swing without any dc power dissipation.  Based on NMOS differential tree, they also presented 

simple ternary differential logic (STDL) for dynamic complex circuits to form a pipeline system. 

These circuits were simulated using SPICE program with 1.2 µm CMOS process parameters. It 

was shown that PDP of these circuits is only 23% to that of dynamic designs presented in [142]. 

These circuits also have advantage in term of layout area with respect to the designs of [142].  

However, power supply voltages used in circuits of [144] are too low and thus, noise and 

impulse spike can easily influence them.  Dynamic circuits of [145] require threshold adjusted 

MOS (non-standard CMOS) processing and four power supplies. In addition, the highest voltage 

available in the circuit is used to drive the precharge transistors and to increase the threshold 

voltage of PMOSFETs by means of body effect where the bulk potential of these transistors is 

being raised above the high voltage level. Thus, output logic swing available is less than the 

maximum voltage and noise margin is consequently reduced. A. Herrfeld and Hentschke [146] 

developed ternary dynamic differential logic (TDDL) and presented a TDDL-based ternary full 

adder. This dynamic circuit technique needs only a single clock signal and its inverse. The 

TDDL-based circuit uses enhancement mode MOS transistors with threshold voltages (Vth) < 

∆V, where ∆V represents the differential voltage between two adjacent states resulting in larger 

noise margin. Other favorable properties are no static power consumption and use of standard 

CMOS process restricted to enhancement mode P-type and N-type MOS transistors. However, 

these circuits are quite complex (minimum 15 transistors required for an inverter). Totto and 

Saletti [147] also suggested a dynamic circuit solution that allows the implementation of ternary 

circuits using a standard CMOS process, with only three power supplies, maximum possible 

noise margin and zero static power dissipation, at the expense of a slightly more complex circuit 

structure (minimum 9 transistors required for an inverter).  

 Mateo and Rubio [149] presented quasi-adiabatic ternary (QAT) CMOS logic in order to get 

ternary logic benefit of reducing the area for low-power digital ICs. They realized basic ternary 

gates and ternary half adder. These circuits were simulated using the level six model of a 1 µm 

CMOS technology in HSPICE program. It was demonstrated that PDP of QTA based ternary 

half adder increase by one order of magnitude in comparison with that of adiabatic binary half 

adder  of [148] having non fully adiabatic switching, but it decreases by two orders of magnitude 

compared to that of static binary half adder and dynamic ternary half adder of [142]. QTA based 
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ternary half adder also shows 65% area saving with respect to adiabatic binary logic of [148]. 

Mateo and Rubio also demonstrated a QAT-based 5 x 5 trit multiplier implemented using 0.7 

µm CMOS technology in [150].  The reported results show that PDP of QTA based 5 x 5 

multiplier increases by one order of magnitude in comparison with that of fully adiabatic binary 

8 x8 multipliers of [151] and [152] having non fully adiabatic switching and the breakage of 

reversibility, but it decreases by one and seven order of magnitude compared to that of static 

CMOS binary 8 x 8 multiplier and quasi-adiabatic binary 8 x 8 multiplier of [153], respectively. 

QTA based multiplier also shows 60% area saving and benefit in routing with respect to fully 

adiabatic binary one of [151] and [152]. 

Shivashankar and Shivaprasad [154-155] presented a systematic procedure for the simplification 

and implementation of ternary functions using a 3-to-1 line ternary multiplexer as building 

block. Map method which reduces number of design steps, was used for simplification of ternary 

functions. One or more input variables were considered as data select variables in the realization 

of ternary functions. As a consequence, this realization requires fewer multiplexers in 

comparison with the designs presented in [156]. An algorithm for reducing unary operators and 

ternary gates required in the data paths was also discussed. Authors considered single level and 

multi-level multiplexing techniques, and developed designs of a ternary adder, subtractor and 

ternary to analogue converter. 

Sipos et al. [157] described a design method for ternary multiplexers with any number of inputs. 

They used 3-to-1-line ternary multiplexer as a basic circuit to design those multiplexers having 

higher number of inputs. This basic multiplexer was built using minimum and maximum ternary 

functions, and the control circuit was build using ternary circuits named as indicators of logic 

levels. Designs of multiplexer were implemented using supplementary symmetrical logic circuit 

(SUS-LOC) structure, and simulated in ORCAD environment using transistors from Breakout 

library to validate their operation.  

Sathish et al. [158] presented a method for defining, implementing, analyzing, testing ternary 

circuits with VHDL Simulator. They demonstrated VHDL modeling of ternary circuits such as 

9-to-1-line and 27-to-1-line multiplexers, half adder, half subtractor, full adder, full subtractor, 1-

bit multiplier, 1-bit and 2-bit comparator, ripple carry adder and carry save adder, 1-bit and 2-bit 

position shifter and barrel shifter, where all circuits were implemented using 3-to-1-line 

multiplexers. All the designs were simulated using VHDL simulator with the help of technology 

dependent package called 9-state StdLogic_1164 package to verify their functionality and timing 
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specifications.  

Gundersen et al. [159] presented a carry free balanced ternary adder (BTA) implemented using 

recharged CMOS semi floating gate (RSFG) devices. They also realized a balanced ternary 

subtractor by applying inverted inputs to BTA. This adder contains RSFG ternary inverter 

blocks, auto zero circuit which convert an input signal to a valid recharge signal, and metal plate 

capacitors. BTA offers carry free addition and thus, can be utilized as a basic block in realizing 

fast multiplier circuits. Authors also described a design of ternary counter based on RSFG 

devices in [160]. This counter uses balanced ternary notation and suitable for implementation of 

fast adder structure which can add both positive and negative operands. They also presented a 

comparator structure based on RSFG ternary inverter blocks and metal plate capacitors. RSFG 

based designs of [159] and [160] were simulated by using Cadence with analog design 

environment in 90 µm CMOS process. These circuits operate at a clock frequency of 1 GHz 

with power supply voltage of 1.0 V only.  

Zeng et al. [161] presented a design of ternary full adder based on multi-valued switch-level 

theory. Using this ternary full adder, they designed a ternary ripple carry adder which has the 

characters of low power and high speed. These designs use complementary pass-transistor logic 

(CPL) which leads to simple, regular and symmetry structure with respect to gate level designs. 

In [162], authors described low power design of ternary magnitude comparator (TMC) based on 

switch-level design technique. This circuit has full-swing output signal which improves noise 

margin, and less number of transistors insuring a simple circuit and smaller area than gate level 

TMC. Designs of [161] and [162] were simulated in PSPICE, using TSMC 0.25 µm CMOS 

device parameters. Simulation results show that they consume less energy (approximately by a 

factor of two) in comparison with gate level designs.   

Dhande et al. [73] presented the architecture, design and implementation of 2 bit ternary 

arithmetic and logic unit (TALU). This design performs operations on 2-bit operands and can be 

extended for N-bit operands by cascading N/2 TALU slices. It uses ternary decodes and ternary 

gates. These CMOS ternary gates were realized in enhancement and depletion MOS technology 

making them suitable for VLSI implementation. TALU sub-blocks were simulated in PSPICE 

program. It was found that sub-blocks of TALU get significant reduction in power consumption, 

delay and hardware complexity in comparison with that of [62] [163] [164] and [165]. For 

instance, TALU sub-block such as full adder (FA) uses 56 ternary gates only while FA of [62] 

[163] [164] and [165] use 108, 115, 83 and 120 binary gates with an addition encoder, 
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respectively.  

Aline et al. [166] demonstrated the design of typical blocks of a ternary DSP using SUS-LOC 

structure. SUS-LOC uses enhancement and depletion type MOSFETs due to their different 

threshold voltages. The authors designed a library of basic ternary logic elements, memory and 

arithmetic cells, and used VHDL to get performance modeling and architecture-level simulation. 

All reported results were extracted in 0.25 µm CMOS technology with transistor model cards 

derived from level 3 of SPICE. It was shown that DSP sub-modules such as adder, register and 

shifter etc. get advantages in delay and energy consumption compared to binary CMOS circuits.    

Chen and Rajashekhara [167] presented a multiplier design using ternary logic and redundant 

binary signed-digit (RBSD) numbers. Bit pair recoding was used for generation of partial 

products in RBSD form using two's complement (TC) of multiplier and multiplicand operands. 

Then RBSD adders were used for adding partial products. The resultant RBSD product was 

converted back into TC form by utilizing a RBSD to TC converter designed based on borrow 

look back technique presented in [168]. RBSD number system allows carry free addition of 

partial products which leads to high speed multiplier design. In addition, since each ternary bit 

supports a RBSD digit, the use of ternary logic in RBSD adders reduces circuit complexity and 

number of interconnects in comparison with the designs of [169] and [170] where two bits per 

RBSE digit is used due to binary logic. All functional units and entire design of 4 x 4 multiplier 

were simulated using SPICE program to confirm the correctness of logic. Layouts of RBSE 

adder and partial product generator were produced using MAGIC software on SUN work 

station. 

Wang et al. [171] introduced the principle of energy recovery and switch level design technique 

for the design of ternary circuits. They presented a design of 4 x 4 ternary adiabatic multiplier. In 

this design, double power clocks were used for charging and discharging of the output node 

capacitances in adiabatic manner through bootstrapped NMOS transistors and cross-memory 

structure. This design was simulated in PSPICE with TSMC 0.25 μm CMOS device. The 

reported results indicated that it consumes 91% less energy with respect to that of double pass-

transistor logic based ternary multiplier. 

2.3.2 Ternary Circuits based on CNTFET 

In the recent years, CNTFET has been extensively studied as a potential alternative to the 

conventional MOSFET for implementing two valued [172-191] and multi valued [192-196, 198-

213] circuits. However, the implementation of multiple-valued circuit could be of more interest 
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in CNTFET technology. Because the best way to design voltage-mode multi-valued circuit is the 

multiple-threshold method, and desired threshold voltage can be obtained merely by using 

different diameter of CNT in CNTFET device. 

Roychowdhury et al. [64, 193] developed a functionally complete set of ternary operators based 

on CNTFET. This set contains literal and its complement, cycle and its complement, min, and 

tsum operators. In design of these operators, all logic levels are expressed in terms of voltage 

values considering sufficient noise margin to avoid error in computation. Using these ternary 

operators, multiplexers, half adders, and ripple carry full adders were developed and simulated 

using HSPICE with circuit-compatible model of CNTFET presented in [194]. However, these 

ternary circuits require large ohmic resistive loads (at least 100 MΩ values) which result in area 

overhead and larger power dissipation. Besides, resistive load is difficult to be integrated into 

CNTFET technology.  

Lin et al. [195] presented a design of CNTFET-based ternary inverter in which resistive load was 

replaced by P-CNTFET active load. Based on the same design technique, they developed ternary 

NAND and NOR gates in [67]. These gates were simulated using HSPICE with Stanford 

CNTFET model of [117]. The reported results demonstrated that PDP of this ternary inverter is 

reduced by 300% in comparison with its counterpart presented in [64]. In addition, these gates 

find less chip area, larger noise margin and better integration in comparison with CNTFET based 

ternary designs of [64]. Authors also presented a design technique which uses both ternary logic 

gates and binary logic gates to take advantage of both logic design styles’ merits. It was shown 

that this design technique leads to 90% reduction in PDPs of ternary half adder and 1-bit 

multiplier with respect to their counterparts of [73] designed using CNTFET based ternary gates 

only.  

Nan et al. [196] demonstrated CNTFET-based ternary structures without larger off chip resistor 

that use a combination of different back biasing voltages and diameter of CNTFET for low 

power consumption. These circuits were simulated using HSPICE with CNTFET model of 

[197]. It was found that the presented STI design gets at least 1000 times reduction in PDP with 

respect to STI designs of [64] and [67]. Similarly, it shows reduction in leakage current by five 

and nine orders in comparison with STI of [64] and [67], respectively. In addition, it uses four 

transistors instead of six transistors used in STI of [67]. 

Liang et al. [198] designed pseudo-complementary CNTFET-based ternary circuits by 

considering a trade-off between static power consumption and area cost. They replaced resistors 
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used in [64] by P-CNTFET (with gates are connected to ground) and accomplished threshold 

voltage control by adjusting chirality vector in CNTFET. HSPICE simulation results were 

verified the correctness of pseudo complementary approach. Author also described a realistic 

framework through transistor-level analysis to estimate error rate of ternary gates. They 

developed stochastic computational models for reliability evaluation of ternary gates.  

Moaiyeri et al. [199] demonstrated CNTFET-based ternary circuits which implements all type of 

ternary logic including positive, negative and standard, in a single structure. They presented 

designs of ternary inverters, NAND and NOR gates, half adder and 1-bit multiplier. These 

circuits were simulated using HSPICE with 32nm CNTFET model of [117]. Simulation results 

demonstrated reduction in energy consumption by 53% and 40% on average for ternary logic 

and arithmetic circuits in comparison with their corresponding designs presented in [67]. In 

addition, these circuits show high driving capability, larger noise margin and insusceptibility to 

process variations with respect to ternary logic and arithmetic circuits presented in [67].  

Vudadha et al. [201] presented a ternary multiplexer based design methodology for realization of 

CNTFET-based ternary circuits. By using transmission gate based ternary 3:1 multiplexer, they 

developed ternary half adder and 1-bit comparator circuits. These designs were simulated in 

HSPICE with CNTFET model of [117]. It was found that ternary half adder gets reduction in 

delay and PDP by 27% and 23%, respectively, in comparison with its counterpart presented in 

[67]. In [203], Vudadha et al. presented a design of encoder optimized at transistor level for 

implementation of ternary functions. Utilizing this encoder, they implemented ternary half adder. 

Results obtained from HSPICE demonstrated improvement in delay, power and PDP by 22%, 

20% and 39% in comparison with that of ternary half adder presented in [67]. 

Vudadha et al. [205] developed a CNTFET-based ternary comparator that uses binary logic 

along with ternary logic for optimized implementation. 1-bit comparator design was extended 

for N-bit operand length by using grouping technique based on prefix structure. This comparator 

design with different operant length was simulated in HSPICE with CNTFET model of [117]. 

Simulation results were indicated power dissipation of 0.65 µW and delay of 21 pS for 1-bit 

design. In [206], authors reported a different implementation of ternary comparator that reduces 

the complexity of design by eliminating the need of complex ternary decoder. HSPICE 

simulation results demonstrated that 1-bit comparator design show reduction in power 

consumption and delay by 81% and 41.6%, respectively, with respect to its counterpart realized 

based on the design technique of [67]. 
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Nepal K. [207] demonstrated CNTFET-based dynamic ternary structure based on complete 

model approach of [208].  Using this technique, they presented design of ternary inverter, buffer 

and MIN gate. These designs use two power supply voltages (Vdd and Vdd/2) and single diameter 

CNTFETs. HSPICE simulation results indicated that ternary inverter shows reduction in PDP by 

one order of magnitude with respect to that of inverter design presented in [67].  

Moaiyeri et al. [209] presented two designs of CNTFET-based ternary full adder. These designs 

utilize capacitor-based scaled analog summer along with a ternary buffer. In the first design, 

ternary buffer contains two cascaded ternary inverters in which first one works as a threshold 

detector and the second one work as a standard inverter to get output from its complement. In the 

second design, ternary buffer contains threshold detector only to generate Sum signal. The first 

design uses 5 capacitors and 24 transistors, and the second one contains 18 transistors and 5 

capacitors, while ternary full adder designed using cascading of two half adder of [67] uses more 

than 200 transistors with one extra power supply. However, in the first design, there exist a long 

path between the input and output, and also due to used capacitors, delay and power 

consumption are increased. Although second design has more driving capability and less delay, 

it has more static power consumption compared to first one. Apart from this, both designs suffer 

from low noise margin due to parasitic effect caused by used capacitors. 

Ebrahimi et al. [210] presented a CNTFET-based ternary full adder which contains two cascaded 

half adder blocks to produce output Sum. The so-called half adder does not generate final output 

Carry. A separate sub-circuit is used to generate Carry. The presented design utilizes 106 

transistors including ternary inverters which provide complementary input signals. HSPICE 

simulation results demonstrated reduction in PDP of presented circuit by 61% and 85% 

compared to first and second designs of [209] at 3 fF output load. However, this ternary full 

adder has low driving power due to its long critical path consisting of several pass-transistors in 

series.  

Present Scenario  

In 2013-2015, some researchers presented ternary logic based digital circuits using CNTFETs. 

For instance, Moaiyeri et al. [200] developed a universal approach for implementing CNTFET-

based ternary circuits with no static power dissipation. In this method, the path from power 

supply (Vdd) to ground is eliminated in the static state of the circuit which leads to considerable 

improvement in power consumption and energy efficiency. HSPICE simulation results with 32 

nm CNTFET model of [117] demonstrated that these circuits get 82% reduction in static power 



 

28 

 

consumption in comparison with that of ternary designs presented in [199]. 

Vudadha et al. [202] designed ternary half adder using a combination of binary 2:1 multiplexer 

and ternary 3:1 multiplexer. Simulation results indicated 58% reduction in power and 64% 

reduction in PDP with respect to ternary multiplexer based design of [201].  

Sridevi et al. [204] realized ternary combinational circuits including half adder, half subtractor, 

full adder, full subtractor and 2-bit comparator, based on negation of literals technique. These 

circuits were evaluated using HSPICE simulator with CNTFET model of [117]. The reported 

results dictated 5–145 times improvement in PDP with less gate count with respect to ternary–

binary combinational gate designs presented in [67]. 

Mirzaee et al. [211] implemented a ternary full adder on the basis of cascading two half adder 

blocks to generate Sum and, a carry generator to produce Carry. In this design, resistors and 

capacitors, which were implemented using transistors, were utilized for voltage division. Authors 

also presented designs of ternary half adder and 4-bit ternary ripple adder. HSPICE simulation 

results indicated improvement in delay and power consumption by 66% and 45%, respectively, 

for ternary full adder in comparison with its counterpart presented in [210] at 0.7 V power 

supply voltage. In addition, it uses 46 fewer transistors compared to ternary full adder of [210].  

However, it suffers from high power dissipation due to used resistors, and low noise margin due 

to used capacitors.  

Keshavarzian et al. [212] presented a CNTFET-based ternary full adder implemented using a 

Sum generator and a Carry generator. Each of these generators contain two pull up networks, 

two pull down networks and one resistive voltage divider configured using transistors.  This 

TFA utilizes 106 transistors in its realization. A ternary buffer was used for high driving 

capability of TFA.  HSPICE simulation results indicated reduction in PDP by 82%, 93%, and 

53%, compared to the first and second TFA designs of [210], and TFA of [209], respectively.  

Sridharan et al. [213] demonstrated CNTFET-based designs for single-trit and multi-trit adders. 

They presented single-trit adder design with less complex encoder and carry generation unit (in 

comparison with designs of [73] and [67]). This design uses 142 transistors in its 

implementation. For multi-trit design, authors used single-trit adder blocks with reduced number 

of encoder and decoder blocks (in comparison with direct cascading of single-trit adders). The 

presented adder designs were simulated in HSPICE with CNTFET model of [117] and device 

parameters of [214]. The reported results demonstrated 79% reduction in PDP for 3-trit adder 

and 88% reduction in PDP for 9-trit adder, in comparison with the gate level designs of [67]. But 
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these designs contain a direct path between Vdd and ground for some input combinations which 

results in high static power consumption. 

Next, Panahi et al. [215] developed two designs of ternary half subtractor based on CNTFETs. 

The first design is based on complementary CNTFET design style with resistive voltage divider 

configured using transistors. It uses 42 transistors including ternary inverters for complements of 

inputs.  The second design uses transmission gates and reduces number of transistors to 18. 

These designs were simulated in HSPICE with CNTFET model of [117]. It was shown that the 

second design gets 400% improvement in PDP with respect to that of first design. 

 

2.4 Content Addressable Memory (CAM) Cell 

A content addressable memory (CAM) is an application specific memory that compares input 

search data against a stored data, and returns the address of matching data, within one single 

clock cycle which makes it faster than other software and hardware search systems. There are 

two types of CAMs: binary CAM (BCAM) and ternary CAM (TCAM). Binary CAM (BCAM) 

stores logic 0 and logic 1. It performs exact match searches and therefore, it is useful for tag 

comparison in cache memory. Ternary CAM (TCAM) provides an added flexibility of pattern 

matching with the use of don’t care (X). It stores and searches for an X value along with logic 0 

and logic 1. This X value provides wildcard entry where memory cell show a match irrespective 

of input bits. This feature makes TCAMs popular for realizing networking applications such as 

packet forwarding and packet classification in network routers.  

2.4.1 CAM Cell based on MOSFET 

The first BCAM cell referred as PMOS-dominated diode cell was described by Koo [216] in 

1970. This cell contains two NMOS transistors and seven PMOS transistors including one diode 

connected PMOS for match line pull up. In this cell, bit-line load is data-dependent which leads 

to unpredictable read and write delays. In addition, the diode based match-line pull up leads to 

slower search operation, and pull up current provided by bit lines rather than a hard supply 

creates buffering and electro migration concerns. Kadota et al. [217] presented a 10T active pull-

down cell. This cell contains eight NMOS transistors and two PMOS transistors. It resolves the 

difficulties faced by diode-based cell of [216]: bit-line load is data-independent and the match-

line pull-down occurs through an active network connected to a hard supply. In this cell, bit line 

state during match line precharge has the opposite polarity from that of read/write precharge, 

which results in increased search cycle time. This cell also suffers from charge-sharing problem. 
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Improved 10T active pull-down cell was demonstrated by Uvieghara et al.  [218]. This cell 

resolves charge sharing problem by swapping of transistors in its XOR based comparison logic 

portion but the problem of incompatibility with bit line states still remains.  

Bergh et al. [219] presented a 9T cell with dedicated search lines in triple-metal process. These 

extra lines offer several advantages. Bit line loads are data independent. The states of match line 

are independent from read/write activity. Bit lines and search lines have reduced load in 

comparison with them where a single pair is used. As a consequence, the presented cell leads to 

high speed and low power consumption with respect to that of above described cells. In addition, 

read and search operations can be carried out in parallel, which results in increased processing 

throughput by a factor of two. However, this cell requires wider pull down transistor. 

Miyatake et al. [220] presented a 9T CAM cell with PMOS as a bit-match device. This match 

device causes reduced voltage swing in pulling down the match line, in comparison with NMOS 

pull-down. As a consequence, the presented cell finds smaller match line charging and 

discharging currents, reduced noise level, and lower power consumption (all approximately by 

40%) in comparison with conventional 9T cell presented in [221]. However, the PMOS-based 

match-line pull-down driver is weak in driving down the word match line for mismatch case in 

comparison with NMOS-based driver.  

Liu et al. [222] developed a low-voltage 12T CAM cell with a fast tag-compare capability, based 

on partially depleted SOI CMOS dynamic threshold techniques. In addition to ten transistors 

used in conventional cell, this cell uses two extra pass transistors for dynamically controlling of 

the bodies of  transistors in compare network. According to results obtained by MEDICI 

simulator program, it is 45% faster than that of conventional 10T cell of [218], at supply voltage 

of 0.7 V.  

Thirugnanam et al. [223] introduced a 9T toggling match line CAM. They used one additional 

wire called as active high/active low signal (AHAL) which is shared between two adjacent rows, 

compared to a basic cell. The presented cell alternates between active high and active low output 

in every access with AHAL signal which is turned ON in alternate cycle to find the active state 

of the match line. Simulations were performed in HSPICE using 0.25 µm CMOS technology. 

The reported results demonstrated that the presented cell shows 40% reduction in power 

consumption over read misses due to reduced switching activity in match lines by half, in 

comparison with selective precharge CAM cell of [224] and modified CAM cell of [225]. 

Mundy et al. [226] demonstrated the first dynamic 5T BCAM cell based on PMOS devices in 
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1972. This cell contains two 3T dynamic random access memory (DRAM) cells connected back 

to back with one common read access device. In this cell, ample charge storage is not achieved 

due to low value of gate capacitance which contains a series connection of gate oxide 

capacitance and depletion layer capacitance.  

Yamagata et al. [227] presented a dynamic 5T cell with DRAM-type capacitors. This cell uses 

NMOS devices and performs all operations with complementary signals with reference to 

PMOS based cell of [226]. It achieves true differential charge storage but the associated DRAM-

type capacitors are difficult to fabricate and rarely available to ASIC designer.  

Wade and Sodini [228] demonstrated a dynamic 5T cell which does not require advanced 

DRAM fabrication techniques for resolving charge storage problem. This cell utilizes cross-

coupled connection of bit lines. When writes are performed, the storage device is switched OFF; 

there is no series connection between the depletion capacitance and gate capacitance, and 

sufficient charge storage is obtained. The presented cell performs fast read and search operation 

with respect to its counterpart presented in [227]. Dynamic cells of [226-228] need refresh 

operation, and have data dependency of bit line loads. In [229], Jones presented an 8T dynamic 

latch cell based on 4T-DRAM. Although this cell need more area compared to the 3T-DRAM 

based cells, its realization and operation mechanism are much simpler. This cell achieves fully 

differential data storage with positive feedback latching, and compatible with standard SRAM 

read/write peripherals. However, it suffers from match line charge sharing problem. 

Pagiamtzis et al. [230] described a 16T TCAM cell with NOR-based comparison logic.  This cell 

uses two 6T SRAM cells for data storage and four NMOS transistors for bit comparison. It 

provides a full swing voltage at the gates of comparison transistors and leads to fast match 

operation. Roth et al. [231] presented a modified version of this cell. They have used PMOS 

devices instead of NMOS devices for comparison circuitry, which enables a more compact 

layout by reducing the number of spacing of n-diffusion to p-diffusion in the cell. Additionally, 

the modified cell reduces wiring capacitance and thereby leads to low power consumption. But, 

the cell has slow search operation due to high equivalent resistance associated with comparison 

transistors.  

Arsovski et al. [232] reported a 12T TCAM cell with NAND-type compare logic. This cell uses 

asymmetric 4T static cells for data storage and four NMOS transistors for compare network. An 

asymmetrical arrangement of storage cell contains a hard node which stores full rail voltage 

signals. The listed cell area is 17.54 µm
2
 which is comparable with that of conventional BCAM 
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cell; therefore the presented cell provides ternary implementation without any cost. Choi et al. 

[233-234] presented a 16T TCAM cell with NAND-type compare network. This cell utilizes two 

6T SRAM storage cells and four NMOS compare transistors. This cell shows low power 

characteristics but suffers from high search delay in comparison with TCAM presented in [231].  

Sultan et al. [235] demonstrated a 12T TCAM cell. This cell contains two asymmetric 4T data 

storage cells and one comparison circuit based on low capacitance search logic. This comparison 

logic reduces match line capacitance (by 50% or 75% depending on globally masked bits in 

search data) in comparison with that of NOR comparison logic based TCAM cell of [230] and 

[231]. The layout of presented cell, which was drawn in Cadence Virtuoso with UMC 0.13 μm 

technology, occupies 12.93 μm
2
.  

Mohan et al. [236] demonstrated the suitability of 5T-SRAM cells for conventional TCAM cells 

to reduce leakage as well as cell area. They also proposed NMOS coupled 14T TCAM and 

PMOS coupled 14T TCAM, which use unused state of conventional TCAM for further 

reduction in cell leakage by eliminating one of the sub-threshold leakage paths. PTM simulation 

results demonstrated that the presented cells show 40% reduction in leakage with smaller 

degradation (< 8%) in static noise margin (SNM) over the conventional TCAM cell. The 

reported results also demonstrated that these cells takes 3.6 nS (maximum) for read and write 

operations.   

Kumar et al. [237] reported a 16T-TCAM cell with match line testing circuitry in 180 nm 

technology. In this cell, a network which contains a transmission gate and a capacitor, is added 

with the existing ternary NOR cell to check the masking condition during the search operation. It 

is shown that match line conditions have been tested successfully and the resultant outputs are in 

accordance with desired ones.  

Fries et al. [238] presented a dynamic TCAM with coupled match line. This cell uses four N-

type transistors, and performs all three basic operations: match, read and write. The match line in 

the cell is coupled with one of the cell transistor resulting in long matching delays. Authors also 

demonstrated a match line cut-off scheme to deal with the coupling effects. Valerie et al. [239] 

reported a dynamic TCAM cell which uses six NMOS transistors and two DRAM-type 

capacitors. In this cell, match line pull down device which is controlled by the cell node, was 

isolated from coupling of match line in order to increase the speed of match line discharge. 

Noda et al. [240] proposed a planer dynamic TCAM fabricated in 130 nm CMOS technology. 

This cell contains eight NMOS transistors and four planer capacitors. These capacitors are 
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arranged in two complementary pairs which improves stability of TCAM. In addition, this planer 

dynamic concept leads to a small cell area of 4.79 µm
2
 which is approximately half of the 

SRAM based TCAM cell implemented in the same technology. Noda et al. [241] also proposed 

a cost-efficient dynamic TCAM implemented in 130 nm embedded DRAM technology. This 

cell consists of six NMOS transistors and two capacitors. It uses dual oxide process for the 

reliability of data retention and fast search operation. The presented cell leads to small area of 

3.59 µm
2
, which is 47% less than that of conventional static TCAM and 25% less than that of 

dynamic TCAM presented in [240], both fabricated in 130 nm CMOS technology, Additionally, 

it leads to low power consumption and smaller noise level due to low capacitance of search lines 

and match lines. Along with these advantages, larger storage node capacitance (30 fF) increases 

its soft error immunity level and robustness.    

Frias et al. [242] introduced five decoupled dynamic TCAM cells. They categorized these cells 

based on the number of transistors used. The presented cells contain six, six-and-a-half, seven 

and-a-half, and ten-and-a-half transistors (one transistor is shared between two adjacent 

cells).These cells lead to shorter matching delay due to decoupling of match lines from cell 

transistors. For evaluation, they were simulated using 0.25 µm CMOS technology and compared 

with the dynamic cells presented in [228]. Among all cells, 7.5-T DDCAM achieves shorter 

match delay (89.7 pS). Similarly, 6-T DDCAM cell gets the smallest match delay-current 

product which is one third of that of other cells.  

2.4.2 CAM Cell based on CNTFET 

Design of fast and compact CAM structure is of highest priority and ballistic transport operation 

and low off current make CNTFET a suitable device for high performance and increased 

integration density of CAM design. This memory performs parallel data comparison with data 

storage. It consists of SRAM cells for data storage and a compare network for data comparison.  

Using CNTFETs, different designs of SRAM cell have been proposed in the literature for binary 

and ternary storage.  Bachtold et al. [46] presented a resistive-load CNTFET-based SRAM cell. 

However, this cell needs large off-chip resistors (100 MΩ) which results in high power 

dissipation and increased cell area. To address this problem, Lin et al. [243-244] developed a 

resistor-less CNTFET-based SRAM cell which employs P-CNTFET as active load. This design 

uses two different diameters for P-CNTFET and N-CNTFET. Authors also introduced a metric 

called as ‘SPR’ (static power-noise margin product to power-delay-product ratio) to capture 

different figures of merit including stability, power consumption and write time. The presented 
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cell was simulated in HSPICE using the Stanford CNTFET model of [117] and the Berkeley 

Predictive 32 nm CMOS model of [245] to perform comparison with its CMOS counterpart. 

Simulation results indicated that SPR of the cell is four times higher than its CMOS counterpart 

having the same configuration. The reported results also demonstrated insusceptibility to 

process, voltage and temperature variations with respect to CMOS SRAM cell. 

Kim et al. [246] presented a CNTFET-based 8T SRAM cell. This design disconnects the 

feedback loop of the two back-to-back inverters of 6T SRAM structure during write operation 

and, separates the write and read bits with 8T configuration. During write operation, the 

presented technique reduces number of discharge and minimizes dynamic power consumption. 

HSPICE simulations were performed with the Stanford CNTFET model of [117] and the 

Berkeley Predictive 32 nm CMOS model of [245]. Compared to 6T CMOS SRAM cell, the 

presented 8T cell shows 48% reduction in dynamic power consumption with 56% wider SNM at 

the expense of 2% and 3% increase in leakage power and write delay, respectively. 

You and Nepal [247] reported two design of ternary SRAM cell; one utilizes 14 transistors and 

other utilizes 8 transistors. The first design uses six-transistor based ternary inverters, and the 

second design uses three- transistors based ternary inverters with one extra power supply (Vdd/2). 

In these designs, CNTFETs with different diameters are utilized. SPICE simulations indicated 

that 8T ternary cell has more power consumption than 14T ternary cell. It was also demonstrated 

that the delay of both designs is comparable, and there exist a trade-off between power and area 

for making a choice in between these two designs.  

Lin et al. [248] presented a CNTFET-based ternary memory cell. This cell uses a transmission 

gate for write operation, and a buffer along with another transmission gate for read operation. 

Two back to back six transistors-based ternary inverters were used for ternary data storage. The 

presented cell eliminates the need of extra power supply voltage by making the use of CNTFET 

chirality vectors for threshold voltage control. This cell gets high SNM due to separate read and 

write operations, and 90% lower standby power consumption with respect to conventional 

binary CMOS cell. The reported cell also shows 41.6% area saving compared to that of its 

CMOS ternary counterpart at 32 nm. 

Das et al. [249] evaluated the performance of a CNTFET-based 4-bit binary CAM (BCAM) 

array. They put four 8T NOR-type BCAM cells in parallel to form this array. Simulations were 

performed in HSPICE with Stanford CNTFET model of [117]. Authors used current race match 

line sensing amplifier to indicate match line conditions. The reported results demonstrated that 
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the presented CAM array shows 2-4 times speed improvement with 17.4% power saving with 

respect to its CMOS counterpart.  

Nepal and You [250] developed an alternate design of CNTFET-based TCAM cell (i.e. 3CAM) 

using true three valued structures. First, they demonstrated CNTFET-based 8T NOR-type 

BCAM cell. This cell uses 6T SRAM cell of [244] for data storage and, four N-CNTFETs 

forming match pull-down network for compare logic. Secondly, they described CNTFET-based 

16T TCAM cell with NOR based compare logic. This cell contains two 6T SRAM cells of [244] 

and four compare transistors. It needs additional area due to use of two storage cells. To address 

this problem, authors reported a 3CAM cell which has the same usability as TCAM. The 

presented 3CAM cell uses a ternary memory cell of [247] for data storage and does not require a 

second binary SRAM which is used in TCAM structure. HSPICE simulation results 

demonstrated that 3CAM cell has 1.61 nS search delay which is comparable to that of TCAM 

cell, and 2.29 µW power consumption which is higher than TCAM cell having power 

consumption of 1.26 µW. The presented 3CAM cell shows 25% area saving over TCAM cell.  

2.5 Research Gaps and Scope of the Presented Work 

Based on the literature review done in previous section, the following issues have been 

considered and addressed: 

1. Research work in the area of development of ternary logic and arithmetic circuits using 

CNTFETs is minimal for compact VLSI sub-system. Hardware optimization of such 

designs at architecture and circuit level is one of the issues addressed in this thesis. 

2.  Exploration of the use of CNTFET for energy efficient ternary sub-system is limited. 

Design space of speed and power optimized ternary circuit based on CNTFET has been 

taken up in the presented work. 

3. Less work has been done in the area of constructing CAM structures using CNTFETs for 

real time applications. There is a need for designing of CAM circuits based on CNTFET.  
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Chapter 3  

Design of 2-bit Hardware Optimized Ternary ALU (HO-TALU) 

using CNTFETs 

3.1 Introduction 

An ALU is one of the main components inside central processing unit (CPU) of a digital 

computer, and even it is found inside the simplest microprocessors also, where it is 

responsible for performing arithmetic and logic operations. The increasing demand for highly 

optimized modern information processing system clearly points to the need of efficient 

implementation of ALU in terms of power, speed and hardware.  

This chapter presents design of 2-bit hardware optimized ternary ALU (HO-TALU) using 

CNTFETs. 2-bit HO-TALU gets minimization in required hardware at both architectural as 

well as at circuit level. At architecture level, HO-TALU has a new adder-subtractor (AS) 

module which performs both addition and subtraction operations using an adder module only 

with the help of multiplexers. Thus, it eliminates a subtractor module from the conventional 

architecture. At circuit level, HO-TALU minimizes ternary function expressions in comparison 

with function minimization proposed in [73].  Additionally, it utilizes binary gates along with 

ternary gates in realization of functional modules: AS, multiplier, comparator and exclusive-OR. 

HSPICE simulation results show that multiplier, comparator and exclusive-OR have advantage 

in power-delay product (PDP) but AS has a minor loss in PDP. As a consequence, HO-TALU 

gets significant reduction in device count with marginally increase in PDP for addition and 

subtraction operations only in comparison with CNTFET-based ternary designs available in the 

literature. Design of 2-bit HO-TALU is modified to develop a 2-bit HO-TALU slice which could 

be easily cascaded to construct N-bit HO-TALU. 

In section 3.2, designs of ternary gates are demonstrated. Architecture and functions of HO-

TALU are presented in section 3.3. Section 3.4 provides ternary function minimization and 

realization, and section 3.5 and 3.6 explain design of HO-TALU functional modules and their 

integration over TALU slice, respectively. In section 3.7, transient simulation results for 

functional test and performance evaluation are presented with hardware assessment, followed by 

the conclusion in Section 3.8. 
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3.2 Design of Ternary Logic Gates  

Ternary logic is a type of multi-valued logic, which adds a third value to the conventional binary 

logic. Table 3.1 shows the definition of ternary logic states denoted by 0, 1 and 2 and their 

equivalent voltage levels. An n-variable ternary function f (a1, a2…an) is a logic function which 

is mapped on {0, 1, 2}
 n

 to {0, 1, 2}. The basic ternary operations (AND, OR and NOT) are 

defined as follows. 

 n32,1n321 a...............a,aamina.............a.a.a   

 n32,1n321 a...............a,aamaxa.............aaa   

nn a2a                     (3.1) 

Where a1, a2, a3 …an = {0, 1, 2}, - denotes arithmetic subtraction and operators ·, +, ¯, denotes 

ternary AND, OR and NOT operations, respectively [143].  The most fundamental building 

blocks of ternary system are NOT (or inverter), NAND and NOR gates. These gates operate 

according to their respective convention provided by eq. (3.1). 

                                    Table 3.1: Definition of logic states in ternary logic  

Logic states Voltage Level (V) 

0 0 

1 0.45 (Vdd/2) 

2 0.9 (Vdd) 

There are three types of inverters, namely positive ternary inverter (PTI), negative ternary 

inverter (NTI) and standard ternary inverter (STI), which are defined as follows. 














1aifk

1aifa2
)a(NOTk                                                                                        (3.2) 

In eq. (3.2), ‘a’ is a ternary input signal; variable k is 0 for NTI, 1 for STI, and 2 for PTI. The 

truth table of ternary inverters is shown in Table 3.2. Similar to ternary inverters, there could be 

three types of ternary NAND and NOR gates.  
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                                           Table 3.2: Truth Table of ternary inverters 

a NTI PTI STI 

0 2 2 2 

1 0 2 1 

2 0 0 0 

A two-input ternary NAND and NOR gate having inputs ‘a’ and ‘b’ are defined as follows. 














1)b,a(minifk

1)b,a(minif)b,amin(2
)b,a(NANDk                                                                (3.3) 














1)b,a(maxifk

1)b,a(maxif)b,amax(2
)b,a(NORk                                                                   (3.4) 

According to eq. (3.3) and (3.4), depending upon the logic value of variable k i.e. 0, 1 and 2, a 

ternary NAND/NOR gate will operate as a negative ternary NAND/NOR (NTNAND/NTNOR) 

gate, standard ternary NAND/NOR (STNAND/STNOR) gate and positive ternary NAND/NOR 

(PTNAND/PTNOR) gate, respectively. Table 3.3 gives truth table of ternary NAND and NOR 

gates. Further, designs of ternary logic gates presented in [199] are used in this work. These 

gates use complementary CNTFET logic style and unique feature of CNTFET for threshold 

voltage adjustment without using multiple power supply voltages.  

     Table 3.3: Truth Table of ternary NAND and NOR gates 

a b NTNAND PTNAND STNAND NTNOR PTNOR STNOR 

0 0 2 2 2 2 2 2 

0 1 2 2 2 0 2 1 

0 2 2 2 2 0 0 0 

1 0 2 2 2 0 2 1 

1 1 0 2 1 0 2 1 

1 2 0 2 1 0 0 0 

2 0 2 2 2 0 0 0 

2 1 0 2 1 0 0 0 

2 2 0 0 0 0 0 0 
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Figure 3.1 shows schematic diagram and symbol of NTI, where D represents diameter of 

CNTFET.  Design of NTI uses low threshold N-CNTFET (T1) and high threshold P-CNTFET 

(T2). When input voltage (Va) is 0 V, T1 is turned OFF and T2 is turned ON, and output is 

pulled up to 0.9 V. As Va changes to 0.45 V or 0.9 V, T1 is turned ON and T2 is turned OFF, 

and output is discharged to 0 V. The operation of NTI confirms its entries of Table 3.2.  

 

Figure 3.1: Negative ternary inverter (NTI) [199] 

Figure 3.2 shows schematic diagram and symbol of PTI. This design of PTI uses high threshold 

N-CNTFET (T3) and low threshold P-CNTFET (T4). When input voltage (Va) is 0 V or 0.45 V, 

T3 is turned OFF and T4 is turned ON, and output is pulled up to 0.9 V. As Va changes to 0.9 V, 

T3 is turned ON and T4 is turned OFF, and output is discharged to 0 V. The operation of PTI 

confirms its entries given in Table 3.2. 

 

Figure 3.2: Positive ternary inverter (PTI) [199]  

Figure 3.3 shows schematic diagram and symbol of STI. STI is realized by combining NTI and 

PTI circuits through a network which contains one P-CNTFET (T5) and one N-CNTFET (T6) 

having same geometries. Consequently, output voltage (Vout) is obtained as the average 

value of output voltage of NTI (Vout_N) and PTI (Vout_P), which is represented as follows 
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                                                                                                           (3.5)   

When the input voltage (Va) is 0 V, both Vout_N and Vout_P are 0.9 V and consequently Vout is 

0.9 V. Similarly, when Va = 0.9 V, both Vout_N and Vout_P are 0 V and consequently Vout is 0 V. 

Finally, when Va = 0.45 V, Vout_P and Vout_N are 0.9 V and 0 V, respectively and consequently, 

Vout is 0.45 V. Further, based on eq. (3.3), (3.4) and described method of designing ternary 

inverters, CNTFET-based STNAND/STNOR gates are implemented. Figure 3.4 and 3.5 show 

the schematic diagram and symbol of these gates, respectively.  

 

Figure 3.3: Standard ternary inverter (STI) [199]

 

Figure 3.4: Standard ternary NAND (STNAND) gate [199] 
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Figure 3.5: Standard ternary NOR (STNOR) gate [199] 

3.3 Architecture & Functions of 2-bit HO-TALU 

Figure 3.6 shows the pin diagram and architecture of 2-bit HO-TALU. There are two ternary 

data inputs A (A1 A0) and B (B1 B0), and multiple outputs: Sum/Difference and Carry/Borrow, 

Product and Cout, GR, EQ and LE, and different logic outputs such as A+B, BA  , A.B and B.A

. Two select inputs (S1 and S0) select desired logic and arithmetic operation, as described in 

Table 3.4. HO-TALU is capable of providing four arithmetic operations and five logic 

operations. The arithmetic operations include addition, subtraction, multiplication and 

comparison. The logic operations include AND, NAND, OR, NOR and XOR. The architecture 

of HO-TALU consists of the following main components: 1-to-3-line decoder, function selection 

logic block with active high outputs (FSB-AHO), transmission gate block with active high 

enable (TGB-AHE) and different functional blocks (referred as modules) which include AS, 

multiplier, comparator, exclusive-OR, T-OR, T-NOR, T-AND and T-NAND. Terms ‘Bi’ and 

‘T’ are used to indicate binary and ternary nature of logic gates, respectively.  
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                            Table 3.4: Function Table of 2-bit HO-TALU 

S1 S0 Function 

0 0 Addition 

0 1 Subtraction 

0 2 Multiplication 

1 0 Comparison 

1 1 OR 

1 2 NOR 

2 0 AND 

2 1 NAND 

2 2 XOR 

 

 

Figure 3.6 (a): Pin out diagram of 2-bit HO-TALU  
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Figure 3.6 (b): Architecture of 2-bit HO-TALU 
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1-to-3-line Ternary Decoder 

Figure 3.7 shows logic diagram of 1-to-3-line ternary decoder and its truth table [199]. It is a 

one-input, three-output combinational circuit that generates three unary functions for an input ‘a’ 

as a
0
, a

1 
and a

2
. This design uses NTI to produce a

0
, PTI followed by a binary inverter to 

generate a
2 

, and a binary NOR gate having inputs a
0
 and a

2 
to produce a

1
. The logic response of 

a decoder is given as: 










caif0

caif2
ac                                                                                                                          (3.6)  

Where variable c takes 0, 1 and 2. In Figure 3.6 (b), decoder (DEC1) generates unary functions 

0
0A , 1

0A and 2
0A  for A0, DEC2 generates 0

1A , 1
1A and 2

1A  for A1. Similarly, decoder DEC3 

generates 0
0B , 1

0B and 2
0B  for B0, and DEC4 generates 0

1B , 1
1B and 2

1B  for B1. These unary 

functions are fed to functional modules for desired outputs. 

 

Figure 3.7: 1-to-3-line ternary decoder (a) logic level diagram (b) truth table 

Function Select Logic Block with Active High Outputs (FSB-AHO) 

Figure 3.8 shows logic diagram of function select logic block with active high outputs (FSB-

AHO). It has two inputs S0 and S1, and nine outputs ADD, SUB, MULT, COMP, OR, NOR, 

AND, NAND and XOR. It contains an array of nine binary AND gates with two 1-to-3-line 

decoders (DEC1 and DEC2). DEC1 generates unary functions 0
0S , 1

0S and 2
0S  for S0. Similarly, 

DEC2 generates unary functions 0
1S , 1

1S and 2
1S for S1. These functions are applied to AND gates 

for a desired output. FSB-AHO selects one particular TALU function depending on the bit 

combination of S0 and S1, as described in Table 3.4.  

Consider the case when S1S0 = 02. 0
1S , 1

1S and 2
1S are 2, 0 and 0, respectively. Similarly, 0

0S , 1
0S
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and 2
0S are 0, 0 and 2, respectively. The third AND gate of the array having inputs 0

1S  and 2
0S  

makes its output MULT high, while all other AND gates have one (or more) input equal to 0 

which makes their outputs low. The high MULT further enables TGB-AHE2 for multiplication 

operation, as shown in Figure 3.6 (b). Thus, depending upon the logic state of S0 and S1, only 

one particular output of FSB-AHO block is active (high) for desired TALU function. 

 

Figure 3.8: Logic level diagram of function selection logic block with active high outputs 

(FSB-AHO) 

Transmission Gate Block with Active High Enable (TGB-AHE) 

Figure 3.9 shows logic level diagram of transmission gate block with active high enable (TGB-

AHE). It contains an array of transmission gates (TGs) which connect decoder output lines to the 

data inputs of functional modules. This array is activated when input enable (EN) is high. In 

Figure 3.6(b), the number of TGs used in the array is mentioned with each individual TGB-

AHE. Further, TG is implemented using the parallel connection of P-CNTFET and N-CNTFET. 

In a TG array, N-CNTFET gate of all TGs is connected to EN and the gate of all P-CNTFETs 

is connected to EN  which is created by using a binary inverter. When EN is 2 (high), the N-
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CNTFET gate is 0.9 V and the P-CNTFET gate is at 0 V, as a consequence, both transistors 

conduct and there is a closed path between input (I/P) and output (O/P). Similarly, when EN is 0 

(low), the N-CNTFET gate is at 0 V and the P-CNTFET gate is at 0.9 V, consequently both 

transistors are OFF and there is an open circuit between I/P and O/P.  

TGB-AHE gets value of EN from one or more outputs of FSB-AHO through either some logic 

or directly, as shown in Figure 3.6(b). FSB-AHO outputs MULT, COMP, AND, NAND, OR, 

NOR and XOR are connected directly to EN of the TGB-AHE2, TGB-AHE3, TGB-AHE4, 

TGB-AHE5 and TGB-AHE6, TGB-AHE7 and TGB-AHE8, respectively. Since TGB-AHE1 is 

associated with the AS functional module which performs addition and subtraction, its enable 

input (EN1) must be high whenever one of these operations is desired. For this, a binary OR gate 

is added with FSB-AHO.  FSB-AHO outputs ADD and SUB are applied to this gate which 

generates EN1.  

To demonstrate the working of TGB-AHE, addition operation is assumed. FSB-AHO makes its 

output ADD to high. Consequently binary OR gate set EN1 to 0.9 V, which enables TGB-

AHE1. This enabled block supplies decoder generated unary functions of the inputs, to the AS 

module. This module performs addition operation and produces SUM/Difference and 

Carry/Borrow outputs. Other modules remain isolated from data inputs due to low value of 

enable signal (EN) of their TGB-AHE.  

 

Figure 3.9: Logic level diagram of transmission gate block with active high enable  

(TGB-AHE) 



 

47 

 

3.4 Synthesis,Minimization and Realization of 2-bit HO-TALU Function 

A ternary n-variable function F (a1, a2…an) is expressed in its canonical sum form as follows, 

based on theorem 1 of [143]. 

)a........a,a(F.1)a,........a,a(F)a...........a,a(F n212n211n21                            (3.7) 

Where F1 is a function which contains terms of 2’s and F2 is a function which contains terms of 

1’s. Accordingly, a ternary function can be synthesized from its truth table.  

For the minimization of ternary functions, there are three basic methods: 

1. Algebraic method 

2. Tabular method 

3. Ternary K-map method 

In this work, ternary K-map method [143] is used for function minimization. Further, the 

realization of minimized ternary functions is shown in Figure 3.10. This implementation method 

employs 1-to-3-line ternary decoders for converting ternary input signals (0, 1 and 2) into binary 

signals (0 and 2). These signals are processed by a computation unit containing binary logic 

gates, and then binary outputs are converted back into ternary outputs using an encoder based on 

ternary logic gates. 

 

Figure 3.10: Ternary function implementation for 2-bit HO-TALU 

The design procedure is as follows: 

1. Construct truth table and draw K-map for output variables. 

2. Find the arrays (i.e. cell grouping) of 3 x 1, 3 x 2 and 3 x 3 cells with 2’s terms and 1’s 

terms. Cells with 2’s term can be considered as don’t care for the formation of arrays 

with 1’s terms. Produce and minimize the ternary function. 

3. Realize the minimized ternary function. 
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To elaborate synthesis, minimization and realization of ternary functions, designing of a ternary 

half adder (THA) is explained as follows. The truth table of the THA is given in Table 3.5. The 

K-map of outputs S0 (Sum) and C0 (Carry) are shown in Figure 3.11.   

       Table 3.5: Truth table of ternary half adder (THA)     

A B S0   (Sum) C0 (Carry) 

0 0 0 0 

0 1 1 0 

0 2 2 0 

1 0 1 0 

1 1 2 0 

1 2 0 1 

2 0 2 0 

2 1 0 1 

2 2 1 1 

 

Figure 3.11: K-map of ternary half adder (THA)             

From the K-maps, functions F1 and F2 are derived for S0 and C0. The simplified expressions of 

these variables are expressed as:  

)BABABA.(1BABABAF.1F)Sum(S 2
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0430 BABABA(.10F.1F)Carry(C                                                              (3.9)                                      

In case of THA, minimization by grouping of cells is not possible. Based on eq. (3.8) and (3.9), 

THA is implemented and shown in Figure 3.12. This implementation is taken from [199] and 

used for this work. 
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Figure 3.12: Logic level diagram of ternary half adder (THA) 

3.5 Design & Implementation of 2-bit HO-TALU functional module 

Design and implementation of 2-bit HO-TALU functional modules including AS, comparator, 

multiplier, exclusive-OR, T-OR, T-NOR, T-AND and T-NAND are described in the following 

sub-sections.  

3.5.1 Adder-Subtractor (AS) Module 

Figure 3.13 shows the block diagram of the proposed AS module. It performs addition and 

subtraction operations on A (A1A0) and (B1B0), which are represented by A+B and A-B, 

respectively.  AS module consists of one half adder-subtractor (HAS) block and one full adder-

subtractor (FAS) block. A0 and B0 are added or subtracted using HAS which generates outputs 

S0/D0 and C0/B0. This C0/B0 is passed through a 1-to-3-line decoder to generate its unary 

functions. Then, these functions are supplied to FAS that adds or subtracts A1, B1 and C0/B0, and 

produces outputs S1/D1 and C1/B1. S0/D0 and S1/D1 represent least significant bit (LSB) and most 

significant bit (MSB) of Sum/Difference TALU output, and C1/B1 represents the Carry/ Borrow 

TALU output. M is mode input which decides the operation between addition and subtraction. It 

is supplied by SUB output line of FSB-AHO. Therefore, when M = 0, AS performs addition and 

for M = 2, it performs subtraction. Design of HAS and FAS blocks are demonstrated in the 

following sub-sections.  
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Figure 3.13: Logic level diagram of 2-bit ternary adder-subtractor (AS) 

Half Adder-Subtractor (HAS) Block  

The schematic diagram of HAS block is shown in Figure 3.14. It performs both addition and 

subtraction operations using one THA only with three multiplexers (MUXs), based on the 

similarity in realization of THA and ternary half subtractor (THS). The implementation of THA 

is demonstrated in previous section (section 3.4). For THS, using its truth table given in Table 

3.6, K-map is drawn and shown in Figure 3.15. From this K-map, simplified expressions of 

outputs D0 (Difference) and B0 (Borrow) are derived as: 
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Minimized expressions of output variables S0 (Sum) and C0 (Carry) of THA are given in eq. 

(3.8) and (3.9) in section 3.4. Based on the eq. (3.8) and (3.10), expression for D0 will be same as 

that of S0 if variable 1
0B is replaced by 2

0B , and 2
0B  is replaced by 1

0B . Similarly, according to eq. 

(3.9) and (3.11), expression for B0 will be same as that of C0 if variable 0
0A  is replaced with 2

0A . 

Hence, a THA can produce D0 and B0 also; having proper selection of input variables which is 

accomplished using MUXs as shown in Figure 3.14. When M = 0, MUX1, MUX2 and MUX3 

select 1
0B , 2

0B  and 2
0A , respectively, and HAS compute the functions given by eq. (3.8) and (3.9) 

for addition operation. Similarly, when M = 2, MUX1, MUX2, MUX3 select 2
0B , 1

0B and 0
0A , 

respectively, and HAS computes the functions given by eq. (3.10) and (3.11) for subtraction 

operation. 
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Figure 3.14: Logic level diagram of ternary half adder-subtractor (HAS) 

                     Table 3.6: Truth Table of ternary half subtractor (THS) 

A0 B0 D0 (Difference) B0 (Borrow) 

0 0 0 0 

0 1 2 1 

0 2 1 1 

1 0 1 0 

1 1 0 0 

1 2 2 1 

2 0 2 0 

2 1 1 0 

2 2 0 0 

 

  

Figure 3.15: K-map of ternary half subtractor (THS) 
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Full Adder-Subtractor (FAS) Block  

The schematic diagram of the FAS block is shown in Figure 3.16. It performs both addition and 

subtraction operations using one ternary full adder (TFA) only with six MUXs, based on the 

similarity in realization of TFA and ternary full subtractor (TFS). For TFA, using its truth table 

given in Table 3.7, K-map is drawn and shown in Figure 3.17. From this K-map, simplified 

expressions of outputs S1 (Sum) and C1 (Carry) are derived as follows. 
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Similarly, for THS, using its truth table given in Table 3.7, K-map is drawn and shown in Figure 

3.18. From this K-map, simplified expressions of outputs D1 (Difference) and B1 (Borrow) are 

derived as: 
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Figure 3.16 (a): Logic diagram of S1/D1 generator of ternary full adder-subtractor (FAS) 

 

Figure 3.16 (b): Logic diagram of C1/B1 generator of ternary full adder-subtractor (FAS) 
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        Table 3.7: Truth Table of ternary full adder (TFA) and full subtractor (TFS) 

A1 B1 C0 S1(Sum) C1(Carry) D1(Difference) B1(Borrow) 

0 0 0 0 0 0 0 

0 0 1 1 0 2 1 

0 0 2 2 0 1 1 

0 1 0 1 0 2 1 

0 1 1 2 0 1 1 

0 1 2 0 1 0 1 

0 2 0 2 0 1 1 

0 2 1 0 1 0 1 

0 2 2 1 1 2 2 

1 0 0 1 0 1 0 

1 0 1 2 0 0 0 

1 0 2 0 1 2 1 

1 1 0 2 0 0 0 

1 1 1 0 1 2 1 

1 1 2 1 1 1 1 

1 2 0 0 1 2 1 

1 2 1 1 1 1 1 

1 2 2 2 1 0 1 

2 0 0 2 0 2 0 

2 0 1 0 1 1 0 

2 0 2 1 1 0 0 

2 1 0 0 1 1 0 

2 1 1 1 1 0 0 

2 1 2 2 1 2 1 

2 2 0 1 1 0 0 

2 2 1 2 1 2 1 

2 2 2 0 2 1 1 
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Figure 3.17: K-map for ternary full adder (TFA) 

 

Figure 3.18: K-map for ternary full subtractor (TFS) 

Based on the eq. (3.12) and (3.14), function for D1 will be same as that of S1 if 
1
1B  is replaced by

2
1B , 

2
1B is replaced by

1
1B , 1

0C  is replaced by 2
0C , and 2

0C is replaced by 1
0C . Similarly, according 
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to eq. (3.12) and (3.14), function for B1 will be same as that of C1 if variable 0
1A is replaced by

2
1A , and 2

1A  is replaced by 0
1A . Hence, a TFA can generate D1 and B1 also, along with S1 and 

C1, having proper selection of input variables.  For this, MUXs are used in FAS block. When M 

= 0, MUX1, MUX2 MUX3, MUX4, MUX5 and MUX6 select 1
1B , 2

1B , 1
0C , 2

0C , 0
1A and 2

1A  

respectively, and TFA computes the functions given by eq. (3.12) and (3.13) for addition 

operation. Similarly, when M = 2, MUX1, MUX2 MUX3, MUX4, MUX5 and MUX6 select 2
1B

, 1
1B , 2

0C , 1
0C , 2

1A and 0
1A  respectively, and TFA computes the functions given by eq. (3.14) and 

(3.15) for subtraction operation. 

It is worth mentioning that by performing addition and subtraction operations using AS module, 

HO-TALU architecture achieves efficient hardware implementation of these two operations in 

comparison with the existing TALU architecture which contains separate adder and subtractor 

modules. 

3.5.2 Comparator Module 

A comparator module performs comparison of A (A1A0) and B (B1B0), and determines their 

relative magnitudes. The response of comparison is specified by three output variables GR, EQ 

and LE that indicate whether A is greater than B (A>B), A is less than B (A<B), or A is equal to 

B (A=B). The truth table of comparator is given in Table 3.8. According to Table 3.8, following 

logic is satisfied: 

1. One of output variables GR, EQ and LE is 2 then the remaining two variables are always 0.  

2. Two of GR, EQ and LE are 0 then the remaining third one is always 2. 

3. Two of GR, EQ and LE are never equal to 2 at the same time.   

4. GR, EQ and LE have only two logic values 2 and 0, and they never can be 1. 

Table 3.8: Truth Table of 2-bit ternary comparator 

A1 A0 B1 B0 EQ LE GR 

0 0 0 0 2 0 0 

0 0 0 1 0 2 0 

0 0 1 2 0 2 0 

0 1 1 0 0 2 0 



 

57 

 

A1 A0 B1 B0 EQ LE GR 

0 1 2 1 0 2 0 

0 1 2 2 0 2 0 

0 2 0 0 0 0 2 

0 2 1 1 0 2 0 

0 2 2 2 0 2 0 

. . . . . . . 

. . . . . . . 

. . . . . . . 

1 0 0 0 0 0 2 

1 0 0 1 0 0 2 

1 0 1 2 0 2 0 

1 1 1 0 0 0 2 

1 1 2 1 0 2 0 

1 1 2 2 1 2 0 

1 2 0 0 0 0 2 

1 2 1 1 0 0 2 

1 2 2 2 0 2 0 

. . . . . . . 

. . . . . . . 

. . . . . . . 

2 0 0 0 0 0 2 

2 0 0 1 0 0 2 

2 0 1 2 0 0 2 

2 1 1 0 0 0 2 

2 1 2 1 2 0 0 

2 1 2 2 0 2 0 

2 2 0 0 0 0 2 

2 2 1 1 0 0 2 

2 2 2 2 2 0 0 

Based on first three observations, GR is expressed in terms of EQ and LE as follows.  

LEEQGR                                                        (3.16) 
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To derive EQ and LE, K-map is drawn as shown in Figure 3.19. From this K-map, simplified 

expressions for EQ and LE are derived and expressed as:  
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Based on above forth observation, the comparator is implemented using binary gates only in 

order to achieve improved performance. The logic diagram of the comparator module is shown 

in Figure 3.20.  The circuits shown in Figure 3.20 (a) and (b) compute the functions given by eq. 

(3.17) and (3.18) and accordingly, generate EQ and LE, respectively. Then these output 

variables are passed through one NOR gate to generate GR based on eq. (3.16) and shown in 

Figure 3.20 (b). 

 
Figure 3.19(a): Ternary K-map for EQ of comparator module 
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 Figure 3.19(b): Ternary K-map for LE of comparator module  

 

Figure 3.20 (a): Logic level diagram for EQ generator of comparator Module   
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Figure 3.20(b): Logic level diagram for LE and GR generator of comparator module 

The comparator design achieves hardware optimization at three levels. At first level, it 

implements GR using only one NOR gate. At second level, simplified logic expressions are used 

for EQ and LE. At third level, these functions are implemented using binary gates only instead of 

ternary gates .Therefore, for comparison operation, HO-TALU reduces number of logic gates 

approximately to one fourth with respect to its counterpart presented in [73]. 

3.5.3 Exclusive-OR Module 

The block diagram of exclusive-OR module is shown in Figure 3.21.  It performs XOR 

operation on A (A1A0) and B (B1B0), and generates two outputs A0   B0 and A1   B1. The 

ternary XOR operation is carried out using mod-3 addition where carry bit generated from 

ternary addition is ignored [251]. As a consequence, exclusive-OR module is implemented using 

sum generation circuitry of THA, which is represented by THA_SUM block. This module 

consists of two THA_SUM blocks where each block performs 1-bit XOR operation. The truth 

table of 1-bit XOR operation for A0 and B0 is given in Table 3.9. The schematic diagram of 

THA_SUM block is shown in Figure 3.22 where eight binary NAND gates, two ternary NAND 

gates and an inverter produce XOR function which is defined as follows. 
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The proposed exclusive-OR module leads to compact structure with respect to its counterpart 

presented in [73] which utilizes both sum and carry generator of THA block.  

 

Figure 3.21: Block diagram of the exclusive-OR module 

                                             Table 3.9: Truth table of 1-bit ternary XOR  

A0 B0 A0   B0  

0 0 0 

0 1 1 

0 2 2 

1 0 1 

1 1 2 

1 2 0 

2 0 2 

2 1 0 

2 2 1 

 

Figure 3.22: Logic level diagram of THA_SUM block of exclusive-OR module 
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3.5.4 Multiplier Module 

Multiplication of ternary numbers is performed in the same way as multiplication of decimal or 

binary numbers. The multiplicand is multiplied by each bit of the multiplier, starting from the 

least significant position and each such multiplication forms a partial product. Successive partial 

products are shifted one position to the left and the final product is obtained from the sum of the 

partial products. Figure 3.23 shows the block diagram of the multiplier module (decoded unary 

functions for input data are not shown). The architecture of multiplier presented in [73] is used, 

here. It performs multiplication of A1A0 and B1B0, and produces product of four bits 

M3M2M1M0 with Cout.  

 

Figure 3.23: Block diagram of multiplier module 

 Multiplier module contains 1-bit multipliers, ternary half adders (THAs) and ternary full adders 

(TFAs) for the generation of partial products, shifting and final addition of partial products. 

Table 3.10 gives the truth table of 1-bit multiplier which performs multiplication of A0 and B0, 

and generates outputs P0 and C0.  Figure 3.24 shows the K-map for the same.  From the K-map, 

simplified expressions of P0 and C0 are derived and expressed as: 
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                            Table 3.10: Truth table of 1-bit ternary multiplier 

A0 B0 P0 (Product) C0 (Carry) 

0 0 0 0 

0 1 0 0 

0 2 0 0 

1 1 1 0 

1 2 2 0 

2 2 1 1 

 

Figure 3.24: K-map of 1-bit ternary multiplier 

Figure 3.25 gives the logic diagram of 1-bit ternary multiplier which computes the functions 

given by eq. (3.20) and (3.21). A 1-bit multiplier is implemented using design methodology 

presented in [199]. The implementation of THA is already discussed in section 3.4 and shown in 

Figure 3.12. The realization of TFA is same as FAS block discussed in section 3.5.1 and shown 

in Figure 3.16, excluding MUXs. The combination of binary and ternary logic gates used in sub-

blocks of multiplier leads to a hardware efficient design with respect to the multiplier design 

presented in [73].  
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Figure 3.25: Logic level diagram of 1-bit ternary multiplier 

3.5.5   T-OR/T-NOR/T-AND/T-NAND Module 

Figure 3.26 shows the logic diagram of T-OR/T-NOR/T-AND/T-NAND modules. They 

perform logic operations on A (A1A0) and B (B1B0) using ternary gates which are discussed in 

section 3.2. Since logic operations manipulate the bits of the operands separately and treat each 

bit as a ternary variable, each type of ternary gate is repeated two times to get 2-bit logic outputs.  

 

Figure 3.26: Logic level diagram of (a) T-NAND (b) T-AND (c) T-NOR (d) T-OR modules  
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3.6. 2-bit HO-TALU Slice for N-bit HO-TALU  

Design of 2-bit HO-TALU is extended to implement a 2-bit HO-TALU slice which can be 

duplicated for n/2 times to build an N-bit TALU. The pin diagram of the 2-bit HO-TALU slice is 

shown in Figure 3.27. Compared to design of 2-bit HO-TALU, this slice has new input signals 

which are named as cascaded signals: Carryc/Borrowc, GRc, EQc and LEc.  

 

Figure 3.27: Block diagram of 2-bit HO-TALU slice 

To incorporate these signals for implementation of 2-bit TALU slice, some modifications are 

required in 2-bit HO-TALU design. Modification in the AS module is shown in Figure 3.28 

(decoded unary functions for input data are not shown). The modified AS (MAS) module uses 

FAS block in place of HAS to deal with cascaded input of carry/borrow signal i.e. 

Carryc/Borrowc (Cc/Bc). For N-bit HO-TALU, the cascaded configuration of this module is 

shown in Figure 3.29 where input Cc0/Bc0 of MAS1 is connected to ground (logic 0). Input 

Cc1/Bc1 of MAS2 is connected to output C1/B1 of MAS1. Similarly, for other MAS module, 

input Cc/Bc comes from output C/B of their respective previous block, thus the generated carries 

or borrows propagates in a chain through the MAS modules. As soon as the previous carrier or 

borrow are available, the correct Sum/Difference and Carry/Borrow emerge from the output S/D 

and C/B of MAS modules.    



 

66 

 

 

Figure 3.28: Block Diagram for modified adder-subtractor (MAS)  

 

Figure 3.29: Cascaded configuration of modified adder-subtractor (MAS) for N-bit HO-

TALU 

The modified comparator (MCOMP) module of 2-bit slice is shown in Figure 3.30. MCOMP 

contains 2-bit HO-TALU comparator module which is named as COMP_Pre block, here and 

one small added circuitry. In this module, cascading comparator inputs GRc, EQc and LEc, and 

signals GRi, EQi and LEi generated by COMP_Pre block, are applied to added circuit which 

produces three outputs EQ, LE and GR. This added circuit is implemented based on the 

following observations: 

1. For EQ to be 2, both EQc and EQi should be 2.  

2. For LE to be 2, either LEi should be 2 or both EQi and LEc should be 2. 

3. For GR to be 2, either GRi should be 2 or both EQi and GRc should be 2.  
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Accordingly, EQ, LE and GR are obtained and expressed as follows.  

ic EQEQEQ                                                                                                                          (3.22)      

ici EQLELELE                                               (3.23) 

ici EQGRGRGR                                                                                                               

(3.24) 

 

Figure 3.30: Logic diagram for modified comparator (MCOMP)   

For N-bit TALU, the cascaded configuration of MCOMP module is shown in Figure 3.31, where 

cascading comparator inputs EQc0, GRc0 and LEc0 of MCOMP1 is connected to Vdd, 0, and 0 

respectively. Inputs EQc1, GRc1 and LEc1 of MCOMP2 are connected to outputs EQ1, GR1 and 

LE1 of MCOMP1. Similarly, for other MCOMP block, inputs EQc, GRc and LEc come from 

outputs EQ, GR and LE of their respective previous block, thus the comparator outputs are 

connected in a chain through the MCOMP blocks. The final N-bit comparison result emerges 

from MCOMPN/2 block where AN-1AN-2 and BN-1BN-2 of N-bit ternary numbers (A and B) are 

applied.  

For 2-bit HO-TALU slice, logic operation modules of HO-TALU are used without any 

modification. Further, as the number of bits increases, multiplication becomes more complex. 

For N-bit multiplication, the multiplier block presented in [62] is used where parallel N-bit 

design requires N2 one-bit ternary multipliers, (N - 1) THAs, and N (N - 1) TFAs. 
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Figure 3.31: Cascaded configuration of modified comparator (MCOMP) for N-bit  

HO-TALU 

3.7 Results and Discussion 

Design of proposed 2-bit HO-TALU is analyzed and evaluated using Synopsys HSPICE 

simulator with the Stanford model of 32 nm CNTFET [117] which includes non-idealities of 

CNTFET. Details of the Stanford model have been demonstrated in section 2.2 of chapter 2. The 

chirality vector of CNTFETs used in binary gates and TG block is (19, 0). The threshold voltage 

of these transistors is 0.289V with the diameter of 1.487 nm. The diameter of CNTFETs utilized 

in ternary gates is given in section 3.2 of this chapter. Other technology parameters of CNTFET 

have same values as mentioned in section 2.2 of chapter 2. 

To perform comparison of proposed ternary designs in CNTFET technology, TALU design 

presented in [73] is reproduced. For this, circuits of TALU modules presented in [73] are taken 

and implemented using CNTFET-based ternary gates of [199] as these logic gates outperform 

other existing CNTFET-based gates. Design of THA presented in [199] leads to energy-efficient 

and compact design with respect to other CNTFET-based THA circuits. As a consequence, 

THS, TFA and TFS are also implemented using the design methodology of [199] and referred as 

CNTFET-based circuits of [199], for comparison of HAS and FAS. Further, in order to perform 

comparison with 32 nm CMOS technology, proposed circuits are implemented using CMOS-

based binary and ternary logic gates presented in [140-141]. The CMOS-based ternary gates use 

multiple voltages for threshold voltage adjustment and rely on multi-threshold method for 

ternary operation. Berkeley Predictive 32nm CMOS model [145] is used to simulate CMOS-

based designs. For reproduced designs, aspect ratios of MOSFETs, diameter of CNTFETs and 

value of other parameters, are chosen according to the information given in the respective papers 

from the literature. 
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3.7.1  Functional Verification of 2-bit HO-TALU  

To verify the functionality of 2-bit HO-TALU, its sub-circuits as well as entire design are tested 

through transient simulations. For instant, the transient waveform of FAS cell is shown in Figure 

3.32. The first three waveforms represent inputs A1, B1 and C0 (input Carry/Borrow). When 

mode input M = 0, FAS performs addition (A1+B1+C0) and generates outputs S1 (Sum) and C1 

(Carry). These signals are shown in the fourth and fifth waveforms respectively. Similarly, when 

M = 2, FAS performs subtraction (A1-B1-C0) and generates two outputs D1 (Difference) and B1 

(Borrow). These signals are shown in the sixth and seventh waveforms, respectively. Depending 

upon the value of mode input M, FAS performs correct ternary addition and subtraction 

operation and thus, the functionality of FAS is verified. Similarly, transient waveforms of 

proposed HAS, multiplier, comparator, exclusive-OR and logic operation modules (only T-AND 

is included) are shown in Appendix which confirm their correct operations.  

 

Figure 3.32: Transient waveform of full adder-subtractor (FAS) 
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3.7.2. Hardware Efficiency Evaluation of 2-bit HO-TALU 

Design of 2-bit HO-TALU is evaluated on the basis of hardware efficiency. For addition and 

subtraction operations, HO-TALU design introduces an AS module while the existing TALU 

designs contain separate adder and subtractor module. The sub-blocks of AS are HAS and FAS. 

HAS is compared with its counterpart of [73] and [199], which are considered as a combination 

of THA and THS. Similarly, FAS is compared with its counterpart of [73] and [199], which are 

considered as a combination of TFA and TFS. Designs of 2-bit multiplier, 2-bit comparator and 

2-bit exclusive-OR are compared with their counterparts presented in [73]. Comparison of 

proposed ternary circuits based on device count is given in Table 3.11 and shown in Figure 3.33. 

HAS block reduces number of transistors by 34% and 76% compared to the designs presented in 

[199] and [73], respectively. Similarly, FAS block reduces number of transistors by 41% and 

82% compared to the designs presented in [199] and [73], respectively. Designs of 2-bit 

multiplier, 2-bit comparator and 2-bit exclusive-OR achieve reduction in device count by 64%, 

82% and 76% respectively, in comparison with their counterparts presented in [73]. 

Table 3.11: Comparison of ternary circuits based on device count 

S. No. Circuits 
Device  

Count 

% improvement in 

Device count 

i Combination of HA and HS designs of [199] 184  

ii 
Combination of HA and HS circuits of [73] using 

CNTFETs 
504  

iii Proposed HAS 122 34 wrt (i), 76 wrt (ii) 
    

iv Combination of FA and FS designs of [199] 428  

v 
Combination of FA and FS circuits of [73] using 

CNTFETs 
1448  

vi Proposed FAS 250 41 wrt (iv), 82 wrt (v)  
 

vii 2-bit multiplier circuit of [73] using CNTFETs 3532  

viii Proposed 2 bit multiplier 1256 64 wrt (vii) 
 

ix 2-bit comparator circuit of [73] using CNTFETs 600  

x Proposed 2-bit comparator 104 82 wrt (ix) 
 

xi 
2-bit exclusive-OR circuit of [73] using 

CNTFETs 
504  

xii Proposed 2-bit exclusive-OR 116 76 wrt (xi) 
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Figure 3.33: Comparison of ternary circuits based on device count 

3.7.3   Performance Evaluation of 2-bit HO-TALU 

To evaluate performance of proposed ternary circuits, speed and power are extracted from 

transient simulations. The average power consumption is measured over a long period of time. 

For worst case delay determination, all possible output transition delays are measured. Further, 

due to the increased demand for high-speed, high-throughput computation and complex 

functionality in mobile environments, reduction of delay and power consumption is very 

challenging. On account of the trade-off between power consumption and delay, the efficiency 

of the circuits is evaluated by computing PDP, which is the multiplication of the average power 

consumption and the maximum delay. Delay, power and  PDP of ternary circuits in both 32 nm 

CNTFET and 32 nm MOSFET technologies, at 0.9 V supply voltage with room temperature, 2.1 

fF output load and 250 MHz operating frequency,  are listed in Table 3.12. Ternary circuits are 

also simulated at 1 GHz operating frequency with 3 fF output load and at three different supply 

voltages. Results obtained from these simulations are listed in [253]. To evaluate performance at 
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architecture level, different HO-TALU data-paths containing decoder, FSB-AHO, TGB-AHE 

and separate sub block, have been simulated.  Delay, power and PDP results are extracted and 

shown in Table 1 of Appendix II.  

Comparison of CNTFET-based ternary designs based on PDP is shown in Figure 3.34. Table 

3.12 show that the proposed CNTFET-based circuits achieve about two hundred times lower 

PDP in comparison with that of their CMOS counterparts, which verifies the potential benefit of 

CNTFET circuits. In comparison with circuits of [73] implemented using CNTFET-based gates 

of [199], proposed multiplier, comparator and exclusive-OR get reduction in PDP by 75%, 65% 

and 28%, respectively. But, PDP of sub-modules HAS and FAS has marginally increased by 2% 

and 5%, respectively, in comparison with their CNTFET-based counterparts presented in [199]. 

Thus, all 2-bit HO-TALU modules achieve good hardware efficiency with a minor loss of PDP 

for addition and subtraction operations only, with respect to CNTFET circuits available in the 

literature.  

Table 3.12: Simulation results of ternary circuits  

Circuits 
Delay 

(×10
-10

 S) 

Power 

(×10
-6 

W) 

PDP 

(×10
-16

 J) 

CNTFET-based THA of [199] 0.69 1.01 0.69 

CNTFET-based HAS for addition operation 

(proposed) 
0.71 1.02 0.72 

HAS based on CMOS logic gates of [141] for 

addition operation 
1.77 81.35 144 

 

CNTFET-based TFA of [199] 0.80 1.45 1.16 

CNTFET-based FAS for addition operation 

(proposed) 
0.82 1.49 1.22 

FAS based on CMOS logic gates of [141] for 

addition operation 
2.45 145 355 

 

2-bit multiplier of [73] using CNTFETs 1.96 23.3 45.67 

CNTFET-based 2-bit multiplier (proposed) 1.45 7.82 11.34 
 

2-bit comparator of [73] using CNTFETs  0.81 0.99 0.80 

CNTFET-based 2-bit comparator (proposed) 0.48 0.63 0.30 
 

1-bit exclusive-OR of [73] using CNTFETs  0.69 1.01 0.69 

CNTFET-based 1-bit exclusive-OR (proposed) 0.69 0.60 0.41 
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Figure 3.34: Comparison of ternary circuits based on PDP 

3.8 Conclusion 

In this chapter, design of 2-bit HO-TALU using CNTFETs has been presented. 2-bit HO-

TALU has a new AS module which performs both addition and subtraction operations using an 

adder module only with the help of MUXs. Thus, it eliminates a subtractor module from the 

conventional architecture. HO-TALU minimizes ternary function expressions and utilizes 

binary gates along with ternary gates in realization of functional modules: AS, multiplier, 

comparator and exclusive-OR. As a consequence, the sub-blocks of AS: HAS and FAS use 

nearly 76% and 82% less transistors, respectively, than conventional designs which contain 

separate adder and subtractor blocks.  Multiplier, comparator and exclusive-OR show reduction 

in device count by 64%, 82% and 76%, respectively, with respect to their existing counterparts.  

Results obtained from HSPICE simulator with Stanford model of 32nm CNTFET have shown 

that all HO-TALU modules achieve great improvement (nearly two hundred times) in PDP with 

respect to their CMOS-based counterpart, which verifies the potential benefit of CNTFET 

circuits. In comparison with existing CNTFET-based designs, proposed multiplier, comparator 

and exclusive-OR get reduction in PDP by 75%, 65% and 28%, respectively. But, PDP of sub-

modules HAS and FAS has marginally increased by 2% and 5%, respectively. Thus, all HO-

TALU modules achieve good hardware efficiency with a minor loss of PDP for addition and 

subtraction operations only, with respect to CNTFET circuits available in the literature. Besides, 

design of 2-bit HO-TALU is extended to develop a 2-bit HO-TALU slice which could be easily 
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cascaded to construct an N-bit HO-TALU. 

 In the next chapter, TFA which is a basic sub-block of AS, is modified using different circuit 

techniques to improve its efficiency in terms of PDP. Three TFA designs named as high 

speed ternary full adder (HS-TFA), low power ternary full adder (LP-TFA), dynamic ternary full 

adder (DTFA) are presented. In addition, a modified comparator with improved PDP is also 

presented for modern electronics with CNTFETs. 
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Chapter 4 

Performance Boosted Designs of Sub-Blocks of 2-bit Hardware 

Optimized Ternary ALU (HO-TALU) using CNTFETs 

4.1    Introduction 

In chapter 3, design of a 2-bit hardware optimized ternary ALU (HO-TALU) has been 

presented using CNTFETs. This chapter presents performance boosted designs of sub-blocks 

of CNTFET-based 2-bit HO-TALU using different circuit techniques. Three new designs of 

ternary full adder (TFA) which is an important sub-block of adder-subtractor (AS) are 

proposed. These designs are optimized in terms of speed, power and finally power-delay 

product (PDP). The first TFA design named as high speed TFA (HS-TFA) uses a symmetric 

pull-up and pull-down networks along with a resistive voltage divider as its integral part, 

which is configured using transistors. Compared to recently developed TFA available in 

literature, HS-TFA gets improved speed but high power dissipation. In order to reduce 

power consumption, a second TFA named as low power TFA (LP-TFA) is proposed. LP-

TFA makes use of complimentary pass transistor logic style and achieves low power 

consumption with marginal decrease in PDP. To get improved PDP further, a third TFA is 

implemented in dynamic logic. This TFA is named as dynamic TFA (DTFA) which uses a 

keeper designed for ternary values in order to alleviate charge sharing problem. The 

realization of all three TFA takes the advantages of inherent binary nature (0 and 1) of input 

carry leading to simplicity in designs.  

Next, a new design of comparator module of 2-bit HO-TALU is presented. First, 1-bit 

comparator is developed using pass transistor logic with reduced number of stages in critical 

delay path. Then, 1-bit design is utilized to create 2-bit and N-bit comparator where a static 

binary tree configuration is used to correct the voltage levels. The proposed 2-bit comparator 

achieves better PDP in comparison with that of available counterparts. This comparator, HS-

TFA and DTFA have high driving capability. Moreover, all new TFAs and 2-bit comparator 

are less sensitive to voltage and temperature variations with respect to existing designs. 

In section 4.2, designs of TFA which include HS-TFA, LP-TFA and DTFA, along with their 

simulation results and comparison, are presented. Section 4.3 describes design of ternary 

comparator with its evaluation, followed by conclusion in section 4.4. 
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4.2 Designs of Ternary Full Adder (TFA)  

A TFA adds three bits (A, B and Cin) in which A and B are significant bits (1-bit ternary 

numbers) and Cin is carry bit generated by the previous bit addition during N-bit operation. 

In this, the maximum sum of A and B is 4 at least significant position and 5 at other 

positions, which gives maximum value of Cin i.e. logic 1. Therefore, Cin never gets logic 2 in 

N-bit ternary addition.  By using this concept, TFA is designed based on the binary nature (0 

and 1) of Cin with ternary nature of A and B. 

4.2.1 High Speed TFA (HS-TFA)  

The pin diagram and block diagram of the first proposed TFA named as HS-TFA are shown 

in Figure 4.1. The truth table of TFA is given in Table 4.1, where A and B are ternary in 

nature, and Cin is binary in nature (0 and 1). HS-TFA has three inputs A, B and Cin, and two 

outputs Sum and Carry. Inputs A, B and Cin are passed through 1-to-6-line ternary decoders 

DEC1, DEC2 and DEC3, respectively, to generate their unary functions. HS-TFA consists of 

a Sum generator and a Carry generator to produce Sum and Carry signals.  

Sum generator contains symmetrical pull-up network (PUN) and pull-down network (PDN) 

along with resistive voltage divider which is implemented using two constantly switched ON 

transistors T1 and T2. A block marked as ‘PUN for Σin =1, 2, 4 & 5’ represents a network 

that will switched ON when ∑ (A+B+Cin) = 1, 2, 4 & 5. Similarly, a block marked as ‘PDN 

for Σin =0, 1, 3 & 4’ represents a network that will switched ON when ∑ (A+B+Cin) = 0, 1, 

3 & 4. These blocks are designed based on their switching activities required to generate 

Sum. The detailed schematic of Sum generator is shown in Figure 4.3 (a). Further, T1 (P-

CNTFET) and T2 (N-CNTFET) having same geometry bring about the same resistance and 

perform voltage division to get logic 1 for Sum. Table 4.2 summarizes how the ON state of 

corresponding PUN and PDN connect Sum to appropriate voltage source (Vdd or ground) for 

each possible combination of A, B and Cin. When ∑ (A+B+Cin) = 0, PDN is turned ON 

which connects Sum to ground through T2. Although T1 is also ON, the PUN is OFF. When 

∑(A+B+Cin) = 1, both PUN and PDN are subsequently ON, nodes X2 and X1 are charged 

to Vdd and 0, respectively, and T1 and T2 perform voltage division between node voltages of 

X1 and X2, and produce Sum as (X1+X2)/2 = Vdd/2 (i.e. voltage level of logic 1). When ∑ 

(A+B+Cin) = 2, PUN is switched ON and connects Sum to Vdd through T1. Similarly, for 

other values of ∑ (A+B+Cin), Sum gets the proper value through PUN, PDN or both, as 

shown in Table 4.2.  
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Figure 4.1 (a):  Pin diagram of high speed ternary full adder (HS-TFA)  

 

Figure 4.1(b):  Block Diagram of high speed ternary full adder (HS-TFA) 

                                  Table 4.1: Truth table of ternary full adder (TFA) 

A B Cin Sum Carry 

0 0 0 0 0 

0 0 1 1 0 

0 1 0 1 0 

0 1 1 2 0 

0 2 0 2 0 

0 2 1 0 1 
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A B Cin Sum Carry 

1 0 0 1 0 

1 0 1 2 0 

1 1 0 2 0 

1 1 1 0 1 

1 2 0 0 1 

1 2 1 1 1 

2 0 0 2 0 

2 0 1 0 1 

2 1 0 0 1 

2 1 1 1 1 

2 2 0 1 1 

2 2 1 2 1 

Table 4.2: Switching activity for Sum and Carry generator of HS-TFA 

∑(A+B+Cin)   For Sum Generator  
For Carry 

Generator 

 PUN PDN X1 X2 Sum PUN X3 Carry 

0 OFF ON 0 - 0 OFF - 0 

1 ON ON 0 2 1 OFF - 0 

2 ON OFF - 2 2 OFF - 0 

3 OFF ON 0 - 0 ON 2 1 

4 ON ON 0 2 1 ON 2 1 

5 ON OFF - 2 2 ON 2 1 

The Carry generator contains a block marked as ‘PUN for Σin = 3, 4 & 5’ which represents a 

network that will switched ON when ∑ (A+B+Cin) = 3, 4 & 5. This block is designed based 
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on its switching activities required to generate Carry. The detailed schematic of Carry 

generator is shown in Figure 4.3 (b). Carry generator also contains two transistors T3 and 

T4, which are always switched ON. They perform voltage division between node voltage X3 

and ground, and produce Carry as X3/2. Switching of PUN which connects Carry to Vdd for 

different combination of A, B and Cin, is also given in Table 4.2. When ∑ (A+B+Cin) is more 

than 2, PUN is switched ON and X3 is charged to Vdd, then T3 and T4 make Carry equal to 

logic 1. If ∑ (A+B+Cin) is 0 or 1, Carry is connected to ground only through T4. Further, a 

ternary buffer (TB) is used at both outputs Sum and Carry to decouple next stage gate inputs 

with present stage outputs. Moreover, it provides high performance without sacrificing the 

overall energy efficiency of TFA.  

Based on switching activities given in Table 4.2 and the truth table of TFA given in Table 

4.1, X1, X2 and X3 signals are derived and expressed as: 
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Where 21020 AandA,A,A,A are the unary functions of A generated by a 1-to-6-line 

decoder DEC1; 210210 BandB,B,B,B,B  are the unary functions of B generated by DEC2; 

and 2
in

0
in

2
in

0
in CandC,C,C are the unary functions of Cin generated by DEC3.  

Figure 4.2 shows the logic diagram of 1-to-6-line ternary decoder which utilizes design 

concept presented in [213]. The decoder has one input ‘a’ and six outputs 0a , 1a , 2a , 0a , 1a

and 2a which are known as unary functions. It contains a negative ternary inverter (NTI) 

followed by a binary inverter to generate 0a and 0a , a positive ternary inverter (PTI) 

followed by a binary inverter to produce 2a  and 2a , finally a binary NOR gate having 

inputs as 0a  and 2a , followed by a binary inverter to get 1a  and 1a . Table 4.3 shows the 

unary functions generated by the decoder for input ‘a’. 
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Figure 4.2: Logic level diagram of 1-to-6-line ternary decoder 

Table 4.3: Truth table of 1-to-6 ternary decoder 

a a
0
 a

1
 a

2
 0a  1a  2a  

0 2 0 0 0 2 2 

1 0 2 0 2 0 2 

2 0 0 2 2 2 0 

The schematic diagram of Sum generator and Carry generator of HS-TFA are shown in 

Figure 4.3. PUN of Sum and Carry generator are realized based on eq. (4.2) and (4.3) using 

P-CNTFETs. PDN of the Sum generator is constructed based on eq. (4.1) using N-

CNTFETs. For each possible combination of A, B and Cin, HS-TFA provides a suitable path 

for the desired output logic values. For instance, when A = 2, B = 2 and Cin = 0, then A
2
 = B

2
 

= Cin
0
 = 2, and all other true unary functions are 0. In the circuitry of Sum generator, N-

CNTFETs whose gate are connected to A
2
, B

2
 and Cin

0
 switch ON and create a PD path 

which makes X1 equal to 0. Similarly, P-CNTFETs whose gate are connected to 22 B,A  and 

Cin
2
 turn ON and create a PU path to make X2 equal to 2. T1 and T2 perform voltage 

division and produce logic 1 at Sum. Now, in PUN of Carry generator, transistors whose 

gates are connected to 0
in

22 CandB,A turn ON and create a PU path to generate X3 equal to 

2. Then T3 and T4 perform voltage division and produces logic 1 at Carry. Further, the 

schematic diagram of TB is shown in Figure 4.4, which contains one NTI, one PTI, two 

binary inverters and two transistors T5 and T6.    
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Figure 4.3 (a): Schematic diagram for Sum generator of high speed ternary full adder (HS-

TFA) 

 

Figure 4.3(b): Schematic diagram for Carry generator of high speed ternary full adder (HS-

TFA)  
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Figure 4.4:  Schematic diagram of ternary buffer (TB) 

4.2.2  Low Power TFA (LP-TFA)  

The pin diagram and block diagram of the second proposed TFA are shown in Figure 4.5. 

This TFA is designed for pass transistor logic style in order to achieve low power and named 

as low power TFA (LP-TFA). Inputs A and B are passed through a 1-to-5-line decoders 

(DEC1 and DEC2) to generate their unary functions. Input Cin is passed through a NTI and a 

binary inverter. LP-TFA contains a Sum generator to produce Sum and Sum  signals, and a 

Carry generator to produce Carry signal.  

The Sum generator is designed based on complementary pass-transistor logic (CPL) style. It 

consists of two N-CNTFET based pass-transistor networks; one for each signal rail (Sum 

andSum ). These N-CNTFET networks pass logic 0 & logic 1 but it degrades logic 2 due to 

the threshold voltage drop across the N-type transistors. This logic degradation makes swing 

(or level) restoration necessary for Sum (and Sum ) in order to avoid static currents at the 

subsequent output circuitry. As a consequence, two small P-CNTFETs T1 and T2 are used 

for level restoration of logic 2. Besides, TB is used to get high speed and high driving 

capability without sacrificing the overall energy efficiency of the design.  

 

Figure 4.5 (a):  Pin diagram of low power ternary full adder (LP-TFA)  
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Figure 4.5 (b): Block diagram of low power ternary full adder (LP-TFA)  

Carry generator of LP-TFA contains only one N-CNTFET pass transistor network because 

no swing restoration is required for Carry signal as its maximum voltage level is Vdd/2 only. 

From the truth table given in Table 4.1, K-map for LP-TFA design is drawn and shown in 

Figure 4.6 where A and B are ternary signals and Cin is the binary signal (0 and 1). Based on 

K- map, the switch level logic expressions of Sum and Carry are derived and expressed as: 

0
in2

0
in1 C*PC*PSum 

 
                                                  (4.4)  

0
in4

0
in3 C*PC*PCarry                                                  (4.5)   

Here, signals P1 and P2 are equal to Sum when Cin = 0 and Cin = 1, respectively. Simplified 

expressions of P1 and P2 are expressed as follows.  

222010200
1 B)A*1A*A(B)A*AA*1(B*AP                (4.6) 

000212202
2 B)A*1A*A(B)A*1AA(B*AP               (4.7)  

Similarly, signals P3 and P4 are equal to the Carry signal when Cin = 0 and Cin = 1, 

respectively, and their simplified expressions are as:  
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02022200
3 BA*1AB*1BA*0B*0A*0P                (4.8)  

20200022
4 AB*)BA*0BA*1A*1B*1P               (4.9) 

Where 2200 Aand,A,A,A are the unary functions of A generated by a 1-to-5-line decoder 

DEC1; 210 BandB,B are the unary functions of B, generated by decoder DEC2. 0
in

0
in CandC

are generated by a NTI and a binary inverter. The schematic diagram of a 1-to-5-line decoder 

is shown in Figure 4.7. It contains one NTI, one PTI and one binary inverter and one binary 

NOR gate for the generation of unary functions.  

 

Figure 4.6:  K-map of low power ternary full adder (LP-TFA) for (a) Sum (b) Carry 

 

Figure 4.7:  Schematic diagram of a 1-to-5-line ternary decoder 
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The schematic diagram of Sum generator and Carry generator of CNTFET-based LP-TFA 

are shown in Figure 4.8. Two transistors T3 and T4 perform voltage division between 0 and 

Vdd and generate Vx equal to Vdd/2. N-CNTFET pass transistor based network 1 of Sum 

generator realizes P1 and P2 based on the eq. (4.6) and (4.7), respectively. According to eq. 

(4.4), these signals are passed through transistors T5 and T6 to generate Sum. Similarly, N-

CNTFET pass transistor based network 2 of Sum generator realizes 1P and 2P which are 

passed through transistors T7 and T8 to generateSum . In order to get level restoration for 

logic 2, transistor T1 and T2 are utilised. Since level restoration is not required for logic 1, 

these transistors should OFF when Sum and Sum  are equal to logic 1. For this, the threshold 

voltage of T1 and T2 are set as 0.55V which is greater than voltage level of logic 1 (0.45V). 

TB shown in Figure 4.4 is used at Sum and Sum for output buffering circuitry.  

 

Figure 4.8(a): Schematic diagram of Sum generator of low power ternary full adder (LP-

TFA)  
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Figure 4.8(b): Schematic diagram of Carry generator of low power ternary full adder (LP-

TFA)  

NCNTFET pass transistor based network 3 of Carry generator realizes P3 and P4 based on 

the eq. (4.8) and (4.9), respectively. Then, according to the eq. (4.5), these signals are passed 

through transistors T9 and T10 to generate Carry. 

For all the possible states of A, B and Cin, LP-TFA provides suitable path that produce 

desired output logic. For instance, when A = B = 2, then A
2
 = B

2
 = 2 and all other unary 

functions are 0. Consider Sum generator circuit first; N-CNTFETs whose gates are 

connected to A
2
 and B

2
 are ON. They transfer Vx (logic 1) to both P1 and 1P and transfer A 

(logic 2) and A  (logic 0) to P2 and 2P respectively.  When Cin = 0, then 0Cin = 2. T5 and T7 

are ON, which pass logic 1 to Sum andSum , respectively. When Cin = 1, T6, T8 and T2 are 

ON, which pass logic 2 and logic 0 to Sum and Sum , respectively. Similarly, for Carry 

generator circuit, N-CNTFETs whose gates are connected to A
2
, 0B and B

2 
turn ON, and 

transfer Vx to both P3 and P4.  When Cin = 0, then Cin
0
 = 2. T9 is ON which pass P3 (logic 1) 

to Carry. When Cin = 1, then 
0

inC = 2. T10 is ON which pass P4 (logic 1) to Carry. LP-TFA 



 

87 

 

implementation reduces transistor overhead approximately by 51% for Carry and eliminates 

the need of one extra power supply (Vdd/2) for logic 1 with respect to CPL based CMOS 

TFA circuit presented in [161]. 

4.2.3     Dynamic TFA (DTFA)  

The pin diagram and block diagram of the third proposed TFA are shown in Figure 4.9. TFA 

is designed for dynamic logic style in order to achieve high performance and named as 

dynamic TFA (DTFA). DTFA has five inputs A, B, Cin, CLK and CLK , and two outputs 

Sum and Carry. Inputs A and B are passed through 1-to-4-line decoders (DEC1 and DEC2) 

to generate their unary functions. Input Cin is passed through a NTI and a binary inverter. 

Two transistors T1 and T2 perform voltage division between 0 and Vdd to generate voltage 

Vddm (equal to Vdd/2) for logic 1 at outputs. DTFA contains a Sum generator and a Carry 

generator to produce Sum and Carry signals.  

The Sum generator contains three clock operated transistors T3, T4 and T5, which are 

responsible for dynamic operation of DTFA. A pull-up network (i.e. PUN1) and a pull-down 

network (i.e. PDN1) are used to get logic 2 and logic 0 for Sum. DTFA uses a keeper 

designed for ternary logic (named as ternary keeper) to alleviate charge sharing problems. 

Besides, TB is used at the output to decouple next stage gate inputs with present stage output 

as well as to provide high output driving capabilities without sacrificing the overall energy 

efficiency of the design. 

Carry generator of TFA contains two clock operated transistors T6 and T7, and one pull-

down network (i.e. PDN2) only due to the binary nature (0 and 1) of Carry signal. Similar to 

Sum generator, it uses ternary keeper and TB at the output. 

 

Figure 4.9(a): Pin diagram of dynamic ternary full adder (DTFA) 
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Figure 4.9 (b): Block diagram of dynamic ternary full adder (DTFA)   

The schematic diagram of Sum generator and Carry generator of CNTFET-based DTFA are 

shown in Figure 4.10. Inputs ppnn AandA,A,A  are the unary functions of A generated by 

DEC1; ppnn BandB,B,B are the unary functions of B generated by DEC2; and nn BandB  

are generated by a NTI and followed binary inverter. The schematic diagram of 1-to-4-line 

ternary decoder is shown in Figure 4.11. It contains one NTI, one PTI and two binary 

inverters for the generation of unary functions. PUN1 and PDN1 of Sum generator, and 

PDN2 of Carry generator are realized based on truth table of TFA given in Table 4.1. For 

producing Sum equal to 2 and 0, there is always one pull-up (PU) path and pull-down (PD) 

path exist in Sum generator. For making Carry equal to 0, a PD path exists in Carry 

generator circuit. To minimize sub-threshold leakage current, PUN and PDN use CNTFETs 

with smaller diameter which is chosen as 0.626 nm [253]. 
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Figure 4.10(a): Schematic diagram of Sum generator of dynamic ternary full adder (DTFA) 

 

Figure 4.10(b): Schematic diagram of Carry generator of dynamic ternary full adder 

(DTFA) 
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Figure 4.11: Schematic diagram of 1-to-4 ternary decoder 

DTFA operation is divided into two phases- precharge phase and evaluation phase. 

1) Precharge phase: When CLK = 1, Sum and Carry are precharged to Vddm (logic 1) 

through T5 and T7, respectively. During this phase, evaluation transistors T3, T4 and T6 

are OFF and hence, pull-up (to logic 2) and pull-down (to logic 0) paths are disabled.  

2) Evaluation phase: For CLK = 0, precharge transistors T5 and T7 are OFF and, evaluation 

transistors T3, T4 and T6 are ON. Sum signal is conditionally charged to logic 2 and 

discharged to logic 0 based on the Sum generator pull-up and pull-down topology, 

respectively, along with input values. Similarly, Carry signal is conditionally discharged 

to logic 0 based on the input values and Carry generator pull down topology. If all PU 

and PD paths are turned OFF, Sum and Carry remain at their precharged values (logic 1) 

which are further maintained by ternary keepers. The keeper circuit contains transistors 

T8 and T9, driven by NTI and PTI, respectively as shown in Figure 4.10. Keeper is 

activated only when Sum (and Carry) is set to logic 1. Sizing of T8 and T9 is kept 

smaller (i.e. number of CNTs = 2) than the equivalent sizing of other pull-up and pull-

down transistors so that desired output level can be obtained. TB shown in Figure 4.4, is 

used at Sum and Carry for output buffering circuitry. In order to save eight transistors, 

common NTI and PTI are used in both ternary keeper and TB of Sum generator and 

Carry generator. 

4.2.4  Results and Discussion 

In this section, proposed designs of TFA are analyzed and evaluated under various test 

conditions using Synopsis HSPICE simulator with 32nm Stanford CNTFET model of [117] 

which considers practical non-idealities of CNTFET. Details of the Stanford model have 

been given in section 2.2 of chapter 2. In TFA designs, the chirality vector of CNTFETs 

utilized for voltage divider is (14, 0). The threshold voltage of these transistors is 0.392 V 

with the diameter of 1.096 nm. The chirality vector of PUN and PDN transistors of DTFA 
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are (8, 0). The threshold voltage of these transistors is 0.686 V with the diameter of 0.624 

nm. The chirality vector of remaining CNTFETs of all TFA designs is (19, 0). The threshold 

voltage of these transistors is 0.289 V with the diameter of 1.487 nm. The other technology 

parameters of CNTFET have same values as mentioned in section 2.2 of chapter 2. For 

comparison of proposed designs, recently published CNTFET-based TFA designs of [212] 

and [213] are reproduced. Further, design of ternary half adder (THA) presented in [199] leads 

to energy-efficient and compact design with respect to other CNTFET-based THA circuits. As a 

consequence, TFA is also implemented using the design methodology of [199] and referred as 

CNTFET-based TFA of [199]. In this TFA, Vdd/2 is generated using the same method as used in 

LP-TFA and DTFA, in order to perform comparison with proposed TFA designs which don’t 

have any extra power supply. For reproduced designs, chirality vector of CNTFETs and value 

of other device parameters are chosen according to the information given in the respective papers 

from the literature. 

Simulation Setup 

All the designs are simulated at room temperature, at 250MHz operating frequency and at 

0.9 V power supply voltage. Moreover, a capacitor of 2.1fF is connected at all output nodes 

of the circuit to include loading effects.  A complete input pattern including all 324 possible 

input transitions is applied to the circuit. Total 387 delays which consider all Sum and Carry 

transitions are measured. For static TFA (HS-TFA, LP-TFA, TFA of [199], [212] and 

[213]), delay is measured from 50% of voltage level of input to 50% of voltage level of 

output. For DTFA, delay is calculated from 50% of voltage level of clock signal (CLK) to 

50% of voltage level of output because outputs appear only when clock signal makes 

transition from logic 2 to logic 0 for evaluation phase. The maximum value of measured 

delay is stated as the delay of the circuit. The power consumption of the circuits includes 

power from supply (Vdd) as well as input sources (and clock also for DTFA). To get this, 

average power from Vdd, input sources and clock are measured separately with the pattern of 

324 input transitions for a long time period, and then added. Although some of input 

transitions may not alter the values of the output nodes, they could cause switching activities 

at internal nodes resulting in some power consumption. As a consequence, an input pattern 

of all possible transitions confirms that measured average power consumption is an accurate 

estimation of the power consumption of the circuit. Due to the trade-off between power 

consumption and delay, circuits are also evaluated based on PDP which is computed by 

multiplication of the average power consumption and maximum delay. Further, to evaluate 
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the performance at TALU architecture level, data-paths available in HO-TALU, which contains 

decoder, FSB-AHO, TGB-AHE and TFA block, have been simulated.   

Evaluation of Proposed TFA  

Figure 4.12 shows the sample transient waveform of HS-TFA. The first three waveforms 

represent inputs A, B and Cin, and the last two waveforms show Sum and Carry signals 

which authenticate its correct operation. Transient waveforms of LP-TFA and DTFA are 

included in Appendix.  

 

Figure 4.12:  Transient waveform of high speed ternary full adder (HS-TFA)  

A comparison on delay, power consumption, PDP and device count of CNTFET-based TFA 

designs is shown in Table 4.4. Simulation results show that HS-TFA operates faster among 

all the CNTFET-based static designs (LP-TFA, TFA of [199], [212] and [213]). In 

comparison with TFA of [199], HS-TFA gains reduction in delay and device count by 9% 

and 50%, respectively, but consumes 69.7% more power. Compared to the design of [212], 

HS-TFA achieves reduction in delay and device count by 49% and 13%, respectively, but it 

consumes 36.8% more power. In comparison with TFA of [213], HS-TFA operates 16% 

faster with 87% reduced Power and 25% less device count. Additionally, performance 
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parameters extracted at architecture level, are shown in Table 2 of Appendix II.  

According to above reported results, LP-TFA has the lowest power among all the CNTFET-

based TFA designs. Compared to the design of [199], LP-TFA consumes less power by 24% 

with reduction in device count by 52% but it has 20% more delay. In comparison with TFA 

of [212], it achieves reduction in delay, power and device count by 30.5%, 66.6% and 16%, 

respectively. Compared to the design of [213], LP-TFA consumes less power by 97% with 

reduction in device count by 28% but it has 13% more delay. 

 Simulation results listed in Table 4.4 show that DTFA achieves lowest delay and PDP 

among all the CNTFET-based designs. In comparison with the design of [199], it gains 

reduction in delay, power and device count by 24%, 15% and 51%, respectively. Compared 

to the design of [212], DTFA gets advantages in delay, power and PDP by 57.6%, 62.5% 

and 14%, respectively. Similarly, it shows 98% less power, 30% less delay and 28% less 

device count, with respect to the TFA design of [213]. According to the conducted 

simulation results, TFA of [199] and [212] have PDP of same order while TFA of [213] has 

higher order of PDP, therefore, proposed TFAs are compared with design of [199] and [212] 

only in the next simulations. 

         Table 4.4: Simulation results of CNTFET-based ternary full adder (TFA) designs 

Circuits 
Delay 

 (×10
-10

 S) 

Power 

(×10
-6 

W) 

PDP 

(×10
-16

 J) 
Device Count 

HS-TFA 

(proposed) 
0.73 6.89 5.05 106 

LP-TFA 

(proposed) 
1.00 1.45 1.45 102 

DTFA 

(proposed) 
0.61 1.63 0.99 105 

TFA of [199] 0.80 1.91 1.53 214 

TFA of [212] 1.44 4.35 6.26 122 

TFA of [213] 0.87 53.7 46.7 142 

As the driving capability is an important parameter for a digital circuit, proposed TFA 

designs are tested under different loading conditions to examine their driving capability. For 
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this purpose, simulations are performed with different values of output load ranging from 2 

fF to 6 fF at room temperature with 0.9 V power supply and 250 MHz operating frequency. 

The delay, power consumption and PDP of TFA designs versus load capacitor are plotted in 

Figure 4.13. Although HS-TFA has high power consumption and high PDP variation, it 

shows less delay and its variation compared to that of other static designs (LP-TFA, TFA of 

[199] and [212]) at all values of output load. Figure 4.13 shows that LP-TFA achieves less 

power in comparison with that of other TFA designs under all loading condition. In addition, 

it shows marginal decrease in PDP variation but high delay variation with respect to other 

static designs at all output loads. It can be seen that DTFA gets lower delay and PDP as well 

as their variation, than other TFA designs on different loads. Therefore, the superiority of 

DTFA and HS-TFA becomes more considerable with increased load capacitance, which 

shows their high driving capability compared to existing TFA designs. 

To examine the performance of TFA designs at different frequencies, simulations are 

conducted at operating frequency varying from 100 MHz to 1000 MHz with room 

temperature, 0.9 V power supply and 2.1 fF output load. The power consumption of ternary 

circuits is plotted in Figure 4.14. According to the simulation results, proposed TFA designs 

work properly and, LP-TFA and DTFA consumes less power but HS-TFA has high power 

consumption compared to existing TFA designs, at different frequencies. 

 

Figure  4.13 (a):  Delay versus output load capacitor plot for five ternary full adder (TFA) 

designs
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Figure  4.13 (b):  Power consumption versus output load capacitor plot for five ternary full 

adder (TFA) designs 

 

Figure 4.13 (c):  Power-delay product (PDP) versus output load capacitor plot for five 

ternary full adder (TFA) designs 
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Figure 4.14:  Power consumption versus operating frequency plot for five ternary full adder 

(TFA) designs 

Another important characteristic of TFA designs which should be considered is their 

susceptibility to voltage and temperature variations. For this, simulations are performed at 

different supply voltages ranging from 0.7 V to 1.1 V. Other simulation parameters are taken 

as room temperature, 250 MHz frequency and 2.1 fF output load.  PDP computed from this 

simulation is plotted in Figure 4.15. According to the plotted results, DTFA, LP-TFA and 

HS-TFA are less sensitive to voltage variation in comparison with their counterpart of [199] 

and [212].  

Further, to examine the sensitivity of the TFA designs to temperature variations, simulations 

are conducted at different temperatures varying from 0
◦
C to 100

◦
C. Other test parameters are 

0.9 V supply voltage, 250 MHz frequency and 2.1 fF output load. The PDP of TFA designs 

with temperature variation is plotted in Figure 4.16. It can be inferred from the results that 

DTFA, LP-TFA and HS-TFA operate reliably and outperform existing TFA designs in a vast 

range of ambient temperature. Hence, proposed TFA can provide suitable solution for high 

performance, low power and compact TALU designs. 



 

97 

 

 

Figure  4.15:  Power-delay product (PDP) versus supply voltage plot for five ternary full 

adder (TFA) designs 

 

Figure  4.16:  Power-delay product (PDP) versus temperature plot for five ternary full adder 

(TFA) designs 
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4.3 Design of Comparator Module  

Conventional designs of ternary comparator presented in [73], [206] and [252], generate 

three primary outputs: GR, LE and EQ that indicate A > B, A < B and A = B conditions, 

respectively. When A > B, outputs GR, LE and EQ becomes 2, 0 and 0, respectively. For A 

< B, outputs GR, LE and EQ are 0, 2 and 0, correspondingly. Similarly, when A = B, outputs 

GR, LE and EQ becomes 0, 0 and 2, respectively. It is observed that only two outputs are 

sufficient to interpret the magnitude relationship between A and B, as shown in Table 4.5. 

Therefore, only two outputs GR and EQ are considered for the response of proposed 

comparator. But, it makes the decoding logic of comparator response complex in those 

applications where three outputs are desired. 

                                      Table 4.5: Decoding of outputs for comparison response  

Comparator Outputs 
Results 

GR EQ 

2 0 A > B 

0 2 A = B 

0 0 A < B 

2 2 Invalid 

4.3.1     1-bit Comparator  

The pin diagram and block diagram of proposed 1-bit comparator are shown in Figure 4.17. 

1-bit comparator compares two 1-bit ternary numbers (A and B) and generates outputs GR 

and EQ. Inputs A is passed through a NTI and a PTI to generate An and Ap, respectively. 

Similarly, B is passed through a NTI and a PTI to generate Bn and Bp, correspondingly. 1-bit 

comparator is designed based on pass transistor logic style. It contains network1 and 

network 2 for generation of GR and EQ, respectively.  

The truth table of 1-bit comparator is given in Table 4.6. Based on this table, K-maps are 

drawn for GR and EQ, and shown in Figure 4.18. From K-maps, switch level expressions of 

these outputs are derived and expressed as:  

pppnnn A*BAA*BA*0GR                          (4.10) 
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ppppnnpnnn B)A*2A*0(BB)A*AA*0(B*AEQ            (4.11)
 

 

Figure 4.17.  1-bit ternary comparator (a) pin diagram (b) block diagram 

                                          Table 4.6: Truth table of 1-bit comparator 

A B GR EQ 

0 0 0 2 

0 1 0 0 

0 2 0 0 

1 0 2 0 

1 1 0 2 

1 2 0 0 

2 0 2 0 

2 1 2 0 

2 2 0 2 
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Figure 4.18:  K-map for 1-bit comparator 

The transistor level implementation of pass transistor based network 1 and network 2 of 1-bit 

comparator are shown in Figure 4.19. These networks are realized based on eq. (4.10) and 

(4.11). Since the P-CNTFET and N-CNTFET device with same size have same carrier 

mobility and consequently same current driving capability, both devices are utilized in 

realization of pass transistor based networks. For all the possible combinations of A and B, 

circuit of 1-bit comparator provides suitable path that produces desired output logic. For 

instance, when A = 0, An is 2 and transistor T1 is ON, which passes 0 to GR. Now, consider 

three different values of B. When B = 0, Bn is 2, transistor T5 is ON and passes An (logic 2) 

to EQ. For this case, outputs GR and EQ are set to 0 and 2, respectively, which indicates 

equal condition. When B = 1, Bp and Bn are 2 and 0 respectively. Transistors T6, T8 and T9 

are ON and pass 0 to EQ. In this case, both outputs GR and EQ are set to 0 which indicates 

lesser condition. Similarly, when B = 2, Transistors T10 and T12 are ON and pass 0 to EQ.  

Both outputs GR and EQ remains at 0 to show lesser condition. Compared to the 1-bit 

comparator of [206], proposed one reduces the number of transistor from 32 to 20 (including 

inverters). 

 

Figure 4.19:  Schematic diagram of 1-bit comparator 
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4.3.2   Design of N-bit Comparator 

An N-bit comparator compares two N-bit ternary numbers AN-1….A1A0 and BN-1….B1B0, 

and produces two outputs GR[N-1 : 0] and EQ[N-1 : 0]. It is designed using proposed 1-bit 

comparator blocks and a binary tree network of [206]. 1-bit comparator generates greater and 

equal signals indicated by GRi and EQi, respectively, for bit position (i) = 0….N-1. Binary 

tree network contains binary grouping blocks which combine these signals to form group 

signals which are defined as follows. 

]j2[GR]1j2[EQ]1j2[GR]j2:1j2[GR                                                                  

(4.12)                                                        

]j2[EQ]1j2[EQ]j2:1j2[EQ                                                                       (4.13) 

Where j =0….N/2 -1. In the tree configuration, this grouping is done at every stage until 

final greater and equal signals indicated by GR [N-1: 0] and EQ [N-1: 0] are not obtained.  

Figure 4.20 shows the pin diagram and block diagram of a 2-bit comparator. The first stage 

contains two 1-bit comparator blocks which generate GRi and EQi for i = 0, 1. The second 

stage contains a binary grouping block which generates complements of GR [1: 0], and EQ [1: 

0]. To get GR [1: 0] and EQ [1: 0], two binary inverters are used at the outputs. Further, to show 

the implementation of N-bit design, an example of 4-bit comparator is considered.  

 

Figure 4.20:  2-bit comparator (a) pin diagram (b) block diagram  

Figure 4.21 shows the pin diagram and block diagram of a 4-bit comparator. The first stage 
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contains four 1-bit comparator blocks which generate GRi and EQi for i = 0. . . 3. The second 

stage contains two binary grouping blocks which generate GR [1: 0], EQ [1: 0], GR [3: 2] and EQ 

[3: 2]. The third stage contains one inverted binary grouping block which generates final 

outputs GR [3: 0] and EQ [3: 0].  

 

Figure 4.21:  4-bit comparator (a) pin diagram (b) block diagram  

The schematic diagram of both binary grouping block and its inverted version are shown in 

Figure 4.22. They are implemented based on complementary CNTFET logic style. Although 

1-bit comparator circuitry generates degraded logic levels at its outputs due to threshold 

voltage drop across N-CNTFET and P-CNTFET devices, design of binary grouping block 

provides level restoration and as a consequence, full logic levels are obtained at the final 

outputs of N-bit design. Compared to the N-bit comparator of [206], proposed one reduces 

the number of stages in the critical path by eliminating a slower NOR gate and thus, it leads 

to a high speed design.  
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Figure 4.22(a):  Schematic diagram of binary grouping block  

 

Figure 4.22(b):  Schematic diagram of inverted binary grouping block  

4.3.3   Results and Discussion  

In this section, the proposed 2-bit comparator is analyzed and simulated using Synopsis 

HSPICE simulator with 32nm Stanford CNTFET model under various conditions [117]. The 

chirality vector of all CNTFETs used in comparator circuit is (19, 0).The threshold voltage 

of these transistors is 0.289V with the diameter of 1.487 nm. Other technology parameters of 

CNTFETs have same values as mentioned in section 2.2 of chapter 2. For comparison of 

proposed comparator design, CNTFET-based comparators of [206] and [252] are 
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reproduced. In addition, 2-bit comparator of [73] is implemented using CNTFET-based ternary 

gates of [199] as these logic gates outperform other existing CNTFET-based gates, and referred 

as CNTFET-based comparator of [73] for comparison. For reproduced designs, chirality vector 

of CNTFETs and value of other device parameters are chosen according to the information 

given in the respective papers from the literature. Here, ternary design of chapter 3 which was 

published in [252], is referred as design of [252]. 

Simulation Setup  

Transient simulation is performed at room temperature, at 250MHz operational frequency 

and at 0.9V supply voltage. Moreover, load capacitor of 2.1fF is used at all output nodes of 

the circuit for the simulation. The average power consumption is measured over a long period 

of time. For worst case delay determination, all possible output transition delays are measured. 

The delay is measured at the 50% point of the rising edge of input data to the 50% point of 

the rising edge of the comparator output. On account of the trade-off between power 

consumption and delay, PDP is computed by the multiplication of the average power and 

worse case delay.  

Evaluation of Proposed 2-bit Comparator 

Figure 4.23 shows the sample transient waveform of 2-bit comparator. The first four 

waveforms represent inputs A0, A1, B0 and B1, and the last two waveforms show outputs GR 

and EQ which confirms its correct operation.  

A comparison on delay, power consumption, PDP and device count of CNTFET-based 2-bit 

comparator designs is shown in Table 4.7. It can be seen from the simulation results that 

proposed design achieves 16% less delay, 14% less power and 29% less PDP with 34% less 

device count in comparison with that of comparator of [206]. Compared to comparator of 

[252], proposed one achieves reduction in delay, power, PDP and device count by 14%, 

33%, 48% and 43%, respectively. In comparison with comparator of [73], comparator gets 

advantages in delay, power, PDP and device count by 49%, 57%, 91% and 79%, 

respectively. Further, simulation results are also obtained with different simulation set-up in 

which 500 MHz operating frequency, 2 fF output load and 20 nS transient time are set. 

These results are presented in [254]. 
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Figure 4.23:  Transient waveform of 2-bit comparator  

       Table 4.7: Simulation results of 2-bit comparator circuits 

Circuits 
Delay 

(×10
-10

 S) 

Power 

(×10
-6 

W) 

PDP 

(×10
-16

 J) 

Device 

Count 

Proposed comparator 0.41 0.42 0.17 54 

Comparator of [206] 0.49 0.49 0.24 82 

Comparator of [252] 0.48 0.63 0.30 104 

Comparator of [73] 0.81 0.99 0.80 600 
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To examine driving capability of comparator designs, they are simulated using various 

output load capacitors, ranged from 2 fF up to 6 fF, at 250 MHz operating frequency with 

room temperature and 0.9 V supply voltage.  The delay, power consumption and PDP of 2-

bit comparator designs against load capacitor variation are plotted in Figure 4.24. According 

to the plotted result, delay and power of proposed 2-bit comparator are lower than that of 

other designs for all output load capacitors. In addition, the superiority of proposed 2-bit 

comparator becomes more considerable by increasing the load capacitance, which 

demonstrates its high driving capability.  

To evaluate the performance of comparator designs at different frequencies, simulations are 

conducted at operating frequency ranging from 100 MHz to 1000 MHz with 0.9 power 

supply, room temperature and 2.1fF output load. Figure 4.25 plots power consumption of 2-

bit comparator designs versus operating frequency. Simulation results show that proposed 2-

bit comparator operates reliably and consumes less power in comparison with other designs 

at all frequencies. 

Comparator designs are also evaluated at different supply voltages, ranging from 0.7 V to 

1.1 V. For this, simulations are performed at room temperature with 250 MHz frequency and 

2.1 fF output load. PDP of 2-bit comparator computed from this simulation are plotted in 

Figure 4.26. It can be inferred from results that the proposed 2-bit design is robust to voltage 

variations, and has low PDP at all supply voltages, in comparison with other designs.   

Further, to examine the sensitivity of the comparator designs to temperature variations, 

simulations are conducted at different temperatures varying from 0
◦
C to 100

◦
C. Other test 

parameters are 0.9 V supply voltage, 250 MHz frequency and 2.1 fF output load. PDP of 2-

bit comparator with temperature variation is plotted in Figure 4.27. The plotted result 

demonstrates less susceptibility of proposed 2-bit comparator design to temperature 

variations with respect to other designs.  Simulation has also been performed to assess 

process variations at two extreme corners where the CNT diameter of all transistors used in 

the design is taken as a ±10% variation from the original value. Performance parameters 

including delay, power consumption and PDP, extracted from these simulations are shown in 

Table 3 of Appendix II.  According to the reported results, the proposed comparator leads to 

an efficient design in comparison with other existing counterparts. 
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Figure  4.24 (a):  Delay versus output load capacitor plot for 2-bit comparator circuits 

 

Figure  4.24 (b):  Power consumption versus output load capacitor plot for 2-bit comparator 

circuits 
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Figure  4.24 (c):  Power-delay product (PDP) versus output load capacitor plot for 2-bit 

comparator circuits 

 

Figure  4.25:  Power consumption versus operating frequency plot for 2-bit comparator 

circuits 
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Figure  4.26:  Power-delay product (PDP) versus supply voltage plot for 2-bit comparator 

circuits 

Figure  4.27:  Power-delay product (PDP) versus temperature plot for 2-bit comparator 

circuits 
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4.4 Conclusion 

This chapter has presented three novel designs of CNTFET-based TFA which is a basic sub-

block of AS functional module of 2-bit HO-TALU, using different circuit techniques. The 

first TFA named as HS-TFA contains a symmetric pull-up and pull-down networks along 

with a resistive voltage divider as its integral part, which is configured using transistors. 

Compared to most energy efficient TFA available in literature, HS-TFA has high driving 

capability and gets reduction in delay by 9% but it shows high power dissipation. The second 

TFA named as LP-TFA has been developed using complimentary pass transistor logic style. 

This LP-TFA shows reduction in power by 24% with improvement in PDP by 5%, but it has 

20% more delay. The third TFA named as dynamic TFA (DTFA) has been implemented based 

on dynamic logic, which uses a ternary keeper to compensate charge loss due to charge sharing 

problem. DTFA has high driving capability and achieves reduction in power, delay and PDP by 

24%, 15% and 35%, respectively. But it needs CNTFET devices with smaller diameter (0.626 

nm) additionally in order to reduce charge leakage. All three TFAs have been designed based 

on inherent binary nature (0 and 1) of input carry, which leads to reduced device count in 

designs.  

Further, new design of 1-bit comparator has been developed using pass transistor logic with 

reduced number of stages in critical delay path. This design has been used to create 2-bit and 

N-bit comparator where a static binary tree configuration has been utilized to correct the 

voltage levels. The proposed 2-bit comparator has high driving capability and achieves 29% 

reduction in PDP with 34% less device count compared to that of its counterpart available in 

literature. But, it has two output signals to check greater, lesser and equal conditions, which 

make the decoding logic of comparator response complex in those applications where three 

outputs (one for each condition) are desired. Apart from these, all new TFAs and 2-bit 

comparator show less susceptibility to voltage and temperature variations with respect to 

existing designs. 

In the next chapter, design of 2-bit power optimized ternary ALU (PO-TALU) using 

CNTFETs is presented. 2-bit PO-TALU makes use of new complementary CNTFET-based 

design style and a low complexity encoder in implementation of ternary functions to achieve 

low power consumption. In addition, it incorporates adder-subtractor-exclusive-OR module 

which leads to compact TALU structure.  
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Chapter 5 

Design of 2-bit Power Optimized Ternary ALU (PO-TALU) 

using CNTFETs 

5.1    Introduction 

Minimizing area, delay and cost have always been main constraints for VLSI designers, but 

recently, reducing the power consumption has also received considerable attention due to 

increasing values of integration density, and the need of portable and reliable circuits. There 

is a tremendous interest towards compact and portable applications such as notebook and 

laptop computers, which require high throughput and immensely increased capability. 

Therefore, low power consumption has become one of the important constraints in designing 

of modern processor. Further, an ALU is an important part of a digital computer where it 

performs all arithmetic and logical operations. Modern CPU and graphics processing unit need 

very powerful ALU. This chapter presents a design of 2-bit power optimized ternary ALU 

(PO-TALU) using CNTFETs. 

2-bit PO-TALU functional modules: adder-subtractor-exclusive-OR (ASE) and multiplier, 

are designed using new complementary CNTFET-based binary computational unit and a low 

complexity encoder (in comparison with prior design of [213] and [252]). ASE eliminates 

exclusive-OR and subtractor modules from the conventional architecture. Multiplier uses a 

new efficient carry-add (CA) block in place of ternary half adder. As a result, PO-TALU 

design gets significant improvements in terms of power and power-delay product (PDP) with 

device count compared to existing designs. Design of 2-bit PO-TALU slice is shown so that 

parallel N-bit PO-TALU can be constructed with N/2 slices connected in cascade. 

The rest of the chapter will be organized as follows. In section 5.2, architecture and functions 

of PO-TALU is presented. Section 5.3 demonstrates minimization and realization of PO-

TALU ternary functions. In section 5.4, design and implementation of PO-TALU functional 

modules are described. Section 5.5 presents the extension of PO-TALU for 2-bit PO-TALU 

slice. Section 5.6 gives simulation results and comparison with existing CNTFET-based 

designs, followed by the conclusion in section 5.7. 
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5.2 Architecture & Functions of 2-bit PO-TALU 

Figure 5.1 shows the pin diagram and architecture of proposed 2-bit PO-TALU. The ternary 

data inputs from A (A1 A0) are combined with the ternary data inputs from B (B1 B0) and 

operations are performed to generate one of the following outputs: Sum/Diff/XOR & 

Carry/Borrow, PROD, GR & EQ, ‘A.B’ and ‘A+B’. Two select inputs (S1 and S0) are used to 

select one desired operation, as described in Table 5.1.  PO-TALU performs six arithmetic and 

three logic operations.  The arithmetic operations include addition (ADD), subtraction (SUB), 

increment by logic 1 (INC), decrement by logic 1 (DEC), multiplication (MUL) and 

comparison (COMP). The logic functions include AND, exclusive-OR (XOR) and OR. 

Compared to TALU architecture of [252], the proposed one eliminates exclusive-OR 

module, and performs two more arithmetic functions: INR and DEC, without adding any 

extra functional module. Moreover, the required logic 1 for INC and DEC operations is 

generated by using two constantly switched-on transistors T1 and T2. T1 (P-CNTFET) and 

T2 (N-CNTFET) with same geometry and equal threshold voltage bring the same resistance 

due to the equal mobility of N and P substances. As a consequence, they can be utilized to 

perform voltage division for generation of Vdd/2 (i.e. voltage level of logic 1). Hence, PO-

TALU does not require an extra power supply for Vdd/2. Term ‘Bi’ is used to refer binary 

logic gates in ternary system.  

PO-TALU design is composed of the following main components: 1-to-6-line ternary 

decoder, function select logic block with active low outputs (FSB-ALO), transmission gate 

block with active low enable (TGB-ALE) and separate functional modules like ASE, 

multiplier and comparator etc.  

 

Figure 5.1 (a): Pin diagram of 2-bit PO-TALU  
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Figure 5.1 (b): Architecture of 2-bit PO-TALU 

                                             Table 5.1: Function table of 2-bit PO-TALU 

Selection Lines 
Function 

S1 S0 

0 0 ADD 

0 1 SUB 

0 2 INC 

1 0 DEC 

1 1 MUL 

1 2 COMP 

2 0 XOR 

2 1 AND 

2 2 OR 

 



 

114 

 

1-to-6-line Ternary Decoder 

A 1-to-6-line ternary decoder presented in chapter 4 (Figure 4.2) is used here and shown in 

Figure 5.2. It contains one negative ternary inverter (NTI), one positive ternary inverter 

(PTI) and three binary inverter and one binary NOR gate for the generation of unary 

functions. As shown in Figure 5.1(b), DEC1 (1-to-6-line decoder) generates unary functions 0
0A

, 1
0A , 2

0A , 0
0A , 1

0A and 2
0A for A0, DEC2 generates 0

1A , 1
1A , 2

1A , 0
1A , 1

1A and 2
1A for A1. Similarly, 

DEC3 generates 0
0B , 1

0B , 2
0B , 0

0B , 1
0B and 2

0B for B0, and DEC4 generates 0
1B , 1

1B , 2
1B , 0

1B , 1
1B and

2
1B  for B1. These unary functions are fed to different functional modules for desired outputs. 

 

Figure 5.2: Logic level diagram of 1-to-6-line ternary decoder 

Function Select Logic Block with Active Low Outputs (FSB-ALO) 

The logic level diagram of function select logic block with active low outputs (FSB-ALO) is 

shown in Figure 5.3. FSB-ALO has two select inputs S0 and S1, and nine active low outputs 

ADD, SUB, INR, DEC, MUL, COMP, XOR, AND & OR. It comprises binary NAND gates 

and two 1-to-3-line decoders (DEC1 and DEC2). Here, decoder design of [199] is used 

because only unary functions are required for S1 and S0. DEC1 produces signals 0
0S , 1

0S  and 

2
0S  for S0. Similarly, DEC2 produces signals 0

1S , 1
1S

 
and 2

1S for S1. These signals are applied to 

NAND gates for desired outputs. FSB-ALO selects one particular TALU operation depending 

on the bit combination of S0 and S1, as described in Table 5.1. Consider the case when S1S0 = 

12. 0
1S , 1

1S
 
and 2

1S are 0, 2 and 0, respectively. Similarly, 0
0S , 1

0S  and 2
0S  are 2, 0 and 0, 

respectively. In the array of NAND gates, 6
th

 NAND gate makes its output COMP equal to 

logic 0 because both of its inputs ( 1
1S  and 2

0S ) are equal to logic 2. While all other NAND 
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gates have one (or more) input equal to logic 0, which makes their outputs equal to logic 2. 

The active low ‘COMP’ further enables TGB-ALE3 to pass input data for comparison 

operation, as shown in Figure 5.1(b). Thus, for each possible combination of S0 and S1, there 

is only one particular output which is active low for respective TALU function. 

 

Figure 5.3: Logic level diagram of function select logic block with active low outputs (FSB-

ALO) 

Transmission Gate Block with Active Low Enable (TGB-ALE) 

Figure 5.4 shows logic level diagram of transmission gate block with active low enable (TGB-

ALE). A TGB-ALE contains an array of transmission gates (TGs), which connect decoder 

output lines generated for input A and B, to the data inputs of functional block. This array is 

activated when input enable (EN) is low. In Figure 5.1(b), the number of TGs used in the array 

is mentioned with each individual TGB-ALE. A TG is implemented using the parallel 

connection of P-CNTFET and N-CNTFET. In a TG array, the gate of P-CNTFET of all TGs 

is connected to EN and the gate of all N-CNTFETs is connected to EN  which is generated 

by using a binary inverter. When EN is equal to logic 0, the P-CNTFET gate is at ground 

and the N-CNTFET gate is at Vdd, thereby, both transistors conduct and there is a closed 

path between input (I/P) and output (O/P) of TG. When EN is equal to logic 2, the P-
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CNTFET gate is at Vdd and the N-CNTFET gate is at ground, both transistors are OFF and 

there is an open circuit between I/P and O/P of TG. Thus, the active low value of EN enables 

TGB-ALE. TGB-ALE gets value of EN from one or more outputs of FSB-ALO through 

either some logic or directly, as shown in Figure 5.1(b). FSB-ALO outputs MUL, COMP, 

AND & OR are connected directly to EN2 of TGB-ALE2, EN3 of TGB-ALE3, EN4 of TGB-

ALE4 and EN5 of TGB-ALE5, respectively. Since TGB-ALE1 is associated with the ASE 

functional module which performs five operations ADD, SUB, INC, DEC and XOR, its 

enable input EN1 must be active low whenever one of these operations is desired. For this, a 

small logic circuit containing three binary NAND gates and one binary NOR gate is added 

with FSB-ALO. FSB-ALO outputs ADD and XOR are applied to the first NAND gate G0, 

SUB and DEC are applied to the second NAND gate G1 and, INC and DEC are connected to 

third NAND gate G2. The outputs of gate G0, G1 and G2 are then passed to a NOR gate G3 

which generates EN1 of TGB-ALE1. Once the active low value of EN enabled a TGB-ALE, 

ternary input data values are transferred to the respective functional module and desired 

operation is performed.  

Further, INC and DEC functions of the PO-TALU are expressed as ‘A+1’ and ‘A-1’ 

respectively. These operations are executed by ASE module which performs ‘A+B’ and ‘A-

B’; therefore, B (B1B0) should be set to logic 1. To set B1B0 as 01, two N-CNTFETs T3 and 

T4 with two TGs: TG1 and TG2 are used.  As shown in Figure 5.1(b), the gate of T3, T4 and 

TG transistors are connected to the output of gate G2. Whenever FSB-ALO output INC (or 

DEC) is made active low, output of gate G2 is set to logic 2, T3 and T4 are activated while 

TG1 and TG2 are disabled, which pass logic 0 (ground) and logic 1 (i.e. Vdd/2 generated by 

T1 and T2) in place of B1 and B0, respectively, to the decoders. In this way, logic 1 is passed 

to the ASE module to perform increment and decrement by logic 1. When output of gate G2 

is set to logic 0, T3 and T4 are OFF and, TG1 and TG2 are activated which pass B1 and B0 to 

the decoders so that desired operation can be performed on input data A (A1A0) and B 

(B1B0). 
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Figure 5.4: Logic level diagram of transmission gate block with active low enable (TGB-ALE) 

5.3 Minimization and Realization of 2-bit PO-TALU Functions  

2-bit PO-TALU uses ternary K-map method for ternary function minimization. The detail of 

this K-map method is provided in chapter 3. Further, a conventional method for realization 

of ternary function employs a ternary to binary decoder; a binary computation unit and an 

encoder for converting binary outputs back to ternary outputs. It is observed that encoder and 

computation circuit can be improved upon (when compared to ternary designs presented in 

[213] and [252]). Figure 5.5 shows the block diagram of ternary function implementation for 

PO-TALU. In order to achieve low power design, its functional modules: ASE and 

multiplier are designed using complementary CNTFET-based binary computation unit and 

pass transistor-based encoder circuit. Design of encoder is described below. 
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Figure 5.5: Ternary function implementation for 2-bit PO-TALU 

Design of Ternary Encoder  

Figure 5.6 shows the design of ternary encoder and its symbol. This design contains two 

transistors T1 and T2, which have identical parameters and operates as a resistive voltage 

divider. As a consequence, output node ‘Out’ can be expressed as: 

      
2

XX
Out 21                                                                                                             (5.1) 

Here, X1 and X2 are encoder inputs having binary nature (0 and 2). The truth table of 

encoder is shown in Table 5.2. According to (1), Out is the average value of X1 and X2. If X1 

and X2 becomes 0, Out will also be equal to 0. In the same manner, if X1 and X2 becomes 2, 

Y will also be 2. At last, if X1 and X2 becomes 0 and 2, respectively, Y will be equal to 1. 

Similar scenario will occur if X1 and X2 becomes 2 and 0, respectively. Further, the 

proposed encoder design uses pass transistor logic and eliminates a direct path from Vdd to 

ground which results in less power dissipation compared to that of encoder design presented 

in [213]. In this way, the proposed encoder leads to low power designs of TALU functional 

modules (as shown in section 5.6.2). 

                                           Table 5.2: Truth table of ternary encoder 

X1 X2 Out 

0 0 0 

0 2 1 

2 2 2 
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Figure 5.6: Design of ternary encoder  

5.4 Design & Implementation of 2-bit PO-TALU Functional Module 

5.4.1  Adder-Subtractor-Exclusive-OR (ASE) Module 

The proposed ASE module differs from the adder-subtractor (AS) module of [252] in such a 

way that it performs XOR operation also along with addition and subtraction operations 

using one common adder structure, by utilizing the concept of Modulo-3 addition of ternary 

numbers [251]. Figure 5.7 shows the block diagram of the proposed ASE module where 

operations are performed on A1A0 and B1B0. Outputs S0/D0/E0 and S1/D1/E1 represent least 

significant bit (LSB) and most significant bit (MSB) of Sum/Difference/XOR output of PO-

TALU, and output C1/B1 represents the Carry/ Borrow output of PO-TALU. M0 and M1 are 

binary mode inputs used for operation selection of ASE module, as demonstrated in Table 

5.3. 

 

Figure 5.7: Block diagram of adder-subtractor-exclusive-OR (ASE) module  
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  Table 5.3: Function select table for ASE module 

M0 M1 Operation 

0 2 Addition 

2 2 Subtraction 

0 0 XOR 

As shown in Figure 5.1(b), signal M0 is generated through the binary NAND gate G1, whose 

inputs are SUB and DEC, and M1 is directly connected to the XOR output of FSB-ALO. For 

different operations, following logics are satisfied based on the logic states of M0 and M1. 

a) The value of M0 is logic 2 whenever SUB (or DEC) is active low otherwise it is logic 

0. 

b) The value of M1 is logic 0 whenever XOR is active low otherwise it is logic 2.  

c) When ADD (or INC) function is selected, M0 = 0 and M1 = 2 which cause ASE 

module to perform addition. 

d) For SUB (or DEC) function, both M0 and M1 are logic 2 and ASE module works as a 

subtractor.  

e)  If XOR function is selected, both M0 and M1 are logic 0 and ASE module performs 

addition with zero output carry.  

The ASE module contains two sub-blocks: half adder-subtractor-exclusive-OR (HASE) and 

full adder-subtractor-exclusive-OR (FASE) to execute operations with 2-bit ternary 

numbers. As shown in Figure 5.7, HASE performs operations on A0 and B0, and generates 

S0/D0/E0 with C0/B0. The value of C0/B0 is transferred to FASE that adds A1 and B1 with 

C0/B0, and produces S1/D1/E1 and C1/B1. 

Half Adder-Subtractor-Exclusive-OR (HASE) Block 

The proposed HASE performs addition, subtraction and XOR operations using a ternary half 

adder (THA) circuit only with the help of multiplexers and pass transistors. Design of HASE 

is shown in Figure 5.8. Based on ternary addition rules given in Table 5.4 and Table 5.2 (the 

truth table of encoder), the proposed design finds encoder input variables X1S and X2S for 

Sum (S0) output and, X1C and X2C for Carry (C0) output of THA.  The values of X1S, X2S, 

X1C and X2C for different input combinations are also included in Table 5.4. The K-maps of 

X1S, X2S, X1C and X2C are shown in Figure 5.9. From the K-maps, the simplified expressions 
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of these encoder inputs are derived and expressed as follows. 

0
0

2
0

1
0

1
0

2
0

0
0s1 BABABAX 

,       

                                                                                        (5.2) 

       Table 5.4: Addition rules for ternary half adder (THA) 

A0 B0 X1S X2S 
S0 

(Sum) 
X1C X2C 

C0 

(Carry) 

0 0 0 0 0 0 0 0 

0 1 0 2 1 0 0 0 

0 2 2 2 2 0 0 0 

1 1 2 2 2 0 0 0 

1 2 0 0 0 0 2 1 

2 2 0 2 1 0 2 1 

 

Figure 5.8 (a): Schematic diagram of S0/D0/E0 generator of half adder-subtractor-exclusive-

OR (HASE) 

0
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0
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Figure 5.8 (b): Schematic diagram of C0/B0 generator of half adder-subtractor-exclusive-OR 

(HASE) 

 

Figure 5.9: K-maps of X1S, X2S, X1C and X2C for ternary half adder (THA)  
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For the subtraction operation, based on ternary subtraction rules provided in Table 5.5 and 

Table 5.2, encoder input variables X1D & X2D for Difference (D0) generation and, X1B & X2B 

for Borrow (B0) generation are found. Table 5.5 also includes the values of X1D, X2D, X1B 

and X2B. The K-maps for these encoder inputs are shown in Figure 5.10. From the K-maps, 

the simplified expressions of X1D, X2D, X1B and X2B are derived, and expressed as: 

0
0

2
0

2
0

1
0

1
0

0
0D1 BABABAX 

, 
0
0

0
0

2
0

2
0

1
0

1
0D2 BABABAX 

 

1
0

1
0

0
0

2
0B2B1 BABAX,0X                                                                                                 (5.3) 

     Table 5.5: Subtraction rules for ternary half subtractor (THS) 

A0 B0 X1D X2D 
D0 

(Difference) 
X1B X2B 

B0 

(Borrow) 

0 0 0 0 0 0 0 0 

0 1 2 2 2 0 2 1 

0 2 0 2 1 0 2 1 

1 0 0 2 1 0 0 0 

1 1 0 0 0 0 0 0 

1 2 2 2 2 0 2 1 

2 0 2 2 2 0 0 0 

2 1 0 2 1 0 0 0 

2 2 0 0 0 0 0 0 

According to (5.2) and (5.3), THA can produce X1D, X2D, X1B and X2B also having proper 

selection of input variables. As a consequence, HASE adds multiplexers with THA to perform 

subtraction operation, utilizing the design concept of HAS presented in [252]. For XOR 

function, it adds two transistors T1 and T2 with a binary inverter at the output of encoder2 to 

make its Carry/Borrow output (C0/B0) equal to logic 0 so that propagated Carry does not 

affect the Modulo-3 addition of A1 and B1 in FASE. When mode input M1= 2, T1 is ON, T2 

is OFF and passes the output of encoder2 (generated Carry/Borrow) to C0/B0 for addition and 

subtraction operation. When M1 = 0, T1 is OFF, T2 is ON and passes 0 to C0/B0 for XOR 

operation. In this way, when M0 = 0 and M1 = 2, HASE operates as THA and compute the 

functions given by (5.2) for encoder inputs which are then passed through Encoder1 and 

Encoder2 to produce final Sum and Carry outputs, respectively. Similarly, when M0 = 2 and 
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M1 = 2, HASE behaves as a ternary half subtractor (THS) and computes the function given 

by (5.3) for encoder inputs, then encoder outputs give final subtraction outputs. At last, when 

M0 = 0 and M1 = 2, HASE operates as an XOR circuit and performs modulo-3 addition with 

zero output Carry.  

 

Figure 5.10: K-maps of X1D, X2D, X1B and X2B for ternary half subtractor (THS) 

Full Adder-Subtractor-Exclusive-OR (FASE) Block 

The proposed FASE performs addition, subtraction and XOR operations using one ternary 

full adder (TFA) circuit only with the help of multiplexers and pass transistors. A TFA adds 

three bits in which two are significant bits (1-bit ternary numbers) and third one is Carry bit 

(C0) generated by the previous bit addition during N-bit operation. In this, the maximum sum 

of two 1-bit ternary numbers is 4 at least significant position and 5 at other positions, which 

gives maximum value of C0 i.e. logic 1. Therefore, C0 never gets logic 2 in ternary addition 

[257]. By using this concept, TFA is designed based on the binary nature (0 and 1) of C0. 

Consequently, proposed TFA eliminates the need of a 1-to-6-line decoder for C0 and uses 

only one NTI and a binary inverter for 
0

0
C  and 

1

0
C . Design of FASE is shown in Figure 

5.11. Similar to HASE, the proposed FASE implements encoder input variables (X3S, X4S, 

X3C and X4C) for realization of TFA, and adds multiplexers and two transistors (with one 

binary inverter) at the output of Encoder2 to construct subtractor and exclusive-OR 

structures, respectively. Design rules for addition operation including X3s, X4s, X3c and X4c 

are given in Table 5.6. The K-maps for X3s, X4s, X3c and X4c are shown in Figure 5.12. From 
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the K-maps, the simplified expressions of these encoder inputs are derived and expressed as 

follows. 

3
1
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Where 

,  

 

 

Figure 5.11 (a): Schematic diagram of S1/D1/E1 generator of full adder-subtractor-exclusive 

OR (FASE) 
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Figure 5.11 (b): Schematic diagram of C1/B1 generator of full adder-subtractor-exclusive 

OR (FASE) 

 

Figure 5.12 (a): K-maps of X3S and X4S for ternary full adder (TFA) 
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Table 5.6: Addition rules for ternary full adder (TFA) 

A1 B1 C0 X3S X4S S1 (Sum) X3C X4C C1 (Carry) 

0 0 0 0 0 0 0 0 0 

0 0 1 0 2 1 0 0 0 

0 1 0 0 2 1 0 0 0 

0 1 1 2 2 2 0 0 0 

0 2 0 2 2 2 0 0 0 

0 2 1 0 0 0 0 2 1 

1 0 0 0 2 1 0 0 0 

1 0 1 2 2 2 0 0 0 

1 1 0 2 2 2 0 0 0 

1 1 1 0 0 0 0 2 1 

1 2 0 0 0 0 0 2 1 

1 2 1 0 2 1 0 2 1 

2 0 0 2 2 2 0 0 0 

2 0 1 0 0 0 0 2 1 

2 1 0 0 0 0 0 2 1 

2 1 1 0 2 1 0 2 1 

2 2 0 0 2 1 0 2 1 

2 2 1 2 2 2 0 2 1 

 

 

Figure 5.12 (b): K-maps of X3C and X4C for ternary full adder (TFA) 
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To examine the structural symmetry present between TFA and ternary full subtractor (TFS), 

encoder input variables X3D and X4D for Difference (D1) output, and X3B and X4B for Borrow 

(B1) output of TFS are found based on design rule for subtraction given in Table 5.7. This 

table also includes the values of X3D, X4D, X3B and X4B. The K-maps for these encoder inputs 

are shown in Figure 5.13. From the K-maps, the simplified expressions are derived and 

expressed as follows. 

 

                                           (5.5) 
 

Where                 

,    
 

 

 Eq. (5.4) and (5.5) confirm that TFA and TFS have same schematic with variation in inputs. 

Depending upon the value of mode input M0 and M1, the proposed FASE receives selective 

inputs and accordingly, computes the function given by eq. (5.4) and (5.5) to perform 

addition and subtraction operation, respectively. For XOR operation, FASE performs 

addition of A1 and B1 with C0 which is equal to logic 0, generated from the HASE. In this 

way, it completes Modulo-3 addition for XOR function of A1 and B1, with generation of zero 

output carry.  The operation mechanism of the proposed FASE is similar to that of proposed 

HASE. 

Table 5.7: Subtraction rules for ternary full subtractor (TFS) 

A1 B1 C0 X3D X4D 
D1 

(Difference) 
X3B X4B 

B1 

(Borrow) 

0 0 0 0 0 0 0 0 0 

0 0 1 2 2 2 0 2 1 

0 1 0 2 2 2 0 2 1 

0 1 1 0 2 1 0 2 1 

0 2 0 0 2 1 0 2 1 
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0 2 1 0 0 0 0 2 1 

A1 B1 C0 X3D X4D 
D1 

(Difference) 
X3B X4B 

B1 

(Borrow) 

1 0 0 0 2 1 0 0 0 

1 0 1 0 0 0 0 0 0 

1 1 0 0 0 0 0 0 0 

1 1 1 2 2 2 0 2 1 

1 2 0 2 2 2 0 2 1 

1 2 1 0 2 1 0 2 1 

2 0 0 2 2 2 0 0 0 

2 0 1 0 2 1 0 0 0 

2 1 0 0 2 1 0 0 0 

2 1 1 0 0 0 0 0 0 

2 2 0 0 0 0 0 0 0 

2 2 1 2 2 2 0 2 1 

 

 

Figure 5.13 (a): K-maps of X3D and X4D for ternary full subtractor (TFS) 
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Figure 5.13 (b): K-maps of X3B and X4B for ternary full subtractor (TFS) 

It is worth mentioning that by performing addition, subtraction and XOR operations using ASE 

module, PO-TALU design saves one complete exclusive-OR functional module in 

comparison with TALU design of [252]. Along with this saving, it also saves a subtractor 

functional module in comparison with TALU design presented in [73]. 

5.4.2     Multiplier Module 

Figure 5.14 shows implementation of the multiplier functional module (decoded unary functions 

for input data are not shown). This module performs multiplication between A1A0 and B1B0, and 

produces product of four bits M3M2M1M0. It contains 1-bit multiplier, THA, TFA and a new 

block named as carry-adder (CA), for partial product generation, left shift operations and 

summation of all shifted partial products. These blocks are described below.  

Design of CA is shown in Figure 5.15. It is used for the addition of intermediate carry bits 

which have only two logic values 1 and 0. There are two inputs C1 and C2, and one output 

OCA which is ternary in nature. The truth table of CA is shown in Table 5.8. Based on table 

5.2 and table 5.8, the proposed design finds encoder input variables X1CA and X2CA. The 

values of X1CA and X2CA are also included in Table 5.8. The K-maps for X1CA and X2CA are 

shown in Figure 5.16. The simplified expressions of these encoder inputs are derived from 

the K-maps, and expressed as: 

n2n1CA1 CCX  , n2n1CA2 C.CX                                                                                           (5.6) 
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Figure 5.14: Block diagram of multiplier functional module 

 

Figure 5.15: Logic level diagram of carry add (CA) 

                       Table 5.8: Truth table of carry add (CA) 

C1 C2 X1CA X2CA OCA 

0 0 0 0 0 

0 1 0 2 1 

1 0 0 2 1 

1 1 2 2 2 
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Figure 5.16: K-maps of X1CA and X2CA for CA 

The schematic diagram of ternary 1-bit multiplier is shown in Figure 5.17. Based on design 

rule of multiplication provided in Table 5.9 and Table 5.2, the proposed design finds encoder 

input variables X1p0, X2p0 for the output product (P0) and, X1c0 and X2c0 for output carry (C0). 

The values of X1p0, X2p0, X1c0 and X2c0 are given in Table 5.9. The K-maps for X1p0, X2p0, 

X1c0 and X2c0 are shown in Figure 5.18. The simplified expressions of these encoder inputs 

derived from the K-maps, and expressed as follows. 

,
     

 

                                                                                          (5.7)
 

 

Figure 5.17 (a): Schematic diagram for P0 (Product) generator of ternary 1-bit multiplier  
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Figure 5.17(b): Schematic diagram for C0 (Carry) generator of ternary 1-bit multiplier  

Table 5.9: Design rules for ternary 1-bit multiplication  

A0 B0 X1P0 X2P0 
P0 

(Product) 
X1C0 X2C0 

C0 

(Carry) 

0 0 0 0 0 0 0 0 

0 1 0 2 1 0 0 0 

0 2 2 2 2 0 0 0 

1 1 0 2 1 0 0 0 

1 2 0 0 0 0 2 1 

2 2 0 2 1 0 2 1 

 

Figure 5.18: K-maps of X1P0, X2P0, X1C0 and X2C0 for ternary 1-bit multiplier  
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The proposed 1-bit multiplier computes the functions given by (5.7) and generates X1P0, 

X2P0, X1C0 and X2C0. X1P0, X2P0 are fed to an Encoder1 which produces P0. Similarly, X1C and 

X2C are fed to Encoder2 which generates C0. Further, the implementation of THA and TFA 

are same as HASE and FASE, respectively, excluding multiplexers and pass transistors.  

The proposed multiplier functional module reduces no. of transistors at two levels.  At first 

level, it uses only two CA blocks instead of four HA blocks used in multiplier design 

presented in [73] and [252]. Additionally, design of CA contains less number of transistors 

compared to HA. At second level, it uses proposed encoder-based 1-bit multiplier, THA and 

TFA, which are very compact in comparison with their counterparts present in [73] and 

[252].  

5.4.3   Comparator Module 

A comparator module is a circuit that performs comparison between A (A1A0) and B (B1B0) 

and produces two outputs represented by GR and EQ. Decoding of these two outputs for 

comparison response is shown in Table 5.10. Design of 2-bit comparator presented in 

chapter 4 is used here. This design contains two pass transistor based 1-bit ternary 

comparators, one binary grouping block and two binary inverters for non-inverted outputs. 

                                      Table 5.10.: Decoding of outputs for comparison response  

Comparator Outputs 
Results 

GR EQ 

2 0 Greater 

0 2 Equal 

0 0 Lesser 

2 2 Invalid 

Design of logic functional modules TAND and TOR are same as described in chapter 3. 

5.5 Implementation of 2-bit PO-TALU Slice  

2-bit PO-TALU design is extended to build a 2-bit PO-TALU slice which can be cascaded 

for n/2 times to construct an N-bit TALU.  Figure 5.19 shows the pin diagram of the 2-bit 

PO-TALU slice. Compared to 2-bit PO-TALU, it has some extra inputs named as cascaded 

signals: Carryc/Borrowc, GRc and EQc.  
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To include these inputs to realize 2-bit PO-TALU slice, PO-TALU design is modified. 

Modified ASE (MASE) functional module is shown in Figure 5.20. MASE uses FASE 

instead of HASE to deal with cascaded Carry/Borrow signal (i.e. Carryc/Borrowc). For N-bit 

TALU, the cascaded configuration of MASE is shown in Figure 5.21. For addition and 

subtraction operations, the operating mechanism of MASE is same as MAS module of 2-bit 

TALU slice presented in chapter 3. For XOR operation, each MASE module performs 

modulo-3 addition with zero input and output Carry signal.  

 

Figure 5.19: Pin diagram of 2-bit PO-TALU slice 

 

Figure 5.20: Block Diagram for modified adder-subtractor-exclusive-OR (MASE)  
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Figure 5.21: Cascaded configuration for modified adder-subtractor-exclusive-OR (MASE) 

of N-bit PO-TALU  

For modification of comparator module, grouping logic method presented in chapter 4 is 

utilized.  

Multiplier module is extended based on the design methodology of [62]. Logic modules of 

PO-TALU which use ternary AND (TAND) and ternary OR (TOR) gates only, are not 

required any modifications.  

5.6     Results and Discussion 

In this section, proposed 2-bit PO-TALU design is analyzed and simulated using HSPICE 

simulator with the Stanford model for 32 nm CNTFET [117]. This standard model has been 

demonstrated in section 2.2 of chapter 2. Further, the chirality vector of constantly switched 

ON transistors used in the generation of Vdd/2 for logic 1 as well as in proposed encoder, is 

(14, 0). The diameter of these transistors is 1.096 nm with the threshold voltage of 0.392 V. 

The chirality vector of all remaining transistors used in the PO-TALU design is (19, 0). The 

threshold voltage of these transistors is 0.289 V with the diameter of 1.487 nm. Other 

technology parameters of CNTFET have same values as mentioned in section 2.2 of chapter 

2.  

To compare the performance of the proposed circuits described in the previous sections, the 

CNTFET-based ternary circuits presented in [199] [212] [213] [252] [255] [256] and [257] 

are reproduced and simulated. Ternary designs of [199] and [252] use an extra power supply 

(i.e. Vdd/2), which has been eliminated using constantly switched ON transistors having the 

chirality vector of (14, 0). The diameter of the CNTFETs and the value of the other device 

parameters are chosen according to the information provided in the respective papers of the 

literature. Here, ternary designs of chapter 3 which were published in [252] are referred as 

designs of [252]. Similarly, ternary designs of chapter 4 which were published in [255] [256] 
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and [257], are referred as designs of [255], [256] and [257], respectively. 

5.6.1 Functional Verification of 2-bit PO-TALU  

For functional verification of 2-bit PO-TALU, sub-circuits as well as entire design of PO-

TALU are tested through transient simulations. The simulated waveform of the proposed 

FASE is shown in Figure 5.22. The first three waveforms represent inputs A1, B1 and C0 

(input Carry/Borrow). When mode inputs M0 = 0 and M1 = 2, FASE performs addition 

(A1+B1+C0) and generates outputs S1 (Sum) and C1 (Carry), which are shown by the fourth and 

fifth waveforms respectively. Similarly, when M0 = M1 = 2, FASE performs subtraction (A1-

B1-C0) and generates two outputs D1 (Difference) and B1 (Borrow), which are shown by the 

fifth and sixth waveforms respectively. At last, when M0 = M1= 0, FASE performs modulo-3 

addition with zero output carry to execute XOR operation. For this, it produces E1 (i.e. A1 

XOR B1) and C1 (Carry_XOR), which are displayed in the remaining two waveforms. 

Depending upon the value of mode inputs M0 and M1, FASE performs correct ternary 

addition, subtraction and XOR operations and thus, the functionality of FASE is verified. 

Similarly, the simulated transient waveforms included in Appendix, confirms the correct 

functionality of proposed HASE, CA, 1-bit multiplier, and logic function modules (only 

TOR is shown).  

5.6.2   Performance Evaluation of 2-bit PO-TALU 

To evaluate performance of proposed ternary circuits, speed and power are extracted from 

transient simulations. The average power consumption is measured over a long period of time. 

For worst case delay determination, all possible output transition delays are measured. On 

account of the trade-off between power consumption and delay, the efficiency of the circuits is 

evaluated by computing power-delay product (PDP), which is the multiplication of the average 

power consumption and the maximum delay.  Simulations are performed at room temperature, 

at 250 MHz operating frequency and at 0.9 V power supply voltage with output load 

capacitor of 2.1 fF. Further, to evaluate the performance at TALU architecture level, data-

paths of PO-TALU, which contains decoder, FSB-ALO, TGB-ALE and functional module, 

have been simulated.   

A comparison on delay, power consumption, PDP and device count of CNTFET-based adder 

circuits is shown in Table 5.11. Simulation results show that the proposed THA achieve 

great improvement in power by 68%, with reduction in delay by 8% and 11% compared to 
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the THA of [199] and HAS of [252], respectively. In addition, it shows reduction in device 

count by 41% and 53% with respect to the THA of [199] and HAS of [252], respectively.  

 

Figure 5.22: Transient waveform of full adder-subtractor-exclusive-OR (FASE) 



 

139 

 

Table 5.11:  Simulation results of CNTFET-based ternary adder circuits 

Circuits Delay (×10
-10

 S) Power (×10
-6 

W) PDP (×10
-16

 J) Device Count 

Proposed THA 0.63 0.47 0.30 66 

THA of [199] 0.69 1.47 1.02 112 

Proposed HASE 0.66 0.49 0.32 82 

HAS of [252] 0.71 1.48 1.05 142 

Proposed TFA 0.83 0.82 0.68 114 

TFA of [256] 0.61 1.63 0.99 105 

TFA of [257] 1.00 1.45 1.45 102 

TFA of [199] 0.80 1.91 1.53 214 

TFA of [255] 0.73 6.89 5.05 106 

TFA of [212] 1.44 4.35 6.26 122 

TFA of [213] 0.87 53.7 46.7 142 

Proposed FASE 0.87 0.86 0.75 140 

FAS of [252] 0.82 1.95 1.61 280 

Similarly, the proposed HASE (for ADD operation) consumes 66% less power  with 4% and 

7% less delay compared to the THA of [199] and HAS of [252], respectively. Additionally, 

it gets decrement in device count by 26% and 42% in comparison with the THA of [199] and 

HAS of [252], respectively. 

According to the reported results of Table 5.11, the proposed TFA shows lowest power 

among all the CNTFET-based TFA designs. Compared to the design of [256], it consumes 

less power by 50% but it has increase in delay and device count by 26% and 7%, 

respectively. In comparison with TFA of [257], it achieves 44% reduction in power and 20% 

reduction in delay but device count is increased by 10%. Compared to the design of [199], 

the proposed TFA shows improvement in power and device count by 57% and 47% with an 

increase in delay by 3% only. In comparison with TFA of [255], it saves power by 88% but 

shows 12% and 7% increase in delay and device count, respectively. Compared to TFA of 

[212], it achieves reduction in power, delay and device count by 81%, 42% and 7%, 

respectively. Similarly, the proposed TFA shows improvement in power, delay and device 

count by 81%, 5% and 20%, respectively, with respect to the design of [213]. In comparison 

with FSA of [252], it gets 58% reduction in power and 59% reduction in device count with 

comparable delay performance. Table 5.11 also shows that the proposed FASE (for ADD 

operation) gets advantages in power and delay with device count compared to other designs. 
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Simulation results of CNTFET-based multiplier circuits are listed in Table 5.12. According 

to Table 5.12, the proposed 1-bit and 2-bit multipliers have lowest power among all 

CNTFET-based multiplier designs. The proposed 1-bit multiplier gets improvement in 

power, delay and device count by 70%, 5% and 37%, respectively, compared to its 

counterpart presented in [199]. Similarly, the proposed 2-bit multiplier shows 62% reduction 

in power, 31% reduction in delay and 65% reduction in device count with respect to 2-bit 

multiplier of [252].Ternary circuits are also simulated at 500MHz operating frequency with 1fF 

output load and small transient time interval . Results obtained from these simulations are listed 

in [260]. Additionally, performance parameters extracted from the simulations done at 

architecture level, are shown in Table 4 of Appendix II. Further, as seen in Table 5.11, PDP of 

TFAs presented in [199] [212] [255] [256] and [257] are of the same order while PDP of design 

presented in [213] is of higher order, therefore the proposed TFA is compared with these TFA 

designs only in the next simulations. 

      Table 5.12: Simulation results of CNTFET-based multiplier circuits 

Circuits Delay 

(×10
-10

 S) 

Power 

(×10
-6 

W) 

PDP 

(×10
-16

 J) 

Device 

Count 

Proposed 1-bit multiplier 0.51 0.29 0.15 50 

1-bit multiplier of [199] 0.54 0.97 0.52 80 

Proposed 2-bit multiplier 1.00 2.94 2.94 458 

2-bit multiplier of [252]  1.45 7.82 11.34 1296 

To examine the driving capability, the proposed designs are tested under different loading 

conditions. Simulations are performed with different values of output load ranging from 2fF 

to 6fF at room temperature with 0.9V power supply and 250 MHz operating frequency. The 

delay, power consumption and PDP of TFA designs versus load capacitor are plotted in 

Figure 5.23. The plotted results show that the proposed design outperforms all other designs 

in terms of power and PDP at all values of output load. 
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Figure  5.23 (a):  Delay versus output load capacitor plot for six ternary full adder (TFA) 

designs 

 

Figure  5.23 (b):  Power consumption versus output load capacitor plot for six ternary full 

adder (TFA) designs 
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Figure  5.23 (c):  Power-delay product (PDP) versus output load capacitor plot for six 

ternary full adder (TFA) designs 

To evaluate the performance of proposed designs at different frequencies, simulations are 

performed at operating frequency varying from 100 MHz to 1000 MHz with room 

temperature, 0.9 V power supply and 2.1 fF output load. The power consumption of TFA 

designs with different frequency is shown in Figure 5.24. For THA and multiplier designs, 

the power consumption results with different frequency are shown in Figure 1 and Figure 2 

of Appendix II. According to the plotted results, proposed designs work properly, and 

consume less power compared to all other existing designs, at all frequencies.  

The proposed designs are tested under voltage variations to check their sensitivity to these 

variations. Simulation is performed at different supply voltages ranging from 0.7 V to 1.1 V. 

Other simulation parameters are taken as room temperature, 250 MHz frequency and 2.1fF 

output load. For TFA designs, PDP computed from this simulation is plotted in Figure 5.25. 

PDP results of THA and multiplier are plotted in Figure 3 and Figure 4 of Appendix II. 

According to the plotted results, proposed designs are less sensitive to voltage variation in 

comparison with their counterparts. Simulations are also conducted at different temperatures 

varying from 0
◦
C to 100

◦
C. Other test parameters are 0.9 V supply voltage, 250 MHz 

frequency and 2.1 fF output load. PDP with temperature variation is shown in Figure 5.26. It 

can be inferred from the results that the proposed designs operate reliably and outperforms 

existing designs in a vast range of ambient temperatures. 
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Figure  5.24.  Power consumption versus operating frequency plot for six ternary full adder 

(TFA) designs 

 

Figure  5.25.  Power-delay product (PDP) versus supply voltage plot for six ternary full 

adder (TFA) designs 
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Figure  5.26.  Power-delay product (PDP) versus temperature plot for six ternary full adder 

(TFA) designs 

5.7    Conclusion 

This chapter has presented a 2-bit PO-TALU in CNTFET technology. PO-TALU functional 

modules: ASE and multiplier have been designed using new complementary CNTFET-based 

binary computational unit and a low complexity encoder. ASE eliminates an exclusive-OR 

module and subtractor module from the conventional architecture. Multiplier uses a new 

efficient CA block in place of THA.  

In comparison with existing energy efficient CNTFET-based designs, HSPICE simulation 

results have shown that the sub-blocks of ASE: HASE and FASE consume 66% and 47% 

less power. HASE shows reduction in delay and device count by 4% and 26%, 

correspondingly. FASE shows 25% reduction in device count but it has 29% more delay. 

Sub-block of multiplier module: 1-bit multiplier shows reduction in power, delay and device 

count by 70%, 5% and 37%, respectively. ASE and multiplier are less sensitive to voltage 

and temperature variations. Design of 2-bit PO-TALU has been modified to implement 2-bit 

PO-TALU slice which could be easily cascaded to form an N-bit PO-TALU.  
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Chapter 6 

Design of High Speed Content Addressable Memory (CAM) cells 

using CNTFETs 

6.1. Introduction 

Content addressable memory (CAM) is an application specific memory that allows its access 

based on the stored data rather than a physical address location. CAM performs parallel data 

comparison with data storage, and the result of this comparison is determined by the state of 

the match lines. There are two types of CAM: Binary CAM (BCAM) and Ternary CAM 

(TCAM). BCAM is capable of storing and searching two logic states: 0 and 2. This cell 

performs exact-match searches and is mainly used for tag comparison in cache memory. 

TCAM is capable of storing and searching three logic states: 0, 2 and don’t care (X). 

Hence, TCAM provides an added flexibility of pattern matching with the use of X. An 

alternate design of a TCAM using three-valued circuit structure (i.e. 3CAM) has been 

presented in the literature in order to reduce cell area. A 3CAM works on true valued ternary 

logic values: 0, 1 and 2, where logic 1 represent don’t care (X) state. TCAM are popular 

mainly for realizing network applications such as packet forwarding and packet 

classification [230]. In particular, high performance network routers require a lot of fast 

TCAM cells to get desired fast look-up operation in larger routing tables [241]. Therefore, 

design of fast and compact CAM structure continues to be of the highest priority for real 

time applications. 

In this chapter, BCAM and TCAM cells designed based on low capacitance search logic of 

[235] are presented in CNTFET technology. A new three-valued CAM (3CAM) cell is also 

presented. This cell uses CNTFETs with two different threshold voltages in 

implementation of low capacitance search network which leads to fast and compact CAM 

design with respect to CNTFET based 3CAM cell recently reported in the literature. 

In section 6.2, design and implementation of CNTFET-based BCAM, TCAM and 3CAM 

cells are presented. Section 6.3 provides simulation results and comparison with the 

existing designs, followed by the conclusion in section 6.4.  
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6.2 Design of CAM Cells  

6.2.1 Binary CAM (BCAM) Cell  

Figure 6.1 shows a schematic diagram of CNTFET-based BCAM cell implemented using 

nine transistors and named as 9T BCAM cell. It is capable of storing and searching two logic 

states: 0 and 2. 9T BCAM consists of a basic 6T SRAM cell for data storage, and a search 

network for data comparison. SRAM cell comprises of a latch containing transistors T1, T2, 

T3 and T4, along with two access transistors T5 and T6. T5 and T6 are turned ON whenever 

a word line WL is activated for a read or write operation, and connect the cell to the 

complementary data line columns DL and DL . The data is stored at the nodes Q and Q of the 

cell.  

 

Figure 6.1.  Schematic diagram of 9T Binary CAM (BCAM) cell 

Read/Write Operation 

For read operation, DL and DL  lines are precharged to high, and left floating. When WL is 

high, T5 and T6 are ON and voltage levels of Q and Q   are transferred to DL and DL , and 

data stored in cell is read. During this operation, both storage nodes Q and Q   remain 

unchanged. For write operation, desired data and its complement are placed on DL and DL . 

When WL is high, T1 and T2 are ON and voltage levels of DL and DL are transferred to Q 

and Q , and data is written into the cell.  
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For a successful read and write to the cell, SRAM transistors should be properly sized [244]. 

The sizing ratio of latch pull-up transistor (T1 and T3) to access transistor (T5 and T6) is 

taken as 0.5, and the sizing ratio of latch pull-down transistor (T2 and T4) to access 

transistor (T5 and T6) is taken as 1.5. In CNTFET, sizing is decided by the number of tubes. 

Consequently, T1 and T3 are used with one tube, T2 and T4 are used with three tubes, and 

the number of tubes used for T5 and T6 is two. The chirality vector for P-CNTFETs (T1 and 

T3) and N-CNTFETs (T2, T4, T5 and T6) of SRAM cell are chosen as (16, 0) and (19, 0) 

respectively, for the best-combined performance in terms of stability, power consumption, 

and write time of SRAM cell [244]. 

Search Operation 

The search network of 9T BCAM cell is designed based on low-capacitance search logic to 

speed up compare operation. It contains three transistors T7, T8 and T9 with chirality vector 

of (19, 0). The number of tubes is three. 9T-BCAM compares the data stored at Q and its 

complement ( Q ) with the data placed on search lines SL and its complement (SL ), 

respectively. When the value stored at Q matches with the value at SL, logic 0 is passed 

through either T7 or T8 to the node Vx which is the gate of T9 and therefore, T9 is turned 

OFF and match-line ML is disconnected from ground for a match condition. Similarly, when 

data at Q doesn’t match with SL, Vx is charged to 0.9 V (logic 2) through either T7 or T8, 

which turns ON T9 and shorts ML with ground for a mismatch condition. For instant, when 

SL = 1, SL = 0, T7 is OFF and T8 is ON, which transfers the voltage level of Q  to Vx. For Q 

= 2, Q  is logic 0 and hence, logic 0 is transferred to Vx for match condition. When Q = 0, Q  

is logic 2 and hence, logic 2 is transferred to Vx for mismatch case. Similarly, when SL = 0, 

SL = 2, T7 is ON and T8 is OFF, which transfers the voltage level of Q to Vx. For Q = 0, 

logic 0 is transferred to Vx for match condition and when Q = 2, logic 2 is transferred to Vx 

for mismatch condition.  

6.2.2 Ternary CAM (TCAM) Cell 

Figure 6.2 shows a schematic diagram of CNTFET-based TCAM cell implemented using 16 

transistors and named as 16T TCAM cell. This cell is capable to store and search three logic 

states: 0, 2 and don’t care (X). These states are encoded by two bits as shown in Table 6.1. 

16T TCAM incorporates two SRAM cells for data storage and one compare network for data 

comparison. These SRAM cells store ‘02’, ‘20’, and ‘22’ for the cell storage of 0, 2 and 
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don’t care (X), respectively. This ‘X’ value represents a stored don’t care. The state ‘00’ is 

not used and never allowed for data storage. The design parameters of SRAM cell are same 

as that of 9T BCAM. The read and write operation of TCAM cell is similar to BCAM.  

                         Table 6.1. Ternary encoding for 16T ternary CAM (TCAM) cell 

Ternary State 
Stored data Search data 

Q0 Q1 SL0 SL1 

0 0 2 0 2 

2 2 0 2 0 

X 2 2 0 0 

 

Figure 6.2.:  Schematic diagram of 16T ternary CAM (TCAM) cell 

Search Operation 

The compare network of 16T-TCAM uses low-capacitance search logic in order to achieve 

high speed search operation. It contains four transistors T13, T14, T15 and T16 with 

chirality vector of (19, 0). The gate of T16 is connected to one control line indicated by 

‘SG’. This control line is generated by NORing of search line SL0 and SL1, and shared by 
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all the cells in the same column of the memory. The cell compares data stored at node Q0 

and Q1, with the search data placed on the SL0 and SL1. For global masking, it performs 

searching with X by setting both SL0 and SL1 to 0. The state ‘22’ is not allowed as a 

searching state. When SL0 = SL1 = 0, SG line is set to logic 2 and T16 is turned ON. In this 

case, T13 and T14 are OFF, and node Vy which represents gate of T15, is connected to 

ground through T16. Thus SG line removes floating condition at Vy when bits are globally 

masked. 

A 16T TCAM cell behaves similar to 9T BCAM cell whenever 0 and 2 is stored or being 

searched. For instance, when SL0 = 0 and SL1 = 2, T13 is OFF and T14 is ON, which 

transfers the logic level of 1Q  to Vy. For Q0 = 0 and Q1 = 2, 1Q is logic 0 and hence, 0 is 

transferred to Vy  which turns OFF T15 and disconnects match-line ML from ground to 

indicate a match case. When Q0 = 2 and Q1 = 0, 1Q is logic 2 and hence, Vy is set at logic 2 

which turns ON T15 and connects ML to ground to indicate a mismatch case. In the same 

way, when SL0 = 2 and SL1 = 0, T13 is ON and T14 is OFF, which transfers 0Q  to Vy. For 

Q0 = 2 and Q1 = 0, 0Q is logic 0 and thus, Vy is set at logic 0 which turns OFF T15 and 

disconnects ML from ground indicating a match case. When Q0 = 0 and Q1 = 2, 0Q  is logic 2 

and thereby, Vy is set at logic 2 which turns ON T15 and connects ML to ground to indicate a 

mismatch case. 

When a 16T TCAM stores an X i.e. Q0 = Q1= 2, Vy is set at logic 0 through T13 for SL0 = 2 

and SL1 = 0, or through T14 for SL0 = 0 and SL1 = 2, or through T16 for SL0 = 0 and SL1 = 

0. This value of Vy turns OFF T15 and hence, ML is disconnected from ground. Therefore, 

the stored X always shows a match irrespective of the search data. Now, when there is a 

search for X i.e. SL0 = SL1 = 0, both T13 and T14 are OFF. In this case, control line SG is 

set to logic 2 which connects Vy to ground through T16. T15 is turned OFF and thereby, ML 

is not shorted to ground and indicates a match regardless of the stored data. This match case 

confirms global masking feature of 16T TCAM. 

6.2.3 Three-Valued CAM (3CAM) Cell 

Figure 6.3 shows schematic diagram of proposed CNTFET-based 3CAM cell. This cell is 

implemented using 11 transistors and named as 11T-3CAM cell. It differs from TCAM in a 

way that it works on true valued ternary logic. 11T-3CAM is capable to store and search 

three logic states: 0, 1 and 2, where logic 1 is used for don’t care state (X).    
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Figure 6.3: Schematic diagram of 11T three-valued CAM (3CAM) cell  

Read/Write Operation 

11T-3CAM cell uses one ternary memory (TMEM) cell of [247] for data storage, and 

eliminates the need for a second storage cell (i.e. SRAM) typically used in traditional TCAM 

construction. TMEM cell contains two cross coupled static ternary inverters (STIs); STI has 

one input signal Q which can be at out of three values: 0, 1 and 2, and produces an output Q  

with a logic value of 2-Q (i.e. 2, 1 or 0, respectively). Two STIs contain transistors T1, T2, 

T3, T4, T5 and T6. They use two power supplies: a regular supply voltage (Vdd) and a lower 

supply voltage (Vdd/2). The chirality vector of T1 and T4 is (8, 2). The number of CNTs is 

eight. The chirality vector of T2 and T5 is also (8, 2). The threshold voltage of these 

transistors is 0.599 V with the diameter of 0.718 nm. The number of CNTs is twenty. The 

chirality vector of T3 and T6 is (10, 0). The threshold voltage of these transistors is 0.55 V 

with the diameter of 0.783 nm. The number of CNTs is two. These transistors are connected 

between voltage rail Vdd/2 and node Q, and Q , respectively. The gate of these transistors is 

connected to Vdd causing them to be always ON which in-effect act as pull-up for logic 1. 

But, they also allow a dc path to exist whenever pull up for logic 2 and pull down for logic 0 

occurs. To minimize this fight, T3 and T6 are made weaker by reducing number of tubes to 

two, lowering the pitch to 10 nm and increasing the channel length to 64 nm.  

Along with two cross coupled STIs, TMEM cell contains two access transistors T7 and T8 
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with the chirality vector of (19, 0). The threshold voltage of these transistors is 0.289 V and 

diameter is 1.487 nm. The number of CNTs is three. TMEM cell stores data at Q and Q . For 

read operation, complementary data line columns DL and DL are precharged to logic 2 and 

left floating. When WL is asserted, T7 and T8 are ON and voltage levels of Q and Q   are 

transferred to DL and DL , and data stored in cell is read. During the read operation, both 

storage nodes Q and Q  remain unchanged. For write operation, desired data and its 

complement are placed on DL and DL . When WL is asserted, T7 and T8 are ON and voltage 

levels of DL and DL are transferred to Q and Q , and data is written into the cell. 

Search Operation 

11T-3CAM contains one new compare network for data comparison. This compare network 

utilizes low-capacitance search logic to get fast match operation. It consists of three 

transistors T9, T10 and T11. 11T-3CAM compares complementary ternary data stored at Q 

and Q with the complementary data placed on the search line SL and SL . Exact matching is 

implemented through storing and subsequently searching for either logic 0 or logic 2. Pattern 

matching is done with local and global masking. In local masking, logic 1 is stored at both Q 

and Q  which represents a stored don’t care. Global masking is performed through searching 

for logic 1 on both SL and SL which represents a searched don’t care state. To get match 

whenever logic 1 is stored or being searched, the threshold voltage of T11 is set as 0.55 V 

using the chirality vector of (10, 0). The diameter of T11 is 0.783nm. The threshold voltage 

of T9 and T10 is taken as 0.289 V using the chirality vector of (19, 0). The diameter of these 

transistors is 1.487nm.  

A 3CAM cell behaves similar to TCAM whenever logic 0 or logic 2 is stored or being 

searched. For example, when logic 2 is stored, Q is at logic 2 and Q  is at logic 0. If there is a 

search for logic 2 i.e. SL = 2 and SL = 0, T9 is OFF and T10 is ON, which drives node Vz to 

logic 0, as a consequence T11 is OFF and match line (ML) is not shorted to ground 

indicating a match condition. If there is a search for logic 0 i.e. SL = 0 and SL   = 2, T9 is 

ON and T10 is OFF, which pulls up Vz to logic 2, thus  T11 is ON which makes a 

connection between ML and ground to indicate a mismatch condition. 

For the case when logic 1 is stored (Q = Q  = 0.45 V), Vz  is charged up to 0.45 V through T9 
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if SL = 0 (and SL  = 2) or through T10 if the SL = 2 (and SL = 0) or through both T9 and 

T10 if SL= 1 (and SL = 1). In either condition, T11 is OFF due to high threshold voltage and 

hence ML is disconnected from ground and the stored logic 1 always shows a match 

regardless of the search value. Now, when there is a search for logic 1, both T9 and T10 are 

ON. In this case, Vz sets at 64mV when Q = 0 (and Q  = 2) or Q = 2 (and Q  = 0), due to 

voltage conflict between T9 and T10. This value of Vz turns OFF T11 and thereby ML is 

disconnected from ground, regardless of the stored value. Thus, the proposed cell shows 

match for both local and global masking.  

6.3 Results and Discussion 

In this section, CNTFET-based CAM cells are analyzed and evaluated using Synopsis 

HSPICE simulator with 32nm Stanford CNTFET model of [117] which considers practical 

non-idealities of CNTFET. Details of the Stanford model have been given in section 2.2 of 

chapter 2. In order to compare the performance of the proposed designs, CAM cells 

presented in [250] are reproduced and simulated. For fair comparisons, equivalent number of 

CNTs is used in CNTFETs of all cells while keeping the same transistor size ratios.   

Simulation Setup 

To sense ML during CAM search operation for generation of match result, current race 

sensing scheme is used and shown in Figure 6.4 [232]. Prior to a search operation, ML is 

precharged to low and MLPRE signal is turned ON. As a consequence, transistor T5 is 

turned OFF and transistor T4 is turned ON, and node M_SENSE is precharged to high which 

makes sense amplifier output MLSO to low. At the same time, search lines of memory are 

set to their new data values and hence there is only a single ML/SL pre charge phase. In the 

evaluation phase, MLPRE signal is turned off and EN  signal is asserted to low, which turns 

ON transistor T2 and connects ML to the current source implemented using a biased 

transistor T1. Since ML is disconnected from ground under a match case, it charges up at a 

higher rate compared to a ML having at least one mismatch. Once the voltage at ML rises 

above the threshold voltage of transistor T5 (sense amplifier), M_SENSE is discharged to 

ground and MLSO is latched to high value indicating a match. After that EN is switched to a 

high value which turns OFF T2, and disconnects the current source from ML.  
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Figure 6.4: Schematic diagram for current race sensing scheme [232] 

A current race sensing scheme saves power in two ways. First, it turns OFF the current when 

ML reaches the threshold voltage of T5 and consequently, limits the voltage swing of all 

MLs to approximately half of Vdd (0.45 V). Thereby, it reduces the ML power dissipation by 

a factor of two in comparison with that of full swing ML sensing scheme. Secondly, during 

precharging of ML to ground, search lines do not need to be reset between consecutive 

searches, hence minimizing SL switching activity, a current race sensing scheme reduces SL 

power dissipation by a factor of two. 

For structure of current sensing scheme, the chirality vector of (19, 0) is used for all 

transistors with three tubes. VBIAS signal is set to 0.58 V which generates a current of 10 µA 

in T1 to ensure that the maximum voltage on ML in case of any mismatch should be much 

smaller than the threshold voltage of T5. 

All transient simulations are performed at room temperature with 0.9 V power supply 

voltage. These simulations have been performed on a 1 × 20 memory array for getting a 

realistic capacitive loading at ML. The match delay is measured from the time when the ML 

starts charging till it is latched by the sense amplifier. For average power, power is measured 

for every operation. 

Functional Verification of CAM Cells 

Figure 6.5 shows simulated transient waveform of 11T-3CAM cell for the different search 

data. The first waveform shows a MLPRE signal which goes high to precharge ML and low 

to evaluate ML, and repeats for three cycles. The second and third waveforms represent EN  

and SL respectively. The remaining waveforms show ML and MLSO for different stored Q 

values.  
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Figure 6.5: Transient waveform of 11T three-valued CAM (3CAM) cell 
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In the first search evaluation cycle when SL = 2 and MLPRE is low, ML and MLSO show 

high for Q = 2 & Q = 1, and low for Q = 0, indicating match and mismatch conditions, 

respectively. Similarly, in the third search evaluation cycle when SL = 0 and MLPRE is low, 

ML and MLSO show low for Q = 2, and high for Q = 1 & Q = 0, indicating mismatch and 

match conditions respectively. In the second search evaluation cycle, when MLPRE is low 

and SL = 1, ML and MLSO show high to indicate always a match irrespectively of Q, which 

verify global masking. Similarly, when Q = 1, ML and MLSO show high indicating always a 

match irrespectively of SL, which verify local masking. Hence, the simulated waveform 

confirms correct functionally of 11T-3CAM. Similarly, the simulated transient waveforms of 

9T BCAM and 16T TCAM cells included in Appendix, confirms their correct functionality. 

Simulation Results  

Comparison of the CNTFET-based CAM cells is shown in Table 6.2. Since match delay is 

directly proportional to ML capacitance, lower ML capacitance of proposed designs leads to 

high speed match operation. 9T-BCAM achieves reduction in match delay by 74% with 6% 

saving in power and 10% saving in device count compared to that of BCAM of [250]. 

Similarly, 16T TCAM shows 73% reduction in match delay with comparable power 

performance than its counterpart of [250].  

Table 6.2. Comparison of CNTFET-based CAM cells 

Memory Cells 
Match  Delay 

 (×10
-11

 S) 

Power consumption 

(×10
-6

W) 

Transistor 

Count 

9T BCAM  (proposed) 0.61 3.34 9 

BCAM of [250] 2.41 3.57 10 

16T TCAM (proposed) 0.60 4.34 16 

TCAM of [250] 2.22 4.35 16 

11T-3CAM (proposed) 0.69 8.8 11 

3CAM of [250] 1.95 8.9 12 



 

156 

 

Since 3CAM cell has the same usability as the TCAM cell, 11T-3CAM is compared with 

TCAM cells also along with existing 3CAM cells. Compared to 3CAM of [250], 11T-3CAM 

gets reduction in match delay and transistor count by 64% and 8%, respectively, without any 

loss in power performance. Although 11T-3CAM has high power consumption than that of 

TCAM of [250] due to voltage conflict occurs between the storage of logic 1 and logic 0 (or 

logic 2), it achieves 69% reduction in match delay and 31% reduction in transistor count. 

Further, to determine the stability of proposed cell, we measured the minimum noise voltage 

present at each of the storage nodes in 3CAM that would flip the state of the cell by using 

the method described in [250]. The storage cell of proposed 3CAM cell achieves a read 

margin of 0.12 V and a write margin of 0.22 V, respectively. 

6.4 Conclusion 

This chapter has presented design of high speed CAM cells in CNTFET technology. BCAM 

and TCAM cells have been designed based on low capacitance search logic. BCAM 

provides storing and searching of two logic values: 0 and 2, while TCAM provide an added 

flexibility of pattern matching with the use of don’t care (X). A new 3CAM cell has also 

been developed. 3CAM cell stores three logic values: 0, 1 and 2 in a single ternary SRAM 

cell and eliminates the need for a second binary SRAM typically used in TCAM 

construction. The proposed 3CAM cell uses CNTFETs with two different threshold 

voltages (0.289 V and 0.55 V) in implementation of low capacitance search network. 

 HSPICE Simulation results have confirmed that all presented CAM cells perform the correct 

functionality during the read, write and search operations.  Compared to existing CNTFET-based 

counterpart, BCAM cell achieves reduction in match delay by 74% with 6% saving in power and 

10% saving in device count. Similarly, TCAM shows 73% reduction in match delay with same 

device count and comparable power performance. 3CAM cell gets reduction in match delay and 

transistor count by 64% and 8%, respectively, without any loss in power performance. Hence, 

the observed results reveal that the presented CAM cells are capable to enhance the performance 

of memory systems.   
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Chapter 7  

Conclusion and Future Work 

7.1. Conclusion 

CNTFET is a promising alternative to the traditional Si MOSFET for high performance and low 

power VLSI circuit. CNTFET shows elegant association with ternary logic. In particular, the 

best way to design ternary circuit is the multiple-threshold method, and desired threshold voltage 

can be achieved by utilizing different diameter of CNT in CNTFET device. Additional, ternary 

logic reduces chip area as well as the complexity of interconnects with increasing their 

information contents. Further, arithmetic and logic unit (ALU) is the most basic and important 

component of processor in a digital computer. Modern computer needs efficient implementation 

of ALU in terms of hardware for increased value of integration density, speed for high 

throughput and immensely increased capabilities, and power for compact and portable 

applications. Next, content addressable memory (CAM) is an application specific memory which 

performs parallel data comparison with data storage. CAM is mainly popular for realizing 

network applications which require a lot of fast CAM cells to get high speed look-up operation 

in larger routing tables. In this thesis, efficient ternary ALU (TALU) and high speed CAM cell 

have been developed using CNTFETs. 

Design of a 2-bit hardware optimized TALU (HO-TALU) has been presented in chapter 3. HO-

TALU has a new adder-subtractor (AS) module which performs both addition and subtraction 

operations using an adder module only with the help of multiplexers. Thus, it eliminates a 

subtractor module from the conventional architecture. HO-TALU minimizes ternary function 

expressions and utilizes binary gates along with ternary gates in realization of functional 

modules: AS, multiplier, comparator and exclusive-OR. As a consequence, the sub-blocks of 

AS: HAS and FAS use nearly 76% and 82% less transistors, respectively, than conventional 

designs which contain separate adder and subtractor blocks. Multiplier, comparator and 

exclusive-OR show reduction in device count by 64%, 82% and 76%, respectively, with respect 

to their existing counterparts.  

Results obtained from HSPICE simulator with Stanford model of 32nm CNTFET, have shown 

that all HO-TALU modules achieve great improvement (nearly two hundred times) in power-

delay product (PDP) with respect to their CMOS-based counterpart, which verifies the potential 
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benefit of CNTFET circuits. In comparison with existing CNTFET-based designs, proposed 

multiplier, comparator and exclusive-OR get reduction in PDP by 75%, 65% and 28%, 

respectively. But, PDP of sub-modules HAS and FAS has marginally increased by 2% and 5%, 

respectively. Thus, all HO-TALU modules achieve good hardware efficiency with a minor loss 

of PDP for addition and subtraction operations only, with respect to CNTFET circuits available 

in the literature. Besides, design of 2-bit HO-TALU is extended to develop a 2-bit HO-TALU 

slice which could be easily cascaded to construct an N-bit HO-TALU. 

Ternary full adder (TFA) which is a basic sub-block of AS has been modified using different 

circuit techniques to improve their efficiency in terms of PDP, and presented in chapter 4. Three 

new designs of TFA have been developed. The first TFA named as HS-TFA contains a 

symmetric pull-up and pull-down networks along with a resistive voltage divider as its 

integral part, which is configured using transistors. Compared to most energy efficient TFA 

available in literature, HS-TFA has high driving capability and gets reduction in delay by 9% 

but it shows high power dissipation. The second TFA named as low power TFA (LP-TFA) has 

been developed using complimentary pass transistors logic style. This LP-TFA shows reduction 

in power by 24% with improvement in PDP by 5%, but it has 20% more delay. The third TFA 

named as dynamic TFA (DTFA) has been implemented based on dynamic logic, which uses a 

ternary keeper to compensate charge loss due to charge sharing problem. DTFA has high driving 

capability and achieves reduction in power, delay and PDP by 24%, 15% and 35%, respectively. 

But it needs CNTFET devices with smaller diameter (0.626 nm) additionally in order to reduce 

charge leakage. All three TFAs have been designed based on inherent binary nature (0 and 1) 

of input carry, which leads to reduced device count in designs.  

Further, new design of 1-bit comparator has been developed using pass transistor logic with 

reduced number of stages in critical delay path. This design has been used to create 2-bit and 

N-bit comparator where a static binary tree configuration has been utilized to correct the 

voltage levels. The proposed 2-bit comparator has high driving capability and achieves 29% 

reduction in PDP with 34% less device count compared to that of its counterpart available in 

literature. But, it has two output signals to check greater, lesser and equal conditions, which 

make the decoding logic of comparator response complex in those applications where three 

outputs (one for each condition) are desired. Apart from these, all new TFAs and 2-bit 

comparator show less susceptibility to voltage and temperature variations with respect to 

existing designs. 
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Design of a 2-bit power optimized TALU (PO-TALU) has been presented in chapter 5. 2-bit 

PO-TALU functional modules: adder-subtractor-exclusive-OR (ASE) and multiplier have 

been designed using new complementary CNTFET-based binary computational unit and a 

low complexity encoder. ASE eliminates an exclusive-OR module and subtractor module 

from the conventional architecture. Multiplier uses a new efficient block named as carry add 

(CA) block in place of THA.  

In comparison with existing energy efficient CNTFET-based designs, HSPICE simulation 

results have shown that the sub-blocks of ASE: half adder-subtractor-exclusive-OR (HASE) 

and full adder-subtractor-exclusive-OR (FASE) consume 66% and 47% less power. HASE 

shows reduction in delay and device count by 4% and 26%, correspondingly. FASE shows 

25% reduction in device count but it has 29% more delay. Sub-block of multiplier module: 

1-bit multiplier shows reduction in power, delay and device count by 70%, 5% and 37%, 

respectively. ASE and multiplier are less sensitive to voltage and temperature variations. 

Design of 2-bit PO-TALU has been modified to implement 2-bit PO-TALU slice which 

could be easily cascaded to form an N-bit PO-TALU.  

Hence, TALU designs presented in this thesis, can serve as an efficient functional unit for 

modern ternary microprocessor with CNTFET in nanoscale era. 

Design of high speed CAM cells has been presented in chapter 6. Binary CAM (BCAM) and 

ternary CAM (TCAM) cells have been designed based on low capacitance search logic. 

BCAM provides storing and searching of two logic values: 0 and 2, while TCAM provide an 

added flexibility of pattern matching with the use of don’t care (X). A new three-valued 

CAM (3CAM) cell has also been developed. 3CAM cell stores three logic values: 0, 1 and 2 

in a single ternary SRAM cell and eliminates the need for a second binary SRAM typically 

used in TCAM construction. The proposed 3CAM cell uses CNTFETs with two different 

threshold voltages (0.289 V and 0.55 V) in implementation of low capacitance search 

network. 

 HSPICE Simulation results have confirmed that all presented CAM cells perform the correct 

functionality during the read, write and search operations. Compared to existing CNTFET-based 

counterpart, BCAM cell achieves reduction in match delay by 74% with 6% saving in power and 

10% saving in device count. Similarly, TCAM shows 73% reduction in match delay with same 

device count and comparable power performance. 3CAM cell gets reduction in match delay and 

transistor count by 64% and 8%, respectively, without any loss in power performance. Hence, 
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the observed results reveal that the presented CAM cells are capable to enhance the performance 

of memory systems.  

7.2 Future Scope of Work  

CNTFET with ballistic transport operation, excellent thermal conductivity and high current 

driving capability, is turned out to be a promising alternative to the conventional Si-

MOSFET. The design space of CNTFET-based digital circuit and memory circuit can be 

carried forward for development of highly efficient modern electronics. All CNTFET-based 

TALU designs presented in this thesis perform nine ternary operations. It would be 

interesting to extend these designs for an increased number of ternary operations with 

modification in function select logic, decoder and functional modules. Therefore, the 

presented work can be used to design ternary microprocessors with CNTFETs. Besides, 

functional modules of TALU such as AS and multiplier etc. are the building blocks of many 

other applications including video and image processing and DSP architectures. It is possible 

to explore the use of TALU functional modules in efficient realization of these applications. 

A fast and compact 3CAM cell designed using CNTFETs, has been shown in chapter 6. This 

cell has twice power consumption compared to that of conventional TCAM cell due to 

voltage conflict occurred between the storage of logic 1 and logic 0 (or logic 2); therefore 

alternate ways need to be found to reduce this. Further, it is possible to explore other circuit 

element of CAM design such as sense amplifier and match line precharge control circuit by 

utilizing CNTFETs for real-time applications like multimedia data transmission.  

Apart from circuit design domain, it would be interesting to explore techniques for layout 

formation of presented designs.   
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APPENDIX  I 

          Figure 1: Transient waveform for half adder-subtractor (HAS) of 2-bit HO-TALU 
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                 Figure 2: Transient waveform for multiplier module of 2-bit HO-TALU 
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          Figure 3: Transient waveform for comparator module of 2-bit HO-TALU 
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Figure 4: Transient waveform for 1-bit exclusive-OR sub-block of 2-bit HO-TALU 
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          Figure 5: Transient waveform for ternary AND (T-AND) module of 2-bit HO-TALU 
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             Figure 6: Transient waveform of low power ternary full adder (LP-TFA) 
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             Figure 7: Transient waveform of dynamic ternary full adder (DTFA) 
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Figure 8: Transient waveform for half adder-subtractor-exclusive-OR (HASE) of 2-bit PO-

TALU 
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Figure 9: Transient waveform for 1-bit multiplier of 2-bit PO-TALU 

 

 

 

 

 

 

 

 

 



 

196 

 

Figure 10:  Transient waveform for the carry add (CA) of 2-bit PO-TALU 
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     Figure 11:  Transient waveform for ternary OR (TOR) of 2-bit PO-TALU 
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  Figure 12: Transient waveform for 9T Binary CAM (BCAM) cell 
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    Figure 13: Transient waveform for 16T Ternary CAM (TCAM) cell 
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APPENDIX  II 

Table 1: Simulation results of HO-TALU ternary circuits at architecture level 

Circuits 
Delay 

(×10
-10

 S) 

Power 

(×10
-6 

W) 

PDP 

(×10
-16

 J) 

CNTFET-based THA of [199] 0.72 1.04 0.75 

CNTFET-based HAS for addition operation 

(proposed) 
0.73 1.05 

0.77 

CNTFET-based TFA of [199] 0.83 1.49 1.24 

CNTFET-based FAS for addition operation 

(proposed) 
0.85 1.54 

1.31 

2-bit multiplier of [73] using CNTFETs 1.99 23.7 47.16 

CNTFET-based 2-bit multiplier (proposed) 1.47 7.88 11.58 

2-bit comparator of [73] using CNTFETs  0.83 1.03 0.85 

CNTFET-based 2-bit comparator (proposed) 0.51 0.68 0.35 

1-bit exclusive-OR of [73] using CNTFETs  0.72 1.04 0.75 

CNTFET-based 1-bit exclusive-OR (proposed) 0.71 0.63 0.45 

Table 2: Simulation results of CNTFET-based ternary full adder (TFA) designs at architecture 

level 

Circuits Delay (×10
-10

 S) Power (×10
-6 

W) PDP(×10
-16

 J) 

HS-TFA (proposed) 0.75 6.92 5.19 

LP-TFA (proposed) 1.01 1.46 1.47 

DTFA (proposed) 0.99 1.64 1.62 

TFA of [199] 0.84 1.95 1.64 

TFA of [212] 1.56 4.41 6.88 

TFA of [213] 0.88 53.7 47.26 
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Table 3: Simulation results of 2-bit comparator circuits for process variations 

Circuits 
Delay 

(×10
-10

 S) 

Power 

(×10
-6 

W) 

PDP 

(×10
-16

 J) 

CNT 

Diameter 

Variation 

Proposed comparator 
0.29 0.49 0.14 +10 % 

0.45 0.39 0.18 -10 % 

Comparator of [206] 
0.31 0.6 0.19 +10 % 

0.56 0.44 0.25 -10 % 

Table 4: Simulation results of CNTFET-based PO-TALU ternary circuits at architecture 

level 

Circuits Delay (×10
-10

 S) Power (×10
-6 

W) PDP (×10
-16

 J) 

Proposed THA 0.64 0.51 0.33 

THA of [199] 0.72 1.51 1.09 

Proposed HASE 0.69 0.53 0.37 

HAS of [252] 0.73 1.50 1.10 

Proposed TFA 0.85 0.88 0.75 

TFA of [256] 0.99 1.64 1.47 

TFA of [257] 1.01 1.46 1.47 

TFA of [199] 0.84 1.95 1.64 

TFA of [255] 0.75 6.92 5.19 

TFA of [212] 1.56 4.41 6.88 

TFA of [213] 0.88 53.7 47.26 

Proposed FASE 0.89 0.90 0.80 

FAS of [252] 0.85 1.99 1.69 

 

 

 

 

 



 

202 

 

Figure  1:  Power consumption versus operating frequency plot for ternary half adder (THA) 

designs 

 

Figure  2:  Power consumption versus operating frequency plot for ternary multiplier 

designs 
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Figure 3:  Power-delay product (PDP) versus supply voltage plot for ternary half adder 

(TFA) designs 

 

Figure 4:  Power-delay product (PDP) versus supply voltage plot for ternary multiplier 

designs 
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