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Abstract 

Rolling element bearings have diverse applications in various industrial sectors and fields 

that need motion. The rapid demands of bearings have put the question on their reliability to 

avoid malfunction and failure. The assessment of their reliability has given a new dimension 

to the condition monitoring (CM) equipments & tools. The current survey shows that the 

overall demand of the CM market is expected to reach 2.45 billion USD by 2020. The 

demand and supply have made the field of CM lucrative as well as sensitive. In general, CM 

relies on the advanced sensor technologies and signal processing methods to diagnose 

machinery and their related faults. Especially, to anticipate bearings CM (BCM), various 

sensors like accelerometer, acoustic emission (AE), ultrasonic, thermal imaging, microphone 

and motor current signature analysis (MCSA) etc. are used prevalently.  Out of these sensing 

methods, vibration based sensing finds usages of around 87% for reliable fault diagnosis and 

detection. Recently, microphone sensors have given a new dimension to the CM due to their 

significant improvement in the sensitivity and bandwidth, as well as their coherence with 

vibration. 

  The goal of the thesis is to analyze vibration and acoustic signals from the bearings 

using statistical and signal processing techniques like; kurtosis, crest factor, energy, 

probability density function (pdf), empirical mode decomposition (EMD) and variational 

mode decomposition (VMD). In this thesis, three signal processing methods are proposed to 

identify faults related to bearings. 

Initially, adaptive empirical mode decomposition and principal component analysis 

(EMD-PCA) based average kurtosis technique followed by Fourier, envelope, cepstrum and 

cepstral envelope (FECCV) techniques are proposed to detect bearing defects from the 

vibration signature. In this method, the initial verification is conducted to address the effect 

of sample length and standardization on the spectral characteristic of FECCV techniques. It 

is observed, the standardization along with large sample length can be used to detect inner 

race defect (IRD) and outer race defect (ORD) effectively without the use of complex 

algorithms, however, it cannot detect ball defect (BD). Similarly, the effects of EMD and 

envelope detection on the spectral characteristics of decomposed modes are tested for 

various faulty signals. The EMD-PCA based average kurtosis technique is used to generate a 
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modified signal to enhance the fault frequencies. These methods are validated on 

experimental data sets of Case Western Reserve University (CWRU). 

The second approach proposes a unitary sample shifted probability density function 

based on Kolmogorov and Smirnov test (KS-test) performed on Case Western Reserve 

University data sets. In this approach, two probability density functions namely, Laplacian 

and rectangular functions with variable window sizes are generated using sampling rate, 

sample length and number of impulses generated during the experimentation. These 

distribution functions are further used as a unitary sample shifted window over the faulty 

signals to generate frame based crest factor (FCF), frame based kurtosis (FKS) and frame 

based energy (FE) time series signals. It is observed that the sensitivity of these time series 

signals increases with the change in the shape parameter and boundary value of the 

probability density function. The fault detection sensitivity of Laplacian distribution function 

is better than rectangular distribution function.  

Apart from vibration, the acoustic signals are gaining prominence as either one can 

be the cause, and the other, its effect. Therefore, the third method is proposed to analyze 

coherence characteristics of acoustic and vibration signals in detecting bearing defects at 

variable rotating speeds. In this method, these two signals are decomposed concurrently 

using EMD and VMD. The actual mode representing the fault frequency and the shaft speed 

are identified using correlation coefficient (��) and log-variance based selection approach. It 

is observed that the performance of acoustic signal is better than vibration using VMD at 

higher speed, whereas, EMD performs better at lower speed.  

Moreover, the present results show that the sensing and signal processing techniques 

play a vital role in extracting fault features of the system under test. 
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Introduction  

1 

CHAPTER 1 

Introduction 

The industrial revolution has increased the dependency on bearings and their demand is 

expected to increase by $104.5 billion USD by 2018, globally. Primarily, the state of the 

machine or the system under test (SUT) needs a complete understanding of various bearing 

condition monitoring techniques (BCM). These techniques solely depend on the types of the 

sensor and the signal processing methods adapted to anticipate the incipient faults. The 

selection of sensors plays a vital role and it depends on the condition of the system to be 

tested. Nowadays, the researchers are focusing on BCM using vibration and 

acoustic/microphone sensors due to their close dependency and characteristics. Apart from 

these sensing methods, various statistical and non-linear signal-processing methods have 

paved their way to intercept the information required for condition monitoring (CM). In 

general, signal processing and analysis are the mathematical envelopes that help to decode 

and understand the existence of different patterns in nature. The true form of the signals 

depends on various parameters i.e. the property of the source from where it evolved, the 

propagating channels, interaction with other signals, and finally, the realizing system and 

the mathematical operators involved in the realizations/extraction of these signals. 

Therefore, the perfect analogy related to fault can be realized only if the variation in the 

patterns at different stages during propagation can be assimilated using the inverse 

mathematical model in its true form. This analogy is too complex and indeed need an 

affluent understanding of each mathematical operator acting on the signals and their 

influence that change the actual characteristics.  

 

As every divided kingdom falls, so every mind divided between many studies confounds and 

saps itself. 

 ― Leonardo da Vinci 
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1.1 Background 

Condition monitoring or health monitoring has gained its prime importance in recent days, 

whether it is for humans or machines. Condition monitoring of rolling element bearings has 

leveraged its importance in providing smooth dynamics to devices/systems that need 

motions. These rolling elements have found their applications since the Stone Age and long 

been used by human civilizations to drive towards development. In the early days, as the 

demands were less, perception based analysis was the main tool to diagnose the state of the 

machines. With the change in demand and to mitigate risk, sensors and signal processing 

methods are used to shape the field of condition monitoring. The broad spectrum of the 

bearing condition monitoring market and the demands to anticipate their condition has given 

a new dimension to the researchers to understand their characteristics as the bearings roll 

towards the future. 

1.2 Motivation  

The rapid growth in the industrial sectors has given new dimensions to the bearing condition 

monitoring (BCM) market to avoid catastrophic failure during operation. It has wide 

applications in various sectors and fields, wherever there is need for motion, i.e. automobile, 

railways, electric motor, steel plants, power generation units and cement plants etc. The 

condition monitoring of the of the bearings is important to avoid unexpected failure, increase 

mean time between failure, decrease in repair and overhaul timing and decrease downtime so 

as to minimize cost and maximize production efficiency. These are affected by the coupling, 

misalignment, and surrounding environment etc., and can be monitored using various 

sensors like vibration, temperature, pressure, Acoustic emission, Ultrasonic, oil quality, 

Eddy current, thermal imaging, and perception based analysis etc. However, BCM 

monitoring using vibrations is widely used to detect fault, and contributes approximately 

87% relative to other sensors. Recently, microphone sensors have marked their interest 

among the researchers, even though their applications are limited to noise-free environments. 

Therefore, the selection of sensors plays a major role to anticipate the real world physical 

data. As the sensitivity, bandwidth of operation and operating environmental conditions 

affect the performance of sensors, therefore, the system needs to be examined carefully 

before subjecting these sensors to the field. However, the question arises about the selection 
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of sensors and their usability that can suit to a particular experimental setup. Apart from 

sensors, the communication protocols, and the type of the analog to digital converter (ADC) 

used to communicate with the computer play a vital role. The property of the ADC i.e. the 

quantization bit level, noise floor and the sampling rate of the devices must be known for 

faithful acquisition of desired noise and vibration signals. During data acquisitions, if the 

sampling rate and data acquisition time are not chosen properly the signal may misrepresent 

the actual information. Similarly, during the data acquisitions using sensors and data 

acquisition (DAQ) devices, the signals may be corrupted by the propagating channels and 

create a deviation in the amplitude and frequencies. Therefore, the effect of modulations and 

the noise induced by the surroundings make the signal analysis complicated. Recently, the 

rapid developments of nonlinear and non-stationary signal processing algorithms have made 

the signal analysis better in the presence of noise. Nevertheless, the selection of a signal 

processing algorithm needs an understanding about the system to be observed, and the 

alterations done during propagations. Generally, signal processing methods use different 

mathematical operators to extract information hidden in the signals by inverse mathematical 

model i.e. if the sequences of the mathematical operators are not set properly then it may 

dilute the information content. Therefore, care should be taken during extraction and 

analysis process of the signals as it is not only biased by its design, but also by the 

surrounding artefacts. 

1.3 Research Objectives 

The field of BCM is complex and rich with sensors and signal analysis techniques. 

Therefore, to intercept faults, the practicality of the mathematical functions governing the 

system must be known clearly and the nature of the signal must be decided prior to the 

projection of signal processing algorithms. The objectives of the thesis are to diagnose and 

extract the signals emanating from the bearing using various signal processing methods. The 

flow of the investigation and analyses are as follows: 

1. Preliminary investigation of technological know-how related to BCM. 

2. Selection of sensors and DAQ card based on the past and the current trend to acquire 

signals (accelerometer and microphone).  

3. Implementation of various signal processing and statistical methods like kurtosis, 

crest factor, energy, probability density functions, EMD, VMD etc.  
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4. Proposed algorithms by fusion of different statistical and signal processing 

techniques and validation on bearing data sets provided by Case Western Reserve 

University (CWRU) [1]. 

5. Proposed fusion of advanced non-linear signal processing techniques and correlation 

analysis methods to anticipate the characteristics of vibroacoustic signals at variable 

speeds. 

1.4 Thesis Outline 

The research work carried out in this thesis is organized as follows:  

CHAPTER 1 elaborates different aspects of bearing conditions monitoring, challenges, and 

objectives, defining the sensing and signal processing methods to analyze the health of the 

bearings. It also outlines the methods and analyses adopted in the subsequent chapters to 

diagnose fault related to bearings. 

CHAPTER 2 outlines the various aspects of BCM and the types of faults related to bearings. 

It covers the need analysis of the current research based on the global market survey 

conducted on CM. Apart from the market survey, the various aspects of different sensors 

like vibration, temperature, pressure, Acoustic emission, Ultrasonic sensors, oil quality, 

Eddy current, thermal imaging, and MCSA etc. are discussed with their advantages and 

limitations. Similarly, different aspects of signal processing methods, particularly time 

domains, frequency domain; time-frequency domains are reviewed with their advantages and 

disadvantages. Along with the signal processing methods, specifically, the different forms of 

kurtosis are reviewed in fault detection. Similarly, various non-linear and non-stationary 

signal-processing techniques like wavelet, local mean decomposition, Wigner-Ville 

distribution, empirical mode decomposition and variational mode decompositions are 

investigated with their contributions in the field of fault diagnosis. 

CHAPTER 3 proposes an adaptive EMD-PCA based average kurtosis technique to detect 

lower dimension defects in the bearings. Initially, the Hilbert transform is applied to periodic 

(PS), quasi-periodic (QP), transient (TS), frequency modulated (FM), amplitude modulated 

(AM), amplitude-frequency (AM-FM) modulated signals to observe the change in their 

spectrums. The proposed analysis is divided into two parts (a) effect of standardization and 

sample length on fault identification, (b) signal decomposition, mode de-correlation and 
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modified signal generation.  The proposed algorithm is validated on Case Western Reserve 

University (CWRU) data sets. 

CHAPTER 4 proposes unitary sample shifted rectangular and Laplacian distribution 

functions to detect faults. This chapter is divided into two sections; in the first section, 

Kolmogorov and Smirnov test is used to identify the associated probability density function 

(pdf) of CWRU data sets. In the second section, the proposed algorithm is used to generate 

frame based crest factor (FCF), frame based kurtosis (FKS) and frame based energy (FE) 

time series signals. These time series signals for different distribution functions are analyzed 

to identify incipient faults in the bearings.   

CHAPTER 5 addresses the effectiveness of vibration and acoustic sensors in identifying 

faults related to bearings. In this chapter, accelerometer and microphone sensors are used 

simultaneously to acquire signals from the experimental setup. In the proposed technique, 

the effect of variable speeds on the vibration and acoustic signals of IRD are studied 

concurrently using EMD and VMD. The fault frequencies are identified from the correlation 

coefficient (��) and log-variance trend of decomposed modes.  

CHAPTER 6 concludes the results obtained from the three different proposed algorithms. 

This chapter also gives an insight into the future scope and direction for further studies 

related to BCM. 
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CHAPTER 2 

Literature Survey 

Bearing condition monitoring (BCM) plays a vital role in various industries like aerospace, 

pharmaceutics, automobile, marine, power plants, petrochemicals etc. The applications are 

unlimited in the incipient fault diagnosis of bearings to avoid malfunction and hazards. The 

objectives of  BCM are to optimize various parameters i.e. fast and accurate measurement 

with minimization in the cost of sensing; reliable monitoring of the system with minimal 

maintenance cost, increasing the life of the equipment, and avoiding breakdown in the long 

run etc. The optimization can be addressed using the advanced sensors and signal 

processing techniques. However, the selection of sensor for a system under test (SUT) is the 

real challenge for the condition monitoring engineer, as a broad range in sensing 

technologies like vibration sensors, temperature sensors, pressure sensors, AE sensor, 

Ultrasonic sensors, oil quality sensors, Eddy current sensing, thermal imaging etc are 

available to diagnose health. Similarly, the field of signal processing techniques is rich with 

algorithms; however, the implementation and implication of algorithms truly depend on the 

system to be monitored. Signal processing is the mathematical tool that performs addition, 

multiplication, shifting, scaling convolution, integration, and differentiation etc. to extract 

buried information content from the signal. Thereby, actual information content of the 

initially evolved signal in its true form can be realized affluently. Since, the law of nature is 

not always reversible; however, it can be, if the statistical properties acting on the system 

are made symmetrical. The influence of nature on the signals and the clarity in the de-

segmentation can put the real facet in front of the analyst. 

If you want to find the secrets of the universe, think in terms of energy, frequency, and 

vibration. 

– Nikola Tesla. 

2.1 Introduction 

All matter in the universe transfers information in the form of waves, either using light or 

sound waves. This act is possible due to the vibration or oscillations of particles. Generally, 

light and sound are the soul of all the living and assumed non-living matters, and transfer 
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information in the form of vibrations. Nature, the master of the universe controls its plays 

through vibration [2]. Bringing the non-living equipments closer to the human society adds 

up living values. These values call for a regular observation and can be addressed as 

condition monitoring (CM). The CM is very complex and needs expert knowledge to 

intercept the language the machinery conveys. Therefore, it needs researchers from 

diversified fields to profoundly understand the problems and provide the best solution 

accordingly. It is the process to anticipate the state of the machinery through their languages 

expressed in form of vibration, acoustic, and temperature etc. Nowadays, the field of CM has 

tremendous impact on modern society as machines are required to operate 24×7 without 

breakdown or failure. It has stretched its boundaries to various industries such as 

petrochemical, pharmaceutics, mining industries, marine, power plant industries etc. Due to 

rapid growth in the world economy and the increased dependency on machinery, the market 

share for CM is expected to rise in future. Based on surveys, the CM market can be divided 

into monitoring by types, applications, geographical region and the process as shown in Fig. 

2.1. The projected market share for CM is expected to reach 2.45 Billion USD by 2020 [3].  

CM is divided into three stages, firstly, the identification of the system under test (SUT) and 

its surrounding; secondly, the selection of sensors and their feasibility to adapt and acquire 

the signals; finally, the signal processing techniques to extract the information [4,5]. The 

factors like SUT, sensors and signal processing that are associated with CM are shown in 

Fig. 2.2. 

 
 
 
 
 

 

 

 
 
 
 
 
 
 

Figure 2.1 Market survey on machine condition monitoring 
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Figure 2.2 Factors associated with condition monitoring  

2.2 System under Test 

The initial task of CM is to understand about the system under test (SUT). Various SUT are 

bearings, machine tool, compressor, engine, turbine, gearbox, centrifugal fans, planetary 

gears etc. [6]. However, the thesis concentrates more on defect frequency analysis of deep 

groove ball bearings (DGBB) of induction motor and independent bearings. It was observed 

in the past that most of the failures in the induction motors are due to broken rotor bar, rotor 

mass imbalances, the stator winding fault, crawling, overload, over or under voltage and 

bearing faults etc. [7]. However, 51% of failures in the machinery are due to bearings [8], 

and is shown in Fig. 2.3. Based on the applications, the bearings can be classified into 

journal bearing (axial load), guide bearings (back and forth motions) and thrust bearings 

(axial loads) [9]. Basically, the bearings are manufactured using ceramic, chrome steel, 

stainless steel, and plastics etc. The requirements are subjected to the applications and field 

of studies; the areas of studies are shown in Fig. 2.4.  

 

Figure 2.3 Causes of motor failure 
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Figure 2.4 Application of condition monitoring in different disciplines (Scopus index database) 

 

Based on the level of interception of faults, CM of bearings can be segregated mainly into 

detection, diagnosis, and prognosis [10]. The method of detection deals with identifying the 

fault, whereas the diagnosis goes deeper in analyzing the cause, as well as, the nature of the 

fault. The prognosis is based on the method of calculating the remaining life before failure or 

remaining useful life. However, the research work is projected more on diagnosis rather than 

prognosis, even though both are closely related. Similarly, based on severity of the failure 

the bearing failure can be divided into four stages i.e. stage-1, stage-2, stage-3 and stage-4 

[11]. Generally, the stage-1 indicates an initial failure symptom and generates shock pulses 

in the ultrasonic frequency bands. The signals generated by this stage can be detected using 

AE and ultrasonic sensors. The prime reason for the generation of fault at this level is caused 

by the lack of lubrication. The stage-2 fault occurs due to minor defects of bearing that leads 

to excitation of mounted resonance, and found to be in the frequency band between 2000-

8000 Hz. However, the actual bearing defect frequencies along with the sidebands appear at 

the end of second stage. In the third stage, the bearing defect frequencies like inner race, 

outer race and ball defects are more prominent and can easily be traced using vibration 

sensors. At this stage defects can be visualized clearly or partially using naked eye. 

Generally, the bearings are subjected to replacement at this stage in order to avoid 

malfunction in the machineries or in equipments. Finally, the stage four is considered as the 

last stage of bearing life and produces more noisy signals rather than resonance in the 

spectrum. The observed frequency spectrum is dominant in the lower frequency band and 
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ld avoid running the equipment at this stage [12]. Some of the 

failures occurred due to malfunctions in bearings are shown in the Fig 2.5.  

(a)                                                                 (b) 

(a) Turbines on fire, Palladam, Tamil Nadu, India (2016) (b) Freight train collapse in Taiwan (2013)
(Courtesy: Google) 

It is observed from the literature that bearings are the most vital part that may need 

continuous monitoring to avoid fatalities. Therefore, the details about the physical 

specification and its operating condition need to be analyzed prior to intercept
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Where, �� is the spin frequency of shaft, �� is the number of balls in the bearing, ��	is 

the ball diameter,	�� is the pitch diameter and � is the contact angle, and ���, ���,	���, ���� 

are the outer, inner, ball spin and train frequencies of the bearing respectively.  

Generally, for proper condition monitoring of the bearings, the shaft speed, inner race, 

outer race and ball defect frequencies are commonly used. However, the frequencies 

calculated using these equations at various shaft speeds may alter in the practical case due to 

skidding in the bearings [15]. In practical applications, inner or outer race can be stationary; 

however, for most of the applications, outer race is fixed when the inner is rotating. As the 

inner race is directly coupled to the transmission shaft, the effect of bubbling on the shaft 

may directly affect its actual characteristics. The signals from the inner race have to pass 

through the balls, outer race and the housing before they are acquired by the sensors. 

Therefore, the complexities in the transmission medium generate non-linear and non-

stationary signals [16]. The most predominant and stationary signals are produced by the 

outer race faults, and it is easy to detect these compared to inner and ball defects. The most 

perplexed signal is produced by the ball defect and observed to be buried inside the noise. 

Many times during manufacturing and testing process of the bearings, the ball defects are 

unnoticed by the sensors due to its random rotating dynamics [17,18].  

 

 

 

 

 

 

 

 

 

 

Figure 2.6 Bearing physical specification 
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insufficient lubrication, misalignment, false Brinel and high temperature etc. [19]. As the 

controllability on working condition is too difficult to achieve, therefore, to prevent damage 

and malfunction, the SUT needs to be diagnosed continuously. 

2.3 Selections of Sensors 

Selection of sensor/sensors for a particular system is the real challenge faced by the 

engineers. Some of these systems operate under high temperature and pressure. The specific 

sensors need to be identified based on the system to be monitored and the feasibility of 

mounting. If the system to be monitored is located at a remote location, then non-contact 

sensors can be used to monitor the system. Further, the selection of sensors also depends on 

the frequency and intensity characteristic to be observed and the working environment. Once 

the system under test is identified, the desired sensor for the particular type of the 

applications can be segregated. The selection of sensors plays a vital role in anticipating the 

actual information transferred by the physical condition monitoring system under test. The 

CM systems can be categorized based on their maximum likely hood for a particular data 

type i.e. temperature, sound, vibration etc. The data will decide the selection of a particular 

sensor or a combination of sensors. The data is nothing but the parameter most influenced by 

the SUT i.e. the form of energy indicating the fault characteristics. These energies can exist 

in any one of the forms such as acoustic, vibrations and temperature. The different sensors 

used for CM are vibration sensors, temperature sensors, pressure sensors, AE sensor, 

Ultrasonic sensors, oil quality sensors, Eddy current sensing, thermal imaging, and 

perception based analysis etc. [20]. In general, thermal imaging is preferred when the SUT 

operates at high temperature, whereas acoustic sensors are mostly preferred in oil and gas 

industries to detect leakages. For early and observable frequency detection beyond 20 kHz, 

Acoustic Emission (AE) sensors are preferred. Similarly, the fault can be diagnosed using 

other sensors like Eddy current sensors, radiographic inspection systems, and microwave 

inspection systems etc. [21,22]. The realization of the true anatomy of any system is possible 

due to the rapid development of the sensor technology and the data acquisition (DAQ) cards. 

The CM of the bearings can be accessed using these types of sensors and the usability 

depends on the sensitivity of the sensors as well as the faults stages as shown in Fig. 2.7 

[23].  
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 The signal acquisition from the SUT can be broadly classified based on the 

parameters to be monitored i.e. electrical or mechanical. The observed mechanical 

parameters are sound, temperature and vibration; whereas the direct electrical fluctuations 

are considered as a part of electrical parameter analysis technique. The classification of 

different sensing methods based on their physical significance is shown in the Fig. 2.8 and 

discussed in the following sections [20,24]. 

 
Figure 2.7 Components reliability graph over time 

  

 

 

 

 

 

 

 

 

 

 

Figure 2.8 Condition monitoring and respective sensors 
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2.4 CM using Mechanical Parameter Analysis Techniques 

The mechanical parameter analysis techniques can be divided based on the signals and their 

form and are discussed as follows; 

2.4.1 Vibration Based Analysis 

The vibration signals can be measured from acceleration, velocity and displacement 

depending on the conversion carried out by the sensors [25]. Various sensors related to 

vibration are discussed in detailed and as follows; 

a) Measurement using Displacement Sensor 

Motion sensing using vibration can be divided into three types’ acceleration, velocity, and 

displacement. The selection of vibration sensors depends on detailed knowledge about the 

system to be monitored [26]. Generally, the motion sensing using displacement sensors are 

used only when the frequency to be monitored is of lower value. Displacement sensors are 

used to measure the shaft vibration, speed and rotor positions. These types of sensors can be 

placed in orthogonal positions to measure the degree of imbalance in the shaft and can be 

observed using the polar plots. The displacement measurements using Eddy current probes 

are used to check the shaft vibration from its relative motion w.r.t. sensor probe, and are 

used to measure low-frequency vibrations (0-10 Hz). In this paper [27], Peton et al. have 

used ADRE 408 DSPi (Dynamic Signal Processing Instrument) along with the Bently 

Nevada’s 3500 Series vibration monitor system to control shaft vibration of air cooled 

generator.   

b) Measurement using Velocity Sensor 

The velocity sensor was the first to be used in condition monitoring as it remains constant 

regardless of frequency and also it is easier to install as compared to displacement sensor. 

However, at low frequency below 10 Hz and high frequency above 1 kHz the effective 

sensitivity of the sensor decreases as shown in Fig. 2.9 [28]. However, it can be used in the 

mid frequency range of the vibration (10-1000 Hz) for effective signal acquisition. 

Therefore, the analyst must prepare a list of questionnaires on what exactly is to be 

monitored and their frequency band of operations before subjecting these sensors in the 
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actual field [29]. Generally, piezoelectric (PE) or integrated circuit piezoelectric (ICP) 

sensors are mostly used in vibration measurements to avoid unwanted external current 

excitation circuit [30]. Even the velocity can be measured using the accelerometer sensor, 

however the effect of boundary condition due to integration [31,32,33] change the actual 

frequency characteristics. Therefore, the irregularities occurring in phase and amplitude due 

to transformations have significant impact on signal recovery related to vibration and are 

detailed in [34].    

 
Figure 2.9 Frequency response of accelerometer, velocity and displacement sensors  

c) Measurement using Accelerometer Sensor 

The advancement and the complexities associated with the CM have created tremendous 

dependency on sensing methods as well as on the advanced signal processing and analysis 

techniques. Based on the demand and applications of CM systems, two different types of 

accelerometer sensors can be used i.e. static and dynamic. Piezoelectric based 

accelerometers are suitable to measure dynamic acceleration rather than static acceleration 

(MEMS capacitive accelerometer can measure both static and dynamic accelerations), but 

these are rugged in nature and the frequency can range between DC to approximately 20 kHz 
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[35,36]. Generally, the vibration measurement using accelerometer has better sensitivity & 

signal to noise ratio (SNR) as compared to vibration measurement using velocity sensor. 

But, as far as the optimization of sensitivity and the 'g' are concerned, it fails to satisfy both 

due to its design as well as technical issues [37,38]. However, the vibration of SUT must be 

known before the selection of these sensors based on the ‘g’ and sensitivity. Similarly, prior 

precaution must be taken before mounting the accelerometer, as the frequency responses 

may change with the change in the mounting techniques [39,40].  

d) Measurement using Laser Vibrometer 

Vibration due to fault can be measured using single and multi-point vibrometer [41,42]. 

Generally, laser vibrometer operates at a modulating frequency of 40 MHz and can be used 

to detect faults in the bearings. In [43], Polytec laser vibrometer PSV-400 is used to detect 

faults and the presence of significant harmonics, however, the performance degrades in 

detecting the low-intensity amplitudes present in the inner race. In [44], the authors have 

compared the effectiveness of laser vibrometer (displacement and velocity) and 

accelerometer sensor for detecting bearing faults. It is observed that the laser vibrometer 

response in terms of velocity is better than that of accelerometer sensor. The main 

advantages of laser vibrometer are non-contact, wide frequency band of operations, 

measurable distance up to several meters and good mobility etc. Similarly, the disadvantages 

of laser vibrometer are due to the interaction of speckle noise in vibration due to unsmooth 

housing surface, vibration measurement of only stationary objects; issue of line of sight 

(LOS) [45]; and it only detects the low amplitude and high-frequency vibration [46]. 

2.4.2 Sound-Based Analysis 

Sound is the most powerful phenomena that can be used to detect irregularities in wave 

patterns generated due to anomalies in the bearings. It can be measured using AE, Ultrasonic 

sensors, and microphone etc., and each of these sensors has certain advantages and 

disadvantages in BCM. 

a) Measurement using Change in Audible Sound 

Change in audible sound pattern recognition is an age old classical method used in 

machinery to detect faults. In this approach perception based acoustic analysis is used to 
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infer the sound coming from the screwdriver placed on the housing. Whittaker et al. [47] 

have discussed different classical methods as well as the modern acoustic sensing in detail 

that can be used to detect faults in the mechanical systems. The main advantage of this 

method is that it need not require sophisticated technology rather an expert who can 

segregate the fault based on perceived sound. But, the perception based analysis fails to 

detect the early fault and lack in discriminating the fault types. 

b) Measurement using AE Sensor 

Research in the field of AE has been the topic of study for the past four decades. Generally, 

the AE sensors are used to detect the stress wave radiated by the materials due to crack or 

plastic deformations. These sensors are responsive in the frequency band between 1 kHz to 

10 MHz and are available in many variants (1045S-200 kHz-1300 kHz, 2045S- 300 kHz-

2200 kHz, 5045S-500 kHz-4000 kHz) [48]. Many researchers have compared AE with 

vibration sensors and observed its performance to be better than vibration in early fault 

detection [49,50,51]. In spite of its certain advantages, it fails to analyze the fault 

quantitatively rather than qualitatively, and is prone to surrounding noises due to their low 

SNR (difficult to discriminate between actual signal and noisy signal). In [52], the authors 

have compared four different AE sensors from Physical Acoustics (PAC) i.e. PAC R15, 

PAC NANO30, Digital Wave B1025, and the Glaser-type conical sensor to analyze their 

effectiveness in signal acquisition based on their aperture. Similar study was also carried out 

by Yongzhi Qu et al. [53] to differentiate between AE and vibration sensors. It is observed 

that even though the AE sensors need higher sampling rate as compared to vibration sensors; 

they are free from mechanical resonance.  

c) Measurement using Ultrasonic Emission 

Ultrasonic sensors generate self-excited high-frequency acoustic signals between 20 kHz to 

100 kHz to detect faults in mechanical systems. They differ from AE in terms of the 

detection techniques i.e. AE detects stress wave generated by the system to be monitored and 

ultrasonic generates self-excited signals to detect faults. The AE and ultrasonic also differ by 

their frequency band of operation. The ultrasonic sensors have certain advantages like good 

SNR, analyze the fault quantitatively and need a minimum target surface area to detect fault 

[54,55]. However, the ultrasonic sensors are limited by the sensing distance and are prone to 
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the change in the environmental conditions. In [56], the authors have compared the 

ultrasonic sensor with the vibration sensor for bearing fault diagnosis for low speed bearings 

and observed that ultrasonic sensors are better than vibration sensors at low speed. Similarly, 

in [57], Sawalhi et al. have tested various types of ultrasonic sensors and their significance in 

fault diagnosis. In this paper, the authors have used the Ultra Track 750 sensor to detect the 

fault in the bearing for different fault dimensions and at various speeds. It is observed that 

even though the AE and vibration sensors can be used to detect faults, however, the 

ultrasonic sensor takes the advantage in terms of its non-invasive mounting technique [58].  

d) Measurement using Microphone 

The microphone can be used to diagnose the fault in the bearing and closely resembles the 

classical hearing based analysis, but it is more precise in detecting faults. In [59], the authors 

have used the accelerometer, AE and microphone (BAST YG 20107067) to identify the fault 

in the journal bearings. It is observed that the performance of acoustic sensor is found to be 

better between 1.5 kHz to 10 kHz. Similarly, the authors in [60] have investigated the 

bearing vibrations of the rail using multiple microphones. It is observed that the particular 

microphones are sensitive above 2 kHz. In recent years, researchers are focusing more on 

acoustics to detect fault in the bearing along with the vibration sensors, even though there is 

a lot more to be done to it [61]. 

2.4.3 Temperature Based Analysis 

Due to the change in operating conditions, lubrication, intrusion of foreign materials and 

faults etc., the temperature of the bearing increases. Therefore, the increase in the 

temperature can be used as an asset to sense the defects and can be detected using thermal 

imaging and infrared sensors etc. 

a) Measurement using Thermal Imaging 

Thermal imaging uses thermal cameras to sense the change in temperature at various 

operating states of the machinery and can be used in different fields of CM [62]. The study 

shows that the infrared radiation exists in the body operating above 00 Kelvin. In [63], the 

authors have used thermal imaging (Gobi- 640-GigE3, an uncooled long-wave infrared 

(LWIR)) and vibration sensors to detect bearing faults. It is observed that these sensors are 

independent of the wave propagations, unlike AE and vibration signals which are affected by 
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the propagating medium. Thermal images have the advantage of detecting the fault even in 

the absence of light [64]. However, the thermal camera gives erroneous result when the 

medium is obstructed by glossy or shiny surfaces. 

2.5 CM using Electrical Parameter Analysis Techniques 

The behavior of the system can be analyzed directly at the motor end, as the driving end 

characteristics change with change in operating conditions of the coupled devices. The 

behavior of this type of system can be monitored using current sensor connected to the 

power supply of the motor and is briefed in the following sub-sections. 

a) Motor Current Signature Analysis 

The faults can be monitored from the change in the current or the voltage characteristics of 

the driving device. The fluctuations in the motor current can be monitored using a current 

sensor and the analysis is called as motor current signature analysis (MCSA) [65,66]. The 

MCSA (A622-Tektronix Hall-effect current probe) experiences the change in the harmonic 

content of the signal with change in the condition of the system under observation [67]. 

 MCSA is the direct way to measure the change in the current either due to fault in 

stator, rotor, or in the bearings. The change in the loading or abnormality in the machine may 

drift the current level. The authors, in [68,69,70], have discussed different aspects of 

measuring faults using MCSA and its contributions in identifying faults along with other 

sensing techniques. The main advantage of this method is that it can monitor the system 

effectively without direct involvement of mounting on to the platform. But, it cannot be used 

for early fault detection as the change in current is difficult to observe in the spectrum, due 

to low signal to noise ratio (SNR) [71]. The current sensing and vibration sensing methods 

are compared by Bellini et al. to evaluate the effectiveness of each of these in identifying 

faults [72].  

 Finally, it is observed that the fault can be identified by different sensors, but, the 

traditional vibration based sensing contributes to approximately 87% of the fault detection, 

due to its reliability and is shown in Fig. 2.10. However, to locate the exact position of the 

fault and early fault detection, AE sensors are used prevalently. The selections of sensors are 

now broadening with the development of technologies and the future of BCM is expected to 

incline towards multiple sensors fusion and processing techniques. To understand different 
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sensors and their real-time applications, Hodge et al. in [73] have corroborated their usability 

in detail. 

 

Figure 2.10 Sensing methods in fault detection (Scopus index database) 

2.6 Mounting of Sensors 

Apart from the selection of sensors, mounting plays a vital role in useful signal 

acquisitions. Generally, the characteristic of vibration signals changes with the change in the 

mounting techniques followed during data acquisitions. In general, vibration is caused due to 

the back and forth moment of the shaft or the structure, and produces signals in the axial and 

radial (vertical and horizontal) directions. Depending on the type of the bearings and 

structure, the sensors are mounted accordingly. For example, if misalignment is caused by 

the axial moment of the structure or the bearings (thrust bearing), then two different 

displacement sensors can be mounted in orthogonal positions to detect the misalignment 

from the Lissajous patterns [74]. Similarly, the velocity sensors are used to monitor low to 

mid band frequency of vibrations and preferably mounted on to the mounting base of the 

system.  

However, the mounting techniques followed for the accelerometer sensors have 

significant contribution in proper signal acquisitions as compared to the velocity and 

displacement sensors. It is observed that the frequency and amplitude response of the 

accelerometer sensor changes with the change in the mounting techniques adopted and is 

shown in the Fig. 2.11 [75]. It can be mounted in all the three directions (axial, horizontal 

and vertical) of the measuring system using different mounting techniques as shown in the 
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Figs. 2.12 & 2.13 [76, 77]. When it comes to analyzing the effects of mounting on faults, the 

ball and inner race bearing faults are least affected by the vertical or the horizontal 

mounting, when the outer race is fixed. The effect of various positions of the sensors on the 

signal characteristics are analyzed by Smith et al. in [78]. It is observed that for the same 

setup, by changing the position of the sensors the signal characteristic changes, therefore, 

some of the results may be favorable whereas some may not be. 

   

Figure 2.11 Frequency response of accelerometer sensors for various mounting techniques 

 

(a)                                           (b) 

Figure 2.12 Bearing test rig and sensors placement illustration (a) actual (b) schematic 
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Figure 2.13 Bearing vibration measurement using vertical, horizontal and axially mounted sensors 

 

Generally, AE sensor follows the same mounting techniques as that of the 

accelerometer sensors, and is free from background noise generated due to variable 

transmission paths [79]. In [80], Yongyong et al. have mounted the sensor in the radial 

direction of the bearing to analyze the rubbing effect of the shaft with the stationary housing. 

It is observed that the mounting should be carried out in such a way that low attenuation is 

achieved at the sensor position, irrespective of the optimal propagation path [81]. Similarly, 

the precautions related to the mounting techniques are defined by the American Society for 

Testing and Materials (ASTM) sub-committee E07.04 [82]. However, as compared to AE 

sensors, microphones and ultrasonic sensors do not make use of the surface mounting 

techniques, but the proximity of the measuring system and the direction matters a lot. In case 

of ultrasonic sensors, the proximity and the surroundings affect its performance as it uses the 

air as the transmission medium; therefore, the mounting position needs to be closer as per 

technical specification of the sensor. However, it has the advantage of detecting short wave 

airborne sound signals that are directional and localized [83]. In the case of a microphone, it 

can be mounted from an external stable holder or platform and can be placed anywhere 

along the periphery of the housing. But, precautions need to be taken such that direct air 

pressure from the bearings or shaft should not interact with the microphone [84].  

Thermal imaging is not that widely used in BCM due to high cost, but as far as 

mounting is concerned, it needs to be placed at any suitable position to get a clear picture of 

thermal effect. However, during mounting, it should be placed in such a way that the 

reflections from glossy surface do not fall directly on the camera. Apart from these sensing 
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techniques, current based sensing has an advantage over all other techniques as it is 

independent of the structural design/position of the SUT. Nowadays, researchers are 

focusing more on the advanced acoustic and vibration sensors to figure out the correlation 

between these two phenomena and their usability in anticipating bearings and gear box faults 

as shown in the Fig. 2.14 [85, 86].  

 

                Figure 2.14 Gearbox diagnosis using accelerometer and microphone 

The advantages and disadvantages of the different sensors that can be used for BCM 

are summarized in Table 2.1 [87,88,89,90]. Even though these sensors have certain 

advantages and disadvantages but, the fusion of different sensors can increase the reliability 

of the CM systems.  

Table 2.1 Advantages and disadvantages of various sensors used in BCM  

 Advantages Disadvantages 

Displacement   Simple to install 

 Good response in middle range of 

frequencies  

 Withstand high temperature  

 Do not require external power  

 Lowest cost  

o Low resonant frequency & 

phase shift 

o Cross noise 

o Big and heavy 

o Require electronic integration 

for displacement 

Velocity  Measure static and dynamic 

displacements 

  Exact response at low 

frequencies  

 No wear  

 Small and low cost  

o Electrical and mechanical noise 

o Bounded by high frequencies 

o  Not calibrated for unknown 

metal materials  

o Require external power  

o Difficult to install 
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Accelerometer  Good response at high 

frequencies 

 Can withstand high Temperature  

 Small size 

 Required low sampling rate  

o Sensitive to mounting 

o Require electronic integration 

for velocity and displacement 

translation 

Laser vibrometer  Non-contact 

 Wide frequency band of 

operations  

 Measurable distance up to several 

meters and good mobility 

o  Affected by speckle noise due 

to unsmooth housing surface  

o Vibration measurement of only 

stationary objects 

o Line of sight (LOS)   

o Only detects the low amplitude 

and high-frequency vibration 

Audible sound 

(Perception based 

analysis) 

 Does not need sophisticated 

technology rather an expert 

 Can be analyzed using simple 

screwdriver  

o It fails to detect early fault 

o Lack in discriminating 

different fault types 

AE  It is better compared to vibration 

in early fault identifications 

 It is free from transmission path 

noise of the measuring device  

o These sensors analyze the fault 

qualitatively rather than 

quantitatively  

o Prone to surrounding noises 

due low SNR  

o High cost 

o High sampling rate required 

Ultrasonic  Non invasive (airborne ultra-

sound) 

 Analyze the fault quantitatively 

o Affected by medium of 

propagation of sound 

o Expert is required to decide 

whether to go for contact or 

non-contact depending on the 

condition of the SUT 

Microphones  Non-invasive 

 Wider spectral measurement band 

(small diaphragm) 

 Sensitivity low 

o Affected by surrounding noise 

o Directional to high frequency 

sound 

o Costly 

Themal Imaging  Instantaneous results 

 Larger area can be diagnosed 

o Inaccurate for close range in 

the temperature 

o High cost 

MCSA  Need not require direct mounting o Cannot be used for early fault 
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or closest possible positions from 

the platform 

 Direct current or voltage 

fluctuation can intercept the fault 

detection 

o Limited by low signal to noise 

ratio (SNR) 

o With accuracy sensor cost 

increases 

2.7 Nature of Signals 

Nature is quite perplexing and always ready to reveal its secrets in due course of time. The 

thirst to understand nature can be achieved by decoding its phenomena. Signals in nature 

exist in many forms and can be gravitational waves, sound wave, vibrations, rotation of the 

planetary systems and much more or the whole Universe itself. The contours of information 

in the signals are true for all the living or non-living bodies in a certain form. The history of 

signal and its processing dates back to the days when the existing started searching for its 

existence. Different existing bodies anticipate information in one form or other. Human 

civilizations have crossed their boundaries to decode the content in signals to leverage their 

importance. The extraction of signals and their analysis is a typical issue in signal 

processing. The signal processing techniques purely depend on the natural operations the 

signal incurred during propagation, and in interactions with other independent components. 

The intermixing of signals depends on the arrival and directional pattern followed at the 

sensor position and the alteration carried out by the acquisition devices. The acquisition and 

processing devices like sensors and analog to digital (ADC) converter alter the nature of the 

signal. Therefore, to properly realize the signals, higher bit and proper sampling rate of 

ADCs are required to reconstruct the real world signals in its true form. The prime factors 

that influence the ADCs are the sampling and the least significant bit (LSB) value [91]. This 

paper suggests that for proper reconstruction of signal the practical sampling rate should be 

at least ten times the maximum required frequency. But, as far as the LSB is concerned it 

should be as low as possible so that the minute fluctuation in the signal intensities can be 

captured and consequently the round off error due to quantization can be avoided. 

Similarly, as far as extractions of signals are concerned, the signal processing methods are 

rich with algorithms, but implementation and implication of algorithms truly depend on the 

system to be monitored. Signal processing is a mathematical tool or the combination of 

different mathematical operators i.e. addition, multiplication, shifting, scaling, convolution, 
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integration, and differentiation etc. Depending on the signal's interaction with other relative 

signals and the interacting mediums, it can be classified as; periodic, non-periodic, 

stationary, non-stationary, linear, non-linear, chaotic and pseudo-random or truly random. 

These changes in the properties are due to the interacting channels, their behavior and the 

influence of one signal on another. Based on the mathematical interactions, or more 

technically the modulations, the signals can be classified as amplitude modulated (AM), 

frequency modulated (FM) and phase modulated (PM). Generally, non-stationarity is a 

property associated with FM, whereas, nonlinearity is due to AM. The combined effect of 

both produces non-linear and non-stationary signals or else, otherwise called as AM-FM. In 

case of bearing fault analysis the generation of AM, FM or both depend on whether the outer 

or inner race is stationary, and the type of the faults associated with it. If the inner race has a 

small defect, then the defect frequency may shift up and down by the shaft rotational 

frequency at the bearing load zone. The frequency shifting mechanism can produce 

sidebands in the frequency spectra or the amplitude modulated signals in the time domain. 

Whereas, there will be no effect of modulation for the outer race as the signal persists at the 

load zone of the bearing. The deviation in the frequency from the actual fault frequency 

occurs for non-stationary elements. For ball defects, the defect frequency will be modulated 

by the fundamental train frequency (FTF) rather than the shaft rotational frequency 

[92,93,94,95]. Sometimes, the deviation in the frequencies and amplitude may occur due to 

the problem inside the induction motor bearings [96]. Therefore, the time series modulating 

signals generated due to different effects can be analyzed in the time domain, frequency 

domain, and time-frequency domain to infer the condition of SUT. The segmentation of 

different analysis methods that can be adapted for fault identification of bearings are shown 

in Fig. 2.15.  
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Figure 2.15 Signal analysis methods used for fault detection of bearings 

2.8 Time Domain Analysis 

The process of analyzing the signal in time has simple as well as complex aspects and it 

holds all the information related to the SUT. The time series are influenced by outliers and 

discontinuity due to the intermediate acquisition devices [97,98]. An outlier can be divided 

into additive outliers (AO), innovative outliers (I0), level shift (LS) outliers or transitory 

change (TC) outliers [99]. These outliers can change the depth and types of modulation in 

the time series signals. Time domain analysis is divided into many parts i.e. waveform 

feature analysis, statistical feature extraction, orbit analysis, and time series modeling [100]. 

Similarly, different functions that can be used to quantify the information in the signals are 

mean, median, mode, RMS, variance, standard deviation (SD), peak, crest factor (CF), 

kurtosis (KS), number of zero crossing (ZCR), skewness, clearance factor  and impulse 

factors, probability density functions, correlation function, shock pulse methods, band pass 

filtering prior to analysis, power and cross-power spectral density functions, transfer and 

coherent functions, cepstrum analysis, narrow-band envelope analysis, factor of crest , k 

factor and defect factor, autocorrelation, ARMA model, ARIMA model (Box-Jenkin), 

autoregressive conditional heteroskedasticity (ARCH) and entropy etc. [101,102,103,104].  
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Out of these time domain analysis techniques, mean is the simpler and commonly 

used method that indicates faults with an increase in its value. Generally, the first order 

moment, the mean, is affected by shifting, but not the variance. However, with change in 

distribution functions the skewness changes, thereby, mean gives inaccurate information 

related to the fault. Similarly, the analysis can be performed using mean, median and mode 

simultaneously, however, this is true only when the signals are either normal or uniformly 

distributed. Similarly, RMS and peak value can be used as a fault indicator as reported by 

Joel et al. [105], but these cannot be used to anticipate weak and early faults as reported in 

[106]. Similarly, variance and standard deviation can be used to indicate the stability and 

dispersion of the group of data about the mean. Crest factor, one of the fault indicators, can 

be used to extract information by using the ratio between peak and RMS value. But all these 

methods do not look into the actual distribution of the signal. As compared to the above 

discussed methods, kurtosis i.e. the fourth order moment can be used to anticipate an early 

fault, but it is sensitive to the change in the distributions and the defect dimensions [107, 

108]. Similarly, the number of zero crossings can be used as an asset to evaluate the nature 

of the signal as reported by Osuagwu et al. [109]. In this paper, the authors have discussed 

the underlying concept between resonance and zero crossing rates, and they observed that 

high-energy resonance generated due to fault can differentiate between healthy and faulty 

bearings. However, if the defects do not generate resonance, then this method is impractical 

in real time applications. The impulse factor and clearance factor are similar to the crest 

factor and kurtosis respectively, and are robust to the change in the operating conditions. 

Similarly, Shanon entropy used in communications can be applied as a tool to estimate the 

bearing fault, and is generally used to depict the amount of randomness in the signals 

[110,111]. However, the entropy fails to solve uncertainty problems associated with the 

selection of parameters in the bearings. It is observed from the above discussions that the 

prime factor affecting the signal analysis is the probability density function (pdf). In case of 

bearings, the pdf changes with the change in the operating conditions and state of the SUT. 

Even though it can give correct approximation about the nature of the signal, however, it is 

affected by the sampling rate, sampling length and operating condition of the systems [112]. 

It is observed that the statistical techniques as well as pdf can be applied suitably to analyze 

the time domain signals, but the selection of any particular technique may not justify the 

accuracy of the results. However, many researchers have used the kurtosis as an estimator in 
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time and frequency domain to evaluate the state of the bearings [113,114]. Based on the 

survey, the workflow of the thesis is concentrated more towards kurtosis and its impact on 

fault detection related to bearings.     

2.8.1 Kurtosis  

Out of all these analysis methods, statistical moments are the classical method to analyze the 

health of the bearings as in Table 2.2 [115]. In this table �� is defined as the time domain 

sampled signal, �̅ is the mean and � is the number of discrete samples. To apprehend the 

characteristic of the signals, higher order moments like kurtosis are used predominantly as 

fault predictor without training. Analysis using kurtosis can directly indicate the fault in the 

bearing with least computational complexity and can be used as an indicator in visualizing 

the spectrum. But, as the signal complexity and distribution changes, only the basic moments 

may not provide the correct answer to the many problems. Therefore, the capabilities of the 

moments along with other non-linear and non-stationary synthesis techniques, either in time 

or frequency domain, can be used for fault diagnosis. For the past three decades, researchers 

have used kurtosis extensively in the field of condition monitoring to detect faults, in spite of 

its sensitivity to the sampling rate and sample size. Thereby the thesis focuses more on 

kurtosis as a fault estimator.  

 In general, evaluation of kurtosis on the global time scale does not consider the effect 

of intrinsic modulation and the distribution functions associated with the signals. In [116], 

the faults in the bearings are analyzed using SK (spectral kurtosis) and maximum correlated 

kurtosis deconvolution method. In [117], the faults in the bearings are identified using SK 

and K-nearest neighboring distance method. The precision in the signal analysis is achieved 

by exploiting the signal in the frequency domain and thereby calculating the kurtosis and 

other statistical parameters to evaluate the fault [118,119]. The kurtosis in the frequency 

domain using short-time Fourier transform (STFT) has been used by many researchers in the 

past to identify faults in the bearings [120,121]. However, the spectrum separation using 

STFT technique fails to analyze multi-resolution signals, therefore for better segregation of  

the signals wavelet transforms are used extensively [122, 123]. In [124], extended Shannon 

function is used to determine the wavelet coefficient and autocorrelation power spectrum, to 

identify the bearing characteristic fault. Similarly, wavelet energy spectrum along with 
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envelope detection method is used to identify faults in the bearings [125,126]. Also the non-

parametric adaptive analysis method like empirical mode decomposition (EMD) is used 

prevalently along with kurtosis to detect the faults in the bearings [127]. In [128], the authors 

have used the spectral kurtosis and the support vector machine (SVM) to detect wheel 

bearing fault in railways. In [129], the authors have used SVM, along with Hilbert-Huang 

Transform (HHT) to identify faults in bearings. Even though, these methods classify the 

faults for diagnosis and prognosis processes, they need prior knowledge of the degrading 

rate of signals. The spectral kurtosis (SK) needs demodulation using envelope to separate out 

the harmonics from the actual fault frequencies even after the use of wavelet, HHT, and 

EMD [130,131,132]. For practicality of the bearing fault analysis, in [133], the authors have 

investigated various methods to diagnose fault using Case Western Reserve University 

bearing data sets. Similarly, the faults in the bearings are also identified using adaptive 

variational mode decomposition (VMD) method to avoid mode mixing problem in EMD 

[134,135].  

Table 2.2 Statistical parameter estimations  
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Recently, some of the algorithms like symbolic dynamic filtering (SDF) and intrinsic 

characteristic-scale decomposition (ICD) have been compared along with the traditional 

signal processing techniques like Fourier transform, Hilbert envelope spectrum, original 

local mean decomposition and spectral kurtosis techniques in the real time bearings fault 

diagnosis [136]. 

2.9 Frequency Domain Analysis 

The most efficient and powerful frequency synthesis and analysis technique, to date, is FFT 

[137]. The complexity in the determination of the wavelength or the maxima-minima 

perplexes the signal analysis in the time domain. To extensively understand the different 

frequency components in the signals without focusing much on the time of arrival, Fast 

Fourier transform (FFT) can be used. FFT distinctively represents a signal along the 

frequency band and is still the most powerful technique used prevalently in bearing fault 

diagnosis [138]. However, factors like degradation, misalignment and unbalancing etc. 

decreases the SNR, thereby sidebands are generated around a significant peak. Therefore, 

non-coherent envelope detection method is used to separate out the sidebands generated due 

to modulations. As the carrier or modulated frequency is unknown to the analyst in the time 

domain, therefore, for more complex signals, the non-coherent demodulation techniques are 

used to demodulate the signals [139]. Various non-coherent amplitude demodulation 

schemes are AM demodulation using low pass filter, Hilbert Transform and square law 

demodulation etc. 

 All these demodulation techniques can anticipate the actual information only when 

the resonating frequencies or the modulating carriers are significant. These methods may not 

work for the suppressed carrier signals, as demodulation may shift the signal to lower 

frequency band. Therefore, these demodulation algorithms are effective only when the 

modulated signal and its side bands are significant. However, if the side bands are corrupted 

by noise, then these methods may produce erroneous results. For such conditions, cepstrum 

analysis followed by FFT can be used to decode the signal from the carriers.  

2.10 Time-Frequency Domain Analysis 

Ideally, the signals are independent vector components at appropriately chosen tapping point 

of the sensors. The cumulative effect of vector multiplications or additions, or the 
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mathematical operations the signals incur during transmission may modify the actual signal 

characteristics. The physical condition of transmission media at a particular time instant 

creates phase, frequency, and amplitude alteration to the basic generated signals. The 

alteration in the signal characteristics can be predicted using various signal processing 

approaches that use inverse mathematical operators to anticipate the actual information 

contents in the signals. The different time-frequency analysis techniques used to extrapolate 

the information are Short-Time Fourier Transform (STFT), Wavelet Transform 

[140,141,142], Wigner-Ville distribution (WVD) [143], local mean decomposition (LMD) 

[144] and Hilbert-Huang Transform (HHT) [145,146,147] etc. respectively. These analysis 

techniques work by mathematical manipulation carried out on the sample length and the 

distribution functions, and indirectly use FFT to reconstruct the signal in the local scale 

rather than in the global scale. As the signal at different tapping points suffers from time 

delay, it creates frequency modulation, and it can be segregated using STFT. However, it 

depends on the selection of window based signal energy level and cannot be used for multi-

resolution analysis. For multiresolution analysis, wavelet transforms are used predominantly. 

However, the determination of wavelet coefficients needs prior information related to the 

signal before extracting the energy efficiently. Similarly, WVD has better time-frequency 

resolution as compared to wavelet, however, it is affected by cross term due to bilinear 

characteristic for multi-component signals. To better analyze frequency and amplitude 

modulated signals simultaneously, EMD can be used over wavelet and WVD [148]. In the 

literature, EMD has been used by various researchers in spite of its issues related to noise 

and sampling rate [149]. Similarly, LMD, the alternate of EMD, has been used intrinsically 

to decompose a signal into modes, and it is reported to perform better in some of the cases 

[150]. This algorithm uses moving average instead of using cubic spline interpolation to 

decompose signals into series of AM-FM signals. However, EMD has gained its popularities 

among researchers working on condition monitoring and many modifications have been 

reported since its development [151]. Recently, Dragomiretskiy et al. have proposed 

variational mode decomposition (VMD) to analyze amplitude and frequency modulated 

signals (AM-FM) and further, they have compared their algorithm with EMD for different 

synthetic as well as practical signals [152]. However, it is not fully adaptive, as the 

decomposition mode and constrains bandwidth must be decided by the user to check the 

actual energy of the signal for different center frequencies. For our study, we have used basic 
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EMD as it is fully adaptive compared to VMD, and the contribution of each of these 

algorithms in CM of bearings are shown in Fig. 2.16 (studies are based on Scopus list 

searched on 21-08-2016). Further, to enhance the signal extraction process, fusion of 

different signal processing methods can be used to classify the signals [153]. Therefore, 

statistical optimization techniques like principal component analysis (PCA), support vector 

machine (SVM), independent component analysis (ICA) need to be followed by non-linear 

and non-stationary signal processing methods [154,155,156]. There are many such 

techniques that can be used to anticipate fault in the bearings and these processing 

techniques are unlimited. However, before signal analysis, a very broad understanding is 

required about the algorithms and their significance in the analysis of time varying faults.  

 
Figure 2.16 Contribution of signal processing algorithms in fault detection 

2.11 Conclusion 

The literature survey shows that the uses of different sensors in the field of condition 

monitoring have significant contributions and their application depends on the field of study. 

From the survey, it is observed that the vibration sensing is the most reliable and age old 

method and contributes around 87% towards the bearing fault analysis. However, the 

comparison of one sensing method with another is too difficult, and it can only be applied to 

certain sensor families with similar bandwidth and sensitivity. Generally, these types of 

comparison are done based on familiar sensors and their usability in sensing the faults 

without much focus on their sensitivity and the frequency response. As vibration sensors 

have a wide variety with different sensitivity, bandwidth of operation and the g value, 
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therefore, comparing even one sensor family with another can change the perception of 

signal detection and analysis. Eventually, the sensor which performs better for one 

experimental test bench may not perform in the same fashion in another scenario due to 

radical behavior of the SUT. Similarly, as far signal processing is concerned various time, 

frequency and time-frequency analysis techniques can be used to diagnose the fault related 

to bearings. Moreover, there is no unique solution to many problems. However, the simple 

analysis tool like kurtosis has gained popularity both in time as well as in the spectral 

domain to evaluate fault related to bearings, in spite of its sensitivity to the data sample 

length. Apart from time domain, kurtosis has gained popularity in the frequency domain 

using SK to detect faults, but the demodulation steps remain unaltered and are carried out 

using non-coherent Hilbert transform techniques. For better segmentation of multi to mono-

components, wavelet transform techniques were the favorites among the researchers. More 

recently, EMD and VMD have gained their popularity over wavelet due to the adaptive 

property and the mathematical capabilities in analyzing nonlinear and non-stationary signals.  
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CHAPTER 3 

Fault Detection and Analysis-An Experimental 

Approach 

The fault detections related to bearings have gained significant importance in industries 

with increase in their applications. The detection of their states needs a clear picture of the 

evolving signals and their associated modulations. In general, the signals emanating from 

the bearings are amplitude and frequency (AM-FM) modulated and can be separated out 

into monotonic modes using empirical mode decomposition (EMD) and the non-linearity can 

be removed using envelope detection method. In this chapter, a divide-combine and conquer 

rule is adapted based on EMD-PCA based average kurtosis technique to diagnose bearings. 

Prior to the selection of the intrinsic mode function (IMFs) based on average kurtosis, 

principal component analysis (PCA) is applied to de-correlate the correlated modes. These 

de-correlated modes that are above the average kurtosis are assimilated together to form a 

new signal. This method is applied to different faulty signals i.e. IRD, ORD and BD of the 

bearings. These selected signals are finally analyzed using spectrum, envelope, cepstral and 

cepstral envelope analysis techniques (FECCV). It is observed that the proposed method 

effectively diagnoses bearing defects by the combinational approach and increases the 

sensitivity of the signal analysis.  

 

Real knowledge is to know the extent of one's ignorance. Life is really simple, but we insist 

on making it complicated 

- Confucius 

3.1 Introduction 

Rolling element bearings provide smooth dynamics to systems by reducing friction and have 

marked their stand in every field. The increase in demand for bearings has given a wide 

window of opportunities and challenges to the researchers. Therefore, the developments in 

sensing and data acquisition systems have added a sustainable value to the field of condition 

monitoring to avoid fatalities. In spite of the real world data acquisition system and sensors, 

the complexities of the signals make their analysis complicated. Generally, the signals 
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generated by the bearings are considered to be AM-FM [157]. The non-stationarity and the 

nonlinearity associated with these signals calls for a multi-lingual mathematical function to 

decode the information from the noise. The separation and segmentation of these signals can 

be done adaptively using EMD. This method has been used by many researchers in the field 

of condition monitoring to infer the actual signal buried in the noise. EMD has proven to be 

the most efficient and adaptive method in translating the multi-tone signal into a series of 

multilevel variable frequency components called modes [158]. Similarly, the fault can be 

identified using the morphological operators (dilation, erosion, opening and closing) and 

their usability is tested on the Case Western Reserve University (CWRU) bearing data set as 

reported in [159]. In this paper the inner race, outer race and ball defects for higher 

dimension defect size are identified using Beucher gradient and top hat based morphological 

filter, however, it fails to predict the lower dimension defects. To detect signal in presence of 

noise, in [160], fusion of various classifiers are proposed to detect bearing defects. It also 

discusses about other classifier methods and their usability in detecting faults. However, the 

time series analysis using kurtosis has significant importance as its value increases with the 

increase in fault, and can be used as an indicator to decode state of the bearings effectively 

[161 162]. Many researchers have even calculated the time and spectral kurtosis from the 

wavelet decomposed signals [163,164], however, it is constrained by the selection of mother 

wavelet.  

Even though the signals are decomposed to their mono-components using various 

transformation techniques, still they retain some non-linearity. When the signals are 

modulated by a single carrier, the age old envelope detection (used in communication) 

technique can be applied to separate out signal from the carrier. However, if there are 

multiple sidebands around one or many carriers, then the sensitivity of envelope detection 

diminishes. Generally, the non-coherent Hilbert transform based technique is preferred over 

square law demodulation technique to avoid aliasing [165]. These analyses are carried out to 

identify the effect of amplitude modulation in the bearing diagnosis and demonstrated for the 

synthetic data as discussed in [166]. Along with envelope analysis, cepstral analysis can be 

used to analyze signals from the gear, bearing and propeller shaft and it is found to be 

efficient in detecting faults even in the presence of multiple sidebands [167]. 
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It is observed that there are numerous signal processing methods that can be used to 

anticipate information from the bearings. The proper selection of signal processing method is 

tough to identify and every technique has certain advantages and disadvantages. Therefore, 

to better analyze the signal, this chapter concentrates on EMD-PCA based method as 

compared to other classifier fusion techniques, to address the fault in the bearings [168, 169]. 

Here, a standardized adaptive non-parametric EMD-PCA based average kurtosis technique 

followed by analysis using FECCV is proposed. Generally, the signals need to be filtered 

before being processed, but the filtration can alter the information content, so adaptive 

filtration using EMD is achieved through kurtosis based intrinsic mode function (IMF) 

approach. Before processing using the aforementioned algorithm, the signal can be rescaled 

using normalization or standardization methods (preprocessing), but it is suggested to go for 

standardization rather than normalization when the data has lots of variations [170]. The 

standardization brings down the extracted signals to a zero mean and unit variance signal 

irrespective of the nature of the input [171]. The EMD-PCA technique eliminates the noise 

and increases orthogonality between the decomposed modes; as a result decreases the usage 

of number of IMFs. Finally, FECCV spectrum analysis methods are employed to detect and 

demodulate the non-linearity in the signals.  

3.1.1 Standardization         

The signal from the bearings can be random, chaotic, stationary or non-stationary 

etc., and these properties limit the direct use of any signal processing algorithms in their 

crude form. Generally, the researchers assume the signal from the bearings as Gaussian 

[172], however, it is affected by sampling rate, and sample length assumed for the analysis 

[173]. Generally, the healthy bearing follows Gaussian distribution, and it changes to other 

distributions with the degradation in the bearings [171]. To properly analyze the signal, it 

needs to be characterized or transferred to the standardized Gaussian distribution prior to any 

processing (mean=0, standard deviation =1 and kurtosis=3). Therefore, by standardization 

(control the variation in the signals), firstly, the erratic behavior of the carrier is reduced in 

the presence of additive Gaussian noise by the proper selection of larger sample length 

[174]. As padding cannot differentiate closely spaced peaks and also induces more noise in 

the signal [175], the analysis is carried out for higher sample length, relative to the sampling 

rate of the signal. Finally, the signals are z-score normalized to bring down the signal to a 
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normalized floor irrespective of the nature of the input and are listed in (3.1) and (3.2) 

respectively.  

 
�̅ =

1

�
��[�]

�

���

 (3.1) 

  
� =

�[�]− �̅

�
 

(3.2) 

 

where, �,��,�,� and � are the actual vibration signal, mean, normalized and standard 

deviation and sample length of the signal respectively. 

3.1.2 Normalization 

Similarly, apart from standardization, the signal can be normalized, even though they are 

used interchangeably. The preprocessing done using normalization can affect signals having 

outliers, and thereby, the distribution function may get skewed for larger outliers. 

Normalization of vibration signals is usually performed by taking the deviation of the actual 

data from the minimum (range between 0 and 1) and dividing by the difference of its 

extrema. The normalization is carried out using the equation as in (3.3) [176].  

  
�(�)=

�(�)− ����
[���� − ����]

 
(3.3) 

 

where x is the series of acquired data, min and max are minimum and maximum values in the 

data set.  

3.1.3 Empirical Mode Decomposition 

The signal from the bearings can be decomposed using EMD technique to segregate multi-

tone signal to monotone signals i.e. finite set of intrinsic mode functions (IMFs) based on 

local minima and maxima. The decomposition of the real-time data x(t) is as follows and 

shown in Fig. 3.1 [177]. 

1. Acquire the vibration signal with the sampling rate needed for the applications. 

2. Identify the extrema (����[�] and minima (����[�]) for the sampled data points	�[�]. 

3. Generate upper and lower envelope i.e., ����[�] and ����[�] using cubic spline (CS) 

interpolation. 

4. Calculate the mean �[�] from the upper and lower envelope using (3.4); 
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�[�]= ����[�]+ �

����[�]+ ����[�]

2
� (3.4) 

5. Extract the mean from enveloped discrete time series, and obtain the difference signal 

from the previous signal i.e. ℎ[�]= �[�]−�[�] 

6. Check the properties of ℎ[�]. If standard deviation (SD) is greater than 0.3, repeat 

steps 2-5 (shifting process) until the residual satisfies the stopping criterion as in (3.5) 

[178]. Generally, the preferred value of SD can be set between 0.1 and 0.3; however, 

it can be smaller than the prescribed value only when there is a necessity to extract 

every individual signal present in the acquired data [179]. 

 

�� = �
(����(ℎ[�])− ℎ[�])�

����(ℎ[�])�

�

���

 
(3.5) 

 

7. In the end the signal �[�] can be represented as in (3.6). 

 
�[�]= ���[�]+ ��[�]

�

���

 
(3.6) 

 

where �� and �� are decomposed and residual modes extracted from the actual signal. 
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Shifting IMF1 IMF2 ...... IMFn 
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. 

. 

. 
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. 
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. 

. 

. 
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. 

. 

k h1k[n]=h1(k-1)[n]-m1k[n] h2k[n]=h2(k-1)[n]-m2k[n] ...... hnk[n]=hn(k-1)[n]-mnk[n] 

 c1[n]=h1k[n] c2[n]=h2k[n] ...... rn[n]=hnk[n] 

Figure 3.1 EMD decomposition flow 

3.1.4 Principal Component Analysis 

Principal component analysis was introduced by Pearson and Hotelling to describe the 

variation in a set of multivariate data in terms of a set of uncorrelated variables [180]. It is 

generally used to de-correlate the cross-correlated signals and can be used for dimensional 

reduction. During data acquisitions, variables like acceleration or sound pressure etc. will 

have different scale, under these circumstances; the variable with higher scale will be 

dominant. Therefore, it is recommended that the signals should be standardized prior to the 

PCA [181].    

Steps involved in PCA calculations are as follows; 

1. The signals � of (� × �) dimensions are standardized using (3.7). 

 
��� =

(��� − �̅��)

����
 

(3.7) 
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where � is the standardized signal of dimension (� × �),  i=1, 2…p. 

2. Covariance matrix � of dimensions (� × �) is obtained from � using (3.8).  

� = �

�(���) �(���	�	��)… .… �����	�	���

�(���	���) �(���)				… … . �����	�	���

��������� �����	���� … … . ������

�  
(3.8) 

 

3. The Eigen values (λ�) are calculated from the covariance matrix using (3.9), 

 � − λ��= 0  (3.9) 

where � is the identity matrix of dimension (� × �) and λ� is the eigenvalues and  

4. Evaluate the eigenvectors � for different Eigen values using (3.10). 

 (� − λ��)� = 0  (3.10) 

5. Finally, multiply the transpose of the eigenvectors obtained using (3.10) with that 

of the standardized signal x in (3.7) to obtain principal components. Finally, the 

variance for each of these ��� are calculated. 

3.1.5 Hilbert Transform 

The natural signal or the wave emanating from the SUT depends on the coupling, 

misalignment, imbalance or bearing faults etc. The wave and its propagation purely depend 

on the medium of transmission or the transfer function (TF) of the system till it reaches the 

sensors. The TF acts like a non-linear system or as a non-linear mathematical operator to the 

signals. The change in the behavior of the TF creates harmonic distortion in signals and 

results in frequency, phase and amplitude distortions. Frequency distortion occurs, if the 

system to be observed has different amplification or attenuation at different frequencies, 

whereas, phase distortion occurs due to the presence of energy storing elements. In case of 

phase distortion, the signals of different frequencies get shifted by different phase angles as 

the medium of propagation changes. Finally, the presence of harmonics or the mathematical 

non-linearity creates amplitude distortions. In bearings, inter-modulations occur when the 

resonating frequencies due to transient get coupled with the fault and the shaft rotating 

frequencies simultaneously. This section focuses on the amplitude demodulation using 

Hilbert transform and its impact on different test signals. 

For segregations of the signal from the carrier, Hilbert transform is used to 

demodulate the signals. The envelope detection can be carried out using LPF or using 
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Hilbert transform method, but signal extraction using LPF produces more ripple and 

distortion compared to Hilbert. Therefore, Hilbert transform is generally applied to 

amplitude modulated signals with significant side band and carrier present in the signal. The 

amplitude modulated signal with transmitted carrier can be expressed using (3.11) [182]. 

 
�(�)= ��[1 + ���(�)]���(2����)	 (3.11) 

where �(�) is the amplitude modulated signal, �(�) message signal or the fault 

signal and �� is the modulated carrier, �� is the modulation index, �� is the amplitude of 

carrier [36].  

The signals generated from the bearing are AM-FM signals with multiple resonating 

frequencies present in the frequency spectrum. These types of signals have prominent side 

band frequencies (lower and upper side bands about the resonating frequencies) when the 

signal is least corrupted by noise. The Hilbert transform is the fastest non-coherent (the 

information related to the carrier is unknown) demodulation method adopted to extract the 

lower frequency (message signal) contents present in the signal. To estimate the lower 

frequency or the message signal, an analytical signal is formulated using the Hilbert 

transform as represented in (3.12) [183].  

 
�(�)

�
→ ��(�)= ��[1 + ���(�)]���(2����)

+ ���[1 + ���(�)]���(2����) 

(3.12) 

 

where ��(�)= ��[1 + ���(�)]������� 

To observe the effect of envelope detection using Hilbert transform; seven different 

synthetic signals are generated i.e. periodic, square wave signal, quasi-periodic, transient 

signal, amplitude modulated, frequency modulated and amplitude-frequency modulated as 

expressed in (3.13-3.19) respectively. 

 �	�� = 	�����(2����) (3.13) 

 
�	�� =

2

��
�

1

2� + 1

�

����

��(����)���� � (3.14) 

 �	�� = �����(2����)+ �����(√2.2���) (3.15) 

 �	�� = ����λ����(2����) (3.16) 
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 �	�� = (1 +(��/��)���(2����))���(2���� + (∆�/��)���(2����))|∆��� (3.17) 

 �	�� = ���(2���� + (∆�/��)���(2����))|∆���� (3.18) 

 
�	��_�� = (1 +(��/��)���(2����))���(2���� + (∆�/��)���(2����)) (3.19) 

 
where the assumed damping factor λ is 0.8, sampling rate �� is 12000 samples per 

sec, amplitude of the message signal �� is 2, amplitude of the modulated signal �� is 2, 

frequency of the message signal ��is 5 Hz, frequency of the carrier �� is 35 Hz, assumed 

duty cycle is 50%, frequency deviation ∆�	is	����, and modulation index ��|�� for FM is 

50, and frequency deviation ��|����� for AM-FM is 20 respectively. 

a) Effect of Hilbert Transform on Periodic Signal  

The periodic signal (PS) is shown in the Fig. 3.2(a) and its respective spectrum and spectral 

envelope are shown in Figs. 3.2(b) and (c) respectively. It is observed that the actual 

frequency of the message signal (or the fault signal in the bearing) is recovered significantly 

as in Fig. 3.2(b). But, if the signal characteristic is not known and the Hilbert transform is 

applied, then the spectral envelope detects mixed signals of different frequencies as shown in 

the Fig. 3.2(c) (even though the amplitudes are too low). Analytically, one can justify the 

results by looking at the amplitudes in both the cases and can decide the effectiveness of 

Hilbert transform accordingly.  

         
                            Time (sec)                                        Frequency (Hz)                                        Frequency (Hz) 

                                   (a)                                            (b)                                                   (c) 

Figure 3.2 Periodic signal (a) time (b) spectrum (c) spectral envelope 

 

b) Effect of Hilbert Transform on Periodic Harmonics 

The periodic harmonic (PH) signal with odd harmonics is generated with 50% duty cycle 

and is shown in Fig. 3.3(a). It is observed from Fig. 3.3(b) that Hilbert transform effectively 
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extracts the signal frequency of 5 Hz using FFT. But, the frequencies in spectral envelope 

get shifted by the message signal frequency as shown in Fig. 3.3(c). It is inferred that the 

Hilbert transform on PH signal can mislead the information if it is applied blindly without 

analyzing much about the true form of the signals.  

  Pure Harmonics PH Envelope-PH 

A
m

p
li

tu
d

e 

 
A

m
p

li
tu

d
e 

 
A

m
p

li
tu

d
e 

 

Time (sec) Frequency (Hz) Frequency (Hz) 

(a) (b) (c) 

Figure 3.3 Periodic signal (a) time (b) spectrum (c) spectral envelope 

c) Effect of Hilbert Transform on Quasi-Periodic Signal 

The quasi-periodic signal (QP) generated using Equation (3.14) is shown in Fig. 3.4(a). The 

spectrum analysis in Fig. 3.4(b) extracts the information related to message signals correctly 

as there is no nonlinearity present. As the Hilbert transform is applied, it is observed that the 

frequency gets shifted to a lower band by 5 Hz and the harmonics are generated 

corresponding to 44.5 Hz as shown in Fig. 3.4(c). It shows that the envelope detection drifts 

the frequencies to lower value and creates harmonic pattern in the frequency spectrum.  
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Time (sec) Frequency (Hz) Frequency (Hz) 

(a) (b) (c) 

Figure 3.4 Quasi-periodic signal (a) time (b) spectrum (c) spectral envelope 

d) Effect of Hilbert Transform on Transient Signal 

The signal generated by the actual bearing creates an impulsive signal that decays down with 

the damping factor associated with the bearing. To analyze the effect of transient on the 
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envelope, the time series signal is generated as shown in Fig. 3.5(a). Fig. 3.5(b) clearly 

detects the carrier signal, but Fig. 3.5(c) anticipates no frequency in the signal. It means  the 

Hilbert transform has no impact on the damping parameter of the system. 
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Figure 3.5 Transient signal (a) time (b) spectrum (c) spectral envelope 

e) Effect of Hilbert Transform on AM Signal 

The effect of Hilbert transform on amplitude modulated signal is verified and is shown in 

Fig. 3.6(a). It is observed from Fig. 3.6(b) that the carrier and the sidebands (�� ± ���) are 

extracted properly by spectrum analysis method. However, to mitigate the effect of 

modulation, the non-coherent Hilbert transform is used to decipher the actual signal from the 

carrier as shown in Fig. 3.6(c). Even though, the envelope could trace the fault, but in a real 

scenario the complexity is too high if the signal is corrupted by noise. 
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Figure 3.6 AM signal (a) time (b) spectrum (c) spectral envelope 

f) Effect of Hilbert Transform on FM Signal 

 The frequency modulated signal generated using (3.17) is shown in Fig. 3.7(a). It is 

observed that apart from the message and carrier frequencies, some other dominating 

frequencies are appearing in Fig. 3.7(b). The reason behind the effect is the modulation 
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index (��/���), which changes with change in environmental state, thereby, complicating 

the signal analysis process. Fig. 3.7(c) shows the presence of multiple frequencies in the 

spectrum due to shifting and deviation of one frequency from another. It suggests that prior 

to Hilbert transform the signal must be linearized to minimize the effect of side bands. 
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Figure 3.7 FM signal (a) time (b) spectrum (c) spectral envelope 

g) Effect of Hilbert Transform on AM-FM Signal 

Fig 3.8(a) shows the amplitude and frequency modulated signal generated using (3.18). It is 

observed from Fig. 3.8(b) that FFT predicts the presence of message as well as the carrier, 

but anticipates other frequency components in the spectrum. To intercept the actual signal 

present, envelope transform is applied as shown in Fig. 3.8(c).  
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Figure 3.8 AM-FM signal (a) time (b) spectrum (c) spectral envelope 

It is observed from the synthetic signals that the true analogy of the modulation is too tough 

to predict if the system behavior is not properly known. Therefore, the concerned system and 

the desired frequencies must be known mathematically prior to the use of any of the signal 

processing techniques. After verification of Hilbert transform on test signals, the proposed 

method is tested on the real-time experimental data set of CWRU. 
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3.2 Experimental Test Bench 

The detailed experimental setup and vibration signals are taken from the Case Western 

Reserve University bearing data center is shown in Fig. 3.9 [184]. The experiment test bench 

consists of a 2 hp motor, a torque transducer/encoder, a dynamometer and a 6205-2RS deep 

groove ball bearing. In this experimentation different faults of diameters 0.007", 0.014", and 

0.021" respectively are created in inner race, outer race and on the ball using electro-

discharge machining (EDM). Drive end vibration data of the bearing are collected using 

accelerometers mounted on a magnetic base at 6 o’clock positions. The vibration signals are 

collected at a sampling rate of 12000 samples per sec using a 16 channel data acquisition 

card. Tables 3.1 and 3.2 represent the bearing configuration and the fault frequencies at 1797 

rpm. 

Table 3.1 Ball bearing configuration 

Bearing Type Pitch Dia.   (in) 
Rolling Element Dia. 

(in) 
No. of Rolling Elements 

6205-2RS, JEM SKF  (DGBB) 1.537 0.3125 9 

Table 3.2  Ball bearing frequencies 

Shaft Speed 

(RPM) 

BPFI 

(Hz) 

BPFO 

(Hz) 

BSF 

(Hz) 

FTF 

(Hz) 

RDF 

(Hz) 

1797/29.95 162.177 107.373 70.608 11.930 141.217 

*BPFI (Ball Pass Frequency Inner Race), BPFO (Ball Pass Frequency Outer Race), Ball Spin Frequency 

(BSF), Cage Defect Frequency (FTF) and Rolling Element Defect Frequency (RDF) 

 

Figure 3.9 Schematic representation of sensors and DAQ in CWRU experimental test bench 
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3.3 Proposed Signal Extraction Techniques 

Even though there are ample signal processing techniques present to diagnose the faults, 

however, the main objective of this chapter is to decode the information adaptively without 

prior filtration or resonance frequency identification techniques. Moreover, the analysis and 

identification of faults in the frequency domain is a typical task as compared to 

discrimination methods (PCA, SVM, ICA etc.). However, the frequency analysis method 

gives insights about the shaft frequency, fault frequencies and their harmonics. This method 

also clarifies the different types of modulation that occurred during the operation of the SUT. 

Even though, state of the bearings can be classified using discrimination techniques like 

PCA, SVM, however, the insight picture related to the frequencies is missing. Therefore, in 

this chapter three different approaches are adopted for fault identification and the process 

flow used is stated below. The overall processes followed to analyze and compare different 

algorithms are shown in Fig. 3.10.    

a) Initially, the vibration signals acquired from the bearings are standardized (STD), non-

standardized (NSTD, no preprocessing), and normalized (N) and later on these signals 

are compared based on their statistical parameters i.e. variance, standard deviation, peak 

value, crest factor, skewness, kurtosis, clearance factor, impulse factor etc. The best pre-

processing method is further used for analysis of the faults in the bearings.  

b) In this section three standard algorithms; i.e. FFT, envelope, cepstrum and proposed 

cepstral envelope (FECCV) algorithms are applied on the STD, NSTD, N signals. The 

frequency domains of the STD, NSTD and N are compared to find the best out of the 

three. This section (b) is compared with the previous section (a) to conclude the best pre-

processing method (It is observed that STD gives better results as compared to NSTD 

result and can be found in the later result sections). The proposed cepstral envelope 

algorithm applied on the signals is shown in Fig. 3.11 and as follows;  

Step 1: Process the signal using standardization or Z-score normalization using (3.2) 

and (3.3) to generate ��[�]. 

Step 2: Calculate the Fourier transform of the standardized message signal with no 

filtration and padding i.e. take 24000 sample points at a sampling rate of 12000 

sample per sec; �(�)= FFT(�′[�]) 

Step 3: Take the log of the signal i.e. � = ���|�(�)| 
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Step 4: Calculate the Fourier transform of step 3 i.e. � = FFT(�) 

Step 5: Calculate the Hilbert envelope of step 4 i.e. � = HT(�) 

Step 6: Finally, calculate the Fourier transform of step 5 i.e.	��(�)= FFT(�)  

 

 

Figure 3.10 Overall analysis flow adopted for the current chapter  

(c) In this approach standardized EMD-PCA/EMD based decomposition, and 

recombinations using average kurtosis are detailed as follows; 

Step 1: Acquire the vibration data �[�]	at a sampling rate of 12000 samples per sec. 

Step 2: Use data sample length of at least two times the sampling rate to avoid padding. 

Step 3: Process the signal using standardization or Z-score normalization i.e. ��[�]=

(� − μ)/�. 

Step 4: Decompose the standardized signal using EMD i.e. ����,�…�; where � is an 

integer. 
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Step 5: The algorithm uses the divide and conquer approach through EMD-PCA based 

average kurtosis technique. All the decomposed IMFs are de-correlated using PCA to 

avoid mode mixing problem and finally the extracted principal components i.e. ���,�…� 

are selected based on average kurtosis as follows: 

a. Calculate the kurtosis of the all the PCs (principal components) i.e. 

�|���,���…���, and obtain the average values i.e. �|����� =
�

�
∑ ����

�
��� ; where � 

is 1,2...,�.   

b. Select the mode/PCs that are above the average kurtosis and eliminate all 

other PCs i.e. ���� ≥ �|����� 

c. Recombine the selected PCs to create a new signal; i.e. �[��]= ∑ ���
�
��� ; 

where � < � and it is an integer.  

Step 6: Repeat the step 5 without using PCA 

Finally,	��[�] and	�[��] (time domain signal generated from step (b) and (c)) are 

analysed and compared to find their effectiveness in identification of faults. The 

extraction and analysis are carried out systematically using the flowchart given in the 

Fig 3.12. 

 

 

 

 

 

 

Figure 3.11 Cepstral envelope analysis 
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Figure 3.12 Proposed method for fault identification 
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3.4 Results and Discussion  

These analyses are carried out for inner race defect (IRD), outer race defect (ORD) and ball 

defects (BD) for a minimal fault dimension of 0.1778mm. It is observed from Fig. 3.13 that 

the IRD and ORD defects (marked in rectangular boxes) can be calculated to a certain extent 

from their impulses in the time domain. But, it is tough to calculate the BD, as the impact is 

least acknowledged in the time series. In general, it is difficult to locate the exact time 

window in case of BD that truly reciprocates the fault frequency. Therefore, there is a need 

of an analytical technique which can be used to anticipate the information for all three 

defects. 
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    Time (sec) 

Figure 3.13 Time representation of IRD, ORD, and BD 
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mean has shifted close to zero where as the variance and standard deviation approaches 

towards unity. Whereas, normalization has no effect on kurtosis, but the peak value and the 

clearance factor decrease as compared to the standardized results. It is observed that out of 

all these three analysis methods, standardization performs better in anticipating information 

as compared to NSTD and normalization. 
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Table 3.3 Statistical results with and without standardization and normalization for IRD, ORD, BD 
 data Mean RMS Var SD PV CF SK KS CLF IF 

IRD Without STD 0.014 0.28 0.08 0.28 1.39 4.83 0.13 5.38 32.44 6.73 

With 

normalization 

0.43 0.45 0.01 0.10 0.50 1.10 0.001 5.38 2.59 1.13 

With STD -3.7e-

13 

0.99 0.99 0.99 4.83 4.83 0.13 5.38 09.38 6.73 

ORD Without STD 0.032 0.66 0.43 0.66 3.38 5.10 0.06 7.55 20.80 8.39 

With 

normalization 

0.47 0.48 0.009 0.09 0.50 1.02 0.00 7.55 2.17 1.04 

With STD -8.3e-

13 

1.00 1.00 1.00 5.11 5.11 0.06 7.55 13.87 8.42 

BD Without STD 0.015 0.13 0.01 0.13 0.54 3.93 -0.02 2.95 44.65 4.91 

With 

normalization 

0.52 0.54 0.01 0.121 0.50 0.91 -0.00 2.95 1.78 0.94 

With STD 4.16e-

13 

1.00 1.00 1.00 3.95 3.95 -0.02 2.95 6.18 4.95 

*Var: Variance, SD: Standard Deviation, PV: Peak Value, CF: Crest Factor, SK: Skewness, KS: Kurtosis, 
CLF: Clearance Factor, IF: Impulse Factor 

The effects of STD, normalization and NSTD on the behavior of the signals are as shown in 

Figs. 3.14, 3.15 and 3.16 respectively. It is difficult to anticipate any information from Figs. 

3.14(a), 3.15(a) and 3.16(a) as the signals are modulated by higher order resonating 

frequencies. It is observed from the Fig. 3.14(b) that the fault frequency and the intensity for 

IRD are 161.5 Hz and 0.1596 respectively. With normalization, the intensity in Fig. 3.15(b) 

is 0.01296, and it is not the only significant peak present in the signal. It can be concluded 

that the preprocessing with normalization decreases the signal intensity. However, with 

standardization in Fig. 3.16(b), the amplitude has increased from 0.1596 to 0.5516. The 

increments in values are observed for the harmonics corresponding to the fault frequency, 

and the second harmonics of shaft speed. It is observed that the detection sensitivity of 

simple cepstrum analysis is too low, as shown in Figs. 3.14(c) and 3.16(c) respectively. 

Therefore, to enhance the signal, cepstral envelope based analysis can be used as shown in 

Fig. 3.14(d). It is observed that the frequency of rotation is least significant for the envelope 

analysis, but is prominent in cepstral envelope, as shown in Figs. 3.14(d) and 3.16(d). The 

rotating and fault frequencies in Fig. 3.13(d) are 30 Hz and 161.5 Hz, with amplitudes of 

40.99 and 40.96 respectively. The cepstral envelope in Fig. 3.16(d) depicts the rotating and 

fault frequency amplitudes of 48.2 and 46.67 respectively. It is observed, by standardization, 

the amplitudes have increased drastically without much change in the kurtosis. It can be 

concluded that the kurtosis is independent of amplitude; rather it depends on shape 
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parameter (distribution). The standardized results for the ORD for different spectrums are 

shown in Fig. 3.17. Figs 3.17(b) and (d) clearly depict the fault frequency of 107.5 Hz and 

shaft rotating frequency significantly, but the cepstrum analysis is less significant in 

detecting faults as shown in Fig. 3.17(c). This analysis clearly depicts that the fault 

frequencies can be detected significantly even without the use of complex algorithms. The 

significant improvement is contributed by the sample length chosen for the analysis and 

these results can be compared with that of morphological analysis performed in [159].  

 Even though the IRD and ORD are detected significantly, but the complexity lies in 

the detection of ball defect in the bearing. The random motion of balls is least known by the 

engineers as it is more erratic than certain, compared to the IRD and ORD. Fig. 3.18(a) 

shows the spectral plot of standardized BD signal and depicts nothing significant related to 

the fault, apart from the center frequencies (marked in rectangular dashed box). Without 

much analysis of the filtering operation, if the signal is inferred using envelope and cepstral 

analysis, then nothing is clearly observed about the fault, as shown in Figs. 3.18(b) & (c) 

respectively. However, Fig. 3.18(d) for the cepstral envelope detects the rotating frequency 

significantly with a least significant peak at 149.5 Hz. The deviation in the BD frequency is 

reported by one of the researchers in their signal analysis using morphological operators 

[159]. 

The main advantages of this technique are standardization, higher sample length 

selection rather than padded bits, and no filtration process prior to cepstrum analysis, as 

adopted by conventional techniques. The limitation is that even if the BD is appearing in the 

cepstral envelope, the intensity is not at par with the amplitude of rotation. 
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       Figure 3.14 NSTD IRD spectrums for (a) actual (b) envelope (c) cepstral (d) cepstral envelope signals 

 

 

Figure 3.15 Normalized IRD spectrums for (a) actual (b) envelope (c) cepstral (d) cepstral envelope signals 
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Figure 3.16 STD IRD spectrums for (a) actual (b) envelope (c) cepstral (d) cepstral envelope signals 

  

 
Figure 3.17 STD spectrums for ORD (a) actual (b) envelope (c) cepstral (d) cepstral envelope signals  

0 1000 2000 3000 4000 5000

0.05

0.1

0.15

0.2

0.25

0.3
X: 3587

Y: 0.348

Standardized Signal

X: 2617

Y: 0.3083
X: 1264

Y: 0.2002

200 400 600 800 1000
0

0.1

0.2

0.3

0.4

0.5

X: 60

Y: 0.2464

Standardized Envelope Signal

X: 161.5

Y: 0.5516

X: 323.5

Y: 0.1716

X: 485

Y: 0.1363

0 1000 2000 3000 4000 5000

1

2

3

4

5

6

7
x 10

-4
Standardized Cepstrum Signal

200 400 600 800 1000

15

20

25

30

35

40

45

X: 30

Y: 48.2

Standardized Cepstral Envelope Signal
X: 161.5

Y: 46.67

X: 60

Y: 44.55
X: 485

Y: 43.54
X: 323.5

Y: 39.67

A
m

pl
itu

de

 

Frequency (Hz)

a

c d

b

0 1000 2000 3000 4000 5000

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4 X: 3445

Y: 0.4376

Standardized Signal

X: 2799

Y: 0.2644

0 100 200 300

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8 X: 107.5

Y: 0.8723

Standardized Envelope Signal

X: 215.5

Y: 0.4163

X: 30

Y: 0.1763
X: 323

Y: 0.2758

0 1000 2000 3000 4000 5000

1

2

3

4

5

6

7
x 10

-4 Standardized Cepstrum Signal

100 200 300 400 500
10

20

30

40

50

X: 30

Y: 55.61
Standardized Cepstral Envelope Signal

Frequency (Hz)

A
m

pl
itu

de

X: 107.5

Y: 53.28

X: 323

Y: 47.03

X: 60

Y: 44.66

a b

c d

 



 

Fault Detection and Analysis-An Experimental Approach  

57 

 
Figure 3.18 STD spectrums for BD (a) actual (b) envelope (c) cepstral (d) cepstral envelope signals 

 

  

 

 

 

 

 

3.4.2 EMD in Fault Detection 
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                                          (a)                                                                                  (b) 

Figure 3.19 (a) Spectrum of decomposed IMFs (b) envelope for IRD 
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observed at IMF4. It is observed, if the true nature of the fault is not known, then FFT for 

time series may predict the ORD as IRD (IMF5).   

 
                                     (a)                                                                                     (b) 

Figure 3.20 (a) Spectrum of decomposed IMFs (b) envelope for ORD 
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                                    (a)                                                                                   (b) 

Figure 3.21 (a) Spectrum of decomposed IMFs (b) envelope for BD  
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shown in Fig. 3.21(a). The signal also replicates a frequency of 161.5 Hz (IRD) at IMF5 and 

IMF6 respectively. This again increases the complexity in identifying the fault, whether it is 

inner or ball defect. But, when we look into the envelope spectrum in Fig. 3.21(b), fault is 

partially depicted at IMF3 and the shaft rotation at IMF5. The perplexity in identifying the 

fault from decomposed IMFs and envelope spectrum clearly denies the presence of BD fault, 

giving a rather false indication of IRD. Therefore, the divide and conquer rule by EMD is 

not sufficient enough in identifying the faults. To analyze the faults more accurately, a 

combinational approach is developed that divides and conquers using the average kurtosis 

technique.   

3.4.3 EMD-PCA based average kurtosis  

The process flow for the combinational method is shown in Fig. 3.12. Here, the significant 

IMFs are selected by de-correlating the modes using PCA, and later evaluating the kurtosis 

over the entire decomposed PCs. To reduce the computational overload of the large sample 

length signal, the decompositions are carried out using 'R-3.2.2 and Matlab-2014a' 

concurrently. The kurtosis of each decomposed IMFs are calculated with and without PCA 

are listed in Table 3.4. To avoid the mode mixing in each of the IMFs, the correlated signals 

are uncorrelated using PCA. The individual and average kurtosis for all the eleven PCs 

(principal components) are calculated, (threshold tolerance of -5% is accounted to limit the 

PCs) to set a limiting threshold. It can be observed from the Fig. 3.22(a) that, even after a 

combination of the PCs 1, 2, 3, 4, 7 and 8, the resulting center frequencies are in congruence 

with that of Fig. 3.16(a). However, it is observed from Figs. 3.22(b) and (d) that the 

intensities for the envelope and the cepstral envelope have increased to a higher value as 

compared to the standardized results. For envelope detection in Fig. 3.22(b), the amplitudes 

for the shaft rotation and inner race defect have increased to 0.06 and 0.57 respectively, as 

compared to 0.05 and 0.55, shown in Fig. 3.16. It is observed that the intensities are 

significant for the cepstral envelope method with the shaft and fault amplitudes of 49.44 and 

48.78 respectively, as shown in Fig. 3.22(d). The harmonics related to the IRD are clearly 

visible in the cepstral envelope as compared to the envelope spectrum.  
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Table 3.4 Kurtosis evaluated from decomposed modes using EMD and EMD-PCA   
Kurtosis 

IMFs IR OR BD 

 EMD EMD-PCA EMD EMD-PCA EMD EMD-PCA 

1 4.55 4.54 6.70 6.70 2.68 2.68 

2 4.76 4.75 7.13 7.13 2.59 3.17 

3 3.36 3.38 4.28 4.29 3.25 2.66 

4 3.11 3.11 3.60 3.59 2.84 2.85 

5 2.89 2.89 3.56 3.56 2.59 2.60 

6 2.54 2.54 3.19 3.16 3.25 3.27 

7 3.19 3.20 2.89 2.92 3.22 3.22 

8 3.50 3.51 2.79 2.87 2.60 2.66 

9 2.94 2.90 3.73 3.66 2.82 2.91 

10 2.26 2.56 3.16 2.03 4.56 2.68 

11 2.20 2.31 1.64 3.15 0.67 2.73 

Average 35.3/11=3.20 35.69=3.24 42.67/11=3.87 43.06/11=3.91 31.07/11=2.82 31.43/11=2.85 

 

  

Figure 3.22 EMD-PCA based average kurtosis spectrums for IRD (a) actual (b) envelope (c) cepstral (d) 
cepstral envelope signals 
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Figure 3.23 EMD-PCA based average kurtosis spectrums for ORD (a) actual (b) envelope (c) cepstral (d) 

cepstral envelope signals 

  

Figure 3.24 EMD-PCA based average kurtosis spectrums for BD (a) actual (b) envelope (c) cepstral (d) 
cepstral envelope signals 
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The analysis is further carried out to identify ORD and the corresponding results are 

shown in Fig. 3.23. Fig. 3.23(a) shows the time series spectrum and the related center 

frequencies at 3445 and 2799 Hz respectively. To extract the fault, envelope analysis is 

performed over the time series and is shown in Fig. 3.23(b). It clearly predicts the presence 

of the fault, and its harmonics related to ORD, even though the shaft rotation is least 

significant. The spectrum in Fig. 3.23(c) shows no sign of the ORD, further, to modify the 

signal property and minimize the effect of nonlinearity in sideband; cepstral envelope 

analysis is performed as shown in Fig. 3.23(d). This analysis clearly detects the presence of 

faults and shaft rotating frequency significantly, as compared to the envelope detection 

methods. Finally, it is observed that the Fig. 3.24(a) for BD depicts the center frequency 

around 688.5 Hz and we can effectively utilize this band to diagnose the fault much better as 

compared to Fig. 3.18(a). This method traces the center frequency adaptively without the use 

any pre-filtering or wavelet methods. The standardized results for the envelope detection 

could not classify the ball defect, whereas, the EMD-PCA method is able to diagnose and 

trace the shaft and fault frequencies effectively, as shown in Fig. 3.24(b). The cepstrum 

analysis shows no sign of defect apart from energy concentrated near the center frequency as 

shown in Fig. 3.24(c). In Fig. 3.24(d), the cepstral envelope diagnoses the fault and shaft 

frequency effectively, but the intensities are lower than those in Fig. 3.18(d). There are two 

possible reasons that can be concluded from the envelope and cepstral envelope analysis; 1). 

If the exact center frequency is identified through kurtosis, then the performance of the 

envelope detection is better than the cepstral envelope. But, most of the time it is very 

difficult to identify the center frequency. In those cases, the cepstral envelope can take the 

lead in identifying the faults as can be observed in the IRD and ORD analysis. 2). The 

reduction of amplitude in the cepstral envelope may occur sometimes due to the elimination 

of some of the center frequencies that might be contributing certain energy related to the 

fault.  

It is observed, that the combinational approach, along with the envelope and cepstral 

envelope based analysis, can be used effectively for identifying the faults. Sometimes, 

envelope analysis is sufficient in detecting the fault using threshold based combinational 

approach, but most of the time for a clear visualization of fault and shaft speed the cepstral 

based envelope analysis can be used, as it works almost all the time irrespective of the nature 
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of the signals i.e. IRD, ORD, and BD. Table 3.5 shows the impact of different processing 

techniques on the signal intensities.  

Table 3.5 Fault frequencies, shaft speed and the number of IMFs used in different methods 
Signals 

RPM/Fault 

Standardized signal EMD based average 

kurtosis 

EMD-PCA based 

average kurtosis 

Envelope Cepstral 

Envelope 

Envelope Cepstral 

Envelope 

Envelope Cepstral 

Envelope 

IRD 

0.007" 

Speed 30 

0.05 

30 

48.2 

30 

0.05 

30 

48.53 

30 

0.06 

30 

49.44 

Fault 161.5 

0.55 

161.5 

46.67 

161.5 

0.56 

161.5 

49.44 

161.5 

0.57 

161.5 

48.78 

IMFs used  11 11 6  6  6 6 

ORD 

0.007" 

Speed 30 

0.17 

30 

55.61 

30 

0.17 

30 

54.29 

30 

0.17 

30 

54.84 

Fault 107.5 

0.87 

107.5 

53.28 

107.5 

0.88 

107.5 

59.5 

107.5 

0.88 

107.5 

60.15 

IMFs used  11 11 4 4 3 3 

BD 0.007" Speed NS 30 

53.36 

30 

0.03 

30 

28.95 

30 

0.03 

30 

34.96 

Fault NS 149.5 

38.86 

149.5 

0.04 

149.5 

21.85 

149.5 

0.04 

149.5 

22.77 

IMFs used  11 11 6 6 5 5 

*Frequencies are represented in bold-italic and amplitudes are in non-italic, NA: not available 

 

Advantages and Limitations: The main advantage of this technique is that, IRD can be 

detected by using only six IMFs (with and without PCA), as compared to standardized 

results that use eleven IMFs. Fault analysis for ORD shows that the combinational approach 

removes unwanted noise components present in the signal, thereby improving the detection 

sensitivity of the fault in the spectrum. It is observed from the analysis that even if 

standardized EMD based technique can be used to identify three different faults, however, 

the same results can be achieved with fewer IMFs using standardized EMD-PCA based 

method. The BD defect for the standardized cepstral envelope is significant, but the rpm and 

the fault frequency are not parred, and also the envelope detection cannot trace the fault. But, 

by kurtosis based combination approach, the fault frequency is clearly detected in envelope 

spectrum as compared to the simple standardized cepstral envelope method. The 



 

Fault Detection and Analysis-An Experimental Approach  

66 

combinational approach shows significant results when used with the envelope and cepstral 

envelope techniques.  

Limitation: It is observed, the intensity of the cepstral envelope is lower than that of 

standardized cepstral envelope only when the -5% of the threshold is assumed for BD fault. 

If kurtosis threshold is close to -10% of the average kurtosis, then the intensity increases to 

39.22 at 149.5 Hz, but the envelope performance decreases. However, the dominance of the 

fault frequency is apparent with -5% of threshold in the combinational approach envelope 

spectrum as compared to standardized cepstral envelope technique.  

3.5 Conclusion 

 The fault analysis using both standardized cepstral envelope analysis and standardized 

EMD-PCA based average kurtosis techniques are useful in tracing the fault significantly.  

 For faster detection of the fault, more intuitively, standardized cepstral envelope can be 

used. But, to clearly visualize the spectrum and significantly identify fault par with the 

rotation of the shaft, EMD-PCA based kurtosis approach can be adapted.  

 Standardization helped to improve the intensity of the signal with least change in the 

kurtosis and decode the un-correlated effect of amplitude on shape parameters. However, 

it is observed that the normalization deteriorates the signal extraction process as 

compared to STD and NSTD methods.  

 This approach is improved by the kurtosis selection method applied on IMFs based PCA. 

The number of IMFs required to reconstruct the signal is lower using EMD-PCA based 

method as compared to standardized EMD. The fault analysis using adaptive EMD-PCA 

based method is helpful in identifying the nature of the fault and clearly differentiates the 

faults and the shaft frequency effectively as well as their harmonics.  

 Finally, it is observed from the experimental results that the envelope detection is more 

susceptible to noise as compared to the cepstral envelope analysis. 
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CHAPTER 4                                                                                                             

Fault Identifications Using Unitary Sliding PDFs 

 

The signals emanating from the bearings are complex and contribute various distributions. 

The distribution function and the underlying mathematical operations inherited by the 

signals during propagation have significant effect on statistical moments. This chapter 

analyzes the effect of various mathematical functions like shifting and shape functions on 

statistical properties of the signals related to bearings. Initially, the distribution function for 

healthy, inner race defect (IRD), outer race defect (ORD), and ball defects (BD) are tested 

using Kolmogorov-Smirnov test (KS- test) to identify the nature of the distribution. After 

successful investigation of the distribution functions, two different probability density 

functions i.e. Laplacian and rectangular functions are generated. This is done by 

formulating the boundary value from the sampling rate, impulse generated by any particular 

defects and the shaft rotation frequency. These probability density functions are used as 

unitary sample shifted sliding window over the faulty signals to generate frame based crest 

factor (FCF), frame based kurtosis (FKS) and frame based energy (FE) time series signals. 

It is observed that these proposed framing sequence methods effectively identify the faults in 

the bearings without the use of envelope detection method. Finally, it is concluded that the 

boundary limit and the probability density function have significant importance in detecting 

signals related to fault, however, if the boundary is not chosen properly then it may dilute 

the information content in the signals.        

 

Results! Why, man, I have gotten a lot of results. I know several thousand things that won't 

work.  

-Thomas Alva Edison 

4.1 Introduction 

Fault detection using vibration is the classical method to intercept incipient faults in 

bearings. The signals emanating from the bearings are basically nonlinear and non-

stationary. The non-linearity along with the non-stationarity can alter the probability density 

function (pdf). In practical cases, the signal may converge to one or many distributions based 

on the sampling rate and sample length chosen for the analysis [185]. The probability density 
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function also depends on the sample length and the sampling rate of the data acquisition 

device [186,187]. The analysis of probability density function can be carried out using 

different testing methods like Kolmogorov-Smirnov test (KS-test), Anderson Darlington test 

(A-D test), Chi- Square test, Shapiro-Wilk normality test etc. [188,189]. The distribution 

function and the fourth order moment i.e. kurtosis have significant impact in differentiating 

the state of the bearings. Once the signals are decoded to a particular distribution, the fault 

can be extracted easily, even if the signals are buried in noise. Even though it seems to be the 

solution to many problems, still the ambiguity in the extraction persists due to ignorance and 

lack of understanding about the signal enhancement and extraction process. Therefore, the 

vital part in signal analysis lies in the study of the behavior of the signal rather than simply 

extracting information. Similar to the use of distribution functions, the fault can also be 

addressed using different flavors of kurtosis. This can be calculated in the time domain, 

frequency domain, and time-frequency domain [190,191]. The kurtosis and distribution 

functions have significant impact on time series signal and they are influenced by the 

different mathematical operators used in the demodulation steps [192,193]. Few 

mathematical operators that can be included to demodulate the signals are envelope 

detection and cepstrum analysis technique. In bearing fault analysis, envelope detection 

using Hilbert transform finds wide usage to demodulate the modulated signals 

[194,195,196]. Therefore, without Hilbert, it is very difficult to identify the lower defect 

frequency from the modulated signal. 

This chapter uses the same setup as that of the previous chapter, but a new algorithm is 

proposed which can be used to suppress the higher order resonating frequency automatically 

without using Hilbert transform. The literature discussed above in this chapter uses Hilbert 

transform to decode the fault in the bearing. However, in this chapter, a unitary sample 

shifted Laplacian and rectangular probability density functions are proposed to detect and 

demodulate the defect frequency.  

4.2 Kolmogorov Smirnov Testing  

Initially, the Kolmogorov Smirnov test (KS-Test) is used to identify the probability density 

function of different faults related to bearings (CWRU data sets). This test is performed to 

estimate whether the data sample belongs to particular distribution functions or not. In this 

approach, the goodness of fit (GOF) test is used to measure the compatibility of a random 

sample with a theoretical probability distribution function and it works based on the 
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principle of empirical cumulative distribution function (ECDF). Here, the analysis is carried 

out using Easyfit to estimate the GOF. For the practicality of the observation the GOF is 

limited to normal and Laplacian distribution. The ranking is decided based on KS test 

performed using easyfit, where the best distribution is given a higher rank for a lower 

statistic; for an example distribution with test statistic 0.01 gets higher rank than that of 0.02. 

The goodness of fit is measured using distance (test statistics) and threshold value (critical 

value, 0.05 and 0.01). In this case, initially the distance between distributions and test signal 

is calculated and finally compared with a threshold value either to select or reject the 

distribution.  

 Initially, the distribution functions for ORD and IRD (0.007'') are tested using KS 

test. It is observed from Fig. 4.1(a) that the IRD is closer to Laplacian distribution rather than 

normal distribution and the pdf is found to be 0.48 approximately. It is observed from Fig. 

4.1(b) that the probability density function for ORD increases to 0.48 as compared to the 

IRD, and the distribution is close to Laplacian. When the KS test is conducted on BD, it is 

observed that the signal seems to be normally distributed rather than Laplacian, as shown in 

Fig. 4.1(c). Similarly, when the KS test is performed on higher fault dimension (0.021''), it is 

observed that the limiting value of the signal and its pdf start increasing drastically. The 

limiting value for IRD is found to be -3.2<x<3.2 for higher dimensional fault, whereas it is -

1.2<x<1.5 for lower dimension faults; the detailed distributions are shown in Figs. 4.1(d) 

and (a). Similarly, the probability density function for ORD is observed to be approximately 

0.88 with boundary value ranging between -6<x<6 for higher dimension fault as compared 

to -3.2<x<3.3 for lower dimensional fault and the details are shown in Figs. 4.1(e) and (b). 

The above analysis suggests that these distributions for IRD and ORD rather fall in the 

Laplacian category than in the normal. The same analysis when applied to BD, the 

distribution function approaches to normal as shown in Fig. 4.1(f).  It can be concluded that 

the ORD and IRD follow the Laplace distribution, whereas, BD follows the normal 

distributions irrespective of the fault sizes. It can be inferred from the analysis that the 

distribution of the signal can either be Gaussian or Laplacian or of mixed types (most likely 

rankings of the distributions are taken into account). The rank wise analysis shows that the 

BD and healthy bearings for 0.007" and 0.021" defects best fit the normal distribution than 

the Laplacian distributions, but the reverse is true for the IRD and ORD defects. This test is 

performed on global and local signals repetitively with variation in sample size to validate 

the repeatability of their distributions [197].   
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        (a)         (b) 

    (c)       (d) 

 

     (e)        (f) 

Figure 4.1 Probability density function (a) IRD, (b) ORD, (c) BD for 0.007" and (d) IRD, (e) ORD, (f) BD for 
0.021" 
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4.3 Impact of Noise on Statistical Parameters 

In this section, the effect of noises on the behavior of higher order statistics (HOS) i.e. 

kurtosis and crest factor (CF) are studied. The equations detailing the calculation of the 

different moments are detailed in Table 2.1. Initially, the faulty and healthy data sets of the 

bearings are taken as the reference and further different percentage of Gaussian and 

Laplacian noises are added to the signals as in (4.1). 

 

�

��� = �� + ���|���
.��(�����ℎ(��))

����� = ���� + �����|���
.��(�����ℎ(����)

����� = ���� + �����|���
.��(�����ℎ(����)

���� = ��� + ����|���
.��(�����ℎ(���) ⎭

⎪
⎬

⎪
⎫

	 (4.1) 

 where ��, ����, ���� and ��� are the healhy, inner race, outer race and ball defect 

signals.  ���, �����, ����� and ���� are the modified noisy signals for the healthy, inner, 

outer and ball defects. � is 0, 0.2, 0.4, 0.6 and 0.8 respectively. ��|���
, ����|���

, ����|���
, 

���|���
 are the R.M.S value for the healthy, inner, outer and ball defect signals. �� 

represents noise types i.e. Laplacian and Gaussian noises. 

 It can be observed from the Table 4.1 that after adding noise to the healthy bearing 

signals, the kurtosis started increasing from 2.802 to 2.915, and it indicates the change in the 

shape factor. The same rising pattern is observed for the ball defect i.e. the kurtosis increases 

from 2.952 to 3.037. But, dramatic changes are observed for IRD and ORD, i.e. the kurtosis 

started falling to a lower value due to the addition of Gaussian noise. The kurtosis decreased 

from 5.380 to 3.910 for IRD and 7.556 to 4.685 for ORD as shown in Fig. 4.2(a). It can be 

inferred that the vibration signals for healthy, BD, IRD and ORD exhibit different 

distributions. Similarly, the change in the kurtosis for different � and for higher fault 

dimension is shown in Fig. 4.2(b).  
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Table 4.1 Statistical results for healthy, IRD, ORD and BD (0.007") for Gaussian noise  

 P Mean RMS Var SD PV CF SK KS CLF IF SF 

 

 

 

 

Healthy 

0 0.011 0.073 0.005 0.072 0.260 3.534 -0.076 2.802 74.106 4.394 1.243 

0.2 0.011 0.075 0.005 0.074 0.265 3.533 -0.074 2.821 72.775 4.395 1.243 

0.4 0.011 0.079 0.006 0.078 0.300 3.785 -0.066 2.857 73.881 4.710 1.244 

0.6 0.011 0.085 0.007 0.085 0.339 3.949 -0.058 2.891 71.230 4.916 1.244 

0.8 0.011 0.094 0.008 0.0939 0.378 4.000 -0.050 2.915 66.003 4.996 1.246 

 

 

 

IRD 

 

0 0.014 0.289 0.083 0.289 1.398 4.832 0.130 5.380 32.44 6.735 1.393 

0.2 0.014 0.294 0.0867 0.294 1.457 4.941 0.121 5.212 31.96 6.825 1.381 

0.4 0.014 0.311 0.096 0.310 1.552 4.987 0.099 4.790 29.216 6.735 1.350 

0.6 0.014 0.337 0.113 0.336 1.670 4.954 0.073 4.312 25.617 6.541 1.320 

0.8 0.014 0.370 0.136 0.369 1.810 4.889 0.049 3.910 22.241 6.345 1.297 

 

 

 

 

ORD 

0 0.032 0.661 0.436 0.660 3.380 5.108 0.064 7.556 20.844 8.393 0.032 

0.2 0.033 0.676 0.455 0.675 3.429 5.073 0.044 7.214 18.853 8.041 1.584 

0.4 0.034 0.715 0.510 0.714 3.600 5.034 0.023 6.384 15.524 7.476 1.484 

0.6 0.035 0.775 0.599 0.774 3.771 4.864 0.007 5.458 12.384 6.834 1.404 

0.8 0.036 0.851 0.724 0.851 3.965 4.655 -0.002 4.685 9.970 6.288 1.350 

 

 

 

 

BD 

0 0.015 0.137 0.018 0.136 0.541 3.935 -0.022 2.952 44.661 4.919 1.249 

0.2 0.014 0.140 0.019 0.139 0.568 4.046 -0.013 2.979 45.125 5.064 1.251 

0.4 0.014 0.148 0.0214 0.147 0.613 4.135 -0.005 3.004 43.807 5.185 1.253 

0.6 0.014 0.160 0.025 0.160 0.664 4.134 0.0007 3.023 40.475 5.188 1.254 

0.8 0.014 0.176 0.031 0.176 0.716 4.052 0.004 3.037 36.096 5.084 1.254 

*Var:Variance,SD:Standard Deviation,PV: Peak Value, CF:Crest Factor,SK:Skewness, KS:Kurtosis, CLF:Clearance Factor, IF: Impulse 

Factor 
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Figure 4.2 Impact of different level of noise on kurtosis of Healthy, IRD, ORD, BD (a) 0.007" (b) 0.021" 

  

To infer more information, Laplacian noise is added to the signals as shown in Table 

4.2.  It is observed that the CF for the healthy, IRD, ORD, BD are ranging between 3.534-

5.173, 4.832-5.470, 5.108 -5.147, and 3.935-5.090 respectively. It is depicted that CF 

increases for healthy, IRD and BD defects, whereas, it decreases for ORD. Data shows 

different behaviour in case of  CF for variable noises. It is verified that due to the addition of 

Gaussian and Laplacian noises the skewness of the signals for IRD and ORD move towards 

zero i.e. from positive to zero. Whereas, the skewness for BD and healthy signals moves 

from negative to zero. 

Table 4.2 Statistical results for healthy, IRD, ORD and BD (0.007") for Laplacian noise  

 P Mean RMS Var SD PV CF SK KS CLF IF SF 

 

 

 

 

Healthy 

0 0.011 0.073 0.005 0.072 0.260 3.534 -.076 2.802 74.106 4.394 1.243 

0.2 0.011 0.075 0.005 0.074 0.274 3.650 -.060 2.840 75.220 4.545 1.245 

0.4 0.011 0.079 0.006 0.078 0.342 4.300 -.041 2.954 84.477 5.375 1.250 

0.6 0.011 0.086 0.007 0.085 0.415 4.826 -.024 3.166 88.638 6.071 1.258 

0.8 0.011 0.094 0.008 0.093 0.489 5.173 -.012 3.456 88.151 6.570 1.270 

 

 

IRD 

 

0 0.014 0.289 0.083 0.289 1.398 4.832 0.130 5.380 32.443 6.735 1.393 

0.2 0.014 0.294 0.086 0.293 1.419 4.824 0.110 5.210 31.261 6.662 1.380 

0.4 0.014 0.310 0.095 0.309 1.562 5.037 0.083 4.822 29.930 6.838 1.357 

0.6 0.014 0.335 0.112 0.335 1.732 5.165 0.056 4.479 27.636 6.919 1.339 

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
2

3

4

5

6

7

8

 

 

Healthy

IRD

ORD

BD

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
2

4

6

8

10

12

14

16

18

20

22

 

 

Healthy

IRD

ORD

BD



Fault Identifications Using Unitary Sliding PDFs  

74 

 0.8 0.013 0.367 0.135 0.367 2.013 5.470 0.036 4.316 26.340 7.282 1.331 

 

 

 

 

ORD 

0 0.032 0.661 0.436 0.660 3.380 5.108 0.064 7.556 20.844 8.393 1.643 

0.2 0.031 0.673 0.453 0.673 3.301 4.898 0.055 7.170 18.312 7.775 1.587 

0.4 0.031 0.711 0.504 0.710 3.555 4.999 0.046 6.352 15.912 7.521 1.504 

0.6 0.031 0.769 0.590 0.768 3.891 5.058 0.039 5.542 13.692 7.300 1.443 

0.8 0.031 0.844 0.712 0.843 4.347 5.147 0.036 4.984 12.037 7.234 1.405 

 

 

 

 

BD 

0 0.015 0.137 0.018 0.136 0.541 3.935 -.022 2.952 44.661 4.919 1.249 

0.2 0.015 0.140 0.019 0.139 0.543 3.876 -.020 2.969 43.220 4.847 1.250 

0.4 0.015 0.147 0.021 0.147 0.605 4.094 -.016 3.035 43.445 5.128 1.252 

0.6 0.015 0.159 0.025 0.159 0.745 4.666 -.010 3.186 46.251 5.873 1.258 

0.8 0.015 0.175 0.030 0.174 0.892 5.090 -.003 3.412 46.702 6.455 1.268 

 

For more intuitive analysis, the signals generated using equation (4.1) are linearized using 

cepstrum analysis and later different concentration of noises are added by changing �. It is 

observed from the Table 4.3 that the kurtosis and crest factor start falling with an increase in 

noise and these analyses are in congruence for healthy, IRD, ORD and BD faults. It is 

observed that the presence or absence of linearization has different impact on signals i.e. by 

slight modification in mathematical operators the statistical parameter of the faulty and 

healthy signals change drastically. The same observation is found for Laplacian linearized 

function as shown in Table 4.4. It is observed from the analysis that the complexity of the 

algorithms and mathematical operators used to extract the information can change the actual 

perception about signals. 

Table 4.3 Linearized statistical results for healthy, IRD, ORD and BD (0.007") for Gaussian noise  

 P Mean RMS SD PV CF SK KS CLF IF 

 

 

Healthy 

0 0.0 0.010 0.010 0.580 54.801 49.403 4318.580 38550.638 149.632 

0.2 0.0 0.010 0.0108 0.581 53.830 46.569 3992.466 31917.735 136.261 

0.4 0.0 0.011 0.011 0.582 51.046 39.492 3205.700 21210.675 111.167 

0.6 0.0 0.012 0.012 0.583 47.206 31.059 2328.327 13698.351 89.408 

0.8 0.0 0.013 0.013 0.584 43.041 23.409 1598.299 9204.920 73.349 

 0 0.0 0.014 0.014 1.209 82.109 78.295 10626.825 86345.023 323.195 
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IRD 

 

0.2 0.0 0.015 0.015 1.212 80.552 73.284 9760.121 58095.537 265.374 

0.4 0.0 0.015 0.0159 1.214 76.316 61.773 7796.688 30731.249 193.204 

0.6 0.0 0.017 0.0172 1.217 70.545 48.362 5644.635 17588.253 146.310 

0.8 0.0 0.018 0.018 1.219 64.323 36.334 3868.852 11103.993 116.370 

 

 

ORD 

0 0.0 0.016 0.016 1.276 77.925 59.908 7830.512 91881.292 342.431 

0.2 0.0 0.016 0.016 1.279 76.469 56.009 7185.243 56603.469 269.087 

0.4 0.0 0.017 0.017 1.282 72.463 47.148 5732.910 27636.579 188.244 

0.6 0.0 0.019 0.019 1.285 66.995 36.861 4145.177 15324.069 140.338 

0.8 0.0 0.021 0.021 1.288 61.097 27.657 2837.665 9546.205 110.895 

 

 

BD 

0 0.0 0.011 0.011 0.791 66.567 1.048 2456.814 48311.326 195.595 

0.2 0.0 0.012 0.012 0.791 65.272 0.844 2267.473 38672.013 174.921 

0.4 0.0 0.012 0.012 0.790 61.802 0.595 1819.458 24503.344 139.177 

0.6 0.0 0.013 0.013 0.789 57.065 0.372 1320.791 15383.300 110.228 

0.8 0.0 0.015 0.015 0.789 51.946 0.208 905.890 10176.932 89.616 

 

Table 4.4 Linearized statistical results for healthy, IRD, ORD and BD (0.007") for Laplacian noise 

 P Mean RMS SD PV CF SK KS CLF IF 

 

 

Healthy 

0 0.0 0.010 0.010 0.580 54.801 49.403 4318.589 38550.638 149.632 

0.2 0.0 0.010 0.010 0.582 54.061 46.654 4006.960 32664.777 137.954 

0.4 0.0 0.011 0.011 0.584 51.550 39.795 3246.187 22908.210 115.711 

0.6 0.0 0.012 0.012 0.586 47.950 31.510 2381.720 15602.555 95.644 

0.8 0.0 0.013 0.013 0.588 43.955 23.886 1649.032 10926.430 80.164 

 

 

IRD 

 

 

0 0.0 0.014 0.014 1.209 82.109 78.295 10626.825 86345.023 323.195 

0.2 0.0 0.014 0.014 1.209 80.698 73.802 9841.920 61223.681 272.113 

0.4 0.0 0.015 0.015 1.209 76.668 62.842 7959.669 34786.355 205.087 

0.6 0.0 0.0170 0.0170 1.208 71.060 49.684 5831.048 20874.202 158.848 

0.8 0.00 0.018 0.018 1.208 64.913 37.610 4031.306 13563.021 128.026 

 

 

0 0.0 0.016 0.016 1.276 77.925 59.908 7830.512 91881.292 342.431 

0.2 0.0 0.016 0.016 1.277 76.540 56.6157 7262.094 58302.682 272.881 
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ORD 0.4 0.00 0.017 0.017 1.278 72.594 48.175 5855.359 30787.520 198.375 

0.6 0.0 0.019 0.019 1.279 67.146 38.024 4270.557 17929.856 151.446 

0.8 0.0 0.020 0.020 1.280 61.226 28.757 2942.178 11488.822 121.276 

 

 

BD 

0 0.0 0.011 0.011 0.791 66.567 1.048 2456.814 48311.326 195.595 

0.2 0.0 0.012 0.012 0.791 65.220 1.110 2264.157 38891.130 175.438 

0.4 0.0 0.012 0.012 0.790 61.721 1.043 1816.460 25548.747 142.151 

0.6 0.0 0.013 0.013 0.790 56.984 0.898 1320.416 16742.957 115.039 

0.8 0.0 0.015 0.015 0.789 51.880 0.730 908.097 11457.353 95.134 

 

In this chapter, rather than using complex mathematical operators or functions, the 

analysis is carried out by examining every bit of localized time domain samples. These 

analyses mainly concentrate on CF, KS, and Energy that are mostly influenced by the 

mathematical functions and produce significant patterns for different faults. 

4.4 Proposed Signal Extraction Techniques   

The signal emanating from the bearings are nonlinear and non-stationary in nature. There are 

no universal algorithms that can be used to depict all kinds of faults irrespective of the 

operating conditions. In this chapter, unitary sample shifted Laplacian and rectangular frame 

based kurtosis (FKS), frame based crest factor (FCF) and frame based energy (FE) time 

series signals are generated from the CWRU experimental data sets as shown in Fig. 4.3 

[198]. In the past, kurtosis was used by many researchers both in time and frequency 

domains to identify the faults. Especially, the spectral kurtosis (SK) is used to select the 

energy band representing maximum kurtosis. The SK, even though promising, does not 

consider the ill effect of its sensitivity i.e. the effect of a unitary sample shift on the signals. 

Finally, it is observed from the literature that, SK and envelope techniques can be used to 

detect faults [199]. However, these methods do not consider the effect of even a unitary 

sample on the behavior of kurtosis and also on the resonating frequencies [200].   
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Figure 4.3 Experimental setup  

 In this chapter, a unitary sample shifted Laplacian and rectangular frame-based 

techniques are proposed to generate FCF, FKS and FE time series signals. These time series 

signals are generated for the IRD and ORD vibration signals. The main advantage of this 

proposed algorithm over other traditional techniques is that it can be used to suppress 

resonating frequency automatically by simply sliding the distribution window. This method 

does not need conventional Hilbert transform to extract the fault frequency. The steps 

adopted for signal extraction and analysis are mentioned below and shown in Fig. 4.4; 

 

Figure 4.4 Overall process flow adapted in this chapter to anlyse the defects in the bearings 
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1. The vibration signals are acquired at a sampling rate of 12000 samples per sec. 

2. For data analysis, 24000 samples are taken. 

3. The different signals are segmented using the rectangular and Laplacian recursive 

unitary sample shifted sliding frame-based techniques. 

4. The frame size � is controlled by the sampling rate, rpm and the number of impulses 

generated for one complete shaft rotation and can be calculated as follows; � =
��

���.��
.  

5. FCF, FKS and FE time series signals are generated using frame-based techniques and 

the detail is given in Fig. 4.5. 

6. The faults are identified from their spectrum and their effects are studied in detail. 

 Firstly, the rectangular frames are generated by recursive unitary frame shift 

technique using (4.2). FKS, FCF and FE time series are generated using rectangular unitary    

shifted frames as in (4.3), (4.4) and (4.5). 

 �� = �[�](�[� − �]− �[� − � − �])|
��

��
���.��

 
(4.2) 

 
��|���[�]= ����[��]=

�[(�� − ���
)�]

(�[(�� − ���)
�])�

 (4.3) 

 
��|���[�]= ��[��]=

0.5.(max(��)− min(��))

�1
�
∑ ��

����
�

 
(4.4) 

 

��|��[�]= �[��]= ���
�

���

�

 
 

(4.5) 

 The spectral analysis of the signals generated using rectangular frames is further 

verified using FFT (4.6). 

 
���

(�)= � �ʹ�[�].�
������/�

���

���

 (4.6) 

 where � = 0,1,2....� − � − 1; and � = � = 0,1,2,� − 1, �� sampling rate,� is 

frame length for single impulse and �� is the number of impulses generated for one 

complete rotation (depends on fault types) and �� is the rectangular frame, ��[�]|���,���,��	 

are the time series generated using rectangular time shifted frames, �′�[�]|���,���,��	 are the 

final time series after padding, and rps is the revolution of shaft per second.  

 



Figure 4.5 Proposed algorithm
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Secondly, Laplacian window function in (4.7) is applied over the rectangular frames in (4.2) 

to generate new shifted signals as in (4.8). Further, the generated signals are used to 

calculate the kurtosis, crest factor and energy as in (4.9), (4.10) and (4.11).  

 
�[��]=

1

2�
��

��
����
�

�										��	����

�
��

����
�

�										��	����

� �� ∈ �	&	� > 0 (4.7) 

 where ��	is data sequence for the assumed boundary value of		�� ∈ �, � is the 

location parameter or the mean, b is the diversity and assumed to be 1/2.  

 �� = �[��]�� (4.8) 

 
��|���[�]= �������� =

�[(�� − ���
)�]

(�[(�� − ���
)�])�

 (4.9) 

  

��|���[�]= ������ =
0.5.(max(��)−min(��))

�1
�
∑ ��

����
�

 (4.10) 

 

��|��[�]= ����� = ���
�

���

�

	 (4.11) 

 The spectral analysis of these signals generated using Laplacian frames are further 

analyzed using FFT in (4.12). 

 
���

(�)= � �ʹ�[�].�
������/�

���

���

	 (4.12) 

 where �[��]	is the Laplacian frame, �� is the Laplacian frame over the rectangular 

frames, ��[�]|���,���,��	are the time series generated using Laplacian time shifted frames, 

�′�[�]|���,���,�� are the final time series signals after padding. 

 The Laplacian distribution intensities for different values of �� are shown in the Fig. 

4.6. The boundary has tremendous impact on tail of the distribution and thereby improves or 

degrades the signal extraction. The constructions of the frames are interlinked and their 

properties are affected by the boundary conditions. Generally, the Laplacian distribution is 

having heavy tail, and can be divided into three different parts i.e. fat tail, long-tail and sub-

exponential distributions. It is observed from the Fig. 4.6 that as �� increases the signal 

approaches towards longer tail rather than fat tails i.e. maximum number of samples are in 

the tail end. For lower value of ��, the distribution is flat and behaves like uniform 

distribution. Based on the type of the distribution and the range of kurtosis, the distribution 
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can be divided into three parts; mesokurtic, leptokurtic and platykurtic. The uniform 

distribution is regarded as platykurtic, Laplacian distribution is leptokurtic and normal 

distribution as mesokurtic. It is observed that the probability density function (pdf) has 

uniform values as �� decreases. It means, the rectangular frame can be constructed from the 

Laplacian frame by changing the boundary value i.e. −0.1 < �� < 0.1. The boundary value 

or limiting value of �� for � = 1, creates variable property of the distribution i.e. the 

maximum number of zeros are placed at the tails for larger value of ��. After significant 

validation, the optimal boundary range between −3.2 < �� < 3.3 is achieved for the 

generation of Laplacian pdf with fat tail distribution.  

 

Figure 4.6 Laplacian pdf with different boundary values 

4.5 Results and Analysis 

This chapter concentrates on IRD and ORD analysis for two different fault sizes of 0.007" 

and 0.021" respectively. Initial analyses are carried out by using large sample length data 

and Hilbert transform is applied on these to demodulate the fault from higher order 

modulating carrier frequencies. Finally, the observation and analysis are carried out using 

the proposed technique to extract information without using Hilbert transform. 
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4.5.1 Case Study 1: Fault Identification Using Conventional Hilbert Spectral Analysis 

Techniques (IRD and ORD of 0.007") 

The signals from the bearings are AM-FM in nature; therefore, for segregations of fault 

signals from the carrier, conventional Hilbert transform with a modified sample length is 

adapted to demodulate the signal. In [133], the center frequencies representing the maximum 

energy are filtered by band pass filter and then the envelope detector is used to identify the 

fault. But this analysis can be satisfied using padding free large sample length selection 

approach. In envelope detection, the modulated carrier signal can be transferred to the 

Hilbert domain using (3.12). Fig. 4.7 shows the IRD and ORD spectrums for the actual 

vibration and envelope signals. Fig. 4.7(a) shows the presence of multiple modulated center 

frequencies in the spectrum. Envelope spectra using Hilbert transform in 4.7(b) detects the 

second order harmonics of the rotational frequency i.e. 60 Hz and the IRD frequency of 

161.5 Hz effectively. It is observed from the figures that the rotational frequency is least 

significant in the spectrum. Similarly, ORD in Fig. 4.7(c) shows no traces of the fault, rather 

it indicates the presence of significant intensity around 3445 Hz. Generally, for these types 

of modulated signals (high frequency signals), the SK techniques are used to trace the band 

depicting the actual energy band. Once the energy band is identified, then envelope detection 

is used to identify the faults. Fig. 4.7(d) shows the rotational frequency of 30 Hz and the 

fault frequency of 107 Hz after envelope detection.  
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Figure 4.7 (a) spectrum (b) spectral envelope for IRD; (c) spectrum (d) spectral envelope for ORD 

4.5.2 Case Study 2: Fault Identification Using Proposed Unitary Sample Shifted 

Rectangular Sliding Frames (IRD and ORD of 0.007") 

The proposed technique does not perform any Hilbert transform to extract information from 

the signal; rather it automatically suppresses the center frequencies by unitary sample shifted 

method. Hence, it avoids the search for the center frequencies that represents the maximum 

kurtosis, as prevalently used in conventional SK analysis methods.   

 Fig. 4.8(a) shows the FCF, FKS and FE generated from the vibration signals using 

(4.3), (4.4) and (4.5) respectively. It shows that the FKS, FCF, and FE change suddenly from 

lower to higher values at certain sample points due to the iterative shifting of the rectangular 

frame. It is observed that the signals generated by FCF and FKS are loosely periodic 

impulses, whereas, it is rectangular for FE i.e. the energy remains stable for a certain time, 
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even after sliding of the frames. Therefore, signals generated using the framing methods are 

observed to be least corrupted by noise and the peaks are detected effectively. Thus it can be 

concluded that even a unitary sample shift can change the outlier of the signal and the 

distribution; this analysis is in congruence with the statement given by West fall on kurtosis 

[192]. Therefore, sliding the frame by even a unitary sample can change the distribution, and 

hence, thereby changing the kurtosis. It is observed that the defect signals may not be 

holding a single distribution, rather a mixed distribution, as the time and environmental state 

changes. Therefore, during operation of machineries, assuming a random frame or the 

window size can create disturbance in the signal analysis as well as on kurtosis estimation.  

 Fig. 4.8(b) shows that the FCF, FKS, and FE for ORD increase as compared to IRD. 

If the FE and FKS are calculated for the same time frame, it is observed from Figs. 4.8(a) 

and (b) that the FE is not significant when the kurtosis is high. Hence, the kurtosis does not 

suggest higher energy accumulation. Therefore, for better visualization of all these generated 

frames, FFT is used to construct the spectrum as shown in Fig. 4.9. It shows that the 

rotational (30 Hz) and the fault (161.5 Hz) frequencies are apparent without the use of 

Hilbert spectral analysis. The FKS and FE in Figs. 4.9(b) and (c) trace the rotational 

frequency and the IRD fault significantly. However, FCF depicts the rotational and the fault 

frequencies along with a spurious significant peak at 72 Hz respectively.  

 Fig. 4.10 shows the ORD spectral plots for the time series generated using FCF, 

FKS, and FE. Fig. 4.10(a) traces the fault frequency of 107.5 Hz with ease, but the rotational 

frequency is unnoticeable. Fig. 4.10(c) identifies the rotational and the fault frequencies 

effectively, but is diluted by other frequency components. It is also observed that the fault 

frequency is having lower intensity as compared to the rotational frequency. Similarly, FKS 

in Fig. 4.10(b) clearly depicts the presence of rotational and the fault frequencies effectively. 

 These three methods using rectangular sliding frames are significant in detecting the 

IRD and ORD faults and the rotational frequencies effectively. These proposed methods 

automatically suppress the presence of higher order resonating frequencies and thereby avoid 

the use of envelope technique. It is observed that this method acts as a filter for the higher 

order modulated frequency and helps in reducing the presence of sidebands. 
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Figure 4.8 Rectangular time series FCF, FKS and FE (a) IRD (b) ORD for 0.007'' fault 
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Figure 4.9 FFT of rectangular frames for IRD (a) FCF (b) FKS (c) FE for 0.007'' fault 
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Figure 4.10 FFT of rectangular frames for ORD (a) FCF (b) FKS (c) FE for 0.007'' fault 

4.5.3 Case Study 3: Fault Identification Using Proposed Unitary Sample Shifted 

Laplacian Sliding Frames (IRD and ORD of 0.007") 

In this section, the Laplacian fat tail distribution function is used to analyze the IRD and 

ORD signals. Figs. 4.11(a) and (b) show the FCF, FKS and FE time series generated using 

unitary time shifted Laplacian frame. It is observed that the impulses are nearer as compared 

to signals generated using the rectangular frame, as in Fig. 4.8. Frame-based time series in 

Fig. 4.11(a) shows that IRD detection using FE is of lower intensity than that of rectangular 

frame based method, but the intensity improved significantly for FKS. Fig. 4.11(b) for ORD 

shows that even though the intensity decreases, but the number of impulses increases for all 

these three analysis techniques. To more intuitively analyze the behavior, spectral analyses 

are used as shown in Figs. 4.12 and 4.13. Fig. 4.12 shows that the fault features are much 

more significant and the intensities are quite high for the IRD and this is true for all three 

methods. It is also observed that the second harmonic of the rotational frequency and the 

fault frequencies are apparent for all three methods as well. The fault intensities for FCF, 

FKS and FE have increased from 0.09604 to 0.2244, 0.4509 to 1.583, and 0.6057 to 0.6365 

respectively, using Laplacian sliding frames as compared to the rectangular sliding frames. 

 Fig. 4.13 shows the ORD fault identified using the Laplacian sliding frame. Fig. 

4.13(a) detects the rotational frequency, fault and its second harmonics effectively; whereas 

Fig. 4.13(b) shows the presence of significant intensities at fault and rotational frequencies. 

Fig. 4.13(c) detects the fault and the rotational frequency as well as the presence of other 

frequency components. Similarly, the ORD intensities in Fig. 4.13 increase from 0.15 to 

0.5097, 0.9254 to 1.583, and 7.007 to 7.937 respectively, for FCF, FKS, and FE generated 

A
m

p
li

tu
d

e 

 

A
m

p
li

tu
d

e 

 

A
m

p
li

tu
d

e 

 

     Frequency (Hz) Frequency (Hz)   Frequency (Hz) 

    (a) (b)    (c) 

50 100 150 200 250 300

0.02

0.04

0.06

0.08

0.1

0.12

0.14
X: 107.5

Y: 0.15

X: 215.5

Y: 0.08775

X: 323

Y: 0.06937

0 50 100 150 200 250 300
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

X: 30

Y: 0.5462

X: 107.5

Y: 0.9254

X: 215.5

Y: 0.5079

X: 323

Y: 0.4139

50 100 150 200 250 300

2

4

6

8

10

12
X: 30

Y: 12.28

FE

X: 107.5

Y: 7.007

X: 215.5

Y: 3.721

X: 323

Y: 2.514



Fault Identifications Using Unitary Sliding PDFs  

87 

using Laplacian shifted distribution function.  

Conclusion from case study 2 and 3: The effect of rectangular and Laplacian frames are 

compared to identify IRD and ORD faults. It is observed that the performance of Laplacian 

distribution is better than rectangular distributions for all the three cases (FCF, FKS and FE) 

in terms of fault feature identifications. It is observed that the tail and the shape of the 

distribution have significant influence on identification and improvement of fault intensity; 

however, the length of the distributions affects the intensities the least. Therefore, it can be 

observed that, even though both the distributions are of same length, however, the 

performance of Laplacian window is better than that of rectangular. It can also be inferred 

that, not only kurtosis but also crest factor and energy can be used as indicators to identify 

faults in bearings. Finally, it can be concluded from the results that these techniques operate 

as a self-demodulation method and are free from envelope detection technique. 
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Figure 4.11 Laplacian time series FCF, FKS and FE (a) IRD (b) ORD for 0.007'' fault 
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Figure 4.12 FFT of Laplacian frames for IRD (a) FCF (b) FKS (c) FE for 0.007'' fault 
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Figure 4.13 FFT of Laplacian frames for ORD (a) FCF (b) FKS (c) FE for 0.007'' fault 

4.5.4 Case Study 4: Fault Identification Using Proposed Unitary Sample Shifted 

Rectangular Sliding Frames (IRD and ORD of 0.021") 

To more intuitively analyze the effectiveness of the proposed algorithm, investigations are 

carried out for a fault dimension of 0.021". Figs. 4.14(a) and (c) show that the performance 

of FCF is better in terms of fault detection, whereas, FE performs better in detecting shaft 

rotations. The kurtosis in Fig. 4.14(b) has a dominant peak at 132 Hz as compared to the 

expected frequency of 162 Hz. Similarly, it is observed from Fig. 4.15 that ORD is identified 

successively using FCF, FKS, FE methods. Fig. 4.15(a) and (b) detect the fault frequency 

and the revolution of the shaft, however, the shaft speed intensity dominates over the fault 

frequency. Similarly, Fig. 4.15(c) detects the revolution of the shaft better as compared to 

the fault frequency and it suggests that that the revolution of the shaft is more observable in 

the energy spectrum as compared to the kurtosis and crest factor spectrums.  
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Figure 4.14 FFT of rectangular frames for IRD (a) FCF (b) FKS (c) FE for 0.021'' fault 
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Figure 4.15 FFT of rectangular frames for ORD (a) FCF (b) FKS (c) FE for 0.021'' fault 

4.5.5 Case Study 5: Fault Identification Using Proposed Unitary Sample Shifted 

Laplacian Sliding Frames (IRD and ORD of 0.021") 

In this case study, the effect of Laplacian distribution with a fat tail is used to test its 

effectiveness in detecting fault of 0.021". Figs. 4.16(a) and (b) show that the fault frequency 

of 162 Hz for IRD is detected faithfully by FCF and FKS generated using Laplacian method. 

The defect detected using FE time series method is shown in Fig. 4.16(c). The analysis for 

ORD in Figs. 4.17(a) and (b) shows that the fault frequency is significant with change in the 

distribution functions, whereas, the shaft rotating frequency is prominent in the energy 

spectrum as shown in Fig. 4.17(c).  

50 100 150 200 250 300

0.02

0.04

0.06

0.08

0.1

0.12

0.14

X: 30

Y: 0.07409

X: 162

Y: 0.1384

X: 294

Y: 0.05391

0 50 100 150 200 250 300

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5

X: 30

Y: 0.3646

X: 132

Y: 0.4899

X: 162

Y: 0.447

X: 324
Y: 0.1166

0 100 200 300 400 500 600

2

4

6

8

10

12

14
X: 30

Y: 15.23

X: 162

Y: 2.27

X: 324

Y: 1.181

50 100 150 200

0.05

0.1

0.15

0.2

0.25

0.3

0.35 X: 30

Y: 0.3671

X: 107.5

Y: 0.2825

X: 215

Y: 0.1687

50 100 150 200

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

X: 30

Y: 1.742

X: 107.5

Y: 1.493

X: 215

Y: 0.9199

50 100 150 200

5

10

15

20

25

30

35

40

45

X: 30

Y: 44.87

X: 107.5

Y: 6.095
X: 215

Y: 3.601



Fault Identifications Using Unitary Sliding PDFs  

90 

A
m

p
li

tu
d

e 

A
m

p
li

tu
d

e 

A
m

p
li

tu
d

e 

Frequency (Hz) Frequency (Hz) Frequency (Hz) 

(a) (b) (c) 

Figure 4.16 FFT of Laplacian frames for IRD (a) FCF (b) FKS (c) FE for 0.021'' fault 
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Figure 4.17 FFT of Laplacian frames for ORD (a) FCF (b) FKS (c) FE for 0.021'' fault 

Conclusion from Case Study 4 and 5: It is observed that the statistical techniques are useful 

in identifying faults in the bearing using the Laplacian method, and increase in the signal 

intensities are due to the accumulation of energy with change in the tail of the distributions.  

4.5.6 Probability Density Functions and Their Effect 

Analysis 1 for FCF: Table 4.5 shows the effect of different distribution functions on the 

FCF. It is observed that by Laplacian distribution function the fault intensity increases by 

133.33% for IRD and 239.33% for ORD. The relative changes in intensity for IRD and ORD 

with the distributions (rectangular to Laplacian) are 8.695% and 4.25% respectively. It is 

also anticipated that the leakage of energy is more in case of rectangular distribution as 

compared to Laplacian distribution. 

Analysis 2 for FKS: The effect of unitary sample shifted kurtosis on fault and shaft rotation 

intensities for various distribution functions are listed in Table 4.6. It is observed that the 
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change in fault intensities for IRD and ORD are significant for Laplacian distribution as 

compared to the rectangular distribution. The changes in fault intensities are reported to be 

251.77%, 201.18%, 111.40% and 12.19% respectively. The intensities related to faults are 

clearly observed using the Laplacian method rather than using the rectangular sliding 

method.  

Analysis 3 for FE: It is observed from Table 4.7 that even though FE detects fault by 

Laplacian, but the change in fault intensity is less competitive as compared to FCF and FKS 

techniques. However, the rotation of the shaft is detected prominently by FE, hence, the 

detection sensitivity for shaft rotation is significant for FE as compared to FCF and FKS 

methods.  

 Finally, it can be concluded that the effect of rectangular and Laplacian frames are 

competitive enough in identifying IRD and ORD faults. It is observed that the performance 

of Laplacian distribution is better than rectangular distributions for all the three cases (FCF, 

FKS, and FE) in terms of fault feature identifications. Even though, both the distributions are 

of the same length, but the performance of Laplacian window is better than rectangular. It is 

also verified that not only kurtosis, but also the crest factor and energy can be used to 

identify faults in the bearing without using envelope detection technique. 

Table 4.5 Effect of rectangular and Laplacian pdf on FCF  

 Rectangular 
fault intensity 

(���) 

Laplacian 
fault intensity 

(���) 

Change in 
% 

���� − ����

���
 

Rectangular 
rps 

intensity 
(�����) 

Laplacian 
rps 

intensity 
(�����) 

Change 
in rps intensity 

in % 

������ − ������

�����
 

IRD 
(0.007") 

0.096 0.224 133.33% 0.140 NA NA 

ORD 
(0.007") 

0.150 0.509 239.33% NA 0.083 NA 

IRD 
(0.021") 

0.138 0.150 8.69% 0.074 NA NA 

ORD 
(0.021") 

0.282 0.294 4.25% 0.3671 NA NA 
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Table 4.6 Effect of rectangular and Laplacian pdf on FKS  

 Rectangular 
fault 

intensity 
(���) 

Laplacian 
fault 

intensity 
(���) 

Change in % 

���� − ����

���
 

Rectangular 
rps intensity 

(�����) 

Laplacian 
rps intensity 

(�����) 

Change 
in rps intensity 

in % 

������ − ������

�����
 

IRD 
(0.007") 

0.450 1.583 251.77% 0.440 NA NA 

ORD 
(0.007") 

0.925 2.786 201.18% 0.546 0.373 -31.68% 

IRD 
(0.021") 

0.447 0.945 111.40% 0.364 NA NA 

ORD 
(0.021") 

1.493 1.675 12.19% 1.742 NA NA 

 
Table 4.7 Effect of rectangular and Laplacian pdf on FE  

 Rectangular 
fault 

intensity 
(���) 

Laplacian 
fault 

intensity 
(���) 

Change in % 

���� − ����

���
 

Rectangular 
rps intensity 

(�����) 

Laplacian 
rps intensity 

(�����) 

Change 
in rps intensity 

in % 

������ − ������

�����
 

IRD 
(0.007") 

0.605 0.636 5.12% 0.696 0.100 -85.63% 

ORD 
(0.007") 

7.007 7.937 13.27% 12.280 2.065 -83.18% 

IRD 
(0.021") 

2.270 2.412 6.25% 15.230 2.406 -84.20% 

ORD 
(0.021") 

6.095 6.867 12.66% 44.870 7.475 -83.34% 

4.6 Conclusion 

This chapter investigates and analyzes the effect of Laplacian and rectangular unitary time 

shifted framing methods to extract, demodulate and identify the bearing faults.  

 This analysis shows that the performances of rectangular unitary time shifted frames are 

significant in detecting faults, as well as shaft rotating frequencies, from the FCF, FKS 

and FE time series.  

 FKS for IRD and ORD are consistent in analyzing the fault frequencies, but FE performs 

better in the detection of shaft revolution. However, FCF can be used to identify faults, 

but the performance is not at par with that of FKS and FE.  

 It is observed that the FCF, FKS, and FE analysis based on the Laplacian frames are 

significant in detecting the faults and can be used for noisy signals.  

 The main advantages of proposed algorithms are the way the sliding based distribution 

functions suppress the modulated higher order harmonics and bring back the actual 

frequency components near the fault frequency bands, RPM, and their harmonics without 

the use of SK method and Hilbert transform. Finally, it is observed that the proposed 
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method behaves like a self-demodulating algorithm in fault feature extractions. This 

method is also tested on IRD and ORD faults under different loading conditions i.e. for 

1hp, 2hp and 3hp for different fault sizes. The performance of the proposed method is 

observed to be efficient in detecting faults under different conditions as well. 
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CHAPTER 5                                                                                                            

Vibro-Acoustic Signals in Fault Analysis 

The sensing methods have significant impact on faithful signal acquisition from the real time 

environment. Therefore, the impact of vibration and acoustic based sensing methods are 

used in parallel for fault detection in the bearing. In this chapter, the vibro-acoustic features 

of the bearing are extracted using variational mode decomposition (VMD) and empirical 

mode decomposition (EMD) techniques. The extracted decomposed modes are selected using 

�� and log-variance based method to identify the actual mode depicting the fault frequency 

and the shaft rotation. The performance of VMD is observed to better for most of the cases 

with least spectral leakages, but at lower speed EMD performs better than VMD.  

 

Each celestial body, in fact each and every atom, produces a particular sound on account of 

its movement, its rhythm or vibration. All these sounds and vibrations form a universal 

harmony in which each element, while having it's own function and character, contributes to 

the whole. 

-Pythagoras (569-475 BC) 

5.1 Introduction 

The bearing fault can be addressed using various sensors as discussed in chapter 2, however, 

recently the research has paved the way to understand the effect of vibro-acoustic signals in 

fault identification. The vibro-acoustic been carried to study the relation between acoustic 

and vibration spectrum and their reliability in fault identifications. Recently, sound based 

analysis using microphone has gained importance with the change in its design, sensitivity, 

cost and the non-invasive process monitoring ability as compared to vibration sensors [201]. 

Eventually, the designers of pressure based microphone (Sanken CO-100K) have achieved 

frequencies close to 100 kHz that approximately match the ultrasonic range. But, the issues 

with the environmental noise have cut down the demand and usability of microphones in the 

past. Nowadays, researchers are focusing on microphones to analyze faults in the bearings 

and predicted their usability in advance fault detections [202]. In [203], the usability of AE, 

microphone, and vibration sensors are compared to detect faults in the journal bearing and 

rolling bearing of vessels. Similar experiments using these sensors were carried out by many 

researchers in the field of process control, pump and induction motors. These projected the 

capability of acoustics in fault detection [204,205,206].   
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 Apart from these sensing techniques, some of the adaptive nonlinear and non-

stationary signal processing techniques can be used intrinsically to decompose signal into 

modes. In the past fifteen years, EMD has strengthened the field of fault analysis in detecting 

nonlinear and non-stationary signals. Till date it has been modified into many forms like 

ensemble empirical mode decomposition (EEMD), complete ensemble EMD (CEMD) 

and Complete EEMD with adaptive noise (CEEDMAN) etc. [207,208]. To better analyze 

AM-FM signals simultaneously, EMD can be used as a better choice over other algorithms 

like wavelet and WVD [209]. But, EMD and its variants still suffer from mode mixing issues 

during signal reconstructions using Cubic Spline interpolation. More recently, variational 

mode decomposition (VMD) has gained advantage over EMD in extracting information 

from the bearing and is free from mode mixing issues [210,211]. Some of the researchers 

have used fusion of VMD along with detrend fluctuation analysis (DFA) to diagnose defects 

[212]. Similarly, many researchers have used EMD along with Hurst to diagnose fault in 

bearings. Generally, Hurst is used in differentiating signal from the noise and can be used as 

an indicator to select the actual mode from the decomposed modes based on coherency. 

Especially, these combinational approaches have a lot of applications in the areas of image 

processing, signal processing, mechanical engineering and financial stock market analysis 

etc. [213,214,215,216].  

 In this chapter, initially, the depths of modulation on the acquired vibro-acoustic 

signals are verified using FECCV method used in third and fourth chapters. This method is 

used to evaluate whether to follow the algorithms developed in chapters 3 & 4, or a new 

modification or approach needs to be carried out to analyze the signals. Moreover, this 

chapter focuses more on comparing two different sensors like accelerometer and pressure 

microphone, and two different algorithms like VMD and EMD in diagnosis of fault. 

Initially, VMD and EMD are concurrently used to decompose vibro-acoustic signals from 

the bearings, and the modes depicting the fault and the shaft rotation frequencies are 

extracted using correlation coefficient (��) and log-variance approaches [217].  

5.2 Variational Mode Decomposition 

VMD decomposes the real-valued input signal �(�) into a number of discrete sub-signals 

(modes), and has sparsity property while producing the decomposed signals [218]. The 

signal is decomposed into a number of modes �� around the center frequency ⍵�. The 

decomposition steps are as follows in (5.1), 
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 where  � = ∑ ���  and  {��} = {��,… … … ..��} and {��} ≔ {��,… … … ..,��}	are 

the set of nodes and their center frequencies. 

The absolute integral property of the signal can be set using (5.2), 
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������
�

�

�

+ 
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� + ⟨�(�),�(�)− ∑ ��(�)� ⟩     

 

(5.2) 

 

 This helps in subjecting �� at the center of gravity of the corresponding modes in the 

power spectrum, �		is the Lagrangian multiplier. Complete optimization of VMD is as 

follows; 

1. Step 1: Initialize {���
�},{��

�},���,�	 ← 0 

           Repeat �	 ← � + 1 

           for � = 1: �	do 

           update ���	 for all � ≥ 0 using (5.3) 

 

���
���(�)	←

��(�)− ∑ ���
���(�)−��� ∑ ���

�(�)��� +
���(�)

2
1 + 2�(� − ��

�)
�

 
(5.3) 

2. Step 2: Update ��	using (5.4) 

 
��

��� =
∫ �|���(�)|

��

�
��	

∫ |���(�)|�
�

�
��	

 
(5.4) 

3. Step 3: dual ascent � ≥ 0: 

 
�����(�)= ���(�)+ � ���(�)−����

���

�

(�)� (5.5) 

4. Finally, repeat the process till its convergence (5.6) 

 �‖���
��� − ���

�‖�
� ‖���

�‖�
�⁄ < �

�

 (5.6) 

 Once the modes are obtained, FFT is applied to the decomposed modes to get the 

frequency domain of the signals as defined in (5.7). 

 
����� = � ��.�

������ �/�

���

���

 
(5.7) 

 

where N is number of discrete sample points. 
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5.3 Experimental Setup and Methodology 

The schematic views of the fault analysis simulator and the actual test bed are shown in Figs. 

5.1 & 5.2 respectively. Piezoelectric accelerometer and array microphone sensors are used to 

acquire the vibration and acoustic signals respectively. These sensors are interfaced with the 

24 bit NI USB-4432 DAQ card to acquire the signals. The vibro-acoustic signals from the 

bearing are sampled simultaneously at a rate of 5120 samples per sec for duration of six 

seconds. Sampling rate of 5120 is chosen in reference to the frequency of IRD fault at 3000 

RPM i.e. 270.747 Hz and the assumed sampling rate is ten times greater than what is desired 

in practical applications. The oversampling rate beyond desired sampling rate can increase 

the implementation costs in practical applications [219]. But, as far as data acquisition time 

is concerned, it can be of longer duration for better predictability of the signal. However, if 

meaningful information can be passed with least number of data samples, then utilization of 

resources can be minimized [220]. The vibro-acoustic signals are analyzed for a sample size 

of 10000 and processed using EMD and VMD to get monotonic signals. The large sample 

length is chosen to minimize the effect of noise on the signal [221].  

 For fault identification, SKF-6205 deep groove ball bearing (DGBB) is used. A fault 

of 0.5mm is created in the inner race using an electrical discharge machine (EDM) as shown 

in Fig. 5.2(d). For performance analysis, the bearing is rotated at variable speed starting from 

1000 to 3000 revolutions per minutes (RPM) using variable frequency drive (VFD) as in Fig. 

5.2. To avoid any drift in speed, torque and current, the induction motor is operated using 

space vector modulation (SVM) technique. Tables 5.1 and 5.2 represent the bearing 

configuration and the fault frequencies at various speeds of 3000, 2500, 2000, 1500 and 

1000 RPM respectively. 
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Figure 5.1 Bearing fault simulator schematic with sensor and data acquisition system  

 

  
Figure 5.2 Experimental setup (a) 1-NI-USB DAQ ,  2-Motor,  3-Signal conditioner (SC)  (b) 4-Microphone, 
5-Accelerometers, 6-Proximity sensor (c) 7-Variable frequency drive (d) 8-Electrical discharge machine, 9-  

IRD 
 
 

7-VFD 

4-Microphone 

2-Motor 

1-DAQ 

6-Proximity Sensor 5-Accelerometers 

8-EDM 

3-SC 

 
9-IRD 

(a) (b) 

(c) (d) 
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Table 5.1 Ball bearing configuration 

Bearing Type Pitch diameter (inch) Rolling element diameter (inch) Number of rolling element 

6205 (DGBB) 1.537 0.3125 9 

 

Table 5.2 Ball bearing frequencies 

Shaft Speed 

(RPM) 
BPFI (Hz) BPFO (Hz) BSF (Hz) FTF (Hz) RDF (Hz) 

3000 (50.00 Hz) 270.747 179.253 117.877 19.917 235.754 

2500 (41.66 Hz) 225.622 149.378 98.231 16.598 196.462 

2000 (33.33 Hz) 180.498 119.502 78.585 13.278 157.169 

1500 (25.00 Hz) 135.373 86.627 58.939 9.959 117.877 

1000 (16.66 Hz) 90.249 59.751 39.292 6.639 78.585 

* ball pass frequency inner race (BPFI), ball pass frequency outer race (BPFO), ball spin frequency (BSF), cage defect frequency (FTF) 
and rolling element defect frequency (RDF) 

5.4 Proposed Signal Extraction Techniques   

The vibro-acoustic signals are decomposed and extracted using the following algorithms and 

the detail is shown in the Fig. 5.3.  

1. Decompose the vibration and acoustic signals concurrently using EMD and VMD. 

2. Analyze the extracted modes of VMD and EMD using FFT. 

3. Extract the exact modes depicting the fault and shaft rotation frequencies using 

correlation coefficient (��) and log-variance approach in (5.8) and (5.10) 

respectively. This approach identifies the exact mode depicting the fault frequency 

and shaft rotation irrespective of the maximum energy concentration at certain center 

frequencies. 

4. The rising slopes and the highest peaks are used as an indicator to select the actual 

mode depicting the fault frequency and the rest are rejected.  

 

Figure 5.3 Comparative analysis of acoustic and vibration signals using EMD and VMD 
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The correlation coefficient (��) can be expressed as in (5.8) [222]. 
 

 
��(�)=

∑ ����[�].�[�]
�
���

�∑ ����[�].����[�]
�
��� 	�∑ �[�].�[�]�

���

 (5.8) 

 

 where �[�] is the un-decomposed signal and � represents the mode, � = 1,2....11, 

� = 1,2,3,… � and � is sample size. The energy based empirical variance of the modes can 

be calculated using (5.9). 

 
�[�]=

1

�
�(����[�])

�

�

���

 
(5.9) 

 

 The variances of the modes are related to the mode indices through the relations 

(5.10) [223]. 

 �������(����
���

)� = 2����(��)+ ���(�) (5.10) 

 where �, �, �, ��� and �� are constant, the mode index, Hurst exponent, fractional 

Gaussian noise and periods of the signals respectively. The log-variance of negative slope is 

assumed to be noisy in nature based on the observation referred in [155]. It shows that the 

maximum value of log-variance energy is concentrated on a mode which corresponds to the 

coherent mode. The analysis looks for the coherent mode reflecting the maximum energy 

accumulation and is verified using the decomposed modes extracted using EMD and VMD.    

5.5 Results and Discussion 

The vibro-acoustic features of the bearing are analyzed using EMD and VMD. Since, the 

accelerometer and microphone behave as an impedance network to the system under test, the 

change in the characteristic of the fault will have different effects on both the sensors.  

5.5.1 Verifications of Amplitude Modulation  

This analysis is carried out to identify the effects of amplitude modulation in the 

experimental test signals [224, 147]. The modulation creates sidebands in the spectrum and 

can be recovered using envelope and cepstral analysis techniques [225]. This analysis is 

performed to verify the effect of envelope and cepstrum analysis on the observed frequency 

spectrum. It is observed from Fig. 5.4 that the standardized acoustic and vibration signals 

hardly indicate the presence of significant impulses. Therefore, to observe the effect of 

modulation, spectrum, envelope and cepstral-envelope are compared in the Fig. 5.5. It is 
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observed from acoustic signal FFT in Fig. 5.5(a) that the fault frequency of 270.3 Hz is 

clearly noticeable, whereas, envelope detects only the shaft rotating frequency of 50.18 Hz 

effectively, but fails to trace the defect. Similarly, cepstral envelope in Fig. 5.5(a) traces the 

fault, but the signals are buried in noise. Further, the analyses are carried out on vibration 

signal to identify defects in the signal. It is observed from Fig. 5.5(b) that the fault and the 

shaft rotating frequencies are detected from vibration signal FFT, whereas the envelope and 

cepstral-envelope methods fail to detect faults. It can be inferred that both acoustic and 

vibration signatures are in congruence for FFT rather than for envelope and cepstral-

envelope methods. It can be concluded that prior to any processing, the effect of amplitude 

modulation needs to be tested using FECCV technique (discussed in chapter 4).  
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Figure 5.4 Time response of acoustic and vibration signals at 3000 RPM 
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          (a) 

 
        (b) 

Figure 5.5 Spectrum using FFT, envelope and cepstral envelope at 3000 RPM (a) acoustic (b) vibration signals  

0 50 100 150 200 250 300 350 400 450 500

0.1

0.2

0.3

0.4

 

 

X: 270.3

Y: 0.3925
Acosutic signal fft

50 100 150 200 250 300 350 400

0.02

0.04

0.06

0.08

 

 

X: 270.3

Y: 0.00633

A
m

pl
it

ud
e 

(P
a)

X: 50.18

Y: 0.07652

Acosutic signal env

0 50 100 150 200 250 300 350 400 450 500

5

10

15

x 10
-4

 

 

X: 270.3

Y: 0.001516

Frequency (Hz)

X: 50.18

Y: 0.00115 Acosutic signal cenv

100 200 300 400 500 600 700
0

5

10

15

x 10
-3

 

 

X: 50.18

Y: 0.004043

Frequency

X: 249.9

Y: 0.009131

vibration signal fft

100 200 300 400 500 600 700

1

2
3

4
5

x 10
-3

 

 

X: 270.3

Y: 0.0008127

Frequency

A
m

pl
it

ud
e 

(m
V

)

X: 50.18

Y: 0.004639

vibration signal env

50 100 150 200 250 300 350 400 450 500
0

2

4

6

8

x 10
-4

 

 X: 50.18

Y: 0.0006013

Frequency (Hz)

X: 270.3

Y: 0.0006527
vibration signal cenv



Vibro-Acoustic Signals in Fault Analysis  

103 

5.5.2 Vibro-Acoustic Signals Decomposition using EMD 

The vibro-acoustic fault signals are decomposed by EMD to obtain likely stationary modes 

from the signals. These signals are classified using �� and log-variance to identify the exact 

mode depicting the fault frequency. 

Case Study 1: Vibro-Acoustic Signals Analysis at 3000 RPM 

Initially, the analysis is carried out to identify the IRD defect using the acoustic signal. The 

extracted IMFs for acoustic signals are shown in Figs. 5.6(a) & (b). The acoustic signal is 

decomposed to its lowest frequency level as shown in Fig. 5.6(a). Here, the monotonic signal 

extraction is avoided to reduce the unwanted computational cost incurred for the calculation 

of maxima and minima. The time series signals extracted by mode decomposition techniques 

are further evaluated using FFT as shown in Fig. 5.6(b). It is observed that the intensity of 

the acoustic signal is significant at M3 and M4. The M5 and M6 have higher intensity next 

to the fault frequency of 270.3 Hz. The extracted fault frequency closely matches with that in 

Fig. 5.5(a). It is observed that the rotating frequency and their harmonics are deviating by 

very slight extent due to the mode mixing issues suffered by EMD. The approximate values 

of intensities obtained from Fig. 5.6(b) are listed in Table 5.3.  

 Similarly, the vibration signal for IRD is decomposed into modes using EMD, as 

shown in Fig. 5.7(a). The frequency spectrums extracted from the IMFs are shown in Fig. 

5.7(b). It is observed from the spectrums that the intensity of vibration is significant for M1 

and M2. These IMFs have higher intensity at 743.4 Hz for the M2 and the resultant 

intensities for all other modes are listed in Table 5.3. A false fault frequency is predicted at 

743.4 Hz if the mathematical formulation is not referred in fault identification. However, the 

actual fault and shaft rotating frequencies can be traced using the mathematical formulation 

and observed for M3-M6. It is depicted from the vibro-acoustic results that EMD suffers 

from mode mixing issues and it is really difficult to trace the exact mode depicting the fault 

frequency. It can be concluded from the analysis that acoustic signals are significant in 

identifying the fault frequency as compared to the vibration signals, if the dominant peaks 

are considered for fault detection.  
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Table 5.3 Frequencies and Intensities of acoustic and vibration signals for EMD 

Decomposed Signals Acoustic signal Vibration signal 

 
Intensity 

 (Pa) 

Center Frequencies 

(Hz)  

Intensity (mV) Center Frequencies 

(Hz) 

Mode1 0.064 1440 0.100 743.40 

Mode2 0.045 743.40 0.070 743.40 

Mode3 0.258 270.30 0.045, 0.030 250, 270.30 

Mode4 0.119 270.30 0.030 249.90 

Mode5 0.077 99.84 0.039 99.84 

Mode6 0.041 50.18 0.027 50.18 

Mode7 0.062 22.02 0.007 34.30 

Mode8 0.080 10.00 0.006 18.00 

Mode9 0.080 10.00 0.008 9.00 

Mode10 0.080 3.00 0.005 5.00 

Mode11 0.050 1.50 Nil Nil 

 

To infer the mode mixing issues, all the modes for acoustic and vibration signals are merged 

together, as shown in the Figs. 5.8(a) & (b). Fig. 5.8(a) shows that different modes are 

overlapping on one another for the acoustic EMD (Aemd), but the fault frequency is 

significant for M3 as compared to all other modes. Fig. 5.8(b) for vibration EMD (Vemd) 

has significant energy corresponding to higher frequencies (M1), even though the fault is 

traced at M3. For better segregation of signals, the analyses are further carried out using 

��	and log-variance slopes based on Hurst as an indicator to select mode depicting fault 

frequency. Fig. 5.8(c) shows that the fault frequency is observed for the M3 with �� of 0.45, 

but it is below 0.2 for shaft rotating frequency. Similarly, the acoustic signal in Fig. 5.8(d) 

has positive peak at 270.3 Hz, but vibration fails to predict the defect. This analysis shows 

that the M3 is the actual mode not M4 (Check Table 5.3), and this is validated using �� and 

log-variance methods. 
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               (a)                                                                                   (b) 

Figure 5.6 Aemd (a) Time domain (b) Frequency domain 
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  (a)                                                                        (b) 

Figure 5.7 Vemd (a) Time domain (b) Frequency domain  
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      (a)        (b) 

  

       (c)        (d) 
Figure 5.8 EMD modes at 3000 RPM (a) FFT acoustic signal (b) FFT vibration signal (c) �� (d) Log2 

(variance)  

Case Study 2: Vibro-Acoustic Signals Analysis at 2500 RPM 

It is observed from Figs. 5.9(a) and (b) that the M4 depicts the fault frequency of 224.8 Hz in 
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frequency of 41.47 Hz which can be observed from the M7. Fig. 5.9(c) shows that the M4 
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But all the falling slopes can be rejected as Hurst describes them as noise, and hold no 

congruence with the signal. 

       (a)  (b) 

         (c)          (d) 
Figure 5.9 EMD modes at 2500 RPM (a) FFT acoustic signal (b) FFT vibration signal (c) �� (d) Log2 

(variance) 

Case Study 3: Vibro-Acoustic Signals Analysis at 2000 RPM  
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frequencies, even though the slope is less at M4. It is observed the performance of �� is 

better compared to log-variance in identifying exact mode representing the fault and the shaft 

rotating frequencies.   

  

      (a)    (b) 

  

       (c)        (d) 
Figure 5.10 EMD modes at 2000 RPM (a) FFT acoustic signal (b) FFT vibration signal (c) �� (d) Log2 

(variance) 
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shaft rotating frequencies respectively, even if the energy is low. But, the �� for vibration 

signal fails to represent any of the features. The log-variance indicates the fault frequency 

partially as the slope is low, but the shaft rotating frequency is predicted correctly. The �� 

for vibration signal could not able to trace the fault and shaft rotation from the extracted 

modes. 

 

       (a)       (b) 

 

        (c)         (d) 
Figure 5.11 EMD modes at 1500 RPM (a) FFT acoustic signal (b) FFT vibration signal (c) �� (d) Log2 

(variance) 
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variance in Figs. 5.12(c) and (d) misinterpret the mode, and fails to detect the presence of 

faults. It is observed as the speed reduces the detection sensitivity decreases with a lowering 

in the correlation between the modes and the actual signal.  

  

       (a) (b) 

  

     (c)        (d) 
Figure 5.12 EMD modes at 1000 RPM (a) FFT acoustic signal (b) FFT vibration signal (c) �� (d) Log2 

(variance) 

5.5.3 Vibro-Acoustic Signals Decomposition using VMD 
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is observed from Fig. 5.13(b) that the modes extracted using VMD separate out signals into 

different bands based on the constraint bandwidth. The detailed intensities observed for these 

modes are listed in Table 5.4. The M10 and M11 are selected based on the mathematical 

fault frequencies obtained from Table 5.2. The selection of mode is very tough when the 

center frequencies based on Wiener filtering and shifting operations are used to extract the 

information. It shows a wider frequency extraction range as compared to EMD. It means 

both the algorithms are sensitive for different sensing technologies i.e. for acoustic and 

vibration sensing. The extracted intensity of the signal is higher for VMD as compared to 

EMD. It clarifies that for high noisy environment VMD can perform better than EMD. But 

as far the mode extraction is concerned; it cannot be used to predict the number of modes 

adaptively.  

 The extracted time series and spectral vibration of VMD based decomposed modes 

(Vvmd) are shown in Figs. 5.14(a) & (b). VMD extracts the vibration feature of the signal 

and depicts the actual speed of the shaft and its harmonics at M11 as in Table 5.4. The 

decision of the exact number of modes to extract monotonic signal is the limitation of VMD. 

It is observed from Fig. 5.14(b) that the intensity of vibration is significant at lower modes as 

compared to the higher modes. As far as the mode selections are concerned, the vibration 

data fails to predict the fault frequency without the help of mathematical formulations as in 

Table 5.2.  

 For clear visualization of the actual behavior of the vibro-acoustic modes, the signals 

are plotted in a single graphical window as shown in Figs. 5.15(a) and (b). It is observed 

from the acoustic modes in Fig. 5.15(a) that the modes are free from mode mixing problem 

encountered by EMD. The M10 represents the actual fault frequency, whereas the shaft 

rotating frequency is observed in M11. The observed patterns are also reflected for the 

equivalent modes for the vibration signal as shown in Fig. 5.15(b). The acoustic signal 

shows the M10 as the dominant mode, whereas the vibration shows the M7 as the dominant 

mode. For comprehensive analysis and the selection of modes, further, the analyses are 

carried out using �� and log-variance methods. It is observed from the Fig. 5.15(c) that the 

M10 for acoustic clearly represents IRD with �� of 0.6 and is much improved as compared 

to that in EMD. Vibration signal predicts the M7 as the dominant mode with a frequency of 

743.7 Hz. It is observed that vibration fallshort in predicting actual fault frequency as 

compared to its acoustic counterpart. The fault frequency shows a maximum peak for the 

log-variance analysis and is in congruence with �� as shown in Fig. 5.15(d). Again the �� 
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and log-variance fail to detect the fault, even though it is detected by the vibration spectrums. 

It can be concluded that the vibration-acoustic signal pattern follows different characteristics 

i.e. the property (chaotic or random) distribution function for both the signal might be 

different as the TF of acquisition sensor changes (assuming housing as the transfer function 

(TF) for the vibration sensor and air medium as the channel/TF for acoustic sensors). 

 
                (a)                                                                                              (b) 

Figure 5.13 Avmd (a) Time domain (b) Frequency domain 
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               (a)                                                                                                         (b) 

Figure 5.14 Vvmd (a) Time domain (b) Frequency domain 
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Table 5.4 Frequencies and Intensities of acoustic and vibration signals for VMD 

Decomposed 

Signals 

Acoustic signal Vibration signal 

 
Intensity  

(Pa) 

Center Frequencies 

(Hz) 

Intensity  

(mV) 

Center Frequencies 

(Hz) 

Mode 1 0.050 2475 0.030 2547 

Mode 2 0.027 2140 0.016 2150 

Mode 3 0.070 1888 0.010 1846 

Mode 4 0.046 1651 0.080 1439 

Mode 5 0.060 1440 0.010 1137 

Mode 6 0.032 1314 0.030 856.6 

Mode 7 0.033 920.6 0.159 743.4 

Mode 8 0.050 743.9 0.098 693.2 

Mode 9 0.107 506.9 0.072 506.4 

  Mode 10 0.373 270.3 0.085,0.05 250, 270.3 

  Mode 11 0.06, 0.054 50, 99.84 0.036, 0.051 50, 99.84 

 
 

  

    (a)          (b) 

500 1000 1500 2000 2500
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

 

 

X: 270.3

Y: 0.3738

Frequency (Hz)

A
v
m

d
 A

m
p

li
tu

d
e

X: 50.18

Y: 0.05927

M1

M2

M3

M4

M5

M6

M7

M8

M9

M10

M11

500 1000 1500 2000 2500
0

0.002

0.004

0.006

0.008

0.01

0.012

0.014

0.016

 

 

X: 50.18

Y: 0.00362

Frequency (Hz)

V
v
m

d
 A

m
p

li
tu

d
e

X: 270.3

Y: 0.00514

M1

M2

M3

M4

M5

M6

M7

M8

M9

M10

M11

Mode representing 
fault 

Mode with max peak  

Mode representing 
fault 

Mode with max peak  



Vibro-Acoustic Signals in Fault Analysis  

116 

  

     (c)         (d) 
Figure 5.15 VMD modes at 3000 rpm (a) FFT acoustic signal (b) FFT vibration signal (c) �� (d) Log2 

(variance) 

Case Study 7: Vibro-Acoustic Signals Analysis at 2500 rpm 

It is observed from the Fig. 5.16(a) that the fault and shaft rotating frequencies (224.8 Hz 

and 41.47 Hz) are present in M10 and M11 modes respectively. But, the M11 in Fig. 5.16(b) 

indicates both the frequencies (fault and shaft) without alteration in the modes. Fig. 5.16(c) 

depicts the fault and shaft rotation with �� of 0.4 and 0.45 approximately. The rising slopes 

are the indication of congruence of the modes with the actual signal. The log-variance also 

follows the same pattern as that of �� in identifying the fault and shaft rotating frequencies 

for acoustic signal, but fails to predict from vibration as shown in Fig. 5.16(d).  
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     (c)      (d) 
Figure 5.16 VMD modes at 2500 RPM (a) FFT acoustic signal (b) FFT vibration signal (c) �� (d) Log2 

(variance) 
 

Case Study 8: Vibro-Acoustic Signals Analysis at 2000 RPM 

It is observed from Fig. 5.17(a) that the fault and shaft rotating frequencies are present in the 

M10 and M11 modes respectively, and the intensity of the observed signal is found to be 

better than the extracted modes using EMD. It can be concluded that the spectral leakage for 

EMD is more compared to VMD. For competitive analysis, the observations are carried out 

for the vibration signal and the modes are presented in Fig. 5.17(b). The fault and shaft 

rotation are represented by the M10; it is observed from the mode that the signal intensities 

are too low compared to that of acoustic. Fig. 5.17(c) clearly shows maximum correlation at 

M10 and M11 with the varying �� of 0.5, and it matches to that of Fig. 5.17(a). The �� for 

vibration fails to depict the frequencies and is lacking in comparison to the acoustic in 

predicting fault. The log-variance analysis in Fig. 5.17(d) has a rising slope at M10 and M11, 

and represents the fault and shaft rotating frequencies of 180.2 Hz and 33.28 Hz 

respectively. The fault detections using vibration signals are observed to be poor performer 

compared to acoustic signals. 
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     (a)   (b) 

  

     (c)       (d) 

Figure 5.17 VMD modes at 2000 RPM (a) FFT acoustic signal (b) FFT vibration signal (c) �� (d) Log2 
(variance) 

Case Study 9: Vibro-Acoustic Signals Analysis at 1500 RPM 

The test is performed at a speed of 1500 RPM using VMD, and its effects on the vibro-

acoustic modes are detailed in Fig. 5.18. The M10 in Fig. 5.18(a) detects the observed fault 

frequency at 135.2 Hz with minimal intensity in the spectrum. Fig. 5.18(b) shows the 

vibration modes and the observed fault frequency in M11. Fig. 5.18(c) shows the maximum 

correlation at M5 with frequency of 1429.2 Hz. Even if the fault is matched and identified at 

M10, but, if the mathematical formulation is not considered then the identifier may assume 

M5 as the actual mode representing the fault. The performance randomly shows 770 Hz at 

M10 for vibration signal as the actual mode and fails to provide qualitative information 

related to the fault. The log-variance in Fig. 5.18(d) performs better than ��, but the 
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performance still lacks in accurately predicting the exact mode. It can be compared that the 

performance of EMD is better than VMD at 1500 RPM (as �� is maximum at M5). 

Therefore, the decomposition process carried out by these algorithms can affect the analysis 

and extraction process. 

  

   (a) (b) 

  

     (c)      (d) 

Figure 5.18 VMD modes at 1500 RPM (a) FFT acoustic signal (b) FFT vibration signal (c) �� (d) Log2 
(variance) 
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Case Study 10: Vibro-Acoustic Signals Analysis at 1000 RPM 

Figs. 5.19(a) and (b) represent the acoustic and vibration spectrum for the decomposed 

modes. It can be observed from Fig. 5.19(a) that the shaft and fault frequencies of 16.38 Hz 

and 90.11 Hz are noticed in M11. The vibration spectrum in Fig. 5.19(b) reflects the shaft 

and fault frequencies, but the signals are dipped inside noise. The �� and log-variance for 

acoustic and vibration in Figs. 5.19(c) and (d) fail to predict the frequencies. It can be 

concluded that the fault frequency identifications are significant at higher speed, but its 

performance degrades drastically for lower speed while using �� and log-variance 

approaches. 

  

      (a) (b) 

  

       (c)      (d) 

Figure 5.19 VMD modes at 1500 RPM (a) FFT acoustic signal (b) FFT vibration signal (c) �� (d) Log2 
(variance) 
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5.6 Conclusion 

The vibro-acoustic signal analysis and mode selections using �� and log-variance, based on 

EMD and VMD techniques, have shown favorable results in fault detection at variable 

speeds. The mode mixing issues faced by EMD during signal decomposition are mitigated 

using VMD. It is observed that the performance of EMD is better than VMD at 1500 RPM 

and detects the shaft speed and fault frequencies effectively using ��	and log-variance 

selection methods. But, the analysis shows that for lower RPM of 1000, both EMD and 

VMD fail to identify the mode significantly using �� and log-variance plots. However, this 

analysis shows that the performances of VMD are better than EMD for the acoustic signal at 

higher RPM i.e. above 1500, and clearly depict the actual mode representing the fault and 

shaft frequencies. It is observed that the vibration signals are responsive in detecting higher 

order shaft rotating frequencies for certain cases. This analysis suggests that VMD is more 

immune to noise compared to EMD as the noise floor increases with increase in speed. 

Similarly, the mode selection using �� and log-variance are in congruence and show the 

concentration of high energy for the VMD as compared to EMD. 
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CHAPTER 6                                                                                                

Conclusions and Future Works 
 

6.1 Contributions 

Traditionally, the fault diagnosis using vibration has contributed its majority share in 

identifying faults related to bearings. For verification and identification of faults related to 

the bearing, three different signal processing approaches are proposed and validated on the 

CWRU and experimental data sets. In the first approach, standardized EMD-PCA based 

average kurtosis technique followed by envelope, cepstral and cepstral envelope analysis 

(FECCV) are used to diagnose faults in the bearings adaptively. This proposed EMD-PCA 

based average kurtosis technique concurrently decomposes as well as de-correlates the 

mixed modes, thereby increasing the detection sensitivity of fault. It is observed that the 

envelope detection is more sensitive to noise as compared to the cepstral envelope method. It 

is also observed that it helps in detecting lower dimensional defects of IRD, ORD, and BD 

effectively.  

In the second approach, the IRD and ORD are tested using unitary sample shifted 

Laplacian and rectangular framed based FCF, FKS and FE techniques. Initially, KS test is 

performed on healthy, IRD, ORD and BD signals to identify the actual distribution function. 

It is observed that the healthy and BD signals are closely related to the normal distribution, 

whereas, the IRD and ORD signals to Laplacian distribution. To segregate the faults, 

Laplacian and rectangular distribution functions are used to generate unitary sliding time 

series. These time series, i.e. FCF, FKS and FE are observed to be beneficial in detecting 

faults and their harmonics, in the signals. It is also observed that the proposed Laplacian 

distribution functions closely match with the faulty signals and reduce the leakages in the 

signal extraction process. This method is found to be free from traditional demodulation 

method, as it concurrently suppresses the carrier frequencies during the generation of frame 

based time series.  

In the third approach, the performances of vibroacoustic sensors are tested to detect 

faults. Initially, the vibration and acoustic signals are processed using EMD-VMD 

techniques. It is observed, EMD shows mode mixing issues in the spectrum, whereas VMD 

is free from it. The performance of VMD is better than EMD for almost all the cases except 
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at 1500 RPM for the acoustic signal. The faulty modes are selected using �� and log-

variance and it is found that the acoustic signals perform better in detecting faults and shaft 

rotation under variable speed. Whereas, the vibration sensor merely traces the fault in the 

signal, except the shaft rotating frequency for certain cases. These results clearly show the 

usability of pressure microphone in the area of fault detection. 

Finally, it is observed from the discussions and analysis that the BCM is complicated 

and needs intuitive signal analysis. It is observed that the probability density function is the 

most vital factor, which can be used to predict the signal behavior. The nonlinear signal 

processing techniques can be adapted to segregate fault signal from the noise. Apart from 

signal processing, it is inferred that sensors play a major role in acquiring signals. This 

analysis shows that the microphone can be used to detect faults. During experimental 

observations, it is inferred that the detection and acquisition of signals depend on the test 

bench, and it is very difficult to project this analysis for other BCM systems. 

6.2 Future Works 

The observations from the experimental results show that the algorithms are sensitive to the 

applications, system components, and the environment; therefore, these cannot be applied 

directly to diverse fields. Hence, in future studies the main focus will be to characterize the 

signals i.e. chaotic, random or Brownian, and the why and how factors that change their 

behavior. 
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