Estimation and Prediction of Fouling Behaviour in a
Shell-and-Tube Heat Exchanger

THESIS

Submitted in partial fulfilment
of the requirements for the degree of
DOCTOR OF PHILOSOPHY

by

DILLIP KUMAR MOHANTY

Under the Supervision of
Dr. Pravin M. Singru

BIRLA INSTITUTE OF TECHNOLOGY AND SCIENCE
PILANI (RAJASTHAN) INDIA

2012



BIRLA INSTITUTE OF TECHNOLOGY AND SCIENCE
PILANI (RAJASTHAN)

CERTIFICATE

This is to certify that the thesis entitl&&stimation and Prediction of Fouling Behaviour in
a Shell-and-Tube Heat exchanger”submitted by Dillip Kumar Mohanty, ID No.
2007PHXF410Gfor award of Ph. D. Degree of the Institute embediriginal work done by

him/her under my supervision.

Signature in full of the Supervisor:
Name in capital block letter®r. PRAVIN M. SINGRU

DesignationAssistantProfessor
(Mechanical Engineering)

Date:



Abstract

Heat exchangers are essential components in canapligineering systems related to
energy generation and energy transformation instréd scenarios. Fouling is the deposition
of unwanted materials onto the heat transfer sagfat a heat exchanger causing an increase in
thermal resistance and subsequent reduction im#iezfficiency. It acts as an added thermal
resistance and therefore affects adversely theevaflithe overall heat transfer coefficient. The
deposit has a considerable impact on the overal b@ansfer coefficient as the thermal
conductivity of a solid foulant deposited on a heathanger surface is invariably smaller than
that of the metal on which it resides. In this egsh work, a system approach for investigation
of fouling effects on the heat transfer performanoé a shell-and-tube heat exchanger is
developed using statistical analysis, Wilson pletimd and C-factor method. Subsequently the
neural network approach is applied to predict taggsmance of the exchanger so that a proper
cleaning schedule can be developed without hinde¢ha exchanger performance.

The heat transfer performance parameters sucheaalbheat transfer coefficient and
fouling resistance have been estimated taking atwount the geometrical and operational
parameters. The analysis is based on the Bell-Zelawnethod which can incorporate the
entire range of geometric parameters of practiotdrést to describe the shell-side flow. A
fouling growth model has been developed for thél-stmel-tube heat exchanger using statistical
approach. The statistical analysis is considereddomal, log-normal, exponential and weibull
distributions. However the fouling model is deveddptaking into account the log-normal
distribution as it is found to be the most suitallbe statistical analysis is found to be very
effective in detecting critical fouling in a heatchanger which can be utilized for predicting
the optimal maintenance schedule. This can be fasexptimal cleaning schedule in chemical
process industries so that the idle time can beceito possible minimum and simultaneously
the heat exchanger running with poor performance lma avoided. The uncertainty in the
measurements of temperature and mass flow ratebbas taken into consideration for
determination of thermal performances of the heathanger. The unsteadiness of each
working regime has taken into account the dispardioth about the mean heat duty and
overall heat transfer coefficient.



The estimation of convection coefficients conséitua crucial issue in designing and
sizing any type of heat exchange devices. The Wilptot method and its different
modifications have been used as a tool for theyarsabf convection heat transfer processes.
The correlations between the overall heat transbefficient and Nusselt Number have been
developed both for the tube side and shell side hased on the Wilson plot method and
modified versions of Wilson plot.

In this work, a very sensitive methodology has rbestroduced for performance
evaluation of a heat exchanger by using C-factachkvkliminates the application of idealized
assumptions. The C-factor is a parameter whichsgilie indication of fouling growth on heat
transfer surfaces and its effects on the heatfeaperformances of a heat exchanger. As the
C-factor takes into account the pressure drop ahame flow rate, it brings out the complete
information of the fouling effects including theerall heat transfer coefficient, overall thermal
resistance and the pressure drop. This tool cah iide applications in chemical process
industries involving heat exchangers to providd eosl performance effective operations.

The artificial neural network approach has alsenbtaken up to predict the fouling
behavior of the exchanger under operating conditidhe efficiency based on C-factor and the
temperature differences both for the shell and side have been predicted with a local linear
wavelet neural network that uses back-propagati@dignt descent approach. The trained
network is tested and found to be a suitable toobfediction of heat transfer efficiency of a

heat exchanger subjected to fouling.
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CHAPTER 1

Introduction

The process of heat exchange between two fluidgliférent temperatures and
separated by a solid wall is found in many engingeapplications. The equipment used to
implement such heat exchange process is termedhaataexchanger. A heat exchanger is a
device in which two fluid streams, one hot and oalkl, are brought into thermal contact with
each other in order to transfer heat from the hatl fstream to the cold one. It provides a
relatively large surface area of heat transfergioen volume of the equipment. The specific
applications of heat exchangers are most frequdatigd in chemical process industries as
well as power production, waste heat recovery, gewic, air conditioning, petrochemical
industries, etc.

Heat exchangers may be classified on the basisrdfcting techniques, construction,
flow arrangement or surface compactness. A shdlltabe heat exchanger is most widely used
in process plants. Shell and tube heat exchangeaisilmute more than 65% of the exchangers
in chemical process industries (Shah and SekuBO3R This is due to the fact that they
provide area density greater than 708nm for gases and greater than 30&/md for liquids
(Kakac and Liu, 2002). Besides higher efficien@duced volume, weight and cost for specific
heat duty justify shell and tube heat exchangensetahe best among all other kinds of heat
exchange equipments. This exchanger is generailtydfta bundle of round tubes mounted in
a cylindrical shell with the tube axis parallelttat of the shell. The major components of this
exchanger are tubes, shell, front end head, redrhend, baffles and tube sheet. Figure 1.1
(Incropera and Dewitt, 2010) shows the schematagrdim of a typical single pass heat
exchanger. The fluid flowing through the inner tsiliereferred to as ‘tube-side fluid’ while the
fluid flowing through the annulus is referred toskell-side fluid. The scope of application of
this exchanger includes a pressure range of 300rbahell side and 1400 bar on the tube side.
The temperature that can be handled ranges witbit? C and 600C.
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Figure 1.1 : Shell and Tube Heat Exchanger withsivedl pass and one tube pass

1.1 Heat Exchanger Fouling

The accumulation of unwanted deposits on the hemtsfer surfaces of a heat
exchanger is usually referred to as fouling. Uneddxe materials may be crystals, sediments,
polymers, coking products, inorganic salts, biotagigrowth, corrosion products, and so on.
The presence of these deposits represents a negidtathe transfer of heat and consequently
reduces the efficiency of the particular heat ergea. Fouling is a synergistic consequence of
transient mass, momentum and heat transfer phermomealved with exchanger fluids and
surfaces which significantly affects the heat exc® operating performances. Thermal
fouling in the presence of temperature gradientmaeaccumulation of undesirable deposits of
a thermally insulating material which provides adldieermal resistance to heat flow on heat
transfer surfaces over a period of time. This skaliegér not only adds thermal resistance to heat
flow, but also increases hydraulic resistance widfflow along the tubes. It is an extremely
complex phenomenon characterized by combined neats and momentum transfer under
transient conditions. Fouling can occur as a reetilthe fluids being handled and their
constituents in combination with operating condifosuch as temperature and velocity.
Though any solid or semisolid can become a heahamger foulant, but commonly
encountered foulants in industrial operations idelinorganic material such as air borne dusts
and grit, waterborne mud and slits, calcium and meamm salts, iron oxide and organic
materials such as biological substances, bactéuiagi, algae, heavy organic deposits,

polymers, tars and carbon.



The thermal fouling in the presence of a tempeeatgradient influences the heat

transfer and flow conditions in a heat exchangepimyiding an additional resistance to heat

flow process. The effect of the presence of foullager on temperature distribution is

illustrated in Figurel.2 (Bott,1995), Bnd T represent the bulk temperatures of hot and cold

fluids respectively. Under turbulent flow conditgrthese temperatures extend almost to the

boundary layer in respective fluids since thereaigood mixing and the heat is carried

physically. In general, the thermal conductivity fotilants is extremely low as compared to

that of the tube material. The thermal resistarafessed by both the deposit layers require a

large temperature gradient to drive the heat throtlge foulants. But in actual operating

conditions, the temperature difference acrossuhe wall is comparatively low (Bott, 1995).
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Figure 1.2 : Temperature distribution across foliledt exchanger surfaces

The problem of heat exchanger fouling thereforaasgnts a challenge to designers,

technologists and scientists in terms of heat feartechnology. In most commonly observed

fouling phenomenon, three basic stages can beliasdan relation to deposition on surfaces

from a moving fluid (Steinhagen, 2000).



0] The diffusional transport of the foulant or its quesors across the boundary
layers adjascent to the solid surface within tbeviihg fluid.

(i) The adhesion of the deposit to the surface anfd. itse

(i)  The removal of the material from the exchangeramaf
The rate of fouling growth is the difference betwéiee rates of deposition and removal. Figure
1.3 (Bott, 1995) indicates an idealized asymptgtiowth rate of a deposit on a heat transfer
surface. The region A indicates the initiation dhasion which is most commonly known as
induction period. The duration of induction periddpends on the fluids involved and the
operating conditions of the exchanger. But it istesignificant in case of crystallization
fouling as compared to other fouling mechanismso8eé phase represented by region B is the
steady growth of fouling deposits on the surfacerimy this phase, removal of foulants exists
along with deposit. Initially the rate of removal quite low as compared to deposit rate. But
afterwards the deposit rate gradually decreaseke wine removal rate increases leading to a
saturation state. Finally the steady state is m@ethen removal rate becomes equal to deposit
rate so that deposit thickness remains virtualtystant.

Deposit Thickness

Time
Figure 1.3 : Variation of deposit thickness withé
1.2  Types of Fouling

Depending on the mechanism of fouling formatiorheat transfer surfaces, fouling can
be broadly classified into six categories.



Crystallization Fouling

Crystallization or precipitation fouling involvesystallizationof solid salts oxidesand
hydroxidesfrom solutions Such kind of fouling contributes around 35% ofilfing
problems in industrial heat exchange equipmental{&nd Sekulic, 2003). These are
most often water solutions commonly occurring inildss and heat exchangers
operating withhard water Through changes in temperature, the concentratigalts
may exceed theaturation leading toprecipitationof solids or crystals. In general, the
dependence of the sablubility on temperature or presence of evaporation witroft
be the driving force for precipitation fouling. Trealts with the normal solubility
increase their solubility with increasing temperatand thus will foul the cooling
surfaces. The salts with inverse or retrogradebslaly will foul the heating surfaces.
Some of the industrially common phases of predipitafouling deposits observed in
practice to form from aqueous solutions includec@ah Carbonate, Calcium Sulfate,
Calcium Oxalate, Magnesium Oxide, Magnesium Hydtexi Serpentine and
amorphous silica etc. A detailed review of the naemibm of crystallization fouling is
illustrated in Appendix A.

Particulate fouling

Fouling by particles suspended in water or gasfisrred to as particulate fouling. This
process is usually most important favlloidal particles smaller than aboutuin in at
least one dimension. Particles are transporteddestirface by a number of mechanisms

and there they can attach themselve$idiyculationor coagulation Being essentially a

surface chemistrphenomenon, this fouling mechanism can be vergisea to factors

that affect colloidal stability. A maximum foulingate is usually observed when the
fouling particles and the substrate exhibit opmoglectrical charge. With time, the
resulting surface deposit may harden through pessesollectively known as deposit
consolidation or aging. The common particulate ifayldeposits formed from aqueous

suspensions include iron oxides and iron hydroxides

Corrosion fouling

When a metallic heat transfer surface is exposed twmrrosive liquid medium, the

products of corrosion may foul the surfaces. Theoston fouling of a heat transfer



surface involves two simultaneous electrochemieattions. These occur at the anodic
and cathodic portions of the surface which can ibaalized as an array of very small
area with areas of different polarity mixed in rand manner (Melo et. al., 1988).
Corrosion deposits are created by the corrosicghedubstrate Corrosion deposits will
normally have composition related to the compositaf the substrate. Also, the
geometry of the metal-oxide and oxide-fluid inteda may allow practical distinction
between the corrosion and fouling deposits. An gtanof corrosion fouling can be
formation of an iron oxide or oxyhydroxide depdsdm corrosion of the carbon steel

underneath.
Chemical reaction fouling

Chemical reactions may occur on contact of the atenspecies in the process fluid
with heat transfer surfaces. In such cases, thallcesurface sometimes acts as a
catalyst For example, corrosion argblymerizationoccurs in cooling water for the
chemical industry which has a minor content of lbgdrbons. Systems in petroleum
processing are prone to polymerizationotéfins or deposition of heavy fractions of
asphalteneand waxes. High tube wall temperatures may leaditioonizingof organic
matters. Food industries such as milk processidgstries experience fouling problems
by chemical reactions.

Solidification fouling

Solidification fouling occurs when a component bé tflowing fluid "freezes" onto a
surface forming a solid fouling deposit. Exampleayninclude solidification of wax
with a high melting point from a hydrocarbon sabatior solidification of molten ash
carried in a furnace exhaust gas onto a heat egehaurface. The surface needs to
have a temperature below a certain threshold iardalavoid the solidification point of
the foulant.



1.3

Biofouling

Biofouling or biological fouling is the undesirable accumialatof micro-organisms,
algae anddiatoms plants, and animals on heat transfer surfaceshimg untreated

water. This can be accompanied ioycrobiologically influenced corrosiorBacteria

can form biofilms or slimes which is very compléhe organisms can aggregate on
surfaces using colloidal hydrogels of water andaedllular polymeric substances such

as polysaccharidedipids, nucleic acids, etc. Bacterial foulinghcaccur under either

aerobic conditions with oxygen dissolved in wateramaerobic conditions with no
oxygen. In practice, aerobic bacteria prefer opgstesns, when both oxygen and
nutrients are constantly delivered, often in wamd gunlit environments. Anaerobic
fouling more often occurs in closed systems whefficeent nutrients are present.

Examples may includsulfate-reducing bacteriavhich produce sulfide and often cause

corrosion of ferrous metals and other alloys. $eloxidizing bacteria like

Acidithiobacillus can produce sulfuric acid, and can be involvedcarrosion of

concrete.

Composite fouling

Composite fouling is the most commonly occurringliiog process in heat transfer
surfaces of a heat exchanger. This type of fouimglves more than one foulant or
more than one fouling mechanism working simultasgouThe multiple foulants or
mechanisms may interact with each other resulting synergistic fouling which is too
much complex rather than a simple arithmetic surthefindividual components. Also,

one mechanism may be a fouling precursor for amatteehanism.

Fouling Fluids

The development of fouling greatly depends on thtine of fluids being involved in the heat

transfer process$:luids may be categorized into three groups acogrtlh their potential for
fouling (Nesta and Bennet, 2005).

Asymptotic fouling Fluids



1.4

Asymptotic fouling fluids reach a maximum constmitling resistance after a short run
time. The fluid velocity imparts a shear stresthatfouling layer that removes some of
the deposit. As the fouling layer thickens, floveals reduced and velocity increases,
thereby increasing the removal rate. When the odteemoval equals the rate of
deposition, fouling reaches an asymptotic limiteTthickness of the final asymptotic
fouling layer is inversely proportional to the angl velocity. Cooling tower water is an
example of an asymptotic fouling fluid.

Linear fouling Fluids

Linear fouling fluids have a fouling layer thatt®o tenacious to shear off at economic
design velocities. The fouling layer continues told as a roughly linear function of
time. The rate of fouling over time is dependentvelocity. At low velocity, fouling is
controlled by mass diffusion to the surface. Insie@ velocity in this range increases
mass diffusion, and thus promotes fouling. At highocity, fouling is controlled by
deposit shearing, residence time, and decreaskdngiteasing velocity. Linear fouling
mechanisms are also strongly dependant on surfacgetrature. Crude oils and
polymerizing hydrocarbons are examples of lineatifg fluids.

Non-fouling Fluids

This kind of fluids has lowest affinity for foulingn heat exchanging surfaces. Non-
fouling fluids do not require regular cleaning. Nl@emmonly used non-fouling fluids
in chemical process industries include non-polymeg light hydrocarbons, steam and
sub-cooled boiler feed water.

Fouling Progress

Fouling is a dynamic phenomenon which progressé#is tvhe. However the deposit on a

surface does not always develop steadily with tirie fouling deposition rate can be either

constant or decreasing with time correspondingécgss parameters and the dominant fouling

mechanism. Depending on the nature of the systém, fluids involved and the local

thermohydraulic conditions at the heat transfefesér; fouling grows in a number of phases.

Figure 1.4 (Kuppan, 2000) illustrates the time dejemt characteristic scenario of fouling

resistance for various kinds of fouling growth.



* Induction Period

At the initial stage of operation of a heat exchan@ near-nil fouling rate is observed
on the heat transfer surfaces. This is considerdaetthe initiation of fouling growth.
This is often observed in biofouling and precipdat fouling. After the induction

period, the fouling rate increases.

* Negative Fouling

Negative fouling occurs when fouling rate is quied by monitoring heat transfer.
Relatively small amounts of deposit can improvetheansfer relative to a clean
surface, and give an appearance of negative faulegative fouling is often observed
under nucleate-boiling heat-transfer conditions n&healeposit improves bubble
nucleation or forced-convection if the deposit @ases the surface roughness and the
surface no longer remains hydraulically smooth.eAfthe initial period of surface

roughness control, the fouling rate usually becostemgly positive.

Linear dependence
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Figure 1.4 : Time dependence of fouling resistance

» Linear fouling



If the deposition rate is constant and the remoatd is negligible or if the difference
between deposit and removal rate is constant,dbinfy-time curve is a straight line
indicating linear fouling. The linear fouling is merally represented by tough, hard,
adherent deposits due to crystallization fouling.this case, the fouling rate can be

steady with time.

Falling fouling

The falling rate fouling results from a falling degition rate or increasing removal rate
as compared to deposit rate. However the falling f@uling kinetics is regarded as the
early stage of asymptotic fouling. During this &aghe fouling rate decreases with
time, but never drops to zero. The progress dlirfgucan be described by the initial

fouling rate represented by a tangent to the fgutiarve at zero deposit loading and the
fouling rate after a long period of time represdnby an obligue asymptote to the

fouling curve.

Asymptotic fouling

For weaker deposits, the fouling resistance appiema@ constant or asymptotic value
which may not allow acceptable operation of thecpss. In this case, the fouling rate
decreases with time, until it finally reaches zeid.this point, the deposit thickness
remains constant with time which can be represehted horizontal asymptote. The
asymptote is usually interpreted as the deposditgpat which the deposition rate

equals the deposit removal rate.

Seesaw fouling

Fouling generally increases with time assumingnadr or falling rate. But in actual

practice, the fouling progress is periodically migted and takes the form of sawtooth
curve depending on the deposit and removal rate.pdriodic sharp variations in the
apparent fouling amount often correspond to the emdm of system shutdowns,

startups or other transients in operation.



1.5  Sequential Events of Fouling
The growth of fouling is a transient mechanism tt@hmonly occurs in five consecutive
stages (Shah and sekulic, 2003).
(i) Initiation Period or Delay Period :
When the new or clean heat exchanger has been itatkeoperation, the initially high heat
transfer coefficients may remain unchanged forreaceperiod of time. During this period,
nuclei for crystallization are formed or nutrieffits biological growth are deposited. This
delay period may last any time from few secondsetceral days. Almost no delay period is
observed for particulate fouling. For crystallipatifouling and chemical reaction fouling,
initiation period decreases with increasing surféemperature as supersaturation and
reaction rate increases. Generally before the efaleposition, delay time decreases with
increasing roughness of heat transfer surface.
(i) Mass Transport :
To form a deposit at the heat transfer surfads, riecessary that at least one component is
transported from the bulk fluid to the heat trandarface. In most cases, it occurs by
diffusion. For the transport of particles to thelwiaertia forces and thermophoretic forces
have to be considered.
(il Formation of Deposit :
After the foulant has been transported to the hesaisfer surface, it must stick to the
surface as in case of particulate fouling or réathe deposit forming substance.
(iv)Removal or Auto-Retardation :
Depending on the strength of the deposit, eroscmurs immediately after the first deposit
has been laid down. Furthermore several mecharegmswhich cause auto retardation of
the deposition process. For the thermal boundanyditon of constant temperature
difference between hot and cold fluid, the growthdeposit causes a reduction of the
driving temperature difference between heat trargfdface and the fluid.
(v) Ageing :
Every deposit is subjected to ageing. Ageing mayeiase the strength of the deposit by
polymerization, re-crystallization or de-hydratioBiological deposits get poisoned by
metal ions and may be washed away by the bulk flgeing is the least investigated and

understood step and is usually ignored in modeditgmpts.



1.6  Cost of fouling

Fouling is ubiquitous and generates tremendousatipeal losses. Garrett-Price et.
al.(1985) estimated the energy and economic pesadissociated with heat exchanger fouling
for the US refineries, as more than $2 billion pear. According to investigations of Garrett-
Price, the total heat exchanger fouling costs fghlly industrialised countries such as the US
and the UK are about 0.25% of the countries’ gragsnal product (GNP). The overall cost of
fouling to industries in the UK is in the rangefo8 — 14x 18 per annum while that of the US
is in the range of! 8- 10 x 18 per annum. According to Pritchard et. al. (1988w 15% of
the maintenance costs of a process plant canigeuédtd to heat exchangers and boilers, and of
this, more than half is caused by fouling. Pilavaahd Isdale (1992) concluded over the
European community as a whole that the cost of &eettanger fouling is of the order of 10 x
10° ECU and of this total 20 — 30% cost is due to okl energy. A detailed study by
Chaudgane figures overall cost of fouling in thduistries of France around 1 x*{®rench
Francs per annum (Chaudgane, 1992). Steinhagah €993) found that the fouling costs for
New Zealand are 0.15% of the New Zealand GNP. Aeroéimalysis by Xu Zhi-Ming et. al.
(2007) estimated the economical loss due to baitet turbine fouling in China about 4.68
billion dollars, which is about 0.169% the counBP.

The losses resulting from impaired heat transfemosion damage, increased pressure
drop, flow instabilities, induced vibrations apgemature failure of heating elements due to
fouling include the following.

* Increases capital costs due to the need of ovaxsrthe heat exchanger and for
cleaning.

* Increases the maintenance cost resulting from iclgatrouble shooting and chemical
additives.

* Results in loss of production due to shut dowreduuced capacity

* Increases energy losses due to reduced heat transféencreased pressure drop.

It is clear from the limited data that fouling cestre substantial and any reduction in
these costs plays a vital role in industries inedlwith heat exchangers. However frequent
dismantling and cleaning of the exchanger can tffex continued integrity of the equipment.

Especially in shell and tube heat exchangers, ubest and baffles may be damaged due to



frequent cleaning which may aggravate the foulingbfems by causing restrictions to fluid

flow and upsetting the required temperature digtrdn.

1.7 Research objectives and the scope of the thesis

In this work, the fouling growth characteristicsdaits effect on the thermo hydraulic

performances in a shell and tube heat exchanggectal to fouling is investigated. The main

aim of the work described in this thesis is to depea new methodology in order to gain an

insight into the effect of fouling on heat trans&dficiency and pressure drop of a shell and

tube heat exchanger. The overall objectives optiesent work are summarized as follows.

1.

Estimation of the overall heat transfer coefficianid fouling resistance of a shell
and tube heat exchanger under specific operatindittons.

To develop a numerical model for finding out thedi required to attain critical
fouling conditions under specific operating corah8 taking into account the
uncertainties in measurements.

To develop a methodology using Wilson plot method #&s modification by which
heat transfer and flow parameters can be correlatedbtain time required for
attaining critical fouling condition.

To develop a new methodology which eliminatesubke of empirical correlations
and takes into account the minimum number of thelydraulic parameters for
guantification of fouling and its effects so thaetperformance evaluation is not
affected by the uncertainties involved in the ekpental measurements of all
parameters. Development of this method using Gafastthe major contribution of
this thesis.

To perform the accurate prediction of heat tranpBrformances by using neural
network approach so that online adaptation andrabot heat exchanger system

can be achieved.

In the present work, four different methodologiests namely thermal analysis,

statistical method, Wilson plot method and C-fact@thod are used. In addition to the above

mentioned methods, a neural network approach ipgsex for prediction of fouling at any

point of time. The applicability of the developedpaoaches and methodologies has been



elaborately discussed in the respective chaptetts neference to a laboratory scale shell and
tube heat exchanger system.

1.8  Organization of the Thesis

To represent the subject matter in a logical secgiethe thesis work is organized in 8
chapters.

Chapter 1 gives an introduction to the procesfooling in heat exchangers. A brief
summary of the different types of fouling based mechanism of fouling growth, the
sequential events during fouling formation and ¢bets associated with fouling is presented.
The motive of this thesis is highlighted for whitis research work has been carried out.

Chapter 2 reviews the principles, operational p&tars, significant developments of
fouling process in heat exchangers. This chaptecudses the various models and
methodologies along with their limitations for irstiggation of fouling and its effects on heat
exchanger performance. Literatures regarding thet b&changer design methods are also
referred to obtain the film coefficients both orettube and shell side. An overview the
conventional thermal analysis and statistical apggioin the area of heat transfer analysis is
presented. Furthermore a general review of thedfifdot method for convective heat transfer
and neural network methodology for prediction ofiliog behaviour has been discussed in
brief. Based on the literature survey, the exisgags in literature were identified.

Chapter 3 introduces a comprehensive calculatimteaolure of fouling taking into
account the constructional geometry and operationabtraints. The Bell-Delaware method
has been used in this work to estimate the heasfera performances such as overall heat



transfer coefficient, overall thermal resistancel &ouling resistance. The sample results of
thermal analysis obtained by applying the Bell-D&lee method are presented in Appendix A.

Chapter 4 proposes a theoretical framework by #pplication of statistical
methodology and thermal analysis for fouling growlihe materials and methods for the
experimental work along with the application oftistiécal approach for development of fouling
growth model are introduced in chapter 4. Simultassty the uncertainty in measurement of
flow rate and temperature has been taken into deration for carrying out the thermal
analysis.

Chapter 5 introduces the application of Wilsont ph@thod and the modified version of
Wilson plot method in the fouling analysis. Thegomal Wilson plot and its modifications have
been used to develop the correlations among thesditusumber and overall heat transfer
coefficient for the heat exchanger under fouleddaoom.

Chapter 6 introduces a new factor known as C-fdctoquantification of fouling and
its effects on heat transfer performances of a éeehhanger. The development of the C-factor
is the major contribution of this thesis work todsustudy of fouling in heat exchangers. The
C-factor provides an indirect measure of foulingcyrelating the flow rate and pressure drop.
The methodology eliminates all the assumptions liree in empirical correlations for
calculation of thermal performances like overallahdransfer coefficient and thermal
resistance. Simultaneously the accuracy is higlordg two parameters are involved in this
method and the uncertainties associated with @keerimental parameters have no role in the
guantification of fouling. Thus this method provesoffer the most accurate, reproducible and
consistent results while being easy to be impleetent

Chapter 7 deals with the future prediction of fieglbehavior of a heat exchanger under
steady operating conditions. It emphasizes the Ildpreent of a model based on neural
network approach for further prediction of the pemfiance parameters of a heat exchanger
with experimental data. The processes of datactemuand network configuration of a feed-
forward back-propagation based neural network hbgen discussed elaborately in this
chapter. The behavior of the heat exchanger urmlded condition has been highlighted in
terms of the shell side temperature differencegetsile temperature difference and the

efficiency.



Chapter 8 presents an overview of the salientifeat the outcome and the future scope
of the present work. This chapter contains the msagtificant conclusions drawn from the

experiments as well as some perspectives for funivestigation in this field of research.



Chapter 2

Literature Review

Fouling is a major unresolved problem in heat ergeas since their invention. The
serious financial and performance consequencekesktproblems have raised the profile of
heat exchanger fouling as an important area ofystBdveral studies have been conducted in
this regard and many techniques have been develmpe@dvaluated to reduce fouling. This

chapter gives an overview of the studies carriddbatfouling of heat exchangers.

2.1 Introduction

Taborek et. al., (1972) published an article exditiHeat Transfer Fouling: The Major
Unresolved Problem in Heat Transfer”. The articlglines ideas on the fouling problem
through analyzing its stages and suggesting varmeslictive models. Afterwards many
researchers such as Somerscales (1981), Watkit988)( Hewitt et al.,(1994) and Zubair et
al., (1999) categorized thermal fouling into sixegmries based on the dominant mechanism of
fouling evolution. These are crystallization, sdi@htion, particulate, corrosion, chemical
reaction and biofouling. The classification of wars aspects of fouling can be broken down
according to the physical and chemical processgsttcur.
2.1.1 A Basic Description of Fouling

Fouling induces an increase in the thermal resistaand the subsequent decrease in
thermal efficiency. For a clean surface that hasexperienced fouling, the heat is transferred
from the bulk of the liquid of the hot side by ceation to the heat transfer surface and then is
transmitted through the surface by conduction. d¥erall resistance is quantified in the form
of the overall heat transfer CoefficientJU

U_lc = Fls +E1 +H1 (2.2)

The variables Uc,hh and krepresent the clean overall heat transfer coefficiheat transfer

coefficient of the shell side, tube side and thexrtial conductivity of the heat transfer surface,
respectively. The occurrence of fouling adds amaembstacle to the transfer of heat and the
mode of transfer is conduction since the foulamtodd is solid. The deposit has a considerable

impact on the overall heat transfer coefficienteuse the thermal conductivity of a foulant



deposited on a heat exchanger surface is invarghbller than that of the metal on which it
resides. This impact causes the thermal resistam@acrease and the thermal efficiency to
significantly fall by adding another resistance heat transfer. This can be described by
calculating the new fouled value of the overalltheansfer coefficient (k) where Rrepresents
the foulant resistance on the tube side of the th@asfer surface (Bott, 1995).

i:_:|'+_:|'+Rf +_1 (22)
U, h Kk h
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The results from calculating the overall heat tfansoefficient in the above equations for both
clean and fouled surfaces can be used to obtairtotié heat transferred and the fouling
resistance. The total heat transferred is caladilagéng the total heat transfer surface area and
the logarithmic mean temperature difference.

Q=UMT, (2.3)

The fouling resistance is difference between theeise value of the overall heat transfer
coefficient for the clean and fouled surface.
1 1

- = (2.4)
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2.1.2 Influential Aspects of Fouling

The classification of various aspects of fouling b& broken down according to
the physical and chemical processes involved iptheess of fouling growth and propagation.
Epstein (1983) suggested a novel approach to thistdting that there were five primary
fouling categories, known as mechanisms, and fah dhere are five successive events,
processes. The five mechanisms include crystatizgbuling, particulate fouling, corrosion
fouling, chemical reaction fouling and biofoulinbhe solidification fouling was considered as
a specific type of crystallization fouling. The divprocesses include initiation, transport,
attachment, removal and ageing. Epstein referretid¢acombination of the five mechanisms
and five processes as the 5x5 matrix. The aim rohdtating this matrix was initially to break
the overall fouling problem down into simpler elertgethat could be progressively solved.
However fouling is distinctly transient in naturadathe processes involved in fouling can
occur simultaneously within a unit experiencing liog. These points emphasize the

complexity involved in the analysis of fouling ploenenon.



However fouling is a complex phenomenon and itsieate prediction based on current
knowledge is quite a difficult task. The currentolrniedge is either based on practical
experience or application of fouling factors at ttesign stage. At the design stage fouling of
the outer surface of the tubes is accounted fombaking allowances for the added thermal
resistance that the deposited layers introducdnéoheat transfer surface. This is essentially
achieved by increasing the heat transfer surfaea ar the heat exchanger. According to
Garret-Price et al., (1985) the general practiceislesign heat exchangers with an average
oversize of about 35% in terms of surface area.l&\this strategy is widely accepted, it has
some economic penalties associated with it. Heatangers designed with excess surface area
tend to be larger and heavier, which evidently ltesn extra costs to cover additional material,
transportation, and installation.

Kakac et al., (1998) proposed another approachrpjeimentation of the percentage

over surface index (OS) described by

05= " x100= (i—l)x 10( (2.5)
R A '

where (R) is the clean overall heat transfer resistance (&jdis the total fouling resistance.
The total fouling resistance represents the inswaffect of the deposits on the heat transfer
surfaces. The heat transfer surface area unden cdparating conditions is A while the
required surface area under fouled conditions ik (A

A critical review of chemical reaction fouling by atkinson and Wilson (2002)
summarized the state of knowledge in the field ledémical reaction fouling and identified a
number of key technical area#/atkinson developed a fouling model on the prertisg the
chemical reaction for generation of precursor e tplace in the bulk fluid, in the thermal
boundary layer or at the fluid-wall interface. kpknds upon the interactive effects of fluid
dynamics, heat and mass transfer and the congotiremical reaction. The mathematical
model followed a generalized approach commonly uedtubular chemical reactors to
describe the interactive effects of the controlldigmical reaction and transport processes. The
analysis was used to examine the experimental fdatbouling deposition of poly-peroxides
produced by autoxidation of indene in kerosene. 8ffects of fluid and wall temperatures for

different flow geometries were analyzed and thelltesndicated that the relative effects of



physical parameters on the fouling rate would differ different fouling mechanisms.
Therefore, it is important to identify the contimoli mechanism in applying the closed-flow-
loop data to industrial conditions. This analytiéalling model, even though an approximate
model, served as a useful tool for analysis ofetkigerimental data. Such an analytical tool was
helpful for identifying the controlling mechanisrsthe overall fouling process, determining
the effects of physical conditions, and applying éxperimental data to industrial conditions

Poley et. al. (2002) investigated the operatinuades on fouling rate and the effect of
fouling on thermo hydraulic performances of a 10NWat exchanger in a crude oil refinery.
The two variables which significantly controllecetfouling rate were identified to be velocity
of crude oil through the tubes and tube wall terapge. The heat transfer coefficient on tube
side dropped from 3680 to 1965 W as the fouling factor increased to 8.207 m?.K/W
from clean operating condition. For same foulingtda, the shell side heat transfer coefficient
dropped from 4090 to 2350 W#K. This indicates the cost of fouling on the dffitcy of a
heat exchanger.

The impact of heat exchanger fouling on the optimyperation and maintenance of
stirling engine has been reported by Kuosa et(28l07). Conventionally the fouling in heat
exchanger was estimated using overall heat transéefficient and additional thermal
resistances as fouling factors. With a variatiorfafling factor from 0 to 40 AK/KW, the
heater power declined by 24% from 13kW to 9.8 kWilevthe cooler power declined by 15%
from 9kW to 7.6 kW. Correspondingly the brake eéficy reduced from 30% to 22%. In
feed-water heaters, the outlet shell-side fluid gerature increases by around 7% due to
decrease in heat duty as a result of fouling (Aatad Zubair, 2007). During this period, the
fouling resistance increased from 3:5620° m?.K/w to 8.8x10° m?.K/W and the overall heat
transfer coefficient decreased by 44% from 160%\no 90 W/nf.K.

Wright et. al. (2009) presented a focused litemteview to understand the common
problem of fouling of air-conditioning heat exchang in aircraft applications. The paper
additionally estimated the deposition fraction @hd factors that influence it. The primary
focus was a mathematical model of deposition im-adnd tube-heat exchanger that accounted
for inertial impaction, gravitation settling, aiurbulence and Brownian diffusion. The
phenomenon of fouling has a significant effecthia bperational efficiency of a process plant

involving heat exchangers. Coletti and Macchie2@1(l) investigated the energy losses due to



heat exchanger fouling in oil refineries. The est@d loss was around 250000GBP in a
refinery of 200000 billion barrels per day capagitigen the coil inlet temperature reduced by
1°C due to fouling.

Heat exchangers are the workhorse of most chenpetdochemical, food-processing,
and power-generating processes. The global hehtager market is estimated to top a total of
$12.7 billion by 2012, with an increase of 3-5% p@@num (Stein-Hagen et. al., 2011).
Conservative studies estimated that heat exchdogkmg leads to additional costs in the order
of 0.25% of the gross domestic product (GDP) ofustdalized countries, and that it is
responsible for 2.5% of the total equivalent anplgenic emissions of carbon dioxide. While
significant progress has been made in the mitigaticheat exchanger fouling, the challenge to
reduce its impact on heat exchanger performancgtilisenormous. Many mitigation and
cleaning techniques that have found their way ragular plant operation have been developed

by an empirical trial-and-error approach.

2.2 Fouling Models

Fouling in heat exchangers has been the subjentasfsive research by several groups
of investigators. Therefore many mathematical m®de represent fouling have been

developed to predict the fouling rates as a funatibkey design and operational parameters.

The first model was suggested by Kern and Seat®%9) which is based on the
approach that the net fouling rate is the diffeeebetween the rates of deposition and removal.
The basic differences between various models regant literature are in the description of the
deposition and removal terms. The rate of deposiSadescribed by either a transport-reaction
model or reaction model while the rate of remosgadléscribed either by shear-related or mass-
transfer related expressions. In general, transpaxtion models are more rigorous than the
reaction models. The general model of fouling gtovet described in Appendix B. Although
the general models have many attractions for stddguling growth, but with the present state

of knowledge, specific models have been developegdrticular mechanisms.



Watkinson and Epstein (1969) attempted to quantig fouling results from
experiments in gas oil fouling and developed a rhfmtegas oil fouling. The model focused on
the deposition of particles onto the heat transteface in the usual two-step process namely
transport then adhesion. It was found that theposiéion rate was proportional to both the
mass flux and the sticking probability. Howevereythmade a modification by defining the
mass flux as a mass convection equation takingdatsideration the concentration of foulant
on the surface of deposit.

In 1973, Ruckenstein and Prieve (1973) developeadel that separates the resistance
of the transport and attachment for deposition aftiples in turbulent flow due to both
momentum and molecular diffusionstep . The obpétheir work was to develop a model that
could predict the deposition rate of colloidal paes by considering the effects of diffusion,
convection, and interaction forces. The attachimedel by Ruckstein and Prieve considered
the surface particle interactions and the requirgnfar the particle to overcome the resultant
forces acting on it to attach. The expression fis tvas defined in equation (2.6) with the
constankg having an Arrhenius relationship to temperature.

@ = kRCS (2.6)
The result of this model was two separated resisgnone for each process. This model
attempted to quantify the actual forces rather joahexpressing the resulting interactions as a
probability term.

A transport-reaction model was developed@iittenden and Kolaczkowski (1979)

considering chemical reaction as well as the trarispf fouling precursor to and from the
heated surface. They also proposed a modified mtidl includes a back-diffusion term

(Crittenden et al., 1987 The modified model described the transportretprsor mass flux to

the heat transfer surface as

Nr:pf/]fdd;Rtf"'CaiR (2.7)
where p; and); are the deposit constant and thermal conductrei$pectivelyr is the shear
stress,y is the deposit strength and; @& a constant. Tests were performed in a ciradati
system in which the crude oil is circulated throaghannular test section at velocities ranging
from 0.91 to 3.1 m sé&tand at two bulk temperatures of 149 and 204°C.éXperiments have

been carried out at surface temperatures rangorg 177 to 329°C and the experimental data



were reported. But this model could not justify fiméte concentration of foulant at the surface

which would be required for back diffusion to occur

Epstein (1994) developed a model for the initia¢roical reaction fouling rates at the
surface in which the surface attachment is propoali to residence time of the fluid at the
surface. The greater the residence time, the greateld be the opportunity for the chemical

reaction to occur. The relationship between thiainfiouling rate and the mass flux is given as

[d—ﬂ =M (2.8)

dt K 0

where, m is the stoichiometric factqs, the foulant density, tkthe thermal conductivity of
foulant andg is the deposition mass flux. The driving force tloe mass transfer from the bulk
fluid to the heater surface of foulant precursoswapressed as the difference between its bulk

and surface concentrations, &d G, respectively. The deposition mass flyx) (s given by

_ G,
© ksé® | ko d f (29)

uf*?  pexpE /RT)C™

@

where, k and k' are constants,.Ss Schmidt number, f is the friction factgr,is the fluid

density, u is fluid velocity, E is activation engrd.is the bulk temperature, R is universal gas

constantu is dynamic viscosity of fluid and n is the orddrtbe reaction plus attachment
process. The first term in the denominator reprssére mass transfer foulant or precursor

to the heated surface and the second term repsefiamtreaction and attachment aspects.
Epstein’s model showed an excellent fit to Criteemd data for initial fouling rates of
polymerization of styrene (Crittenden et. al., 1987 was also able to explain the effects of
temperature and velocity. However the order ofrdgection term n andc.%re unknown for
the crude oil fouling. It is also quite difficulo tisolate the key precursors of fouling as the
crude oil has complex compositions and this crediffisulty in finding out the concentration
of exact precursor and its role in fouling. Therefthis model was not able to be used for

describing the crude oil fouling.



Ebert and Panchal (1995) introduced the concepthdshold fouling models for
guantifying and mitigating fouling in crude oil messing. By modeling the fouling process as
a rate equation, the theoretical concept of foulmgd the threshold temperature were
introduced. The threshold temperature is the teatpex below which fouling is minimum. The
numerical model allowed users to estimate operatorglitions where the fouling rate would
be close to zero termed as fouling threshold. Thphasis on rates steered attention away from
oversizing exchangers based on anticipated wosst dasign scenarios suggested by the use of
asymptotic fouling resistanceBhis model was based on certain assumptions.

* The foulant forming reactions occur in the therrbaundary layer at a mean film
temperature, [

» The foulant is transported by diffusion and turlmgle eddies from the boundary layer to
the bulk flow

* The net rate of deposition is the difference betwtee rate of formation and rate of
removal.

The semi-empirical model by Ebert and Panchal (18®5predicting the linear rate of fouling
as a function of film temperature and fluid velgag given as:

dR _ __E |
F—aReﬁ ex{ RTJ VT,
(2.10)

wherea, B, E andy are constants to be determined from the experahelatta. For crude oil

fouling, the constants were found to h&=-0.88, E=68kJ/mol, a=8.39n*K /Jand

y=4.03x 10"m?K /J. This model allowed users to estimate operatingditmns where the

fouling rate would be close to zero which is ternaadthe threshold fouling conditions. This
model also ignored the effect of crude oil thernsahductivity, specific heat and only

considered the effect of crude oil density, visgogirough Reynolds number.

Panchal et al(1997) modified the Ebert and Panchal (Ebert antcial, 1995) model
by incorporating the Prandtl number. The revisedi@ehcs given as



dt
(2.11)

d
R Ref Pro® ex;E—iJ -y,

The value of was assumed to be -0.66 and the film temperaturea® determined in terms of
surface temperature {Tand bulk temperature gras

T, =T,+0.55(. - T,)

(2.12)

Threshold models for crude oil fouling developedRulley et. al. (2002) presented a
logical framework for analyzing chronic fouling faems in refinery pre-heat trains. This
model measured physical parameters that actuaijtesl in no observable fouling. The model
incorporated simple modifications to the Ebert dddnchal model by considering wall
temperature instead of film temperature in the teacderm and retained the dependency of
velocity in form of Reynolds number in the generatiterm. This model considered the
removal term based on the wall shear stress angesteyl a physical mechanism to remove
deposit from the tube wall. It was also suggedted prior to deposit formation, the mechanism
opposing fouling is associated with a mass trarsfecess rather than one associated with wall

shear stress. The presented model was given as
d -
R =aRe?® Pro® ex _E -y R&f
dt RT,

(2.13)

Based on laboratory crude oil fouling data of anesfy preheat train, the constants of this
model were found out to be =10°m?K /Wh, y=1.5x10m’K /Whand E = 48kJ / mol.
Saleh et. al. (2005) studied the effect of flurdpgerties and operating conditions, with

the intention of using the results to guide a fogllimitigation strategy. The observations of
fouling rates showed a relatively strong effecsoifface temperature, bulk temperature, a small
effect of pressure and a decrease in fouling ratle icrease in velocity. Experiments were
carried out to examine the effect of operating dooras on the fouling of the light crude oil of
an Australlian refinery. The following ranges ohditions were covered: velocity of 0.25-0.65
m/s, surface temperature of 180—-&60bulk temperature of 80—1&0, and pressure from 379—
655 kPa. Fouling rates ranged from 1.94E-GR#x) at surface temperature of £80to 5.89E-



07 nfK/kJ at surface temperature of 260 Similarly by increasing the bulk temperatureniro
80 to 120C, and the film temperature from 163 to 183the fouling rate was increased from
3.06E-07 to 5.28E-07 #/kJ. At a velocity of 0.25 m/s, the heat transtavefficient
decreased around 20% from 2.17 to 1.74 k¥nwhile at a velocity of 0.4 m/s, the heat
transfer coefficient decreased by 12%. These ohtiens suggested that the deposition of the
precursors that may be present increases withtbuailperature, and that both adhesion and the
transport of foulants may be important for growthfauling. Fouling was investigated to be
caused by fine solids from the feed material. RtaJgsxamination of the fouling probe showed
that attachment of these solids was limited tohbated parts of the unit, which is consistent
with the surface temperature effect. An Arrheniyset equation was used to determine the
activation energy based on the film and surfacetratures.

Nasr and Givi(2006) proposed a threshold fouling model whichindependent of

Prandtl number as

d
—R':aRe"” exg ——=— -y R&*
dt RT,

(2.14)

This model was investigated with the above mentloaeperimental data presented Bgleh

et. al., (2005)and the empirical constants were found tode10.98K /kJ 8 =-1.54,
y=0.96x 10°m*K /kJ and E =22.61&J /molThe model included a term for fouling

formation and a term for fouling removal due tomiwal reaction and tube wall shear stress. It
may be noted that Nasr and Givi model has become mmpirical than the earlier models
since a numerical value f@rhas no physical significance as compared to theroghodels. The
disadvantage with this model was that it cannouged for extrapolation at other operating
conditions.

The Tubular Exchanger Manufacturers' AssociatibBMA) (2007) produces the most
widely known standard for shell-and-tube heat ergeas. For tubular exchangers, it is
common practice in industry to use fixed valuedonling resistances in design. These values
are most usually those listed by the Tubular Exgkas Manufacturers Association (TEMA).
According to the original TEMA reference in 194hese values allow heat exchangers

designed using these fouling resistances to opératn acceptable period of time. However,



the “fouling factors” given in TEMA tables, thoudhased on the experience of people in

industry, were not in general the result of syst@mnaesearch. Resistances for tubular

exchangers range frord.088x 10° to 0.53x 10°m*K Mfor different types of fresh water.

However, the value of the fouling resistance thaplias depends critically on operating
conditions. One of the many weaknesses of the THMMBIes is the fact that they differentiate
approximately for the effect of water quality, floxlocity and surface temperature.

A comprehensive review of fouling in heat excharsystems considering scaling,
corrosion, biofouling and particulate depositiors teen presented in the ESDU (Engineering
Sciences Data Unit) report. ESDU 07006 (2007) maxtical User Guide to the occurrence,
mitigation and removal of fouling in fresh wateisssms and on the design of such systems to
minimize the consequences of fouling. It introdudessh water fouling as it affects heat
transfer in various types of heat exchanger. Itvigkes suggestions on the design and
subsequent operational management of a plant temmim fouling. It also discusses the
importance of various parameters that affect fgulamd indicates appropriate methods for

dealing with fouling in all stages from design thgh to operation of heat exchanger equipment

A new heat mass transfer model was developed by Fhm et. al., (2008) to predict
the fouling process of calcium carbonate on heaisfer surface. The model takes into account
not only the crystallization fouling but also tharficle fouling which was formed on the heat
transfer surface by the suspension particles aiwal carbonate in the supersaturated solution.
Based on experimental results of the fouling prectdse deposition and removal rates of the
mixing fouling were expressed. Furthermore, theptiog effect of temperature with the
fouling process was considered in the physics efrtiodel. As a result the fouling resistance
varying with time was obtained to describe the ifaylprocess and the prediction was
compared with experimental data under same conditibhe results showed that the present
model could give a good prediction of fouling pregeand the deviation was less than 15% of

the experimental data in most cases.

Crittenden et. al. (2009) reported findings oness transfer and chemical kinetics in
hydrocarbon fouling. A transport-reaction model waseloped considering chemical reaction
as well as the transport of fouling precursor ta &om the heated surface. Based on the

findings, a modified model was proposed that inetué back-diffusion term. This model



demonstrated the practical benefits of using allghtabe test apparatus to obtain initial rate
data on the fouling surface at constant heat flBut at timet =0, it is difficult to justify the

finite concentration of foulant at the surface whiwould be required for back diffusion to
occur. The modified model investigated the comm@#gct of velocity and identified apparent

activation energy for each velocity.

The importance of reviewing the models in thistisecwas to examine the information
that needs to be considered for developing a newemo In addition, in various models
emphasis was placed on the idea of breaking doedéposition into a number of consecutive
resistances that enables one to determine theotlordrprocess. These models assist in the
development of an understanding into the interactibthe consecutive processes that occur

during deposition.

2.3  Statistical Methods Used in Fouling Analysis

Statistical analysis has been used as an effetdolefor evaluation of heat exchanger
fouling and maintenance strategy of fouling by savesers. Sheikh et. al. (1996) developed
maintenance strategy for heat transfer equipmarigested to fouling by applying statistical
methodology. A reliability-basethaintenance strategy by incorporating the risk scakter
parameters of the linear random fouling growth nhodas highlighted in this work. In
addition,the dimensionless cost-objective function was fdated by considering various cost
elements for a heat exchanger used in a crudeprelieat train. The variation in the
dimensionless cost witieduced time was presented for different vabfamit cost parameters
representing addition&liel cost, antifoulant cost, and other miscellarsecosts. In the further
development in this regard, Zubair et. al. (1998spnted atochastic approach to the analysis
of fouling models. In viewf the performance indicator of the heat exchesygenaintenance
strategy for planned maintenance schedules wagrmisss and various scenarifsreliability
based maintenance strategy were introduced. Taegyr waexplained in terms of the scatter
parameter of theme-to-fouling distribution corresponding to atwal level of fouling, andhe
risk factor representing the probability of tubesngfouled to a critical level after which a
cleaning cycleés needed. In addition, the cost implications o #bovementioned strategy

were explained and their impact on heat exchamgémtenance was highlighted.



Sheikh and Al-Bagawi (1999) has performed stats@malysis to characterize the time
between cleaning of thermosyphon reboilers inmaustry. The time between cleaning of these
heat exchangers has been characterized usingtisstidistributions. Various probability
models are fitted to the time between cleaning.dddésed on the coefficient of determination,
the best statistical model is identified which tenused in developing an optimal maintenance
strategy for such heat exchangers. In additionperational failure statistics, such as MTTF,
standard deviation and median time to failure,ainped out how the parameters of selected
model can be used to simulate the underlying aeeoagnedian fouling growth pattern of heat
exchangers. Such simulated fouling growth curves peovide the clue to adjust the
operational parameters such as velocity at a lewath can enhance the average time between
these operational failures.

Yeap et. al. (2001) developed an algorithm forusating fouling behavior in shell and
tube heat exchangers based on statistical apprd&dy. reported a model to investigate the
interactions between temperature effects, fluidagiyics and fouling. A statistical analysis was
applied by Lodge et. al. (2002) to quantify theatiele fouling propensities of feed a water
matrix which was blended prior to filtration by aFUmembrane. The regression analysis
indicated that, the surface water fouls the UF nramé more than the ground water by a factor
of (0.0292x - 0.00740) / (0.00573x- 0.00154), whereis the mean trans-membrane
pressure(TMP). Hence, for a typical operating meitP of 0.32 bar, the surface water was
6.6 times more fouling than the groundwater. Thsulte outlined in this work demonstrated
that the method is a viable way of assessing tla¢ive fouling propensities of combined feed
waters to a UF membrane.

Hasson et. al. (2006) presented a simple andoteli@sidence time distribution (RTD)
technique for on line detection and diagnosis afisg and fouling deposits of RO plants. The
method was based on determination of flow disparsitensities from online RTD signals that
can be simply measured. The systems investigaieal sgpund membranes fouled with either
Mg(OH), or CaCQ. Analysis of RTD data of fouled membranes shoved &n increasing
membrane permeability loss is accompanied by aesic increase in the dispersion
coefficient, thus providing an indicator for detagta fouling event. The effect of fouling on
the RTD was studied in a laboratory membrane foble@ Mg(OH) deposit. The dispersion

coefficients for the clean membrane (D = 6-1G/set) increased to D = 8-27 Usec in the



presence a fouling layer causing a 14% permeate réaluction and to D = 12-47 éfsec in
the presence a fouling layer causing 36% permdaie reduction. It was also found that the
magnitude of the dispersion coefficient is affechyddeposit morphology, thus indicating the
possibility for diagnosing the nature of the foglideposit.

The classical detection methods are based on sfuthe heat transfer coefficient or the
effectiveness, temperature measurements, ultrasoratectrical measurements and weighing
of heat exchanger pipes (Gudmundur et. al., 20Buf).to get accurate results, these methods
require the system to present successive steahg stdiich is far too restrictive or costly. To
enforce compliance with critical pressure and opamal criteria, heat exchangers must be
cleaned often, according to a regular maintenarmteedslle. The scheduling of cleaning
interventions can be based on the prior knowledfyehe time behavior of the thermal
resistance deposits in the individual exchanges. fodlling is usually not visible from outside
the industrial processing equipment, a direct netthiomeasurement of the fouling developed
on the heat transfer surfaces of a heat exchangeedis almost impossible. This can only be
ascertained and quantified from its effects on owei performance parameters of a heat
exchanger. But the major drawback of these teclesigs mainly due to limited number of
sensors which can detect only localized foulingsi8es thathough these temperatures can be
useful for trending, there are many factors that aHect this calculation including variable
process heat loads, different temperature levetfifiarent seasons, and even the accuracy of
thermocouples used. Because this method involvesagtion of two large numbers, accurate
measurement techniques and equipment are alswatriti

Coletti and Macchietto (2011developed a dynamic mathematical model capable of
describing tube-side crude oil fouling in shell-antle heat exchangers as a function of local
conditions throughout the unit. This model was ablelevise a procedure to systematically
analyze plant data and estimate necessary modehpters using primary plant measurements
such as temperatures and flow rates rather thamedefouling resistances. The model was
validated with plant measurements and tested fopiiedictive capabilities against primary
guantities that can be directly measured. Basethisnmodel, they concluded that the model
can be used with confidence to identify and prethet fouling state of exchangers, assess
economic losses due to fouling, support operatiagisibns such as planning of cleaning

schedules and to assist in the design and retfoffieat exchangers.



The comprehensive review of statistical analysithermal systems provides a clue for
generating an appropriate fouling growth model.ngsihe results of best distribution with its
parameters, the fouling growth model can be deweldppom end point fouling. The end point
fouling can be obtained from mathematical relatiops linking the heat transfer performances.
The heat transfer performances take into accounbtierall heat transfer coefficient and the

fouling resistance for estimation of fouling bet@awf the shell-and-tube heat exchanger.

2.4 A Review of Wilson Plot Method in Heat Exchangs

The Wilson plot developed by Wilson (1915) cons&itu a suitable technique to
estimate the heat transfer coefficients and therrealstances in a shell and tube heat
exchanger. It is based on the separation of theabivthermal resistance into the inside
convective thermal resistance and the remainingrthleresistances participating in the heat
transfer process. the overall thermal resistarfiddeocondensation process in shell and tube
condensers () can be expressed as the sum of the thermal aeses corresponding to
external convection (§ the external fouling film (R,), the tube wall (R), the internal
fouling film (R +; ) and the internal convection R

Rov=Ro+ Rto+ R+ Ryt + R

(2.15)

Taking into account the specific conditions of @lkland tube condenser and the equations
correlating the overall thermal resistance, Wildoeorized that if the mass flow of the cooling
liquid was modified, then the change in the ovettadirmal resistance would be mainly due to
the variation of the in-tube convection coefficiemthile the remaining thermal resistances
remained nearly constant. For the case of fullyetged turbulent liquid flow inside a circular
tube, the convection coefficient was found to bepprtional to a power of the reduced velocity
(vr) which accounts for the property variations of flheed and the tube diameter. Further the

overall thermal resistance was represented intilgenal Wilson plot as a linear function of the

experimental values @f Vv as shown in Figure 2.1 (Shah, 1990).
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Figure 2.1 Original wilson Plot

Chang et. al., (1997%elected the Wilson plot method for the quantifaatof the
condensing convection coefficients of R-134a an2PRlowing inside four different extruded
aluminum flat tubes and one micro-fin tube. Theetwbsting was accomplished in a double-
tube configuration set-up. In contrast, the migrotfibe was located inside a shell with circular
cross-section. The refrigerant condensation to@ceplinside the tubes and coolant water
flowed between the tube and the shell. The conmeatbefficient for the coolant water was
held constant by controlling a steady flow ratevater and a small deviation of the mean water
temperature was noticed. In this case, the condgrnsonvection coefficient was varied by
changing the quality of the inlet refrigerant; theality was controlled by means of a pre-
condenser. The condensing convection coefficiers eamsidered proportional to a power of
the inlet quality with an exponent of —0.8. The @apeported experimental results of the
condensing convection coefficients as a functiontted quality of inlet refrigerant. The
experimental results indicated a variation of cative heat transfer coefficient from 1900
W/m?.°C for quality 0.5 to 3000 W/APC for quality 1.0 with mass flux 35 kgfmsec and
system pressure 1.76 MPa. Within same range ditguthe heat transfer coefficient was
within 2000 to 3200 W/M°C for mass flux 65 kg/fsec.

Kumar et. al. (2001) utilized the modificationsWilson plot technique to investigate
the heat transfer coefficient during condensatibsteam and R-134a over single horizontal
plain and finned tubes. Using the original WilsdotAnethod, general correlation equations

were obtained for the analysis of internal forcedwection based on Reynold’s analogy. These



correlation equations relate the Nusselt numben thi¢ Reynolds number and Prandtl number.
But some of these equations are susceptible toeenype variations because they incorporate
the variability of the fluid properties with tempure. Therefore, modifications of the Wilson
plot method were incorporated that assumed a glecaralation for the convection coefficient
in which the mass flow is varied as a power of Reynolds number and Prandtl number
instead of the fluid velocity. This simple modifican of the original Wilson plot method
presupposed the existence of a general functiamai for the convection coefficient of the
fluid whose flow conditions can be varied in thgesmental analysis. In these works, the
outside tube thermal resistance was taken as dacrend the in-tube convection coefficient
was expressed by the general form of the DittuskBoequation. The modified Wilson plot
technique was found to underpredict the value eidensing-side heat transfer coefficient in
the range of 7.5-15% for the condensation of steach 13— 25% for the condensation of
refrigerants R-12 and R-134a.

Hasim et. al.,(2003) used the original Wilson plotinvestigate the heat transfer
enhancement by combining ribbed tubes with wiand twisted tape insertsThey used an
experimental apparatus that consists of a doulple Ipeat exchanger with water as the cooling
and heating fluids. The convection coefficientddesthe enhanced tubes were assumed to be
proportional to a power of the fluid velocity witthown exponents. Zheng et. al.,(2006)
applied the Wilson plot method to analyze the heamtsfer processes in a shell and tube
flooded evaporator in an ammonia-compression refaigpon system. The study was carried out
for plain tubes forming the bundle where the ammelibricant mixture evaporates outside the
tubes and a heated water—glycol solution flowsdmghe tubes. Based on the results of the
boiling convection coefficients, a correlation etjoia was proposed in order to determine the
overall heat transfer coefficient and thermal tesise. The correlation was given as

a=1.156- 16.3p, + 206.76 + 1.742- 29
(2.16)

This correlation equation took into account theeetfffof reduced pressurep() and mass
concentration of lubricantw) on the non-dimensional heat flug §. It was also observed that
all the experimental data were within a rangetdfb% of the correlation results.

Chang and Hsu (20063pplied the modified Wilson plot method to analythe
condensation of R-134a on two horizontal enhanabédg with internal grooves. The authors



considered the functional form of the Dittus—Boekquationfor the convection coefficient of
water flowing inside the tubes and a constant théresistance for the condensing fluid

The application of the original Wilson plot methtwl analyze the performance of six
plain and finned-tube bundles forming a shell argetheat exchanger was reported by Barman
and Ghosal (2007). Experiments were conducted &ierylubricating oil and glycerin in the
shell side and cooling water inside the tubes.e Whison plot method was applied to all sets
of experimental data and the outside convectiorfficamnt were obtained. Afterwards, in a
subsequent analysis the shell-side convection icagits were correlated in a form resembling
the Sieder—Tate correlation equation. Based onatmaysis, new exponents for the Reynolds
and Prandtl numbers and a multiplier for each drteotubes bundles were proposed.

Fernandez-Seara et. al., (20d@scribed a simple experimental apparatus thawsllo
for the measured data required for the applicadiothe Wilson plot method. The test section
consisted of a transparent methacrylate enclosuherein water vapour generated at the
bottom condenses over a test tube cooled by ctimoglavater inside. Once the experimental
data was recorded, the original Wilson plot metiaod modified Wilson plot method were
applied. Also, a collection of results gatheredhvilie experimental apparatus consisting of a
smooth and a spirally corrugated tube made of Is&snsteel were reported afterwards by
Fernandez-Seara et. al.,(2007).

The Wilson plot method was employed by Fernandalef2008) to investigate the heat
transfer on both the shell and tube sides of a bgahanger. Tests were conducted with
varying water flow rates, temperature levels anat lflexes on both the tube and shell sides at
Reynolds numbers of approximately 170-6000 on dihe-side and 1000-5000 on the shell-
side, respectively. It was found that the Nussethbers agreed with the experimental results
within +5% accuracy. The inverse of the overall heat teansbefficient (1/U ) was plotted
versus the inverse of the hot water flow rate t® plower of ‘n’ assuming the exponent ‘n’
initially to be 0.8. By the least squares methd@, best linear fit to the data was determined.
The exponent ‘n” was then varied until the minimwariance was obtained for the linear fit
with the estimated value of ‘n’.With the exponenth?25, the minimum variance was obtained
and all the data in the Reynolds number range 0028000 followed a straight line.

Rooyen et. al. (2012) investigated the currerttistand future perspectives of Modified

Wilson Plots for enhanced heat transfer experimemtsthis study, a modification of the



solution procedure was proposed to take into adchenexperimental uncertainties of the data
and to estimate the error in the final Wilson motrelation. Furthermore, a new method based
on unconstrained minimization was also proposedcamdpared to the previous correlations.
This method attempted to calculate the leadingfmefits of the tube-side and annulus-side
correlations and the Reynolds number exponenteatinulus side. The developed Wilson plot
based on experimental results was having a coefii@f determination 0.922 for falling film
data and 0.982 for the tube bundle data.

In process plants incorporating heat exchangershéat recovery, fouling of heat
transfer surfaces hinders correct production agtimnd increases energy consumption thus
giving rise to huge economic losses. As completmieation of fouling in heat transfer
equipments is rarely achieved in practice, clearohdouled units is a regular task in the
process industries. The performance reduction ddeuling is mitigated by periodic cleaning
of the heat exchangers. However, during cleanihg, Heat exchanger is out of the heat
recovery loop and hence the overall heat recovelss glown. If the rate of fouling can be
predicted a priori, cleaning of heat exchangers lmarprescheduled to minimize operational
disruptions. The scheduling of cleaning intervemgi@n the individual heat exchanger can be
based on a prior knowledge of the time behaviouthefthermal resistance of foulinglso
untimely and frequent cleaning will lead to hugereamic loss as well as unnecessary shut
down of the plant. Hence development of such aigtied model has been the subject of
intensive research by several investigators. Tlesgnt work aims for the development of such
a prediction model so that cleaning of a heat exgbacan be prescheduled much earlier than a

significant loss in performance of the equipmerd amnimum operational disruptions.

2.5 A Review of Artificial Intelligence in Thermal Systems

The atrtificial intelligence techniques such as fhail Neural Network, Genetic
Algorithm and Fuzzy Logic have been successfullgliad in many scientific researches and
engineering practices related to thermodynamic iegibns. Among the different soft
computing methodologies, the ANN analysis has ssestained interest in recent years for
addressing much wider applications based on therpraperties. ANNs are now

unquestionably the leading soft-computing methogiel® for the general thermal problems



(Diaz et. al., 2001). It has a powerful ability iecognize accurately the inherent relationship
between any set of input and output without a platsmodel, and yet the ANN results do
account for all the physics relating the output thee input. This ability is essentially
independent of the complexity of the underlyingatiein such as nonlinearity, multiple
variables and parameters, and noisy and uncentgiat iand output data.  Secondly, the
methodology is inherently fault tolerant, due t@ flarge number of processing units in the
network undergoing massive parallel data processiigdly, its learning ability gives the
methodology the ability to adapt to changes inghmeters.

Artificial neural network (ANN) is an important da of empirical technique to model
nonlinear, complex or little understood processéh Varge input—output data sets. ANN has
been successfully used for a number of chemicainergng applications such as inferential
measurements and control, fault-diagnosis, procassleling, identification and control.
Radhakrishnan et. al., (2007) developed a predictiodel using statistical methods which can
predict the rate of the fouling and the decreadeest transfer efficiency in a heat exchanger. A
neural network based fouling model was developedguisistorical plant operating data. The
ratio of actual overall heat transfer coefficiendar fouled condition to the clean design value
of overall heat transfer coefficient was consideasdthe efficiency of the exchanger. The
predicted model was used to develop a preventivaterence scheduling tool. The successful
prediction of the temperatures allowed the predictf the decrease in heat transfer efficiency
for effective preventive maintenance schedulingh&f heat exchanger cleaning and process
improvement.

Malayeri and Steinhagen (2007) investigated tmm&bion of fouling deposits on heat
transfer surfaces by highlighting governing foulimgchanisms and introduced a revolutionary
prediction method using radial basis functions. doeninant fouling mechanisms in thermal
desalination plants such as crystallisation foulimgorm of CaSQ@ and CaC@deposits and
biofouling were studied. Numerical and phenomeniclgmodels were developed to predict
fouling behavior based on neural network approdbis is due to the fact that neural networks
are basically unsupervised methods because thegyrdhnesise without detailed knowledge of
the underlying process. This is certainly a berfefitmodelling phenomena such as fouling in
which the interaction of the dominant variablesids firmly established. The method can also

be used for processing very substantial data wish is difficult for conventional approaches



such as regression approaches. The network wasogedein two phases namely the training
or learning phase in which a set of known inputpatpatterns were presented to the network
and the weights were adjusted between the nodek that desired output was provided.
Secondly the generalization phase in which the oetwas subjected to input patterns that it
has not seen before, but whose outputs were knowntlze performance was monitored.
Comparison with the experimental data revealed \&@rage relative error of 14% for the
training data and 17% for the learning data. OVethése preliminary attempts highlighted
some important features of artificial neural netkgorfor analysis and prediction of
experimental data, which correlated experimentsh aéth the use of neural networks. The
resulting networks could predict the objective fiime significantly better than the empirical
correlations available in literature. The resugjtimetworks not only quantitatively predicted
objective functions but also captured the undegyimechanism of the processes such as mass
transfer control region at lower velocities andctem control at higher surface temperatures
during fouling under subcooled flow boiling condits.

Wang et. al., (2007) applied Artificial Neural Nettk for heat transfer analysis of
shell-and-tube heat exchangers with segmentaldsadit continuous helical baffles. Three heat
exchangers were experimentally investigated andddnexperimental data was obtained for
training and testing neural network configuratiofise commonly used Back Propagation (BP)
algorithm was used to train and test networks foedjgtion of the outlet temperature
differences in each side and overall heat transbefficient. For most of the data, the ANN
error was withinx 2% while the correlation error was within8% of the experimental results.
On comparing with empirical correlations, it wasammended that ANN can be used to
predict the performances of thermal systems inre@ging applications such as modeling of
heat exchangers with reasonable accuracy

Aminian and Shahhosseini (2009) carried d&ualuation of ANN modeling for
prediction of crude oil fouling behavior. In thigsearch, artificial neural network (ANN)
modeling for predictions of crude oil fouling bel@vin preheat exchangers of crude
distillation units has been evaluated. Outputshef ANN model have been compared with
appropriate sets of experimental data in orderaimpute overall mean relative error. This
study addressed crude oil fouling by evaluatingendy developed threshold fouling models

and comparing them with a neural network model.yThlso estimated the degradation in



output variables of a trained neural network whHemweights connecting the input variable to
the nodes of the hidden layer were all set to zero.

Moreover, the neural network based heat trangfalyais of heat exchangers has been
successfully utilized by many researchers. Tamlet(2009) reported the use of ANN models
to simulate the thermal performance of a compactiube heat exchangers with air and water
or ethylene glycol anti-freeze mixtures as the wuagkfluids. The neural network was
concluded to to be superior over conventional noear regression models in capturing the
underlying non-linearity in the data as it predictdne overall rate of heat transfer in the
exchanger with a high degree of accuracy. An apptin of artificial neural networks (ANNS)
was presented by Peng and Ling (2009) to prediet gressure drop and heat transfer
characteristics in the plate-fin heat exchangeFH@). A feed-forward neural network based
on back propagation algorithm was developed to mib@éethermal performance of the PFHESs.
The ANNs was trained using the experimental datpréalict the Colburn factor and friction
factor in PFHEs. The predicted values were fountbeé in good agreement with the actual
values from the experiments with mean squared ®tess than 1.5% for Colburn factor and
1% for friction factor, respectively.

Vasickaninova et. al., (2011)sed neural network as a non-linear process madel t
predict the future behaviour of the controlled m®x with distributed parameters. The
simulation results provided a confirmation that tieeiral network based predictive control is a
better tool than the classical PID control for ti#btheat exchangers. The integrated square
error of the NNPC was 8% lower than the PID conivhblle the integrated absolute error was
25% less than PID control method. To overcome tiweriveniences due to heat exchanger
fouling, Gracia (2012) provided an improved heathenger supervision strategy using neural
network and rule based technique. This strategy alde to monitor the heat exchanger for
fouling condition with ability to diagnose the paidle causes of fouling. A repetitive gradient
descent algorithm for training the backpropaganenral network was used to minimize the
mean square error between the actual output andlébieed output. Fouling detection was
achieved by processing the information providedhgyoutput of the neural network.

Time-series forecasting is an important area skaech and application in thermal
systems. Much effort has been devoted over the gms&ral decades to the development and

improvement of time series forecasting models (dddhn and Pauline, 2012). Wavelet neural



networks (WNNs) have been introduced as an alteeab MLPs that overcome their
shortcomings ( Amina et. al., 2012). Due to the aadages of WNNs as universal
approximators, the fact that they have more comimgeilogy than other neural networks and
their fast learning speed owing to the constitubbthe localized wavelet activation function in
the hidden layer, WNNs had received much attentiom other researchers and have been
used extensively to solve numerous real world @wisl such as face recognition, time-series
prediction, pattern classification and system idieation (Wallhauber et. al., 2012).

The review of literature provides quite valuablgormation about the ability of

artificial neural network (ANN) for time series plietion of complex systems.

2.6 Gaps in Existing Literature

The literature review has introduced the concepbufing and its key characteristics.
This was followed by an extensive outline of theiméouling models and the different
techniques used to predict its transient behavidased on the extensive literature review, the
following gaps were identified in the context otifimg in heat exchangers.

. The resistance-based models are the most establistienique that provides details on
the global influence of operating parameters. Hawethere is lacking in a
comprehensive model predicting the fouling behaviou

. There is quite limited literature available regaglithe effect of fouling on pressure
drop and flow rate in case of a shell and tube éeehanger. There is a need to identify
the interconnections among heat transfer perforsmamcler fouling, volume flow rate
and pressure drop.

. It is also clear from literature that fouling canie quantified directly. It can only be
ascertained from the various thermo hydraulic éfedepending on operating
conditions. The simple form of quantification ofufing is to compare the terminal
temperature differences between the hot fluid d®ldold fluid known as approach

temperature. Although the approach temperature siitable tool for trending the



fouling behavior, but there are many factors tt#gca the accuracy of the calculation
which includes variable process load, different gemature levels under different
operating conditions and even the accuracy of #mperature measuring thermo-
couples. Another method for fouling estimation usgsrall heat transfer coefficient
and fouling factors considering both shell and tsloe data. But this method doesn’t
distinguish between the fouling developed due tldide or tube side flow. Also the
variations in fluid characteristics under varialoperating conditions may affect the
accurate calculation of fouling effects. This methowcorporates very complex
calculation process and the uncertainty in allghemeters involved in the calculation
process may contribute significantly towards thacouracy of the fouling estimation
process. Therefore there is a need of a methodaatiy the fouling which can offer

most reproducible and consistent results while dpeiasy to calculate by incorporating

minimum number of operating variables.

The fouling monitoring methods in a heat exchamgage from very simple to complex
depending on the operating conditions. The commaoskd method is to open up at
regular time interval and check for fouling or @sion. But this method is a final report
on the success or failure of the monitoring prograrhis may be an untimely selection
of the cleaning program which can be avoided. Algahe time it is implemented, it

may be too late and the plant may be running icieffitly which may lead to shut down
of the plant. Hence an accurate predictive mod#itating the estimation of fouling is

necessary for process industries involved with bgahangers.



Chapter 3

Estimation of Fouling Resistance by Thermal Analys

This chapter presents an overview of the methogofog calculation of fouling in a
shell and tube heat exchanger. Various quantitaivé qualitative design aspects and their
interaction and interdependence are investigatedhiain the different thermo-hydraulic
performance parameters such as overall heat tranefdficient, pressure drop and fouling
resistance. As modeling of fluid flow and heat sf@n phenomena in heat exchangers of
arbitrary geometry is a complex process, successfotieling of this process relies on
guantifying the heat, mass and momentum transpoen@mena. The advantages of this
methodology include diagnosis of flow, rapid evalwa of novel process route, and energy
efficient and low cost design. A multidisciplinagpproach of heat exchanger performance
evaluation as a component is discussed takingaotount the simultaneous consideration of
most geometric and process variables dependerdaamather.

3.1 Introduction

The theoretical framework for estimation of heansfer and pressure drop parameters
is dependent on the design of a heat exchangegtead extent. Design is an activity aimed at
providing complete descriptions of an engineeringteam or part of a system. These
descriptions represent an unambiguous specificatidhe system or component structure, size
and performance as well as other important chaiatits important for subsequent operation.
The shell and tube heat exchanger is such a syiainfinds wide engineering applications
including space heating, air conditioning, powesdurction, waste heat recovery and chemical
processing. Although the calculation principlasderlying the problem to design a heat
exchanger are more or less same everywhere, thiésences can be addressed by a well-
defined design methodology. Besides the performagnauation of shell-and-tube heat
exchangers involves a large number of geometricogredating variables as part of the search
for an exchanger geometry that meets the heat gfyirement and a given set of design

constraints.

Most of the heat exchanger performance estimatiethods employ empirical relations
with a cut-and try approach that depends on thgmesht and prior experience by extrapolation



from tested units. The primary concern in thisptbais thermal analysis based on analytical
approach developed by Taborek (Taborek, 1983) camhyniamown as Bell-Delaware Method.
The estimation of heat transfer performances massider several factors that influence the
shell-side and tube-side heat transfer coefficidmsg in turn, determine the overall rate of heat
transfer.

* When baffles are provided, the system directs higdl-fuid from axial flow to top-
to-bottom flow or side-to-side flow with the effeittat the heat transfer coefficient
is higher than for undisturbed flow along the agéshe tubes (Serna and Jimenez,
2005).

» Patterns of tube layout influence turbulence amitaéeat transfer coefficient. The
triangular pitch gives greater turbulence than sgjytch. And under comparable
conditions of flow and tube size the heat transtefficient for triangular pitch are
roughly 25% greater than for square pitch.

» The closer the baffle spacing, greater is the nunolb¢imes the shell-fluid is to
change its direction resulting in greater turbuénc

» Shell-side coefficient is also affected by tubeesizlearance and fluid-flow
characteristics.

3.2 Assumptions for Heat Transfer Analysis
For developing theoretical models that is simpleugi for analysis of heat transfer and
pressure drop of a shell and tube heat exchangest af assumptions or idealizations have
been taken into account (Than et. al., 2008). Tlsseimptions are made for heat transfer
problem formulation that includes energy balanege requations, boundary conditions and
subsequent analysis in an integral form.
* The heat exchanger operates under steady statéicond@he flow rates and the fluid
temperatures at the inlet and within the exchaageinvariant with respect to time.
* The heat exchanger shell wall is well insulatechsihat heat transfers either to or from
the surroundings is negligible.
* There is no change of phase of both the shell ainel $ide fluid.
» The temperature of each fluid is uniform over evemyss section and there exists no
temperature gradient normal to the fluid flow direwc.



3.3

The tube-wall thermal resistance is uniformly disited throughout the exchanger.

The longitudinal heat conduction in the tube walhegligible.

The thermo physical properties of the fluids sushdensity and specific heat are
constant and are characterized at the mean terapeitthe inlet and exit terminal.

The heat transfer surface area is uniformly disted on both side fluids.

The temperature variation along any baffle windesvemall as compared to the overall
temperature variation of the shell side fluid.

The velocity and the temperature at the inlet teatsi of the exchanger on both side
fluids are uniform over the flow cross-section.

There occurs no flow stratification, flow bypassing flow leakage in any of the

streams.

Heat Exchanger Model

In this section, the heat exchange between twaldluising the shell and tube heat-

exchanger kind of equipment with the consideratiohsno phase changes and constant

physical properties is discussed. Essentially, mhedel is based on the Bell-Delaware

correlations for the shell-side heat-transfer domfit and Fanning factor. In the Bell-

Delaware method, the shell side heat transfer oot and the pressure drop are estimated

starting with correlations for flow over ideal tubanks. Then the effects of leakage, bypassing

and flow in the window zone are incorporated subeat]y through suitable correction factors.

The turbulent Sieder-Tate equation is used for tthiee-side heat-transfer coefficient. The

Blasius equation is used for the tube-side Fanfactpr. The heat transfer analysis correlates

the heat transfer rate, the heat transfer ared, dagmcity rate of each fluid, fluid terminal

temperatures and the overall heat transfer coeffici The two basic relationships that

predominantly constitute the entire thermal design

0] The energy balance enthalpy rate equation basédsofaw of thermodynamics
given by
q=q=mAfl (3.1)
(i) The heat transfer rate equation given by
q=UAT, (3.2)



3.3.1 Thermal Circuit Analysis

In steady state, heat transfer from the hot to faid involves three processes such as
convection from hot fluid to tube wall, conductitmough tube wall and convection from tube
wall to cold fluid. Besides the fouling film reseitt due to accumulation of unwanted deposits
having lower thermal conductivity increases thastasce to heat flow. The added thermal
resistance on individual fluid sides for heat cartcin through the fouling film is taken into

account by fouling factor. The figure 3.2 illuseatthe thermal resistance and the thermal
circuit for a heat exchanger.
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Figure 3.1 (a) Thermal resistances in a heat egdra

(b) Thermal circuit for heat exchanger
The heat transfer rate per unit area at any sedk@an be represented as
T Tr T~ Tun _Tun— T T .- T T - T

dq = W,h: w,h we — WC_ cf: ¢ f c (33)
dR, dR di dRy dR
Alternatively,
T -T
dg=—"—<=ud - 3.4
q iR AT-D (3.4)

where the overall differential thermal resistan&g mhcludes the convective resistances of both
fluids and the conductive resistance due to tubk avad the conductive resistances due to

fouling deposits on both sides of the tube wall.

Hence,
_ 1 _
AR =5ga™ dR+ dR+ di+ dr+ d (3.5)
dR 1 1 1 dR 1 1 (3.6)

= = + +dR + +
UdA  (hd4, (h di, (hdp ( hdh

It is assumed that the heat transfer surface areaiformly distributed on each fluid side. This
indicates the ratio of differential area on eaciidflside to the total area on the respective fluid

side remains the same.

Thus,
A A A

So replacing the differential area by total arepation (3.6) can be represented as
1_1+1+RN+1+1 (3.8)

UA~ (hA, (h A, (h A, (hi

In this equation, the U and all the h terms aralloConsidering the overall rate equation, the
total heat transfer rate can be written as

q=U, AT =U_ AT~ T) :é( T, T (3.9)

Considering the individual resistances, the heatdfier rate can be expressed as



(3.10)
In this equation, the subscript “e” denotes thee@ife value for the exchanger and all the
individual temperatures mean or effective valuesdéspective fluid sides. The overall thermal

resistance is the sum of individual resistancesnes.

=—=R+R;+ R+ R+ E

The individual resistances can be defined asvalo
1
(hA),
(3.12)

sz

1
(h A,
(3.13)

In(d, / d.)
271k, LN,
(3.14)

RN:

1

AT

(3.15)
-1

R (hA),

(3.16)

where,

Rn = hot-fluid-side convective resistance
Rn ¢ = hot-fluid-side fouling resistance
Rw = tube-wall thermal resistance

R. = cold-fluid-side convective resistance



R. = cold-fluid-side fouling resistance
h = heat transfer coefficient
hs = fouling coefficient
No = extended surface efficiency
d, = outside tube diameter
di = inside tube diameter
L = effective length of tube
N; = number of tubes
The extended surface efficiency may be includeithénexpression for resistance in order to get
the most general expression for overall resistaHosvever for unfinned exchangers both the
fin efficiency is considered to be unity.
In actual practice, the overall thermal resistancéhe overall heat transfer coefficient

are expressed in terms of outside or inside tufasiarea.
1 _ 1+ 1 +doln(doldi)+ d, N d

U, h h, 2k, dh, dh
(3.17)

1_d . d  din(d/d), 1 1

U dh dh, 2k B, h
(3.18)

In this equation, the subscripts o andenote the tube outside and inside respectivdhe T
overall thermal resistances 1/dnd 1/{ are the unit overall thermal resistances basetllos

outside and inside surface area respectively.

3.3.2 Shell-side Heat Transfer Coefficient

According to the propositions based on Bell-Delavanethod, the heat transfer
coefficient and pressure losses are calculated #emm's correlations (Kern, 1950) for flow
over an ideal tube bank, in which there are no by leakage streams. The ideal coefficient
and pressure losses are then multiplied by suitableection factors to account for the
deviation from the ideal model of the flow inside tshell of the heat exchanger.

For single segmental baffle geometry, the mininanall side crossflow areagpis
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Sm = Lbc|: Ds_ Dotl+ pn

(3.19)
For square pitch tube layout, the tube pitch nonmdlow direction is equal to the tube pitch.
The number of effective tube rows crossed in onssftow section between the baffle tips is

Ntcc = & 1- ZBC
L 100

pp

(3.20)
Similarly the effective number of tube rows crossedne baffle window is given by

_O_'8 DsBc _ Ds_ Dotl
100 2

tew
Lpp

(3.21)
The bypass area between the shell and the tubédowiitlin one baffle (§ is calculated as

S, = L[ D= Dyt Ly

(3.22)
whereLy represents the width of the bypass lane betweetutiess. For a pass partition lane
normal to the flow directionL is set to be zero while for a partition lane padaib the flow
direction, Ly is assumed to be equal to tube diametg). (Bor calculation of shell side
correction factors, the fraction of crossflow aesailable for bypass flowFs,,) plays a vital

role.

Fsbp = i
Sin

(3.23)
The shell to baffle leakage areagfSis a factor for calculating the baffle leakagdeef
parameters. The diametral clearancg)(between the shell diameter and the baffle diamste
given as

L, = 3.1+ 0.00D,

(3.24)
The shell-to-baffle leakage area within the ciredgment occupied by the baffle is calculated

as



S, = 77D ﬁ[—zm Hde
sb S 2 27T

(3.25)
The tube-side baffle leakage area for each ba8lg ¢an be determined by calculating the

fraction of total tubes in crossflow.
S, =0.257d,6, 1+ F)
(3.26)

where,
1 )
F == 2/ - =
A [lT+ sm( arcco )]

(3.27)
A=0.5D, /D,
(3.28)

The shell side mass velocity is given by

(3.29)
The shell side Reynolds number is calculated censig the minimum cross-flow area in the
shell side flow direction.
ReS = dOGS = dOrrL
ﬂs /L[SSm
(3.30)

The shell-side Prandtle number is expresses as

(3.31)

The heat transfer coefficient for an ideal tubekban

ho _ jiCpsGS(¢S)0.l4
(P )"

(3.32)



where, jis the Colburn factor for an ideal tube bank dndis the viscosity correction factor.

The ideal Colburn factor for the shell-side candeérmined from appropriate Bell-Delaware

correlations.

Az B
1+0.14(Re ¥

(3.34)

The values of the coefficients are presented iletal.

The viscosity correction factor which accounts tloe viscosity gradient at the tube-wall and

viscosity at the bulk mean temperature of the flaidiven by

@ =t
4,
(3.35)

According to the Bell-Delaware method, the flowdtion for each stream is found out
by knowing the corresponding flow areas and the flesistances. The heat transfer coefficient
for ideal tube bank is then modified for the preseonf each stream through the correction
factors.The actual heat transfer coefficient falside is given by

h= (el d o)

(3.36)
where,h, is the heat transfer coefficient for ideal tubakbandj, j, j», jr, js are the correction
factors for baffle cut, baffle leakage effects, thenbypass flow, laminar flow and unequal
baffle spacing in the inlet and outlet sectionpeesively.

(i) Baffle cut correction factor d)
The baffle cut correction factog accounts for the non-ideal flow effects due tdedénce in
flow velocity through the window and the crossflewlocity over the bundle. Secondly the
flow over the window is partially longitudinal tche tubes, which is less effective than



crossflow. The baffle cut correction factayjg a function of the baffle cut, the outer tubmiti
diameter and the window flow area.
jo =F. +0.54(1-F )"
(3.37)
But for baffle cuts in a range of 15% to 45%, tladfle cut correction factog gan be expressed
as (Mizutani et. al., 2003)
j.=0.55+ 0.7F,
(3.38)
(i) Baffle leakage correction factj(]
The flow through the baffle to tube hole gaps dmeldnnular gap between shell and the baffle
edge reduce a part of the flow that passes ovetutbe bundle as crossflow. This causes the
reduction in both the heat transfer coefficient #mel pressure drop which is accounted in the
baffle leakage correction factor)(j
j=a+(1-a) ex;{— ZZL]
Sh
(3.39)

where,

a:0.44(1— S, ]
Ssb-'-Sb

(3.40)

(i) Bundle bypass correction factgjs)

The Bundle bypass correction factgr) accounts for the the adverse effect of the flow
between the inner shell wall and the tube bundig #we bypass lane created by any pass

partition lanes in the direction of flow. The bypa®rrection factogjy) is
jb = exp(-0.3838,,,)
(3.41)

(iv) Unequal baffle spacing correction factqj (]
The unequal baffle spacing correction fac{p) accounts for the adverse effect of an inlet

baffle spacing(Lyi) or the outlet baffle spacinflLvo) larger than the central baffle spacing



(Lbe). The value ofs is determined directly from the effect on the flgalocity and is given by
the following expression.
Qe OO s (SO
(N, =D+ (L / Lpe) + (Lo / L)
(3.42)
where n = 0.6 for turbulent flow and n=1/3 for iaar flow. The number of baffle

compartments is determined from the effective tebgth and the baffle spacing. However for
equispaced baffles no correction is requirefi-a%.0.

(v) Laminar flow correction factofjr)
The heat transfer is reduced by the adverse tempergradient formed in the boundary layer
as the flow thermally develops along the flow clenifhe laminar flow correction factog |

accounts for this effect.

0.18
- [10
|

(3.43)
where N. is the number of tube rows crossed in one crasg-8ection. The laminar flow
correction factor is subjected to the limits
Jr =0.4for Re< 10(

Jr =1.0for Re> 10(

3.3.3 Tube-side Heat transfer Coefficient

The tube side mass velocity can be expressedeasile side volumetric flow rate per
unit cross-sectional area. It can be expressed as

__4mN,
©omd)? AN

(3.44)
The Reynolds number of the flow inside the tube bancalculated considering the mass
velocity.
_ MmNy
N
(3.45)

Re



Similarly Prandtle number can be determined froerrtiophysical properties of the tube side

fluid.

Pr =

HC

k

(3.46)
The correlations by Sieder and Tate (1936) forIsipppase fluids are used to calculate the

tube-side heat transfer coefficient.

0.14
=270(Re ¥® (Pr j’{ij for Re > 10000
tw
(3.47)
Table 3.1 Empirical Coefficients for Colburn factord friction factor
Tubes | Reynolds| & = & N by b, bs by
pattern number
10>-10" | 0.321 | -0.388 0.372 | -0.123
10~-10° | 0.321 | -0.388 0.486 | -0.152
Triangular| 10°*-10° | 0.593 | -0.477 | 1.450 | 0.519 | 4.570 | -0.476 | 7.00 |0.500
10°-10 1.360 | -0.657 45.100 | -0.973
<10 1.400 | -0.667 48.000 | -1.000
10>-10" | 0.370 | -0.395 0.391 | -0.148
10%-10° | 0.107 | -0.266 0.0815 | 0.022
Square 10*-10° | 0.408 | -0.460 | 1.187 | 0.370 | 6.0900 | -0.602 | 6.30 | 0.378
10°-10 0.900 | -0.631 32.100 | -0.963
<10 0.970 | -0.667 35.000 | -1.000

3.4  Experimental Estimation of Fouling Resistance

The objective of this research is to estimateifmulesistances in a laboratory

scale shell and tube heat exchanger and determéneftect of fouling on the heat transfer




performances. The formulations based on Bell-Detawaethod as discussed in the previous
section is utilized to calculate the clean ovetadat transfer coefficient and the fouling

resistance.

3.4.1 Experimental set-up

Experiments were conducted on a 1-1 shell andhebeexchanger. The Figure 3.2
shows the sketch of the 1-1 shell and tube hedtagmger, which was used for carrying out the
experimentation work. The figure 3.3 shows the detepheat exchanger system including the
various measuring instruments used for measureai@ifferent parameters such as
temperature and flow rate. The data acquisitimhrecords the inlet and outlet temperatures
of the tube and the shell. The hot water was altbt@eflow through the tubes while the cold
water in the annular space between the shell antuties. The water source was the common

tap water. The flow of the two liquids is countem@nt in direction.

The heat exchanger consists of parallel tubeglfittea shell containing baffles along its
length. The whole unit is insulated such that thereo heat transfer from the exchanger to the
environment. However any loss of heat from thelshieé fluid to the surroundings is assumed
to be negligible. The baffles ensure turbulent whtev conditions providing efficient heat
transfer and simultaneously support the tubes.oliter shell made up of mild steel is having
internal diameter 150mm and length 860 includirgh@inds on both sides. The shell consists
of 55 numbers of copper tubes having internal dtam@6mm and outer diameter 12mm. The
effective tube length is 800mm. The exchanger assif 4 numbers of single segmental
baffles with 22.5% baffle cut.

The geyser used for heating the water is a végtoaage water heater type of geyser
having metallic body with outer cover made up dtnoroof ABS material. The inner tank is
made up of 304 grade stainless steel. It can taitlispressure upto 3.5 kg/trithe geyser is
equipped with automatic temperature regulationughothermostat safety devices. The
thermostat is set with a cut off at 200 The geyser works with 230v, 50Hz single phase AC

supply.
Hot water from the geyser flows through the intudes via a rotameter which
measures the flow rate. The rotameter consistdageredube, typically made of glass with a



'float’. The float is actually a shaped weight tisgtushed up by thdragforce of the flow and
pulled down by gravity. Drag force for a given @luiand float cross section iguanction of flow
speed. The rotameter is positioned vertically enftbid system with the smallest diameter end
of the tapered flow tube at the bottom. This isfthiel inlet. The float, typically spherical, is
located inside the flow tube, and is engineerethabits diameter is nearly identical to the flow
tube’s inlet diameter. When the fluid is introducetb the tube, the float is lifted from its

initial position at the inlet, allowing the fluid fpass between it and the tube wall. As the float
rises, more and more fluid flows by the float besmathe tapered tube’s diameter is increasing.
Ultimately, a point is reached where the flow asekarge enough to allow the entire volume of
the fluid to flow past the float. This flow areadalled the annular passage. The float is now
stationary at that level within the tube as itsgiiis being supported by the fluid forces which
caused it to rise. This position corresponds toiatmn the tube’s measurement scale and
provides an indication of the fluid’'s flow rate. dfow tube is made of borosilicate glass and
the wetted parts including the float are made & $thinless steel. The maximum operating

pressure is 8.6 kg/cnfior a maximum operating temperature of®3

Cold water is pumped through the shell by mears@P5hp pump which can supply
water upto 1900LPH with this head. The attachedmeter measures the cold water flow rate.
The inlet and outlet temperatures for both theamat cold fluid were measured with
thermocouples and read from a digital temperatu&ator. All the data for a particular
combination of hot and cold water flow rate welleetaat steady state. At the steady state the
inlet and outlet temperatures of both the hot arld ftuids do not undergo any change for a

particular flow rate.

To measure the inlet and outlet temperatures ofi¢dlae exchanger, Resistance
Temperature Detector (RTD) type of temperaturesiratiers are used. RTD is a device that
senses temperature by variation in the resistahap electrically conductive material. RTDs
are the most accurate method of measuring temperawer wide ranges and highly stable
over time and temperature cycling. The electricaipductive material used is platinum. The
RTD probe consists of a protective sheath whicghdksed end stainless steel tube, a sensor
element, lead wires and a threaded terminatiomodigh the RTD probe has a protective
sheath, it is inserted into a thermowell for addeatection from process contamination. The

temperature range for both the shell and tubeisiffem — 30C to 175C. The accuracy of the



temperature transmitter was checked in the labgratsing a mercury thermometer. The

temperature transmitters are connected to theaqgdanel for continuous monitoring and data
logging.

The calibration of the thermocouples was performmethg a mercury thermometer
which showed that maximum temperature uncertait®) (vas 0.£C. Similarly by calibrating
the rotameters, it was determined that the maghiiof flow uncertainty was +1%. The flow

measuring rotameters were calibrated by using gRoflow meter.

3.4.2 Experimental Procedure
The experiments were conducted with normal tap madethe cold fluid while the hot
fluid was hard water having hardness within a raoigg00 to 550 ppm of NaOH. The geyser
used for heating the water was set with a cutafigerature of 10C. The experiments were
carried out for 5 to 6 hours on daily basis. Fargwset of data it was waited until steady state
is reached. The experimentation involved four majeps.
(i) Operating Boundaries :

First of all the operating boundaries of the hesthanger was determined. Then the heat
exchanger was operated at various combinationsldfand hot water flow rates ranging from
600LPH to 1200LPH. The inlet temperature of thefhotl to the tubes was maintained within
a range of 40C and 70 C while the cold fluid inlet temperature was mainéed at the ambient
room temperature. Depending on the operating camgitthroughout the experimentation
period, cold fluid inlet was varied between®24to 28C. Then an operating space was
determined by considering hot water flow rates laoidwater inlet temperature.

(iNTube Side Analysis:

Initial trials were conducted keeping the hot wdtew rate constant while varying the cold
water flow rates. After each increase in cold wéltewr rate, it was waited until the flow rates
reached steady state.

(i Shell Side Analysis:

This time step 2 was repeated except the cotéripw rate was maintained constant and
the hot water flow rate was varied.

(iv) Data Duplication:



The procedure of steps (ii) and (iii) were repeadeéw times to achieve steady state and to
ensure that the data was reproducible. After mgtthe data corresponding to various flow
rates and inlet temperature of the fluids, suitalala reduction method was applied for further

analysis.

il A
LISy

Temperature

Indicator | i
\\_2 ’JL 6

|
1. Heat Exchanger ﬁ B
2. Tube sheet 3 _

3. Rotameter b i@' |
4. Purnp f / ‘
4. Electrical Heater i 4
fi. Valve 4
7. Storage Tank
g 7 _/

Figure 3.2 : Schematic diagram of experimentauget-



Shell & Tube Heat Exchanger
Rotameter

1

2

3 Heater

4 Hot Water Inlet

5 Cold Water Inlet

6 Hot Water Outlet

7 Cold Water Outlet

8 Temperature Indicator
9 Storage Tank

10 Motor

Figure 3.3 : Shell and Tube Heat Exchanger usedxjperiments



3.5 Results and Discussion

The experimental results with the above mentiozmgaerimental set up were analyzed
using Bell-Delaware method to find out the clearrall heat transfer coefficient. The flow
chart of the Bell-Delaware analysis method is shawhigure 3.4. The input data included the
inlet and outlet temperatures, flow rates, propsrtf both fluids and detailed geometry of the
heat exchanger under consideration. This methocule¢s both the clean and actual heat
transfer coefficient and consequently the fouliegistance of the subject heat exchanger.

The samples of operation data including flow rated temperatures for both shell and
tube side are shown in Table 3.2 and A.1 of Apperdior one fouling cycle. A fouling cycle
is considered as the period of operation duringctvline of the flow rates either the shell or
the tube side is maintained constant. The totatenyental work is carried out with ten cycles
of operation.

Table 3.2 : Samples of Temperature and Flow raiesgl Cycle 1.

Days m; (kg/s) m: (kg/s) Thin °C) | Thou (°C) Tein °C) Tcou (°C)
1 0.10958 0.08246 40 34.6 22 28.6
2 0.10958 0.08246 40 34.6 22 28.6
3 0.10958 0.08246 40 345 22 28.8
4 0.10958 0.08246 40 34.6 22 28.8
5 0.10958 0.08246 40 34.7 22.1 28.7
6 0.10958 0.08246 40 34.7 22.1 28.8
7 0.10958 0.08246 40 34.7 22.1 28.8

The first set of results shown in table 3.2 pegdmthe variation of mass flow rates and
temperatures during first cycle. The cold watenfl@ate was maintained constant at a rate of
600LPH while the hot water flow rate was variedhivit450 to 1200 LPH. The thermophysical
property such as density was determined at an gedeanperature for both the hot and the cold
fluid. The figure 3.5 shows the variation of tengdare differences of both the hot and cold
fluid with time for the first fouling cycle. As cabe seen, the hot water flowing through the
tubes undergo a change of temperature approximéi€hhigher than the cold fluid flowing

through the annular space in the shell.
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The second set of results pertains to the vanatiooverall heat transfer coefficients
with time. The Bell-Delaware method is used tdéedaine the clean overall heat transfer
coefficient. Samples of results corresponding te #pecified geometry and operating
conditions of the heat exchanger are providedahle A.2 of Appendix A. The change of
cross-flow and the corrected heat transfer coeflits as a function of time for the shell side
flow during the same fouling cycle is shown in figu3.6. The variation in heat transfer
coefficients with time during the same fouling @yelxhibits the same trend as that of the flow
rates. These heat transfer coefficients are thieatetalues corresponding to clean operating
conditions and are independent the fouling growtie corrected heat transfer coefficient is
less than the corrected heat transfer coefficigrdiell side heat transfer coefficient correction
factor (J) which accounts for the baffle configurat leakage and bypass. These correction
factors are dependent on the geometrical constructf the heat exchanger. For the
geometrical configuration of the heat exchangeduse experimental work, the heat transfer
correction factor was calculated to be 0.88. Basethe calculated values of the heat transfer
coefficients, log mean temperature difference, temaure correction factor and heat balance
on one of the flow streams, the actual and cleanadvheat transfer coefficient as a function of
time are calculated and shown in Figure 3.7. It lbanobserved that the actual overall heat
transfer coefficient decreases with time, but tlearm overall heat transfer coefficient exhibits
the trend of mass flow rate and independent of .tihés is expected as the actual heat transfer
coefficient is a function of heat transfer ratdeir& outlet temperatures and heat transfer area
while the clean overall heat transfer coefficientifunction of heat exchanger geometry and
flow rates which do not change during the foulinygle. The reduction in actual overall heat

transfer coefficient is a clear indication of fowgigrowth on the heat transfer surfaces.
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Figure 3.7 Clean and Actual Overall Heat Transfeeficient

The third set of results pertains to the variatbriouling growth with time during the
same fouling cycle. Figure 3.8 indicates the faglgrowth for the first cycle. For the fouling
cycle under consideration, the fouling resistanas imcreased from 0.0987x i@v/m’.K to
3.805x10° W/m?.K during a period of 40 days. Similar trends apeamed for different fouling
cycles for the subjected heat exchanger as showigime 3.9 and Figure 3.10. It is observed
that the plots exhibit power law and it will be ddarther in the statistical analysis. The growth
rate of fouling decreases with while the foulinqitioues to increase. This is attributed to the
decrease of deposition rate and increase of massved rate as a result of increase in flow rate
and consequently the flow velocity.
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3.6 Summary

A gquantitative estimation has been carried owgsiimate the heat transfer performance
parameters such as overall heat transfer coeffieied fouling resistance of a shell and tube
heat exchanger. Since the calculations of shedl k&ht transfer coefficient is involved more as
compared to the tube side heat transfer coefficitet well established Bell-Delaware method
has been used to carry out the thermal analysis. Mbthod takes into account the complex
flow configurations for the shell side flow by inmporating the correction factors. The
experimental results obtained by the thermal amalyse further used to develop a statistical

model for analysis of fouling growth.



Chapter 4

Fouling Analysis

This chapter describes an integrated approachuantdication of fouling resistance in
a shell and tube heat exchanger. The approach ones@boratory scale experiments with
statistical analysis to investigate the thermo hytic performance due to fouling. The fouling
growth model developed by using statistical appnda@pplied on a single pass shell and tube
heat exchanger with water both as the hot and fballl The various performance parameters
such overall heat transfer coefficient, foulingisemnce and cleanliness factors have been
calculated based on the correlations mentionetiarptevious chapter and investigated with
the results of experimentation. The uncertaintymeasurements of mass flow rate and
temperature has been taken into considerationdi@rihination of thermal performances of the
heat exchanger.

4.1 Introduction

Fouling is a complex phenomenon and its accuraentgication based on current
knowledge is quite a difficult task. Several resbars have worked on theoretical modeling of
the fouling behavior in different kind of heat eadgers under different operating conditions.
The deposits due to fouling on the heat transfefasas reduces the heat transfer rate and
simultaneously increases the pressure drop acrobgah exchanger by increasing flow
resistance. The amount of deposits on a heat #assfface can be quantified using fouling
thermal resistance. Measuring the fouling therrasistance can assist in extracting parameters
that could be used for predicting fouling behawviorsimilar heat exchangers operating at
similar conditions. However the estimation dependsonly on the physical model employed
but also on the correlation method used.

As discussed in chapter 2, fouling is usually d¢feegbinto six categories depending on
the key physical parameters or chemical processedvied in the operating conditions. The
fouling mechanism due to each individual type igegeomplex and it becomes much more
complex when there is a combination of two or mgpes of fouling mechanisms. However in
industrial applications fouling is a combinationtefo or more mechanisms. In most cases, one
mechanism plays the role of a fouling precursordnother mechanism. Among the various

types of fouling, crystallization fouling has theosh detrimental effect on the industry around



the world as it accounts for more than 35% of thdifig problems in industrial applications
(Mwaba et. al., 2006). In general, the type andceatration of mineral salts and operating
conditions, such as temperature, pH, pressure,, titoer velocity, radiation, mechanical
motions, and impurities, determine the severityoofing and scale formation. Crystallisation
fouling is caused by the crystallisation of a diged species from the process solution onto a
heat transfer surface. It occurs when the conceoriraf the dissolved species in the process
solution exceeds its solubility limit. The inverselubility salts that are originally dissolved in
process fluid, deposit on heat transfer surfaces\asallization fouling. The salts like Cag0O
CaCQ, NaSQ,, CaSiqQ, etc. precipitate on hot surfaces which cause rfarkng problems
during heat exchange process in aqueous systemsgBat. al., 2008).

An analytical description for precise and accuratdculation of overall fouling
resistance resulting from complex combinations iffexent fouling mechanisms is not yet
possible, because the formation of deposits is rg wemplex process, and depends on
parameters whose influence can only be roughlynaséid. Heat exchanger literature such as
TEMA Standards presents data for routine cases rotegs and thermal engineering
applications, but special cases need a real qietith of fouling resistances. The classical
detection methods are based on study of the haasfer coefficient and effectiveness. Such
types of investigations are generally carried guehd temperature measurements, ultrasonic
or electrical measurements or weighing of heat amghr pipes (Lalot and Palsson, 2010). But
to get accurate results, these methods requiresytbiem to present successive steady states
which is too difficult to achieve.

This chapter provides a brief description of thatistical distributions and their
applicability to the development of a fouling modelcase of a laboratory scale shell and tube
heat exchanger.  Simultaneously the uncertaiimieseasurements of temperature and mass
flow rate have been taken into consideration ireotd achieve higher accuracy. The statistical
approach has been introduced to develop foulingvigranodel which can be used for optimal
maintenance schedule of the exchanger.

4.2  Statistical Analysis
Much of the research in engineering, basic sciem@ industry are empirical
and make extensive use of experimentation. Stalstanalysis can greatly increase the

efficiency of these experiments and often strengtiee conclusion so obtained (Sheikh and



Al-Bagawi, 1999). In this work a statistical ays is developed to formulate the fouling
model of a shell and tube heat exchanger. Thisysaisalconsiders various probability
distributions for analyzing the fouling data of theat exchanger. The distribution having
highest coefficient of distribution has been a¢dered as the best distribution for development
of the fouling growth model.

The probability density function (PDF) is the mosportant mathematical function in
life data analysis. The area under the PDF cueteden two defined points on the x-axis
gives the probability of an event occurring betw#®se two points. This function can be used
to derive other functions that are important t@ Idata analysis, including the unreliability
function, the reliability function, the failure gfunction etc. This is known as the cumulative
distribution function (CDF). In relation to this wq it is the probability that a device or system
does not perform its intended function for a giweterval of time under specified operating
conditions. The Unreliability is identical to theiraulative distribution function (CDF) in
probability theory. The CDF measures the cumulapirabability of a failure occurring before
a certain time. The CDF function returns the prdiigof a failure occurring before a certain
time.

For the time required to reach critical fouling éévthe cumulative Distributive
Function (CDF) can be given as (Little, 1978)

[
N, +1

F(t) = (4.1)

where i=1,2,....... , Nfor the " event of time to reach the critical level of fougiand F@) is
the cumulative value of F(t) att =t

The most frequently used function in data analgsid reliability engineering is the
reliability function. This function gives the prdifity of an item operating for a certain period
of time without failure. The functions most commpnised in reliability engineering and data
analysis, namely the reliability function, failurate function, mean time function and median
life function, can be determined directly from tleamulative distribution function. The
reliability function enables the determination ok tprobability of success of a unit for a
specified duration. The CDF function returns thebability of a failure occurring before a
certain time. Another useful function is the onattiprovides the probability of a failure

occurringafter a certain time. The CDF measures the area undd?itrecurve up to a given



time, and the area under tR®F curve is always equal to 1. Given these cos¢capbtracting
the CDF from 1 would result in the probability ofaalure occurring after a given time. This is
the widely-used reliability function. Accordinglyhe CDF is also known as the unreliability
function. Besides, since reliability and unreligiilare the probabilities of two mutually
exclusive states, the sum of these probabilitiedisys equal to unity.

Thus the probability of trouble free operation bétexchanger can be expressed in
terms of the probability function R(t) defined as

R(t) =1- F(t) 4.2)

Another function that can be derived from the CIBRhe failure rate functiorilhe
failure rate function also known as the hazard fatetion gives the instantaneous failure
frequency based on accumulated age. To describdifdétene distribution of a random
variable, it's also possible to use the hazardtioncwhich measures the instantaneous failure
rate at time . The hazard function is the riskadlufe in a small time interval, given survival at
the beginning of the time interval. As a functidtimme, a hazard function may be increasing,
meaning as time increases the rate for failureesmsxs. The hazard function is used in
reliability applications to describe the instantaune failure rate at any point in time. The
cumulative hazard function (CHF) also known asitttegrated hazard function is the integral
of the hazard function. Like the hazard functiome tcumulative hazard function is not a
probability. However, it is also a measure of riske greater the value of CHthe greater is
the risk of failure within a same time span.

The cumulative hazard function in this work représ a degree of cumulative damage
to the heat exchanger. Increasing rate of CHF atdgcthat the heat exchanger surfaces are
undergoing ageing type of failure due to foulingpats. Thus the degree of cumulative
damage to the heat exchanger due to ageing faihmebe expressed in terms of cumulative
hazard function H(t) given by ( Kapur and Lambersi®iv7)

H(t) =-In R(1) (4.3)

Several distributions have been postulated to desd¢he time required to reach the
critical level of fouling in a heat exchanger byolpability plotting, parameter estimation or
distribution model’s validation. This work transfies the equation for the CDF to a form that
can be plotted as

Y=aX+hb (4.4)



The parameters for various distributions can bendoaut by the above transformation. The
slopes “a” and the intercept “b” of the regressiodel for various distributions are

summarized in table 4.1 (Al-Bagawi, 2002).

Table 4.1 : Distribution models and their transfation

Probability distribution function CDF F(t) X Y
Normal t — 0\t O [F(t)]
1 expl - (t ,Uj I f(t)dt:CD(t—’uj ()
ovan g - o
L _ [ I t -1 1
Normal | - exp| - At ﬂ} Fey=o( 4] MO @IRO)
to'\2mr g g
Expone |, _,, 1 _ ., 1—e™ t 1
ntial Ae™H =2t n —F(t]]
Weibull [ m t\™ 1 ™ t\™1 | In(t) [ 1
— | = — | — 1_ — | - -
9(9) MP[ (9) ] exp[ (e) ] n|in [1—F[tj]

The coefficient of determination {Ris used to determine the ability of a model teripret the

data. It can be expressed as

RP = vy (4.5)
(?-7)(?-?2) |
where,

In this work the exponential, weibull, normal andginormal distributions have been
considered to find out the best possible distriyuti These distribution methods are
characterized in terms of mean, variance and cenéd limits as follows.

(i) Exponential Distribution :



In probability theoryand statistics the exponential distribution is a family of contous

probability distributions It describes the time between events iRaisson process which

events occur continuously amgdependentlyat a constant average rate. The mean, variance

and confidence limits of exponential distributiae given as

1
=—=0 4.7
llIC /1 ( )
o’ = /1—12 =6’ (4.8)
6* = fexp[ +1.018Z,,| N ] (4.9)
For different confidence limits, the value |, [takes different values.
Confidence Limit 80% 90% 95% 99%
|Z o2 1.28 1.648 1.96 2.58

(i) Weibull distribution :
The Weibull distribution is a continuoysobability distribution The Weibull distribution

gives a distribution for which th&ilure rateis proportional to a power of time. The mean,

variance and confidence limits of weibull distrilout are given as

He = 9(1+ 1]

m
(4.10)
el )]
m m
(4.11)

6 = Gexp| £1.0182,,| N ]
(4.12)

m* = fnexp| £1.049Z,,| N*?]
(4.13)

(iif) Normal Distribution :
The normal or Gaussian distribution is@tinuous probability distributiothat has a bell-

shapedrobability density functiorknown as thé&aussian functianThe normal distribution is




considered the most prominent probability distiidmutin statistics This is due to the fact that

the normal distribution is very tractable analyficavhere a large number of results involving
this distribution can be derived in explicit for@econdly, the normal distribution arises as the

outcome of theentral limit theoremwhich states that under mild conditions the sdima karge

number ofrandom variabless distributed approximately normally. The meaariance of

normal distribution are given as

i~ o
He = H, i|Zt)//2|ﬁ

(4.14)

ot =64z, 2
2(n-1)

(4.15)

(iv) Lognormal Distribution:

The log-normal distribution is grobability distributionof a random variablewhose

logarithm is normally distributed If X is a random variable with a normal distributioner

Y =expX) has a log-normal distribution; likewise, ¥ is log-normally distributed, then
X =log(Y) is normally distributedn a log-normal distribution, the parameters désieg mean

and variance are given as

=tyexp W
tuc 0 p 2

(4.16)
o =t;expW’ )| exp@’ )- 1
(4.17)

t> =1, exp[i|Za,2| \7vN‘1’2]

(4.18)
W =12 N
(4.19)

Using the results of the optimum distribution wite parameters, the fouling growth

model can be developed by calculating the critioaling level from thermal analysis of the



heat exchanger performance. The thermal analysisheft exchanger provides a mathematical
relationship linking the heat exchanger performanitk the extent of fouling. This provided a
practical approach of generating appropriate faulgrowth curves in order to adjust the
operational parameters for optimal cleaning scheedtib heat exchanger.

Depending on the distribution methods, the foutingwth models can be different. For
the lognormal distribution, the fouling growth médegiven as

R(H)=RO

(4.20)
where, R(t) is the fouling resistance at any instant ofgitr{day), R1) is the fouling resistance
at the start of operation of the heat exchangeresponding to clean condition afds the
constant assumed for this model.

Figure 4.1 shows the algorithm for statistical sl of a heat exchanger subjected to
fouling. The input data of the analysis includes thitical level of fouling which can be
determined by the operation engineers either froernmtal analysis, previous experience or

some specific standards.
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Figure 4.1 Statistical Evaluation of Fouling

4.3 Interpretation of Experimental Data:

Since there occurs no change of phase in any olighgls and the heat exchanger is
operating at a lower range of temperature, speledat capacity for both the hot and cold water
is assumed to be invariant. As the heat duty ofiibeand cold fluids are different in all
practical cases, three heat duties for the heditasger can be determined from each set of test
data.

Heat duty for the hot fluid

Q=mG(T-T)
(4.22)
Heat duty for the cold fluid
Q,=mG(T,- T
(4.22)
Hence the mean value of heat duty for both theahdtcold fluids is
Q=3(Q+Q)

(4.23)



The unsteadiness of each working regime is caledlas a factor of dispersion about the mean
heat duty which is defined as

A VQ-Q)+(Q- Q)
Q Qm

(4.24)

For analysis of the experimental data only measangsncorresponding to steady state
were taken into consideration. Therefore the memsents for whiclg was less than 10%
were taken into account and other measurementsdisrarded for further analysis (Milanovic
et. al., 2006).

As there exists uncertainties both in temperataresmass of fluid flow, the exact heat

duties can be calculated taking into considerati@se uncertainties.

Qe = (M+AM) G(T— T+2A T

(4.25)

Qumin = (M-AM) ¢(T— T-247)

(4.26)

Qo max = (M + AMy) G(T,— T+2A 7

(4.27)

Qin =(M,—AM) ¢(T,— T-247

(4.28)

The heat exchanger is a single tube pass shelludred heat exchanger operating in
counter-current flow direction. Considering the @rainty in measurement of temperature, two
mean logarithmic temperature differences can beraeted as

LMTD - (-I-ZL_T4+2AT)_(-I-2_-|;+2AT)
" In[(T, =T, +2AT)/(T,- T,+2A )]

(4.29)

I—MTDmin: (Tl_T4_2AT)_(-r2_-|;_2AT)
(T, - T,=2AT)/ (T, T,-2AT)]

(4.30)



Due to uncertainty in temperature and mass flowetlage two values of heat duty each
for the hot and cold fluid. Also there exist twolues of LMTD. As overall heat transfer
coefficient is a function of heat duty and LMTDetk can be four sets of overall heat transfer

coefficients considering uncertainties in tempeaefand mass flow rate.

Ul max = Ql‘ —
™ AX LMTD,,,

(4.31)

Ul min = le o
™ AXLMTD,,

(4.32)

U2 max = szmax
T Ax LMTD,,

(4.33)

= Qz,min
“m AX LMTD,,,,
(4.34)
The mean overall heat transfer coefficient is daked as

Um :%(Ul,max-}-u l,min-}-U 2,max+U 2,mi)

(4.35)

The unsteadiness of each working regime from theradlivheat transfer point of view
was taken into account considering the dispersemoraing to statements of Perry and Green
[23]. The dispersion limit for overall heat transtmefficient was set at 20% so that only the
measurements within this limit were taken into ¢desation (Milanovic et. al., 2006). The
dispersion about mean overall heat transfer coeffiavas determined as

AUm —_ (Um_ul,max)2 +(Um_U1,min)2+(U m_U 2,ma)2+(U m_U 2,mi)2
u ?

m

(4.36)
The overall thermal resistance due to fouling wafcudated according to the following
equation



(4.37)

The overall heat transfer coefficient for the hesthanger with clean condition {Us
determined as the overall heat transfer coefficamhitiation of the experimentation. Since the
variation in inlet temperature of the cold fluidvery less, the clean overall heat transfer

coefficient is assumed to be invariant.

4.4  Results and Discussion

The experiments were conducted with the experinheetaup described in section 3.4
of the previous chapter. The experimental dataectdld with the subjected heat exchanger
were analyzed taking into account the uncertaintigemperature and flow measurement. The
uncertainties in temperature measurement resuitede maximum and one minimum value of
LMTD corresponding to a single set of experimente Tminimum and maximum LMTD
values for the whole experimental results are sunzed in Table A.3 of Appendix A.
Similarly the uncertainties in the flow measuremessulted in two values of heat duty out of
which one is a minimum and the other one is maximiine heat duty values were calculated
with the specific heat values corresponding to thean temperature of the fluids. The
dispersion about mean heat duty for all the expamiiad results were calculated according to
equation 4.24 and are represented in Table A.4ppieAdix A. The maximum dispersion about
the mean heat duty was observed to be 6.45% windlartean dispersion about same mean
value was 7.57%. Corresponding to the uncertamtfyow measurement, both the hot and the
cold side fluids have maximum and minimum valuesheét duty. The actual overall heat
transfer coefficient is dependent on the heat duy the LMTD. As the both side heat duties
have two different values due to flow uncertaintgd & MTD has two different values due to
temperature uncertainty, a set four values for al/éeat transfer coefficient (1Unax U1 min
U2 max Uz2min) has been calculated. The dispersion of the dvieealt transfer coefficient about
its mean value is determined and summarized ineTabb of Appendix A. The maximum
dispersion of the experimental data for overallthesnsfer coefficient about its mean value
was found to be 10.5%. Since this value is welhimithe maximum limit of 20%, the data is

further used for statistical analysis.



Fouling | Time (Days) | Cumulative Distribution Reliability R(t) Cumulative Hazard
Cycle Function F(t) Function H(t)
1
40 0.091 0.909 0.095
2
64 0.182 0.818 0.201
3
87 0.273 0.727 0.318
4
93 0.364 0.636 0.452




5

102 0.455 0.545 0.606
6

129 0.545 0.455 0.788
7

142 0.636 0.364 1.012
8

145 0.727 0.273 1.299
9

148 0.818 0.182 1.705
10

164 0.909 0.091 2.398

Table 4.2 : Statistical Functions for the foulingles

The statistical analysis method is consideredimlork for the prediction of fouling in

case of the above mentioned shell and tube hebtiager. The result of the experimental work

was analyzed by statistical approach for prediatibtihe time required to reach critical level of

fouling. The whole experimentation work is dividedo 10 number of fouling cycles. The

results of the statistical analysis are summariadde Table 4.2 and 4.3.

Table 4.3 : Statistical distributions for fouliogcles

16

69

Fouling | Time | F(t) Normal Log-normal Exponential | Weibull
Cycle | (Days) Distribution | Distribution Distribution | Distribution
X Y X Y X Y X Y
1
40 0.091 40| -1.54 3.6¢ -2.12 4( 1 369 -1
2
64 0.182 64| -1.16 4.15 -1.66 64 0.22 415 -1
3
87 0.273 87| -0.69 4.46 -1.17 81 036 446 -0
4
93 0.364 93| -0.44 4.53 -0.84 93 054 453 -0

44




° 102 0.455| 102 -0.12 4.62 -0.4p 102 0Jf77 462 -0)12
° 129 0.545| 129 0.12 48% -0.1p 129 098 4,85 0/12
! 142 0.636 | 142 044 4.96 0.14 142 124 496 0,44
° 145 0.727 | 145 0.69 4.98 0.37 145 1,68 4,98 0,69
° 148 0.818| 148 1.16 5.0 0.52 148 246 50 1.16
w0 164 0.909 | 164 1.54 5.1 0.84 led 362 51 1.54

The statistical functions are represented in Figu@ which illustrates the fouling
behavior and the possible failure of the exchamgedifferent kinds of statistical distributions.
It can be observed that the efficiency of operatbnhe exchanger reduces with progress of
time. Simultaneously the fouling growth increases slower rate at the beginning of operation

while it improves rapidly after certain period ohe.
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Figure 4.2 Statistical functions for the foulingctss of heat exchanger
The statistical data for different distribution® alfustrated in Figures 4.3 and 4.4. All

the distributions are fitted with linear functiorend the corresponding fitted equation,



coefficient of determination and the goodness bfefst results are summarized in Table 4.4.
The coefficient of distribution for lognormal digtution is highest as compared to the other
distributions. As illustrated in the Figure 4.3 a#d, the exponential distribution is weakest
having lowest coefficient of determination 0.794il&tthe lognormal distribution is having a

highest value of coefficient of distribution equal0.967. Hence in this study the lognormal

distribution is used as the most suitable distrdyufor data analysis.

Table 4.4 : straight line fit results of statistidestributions

Distribution Fitted Linear Equation Coefficient Determination (R)
Normal Y=0.026X- 2.323 0.924
Log-Normal Y=2.151X-10.07 0.967
Exponential Y=0.016X- 0.905 0.794
Weibull Y=2.327X-11.30 0.921
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Figure 4.3 : Exponential and Normal distribution fauling
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Figure 4.4 : Weibull and Log-normal distributiorr fouling
All data taken during the whole period of experitagion is divided into 10 numbers of

cycles. In the present work, only six cycles arasidered for analysis. The initial value of
fouling resistance considering the thermal analysfissix fouling cycles is found to be
0.000186MK/W. The critical level of fouling for any partitar heat exchanger can be
determined depending on the process requirememtsoperating conditions. In the present
equipment studied, the critical level of foulingtiaken to be 0.00125m/W based on the
TEMA correlations. The mean time required to atthim critical level of fouling based on log-
normal distribution is found to be 106.4 days.
The log-normal distribution can be expressed asveep law function R(t) = R (1)

which represents the fouling growth in the preseatk. The average fouling growth using

statistical analysis is derived to be

R, (f) =0.000186°%2%

(4.38)
Figure 4.6 indicates the thermal analysis of alé thix fouling cycles under

consideration and fitted with a single regressiae bf power equation law. The coefficient of



determination for this distribution is 0.945 whigfdicates a good accuracy of fitting of the

results. The thermal analysis of all the six cyge®s a power distribution law as

R, (t) =0.000171°%%

(4.39)
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Figure 4.5 Fouling growth results for all cycles

The comparison between the stasisaoalysis and the thermal analysis is illustrated

in the table 5. It indicates a variation of maxim8.7% in the study of fouling growth over a

span of 120 days. Hence the accuracy of statistifgatoach can considered quite reasonable as

compared to the thermal analysis of fouling growmtla heat exchanger. Figure 4.7 illustrates

the comparison of results from the present statistnodel and those of thermal analysis for

the six fouling cycles considered for analysishiis present work.
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Table 4.5 : Comparison of statistical and thernnallygsis

Ri(t) from statistical

Ri(t) from thermal

Time (Days) | analysis analysis % Difference
1 0.000186 0.000171 8.77193
10 0.001484 0.001384 7.279523
20 0.002774 0.002596 6.834286




30 0.003998 0.003752 6.574697
40 0.005183 0.004872 6.390898
50 0.006338 0.005966 6.24855
60 0.007471 0.00704 6.132386
70 0.008586 0.008097 6.034269
80 0.009685 0.009141 5.949349
90 0.010771 0.010173 5.874502
100 0.011844 0.011194 5.807593
110 0.012908 0.012206 5.747103

4.5 Summary

In this chapter the statistical analysis is usedrfeestigation of performance of a shell
azand tube heat exchanger under fouling condifldve statistical analysis can be used for
optimal cleaning schedule in chemical process itmagissso that the idle time can be reduced to
possible minimum and simultaneously the heat exglarunning with poor performance can
be avoided. The statistical analysis gives a thealeframework towards the indication of the
extent of fouling on the heat transfer surface Wwhdannot be estimated from the outside of the
exchanger body. Hence this can be used for prediotif fouling without opening the
exchanger which is very much a complicated proc&ssis systematic statistical analysis
provides an effective means for prediction of daseein heat transfer efficiency for effective
preventive maintenance scheduling of the heat exgdracleaning. This can be used for
continuous monitoring of a heat exchanger systedhiaproved maintenance scheduling. In
further study, the experimental methods such asdiiplot method and C-Factor method are
used for quantification of fouling and its effech dneat transfer performances of a heat
exchanger.



Chapter 5

Heat Transfer Performance Analysis using Wilson PlbMethod

This chapter describes an integrated approach rigestigation of heat transfer

performances of a shell and tube heat exchangeg ulilson Plot method and its various



modifications. A theoretical framework for fouliragnalysis using statistical approach has been
discussed in the previous chapter. The Wilson piethod takes into account the theoretical
correlations along with experimental observatiamstudy the heat transfer performances of a
heat exchanger subjected to fouling. The most Bugmt thermodynamic performance
parameter for a heat exchanger is the overall traasfer coefficient. In this chapter, the
overall heat transfer coefficient has been caledlabased on the correlations among non-
dimensional numbers such as Reynolds number anddffranumber as described in the
previous chapter.

51 Introduction

The heat transfer mechanism by convection lentimienergy transfer between a solid
surface and a moving fluid due to a prescribed tratpre difference between the solid surface
and the fluid. The estimation of convection coedfints constitutes a crucial issue in designing
and sizing any type of heat exchange device. Thaxanly used method to determine the heat
transfer coefficients and hence the overall heatstier is the Wilson plot method. This chapter
presents an overview of the Wilson plot method #@&aduse to determine the relationship
between overall heat transfer coefficient and Niussenber.

The mechanism of heat exchange in heat exchamgyessentially contributed mostly
by the process of convection. It is the processneirgy transfer between a solid surface and a
fluid moving over the surface due to the existente temperature difference between the
surface and the fluid. This process can be analyged combination of effects due to
conduction and fluid motion as presented Bgrnandez-Searat. al.(2007).The analysis of
convection problems requires the solution of magsnent and energy conservation equations
taking into consideration the surface geometry #imd properties. Secondly such problem
requires determination of the flow field and thenperature distribution in the fluid. This
approach is too much complex and solutions have telen found for simple surface
geometries and under several restrictive assungtion

In actual practice, most of the convective heahdfer processes inherent to heat
exchangers usually involve complex geometries amdcate flows so that the analytical
solutions are too much complex. Therefore, a moaetigal and simpler approach has been
developed based on Newton’s law of cooling whichralates heat transfer by convection (q),



the surface area (A), average convection coeffigienand the temperature difference between
the solid surface (J and the fluid (7).

q=ANT-T) (5.1)

For a given flow and surface geometry, the expamtaledata can be easily obtained by
measuring surface area and fluid temperatures. &goiesitly the convection coefficient can be
determined by using equation (5.1). However theomdjawback of this methodology lies in
the measurement of solid surface temperature asutti@ce temperature varies along the length
of the tube and the fluid flow pattern is altergdtbe presence of baffles in a heat exchanger.
Secondly this becomes much more complex in hedtaggers as the heat transfer surfaces are
not accessible. Hence this is one of the most liverareas for researchers to find out an
alternative methodology to calculate heat transfegfficients in heat exchangers due to its
widespread industrial applications.

The Wilson plot method provides a suitable techaidqo estimate the heat transfer
coefficient in most of the convective heat trangfeycesses. The Wilson plot is a technique to
estimate the film coefficients in several typesheht transfer processes and to obtain general
heat transfer correlations. The Wilson plot method its different modifications provide an
outstanding tool for the analysis and design ofvection heat transfer processes in research
laboratories and practical applications that ineo&nalysis of heat exchangers. This method
deals with the determination of convection coedints based on experimental data and the
subsequent formulation of appropriate correlatiqnagions. In the present work, experiments
were conducted using a single pass shell and tebdedxchanger to determine the relationship
between overall heat transfer coefficient and Nluddamber. The correlations between the
overall heat transfer coefficient and Nusselt Nuntizae been developed both for the tube side
and shell side flow based on the Wilson plot methnd modified versions of Wilson plot.

The major advantage of Wilson plot method is thatvbids the direct measurement of
the temperature of the surface separating thesflwidich consequently eliminates the effect of
fluid flow disturbances due to presence of baffiesl temperature measuring sensors. The
input parameters for this method include the platsparameters of the heat exchanger, the
fluids flowing through the shell and tubes, thass flow rates and the temperatures at the inlet
and exit of both the shell and tubes. Besides,Wilson plot method and its modifications

develop an indirect tool to generate more accucateelation equations for convective heat



transfer coefficients in heat exchanging devicesndg it is an outstanding tool for thermal
analysis of heat exchangers and determination ofergé heat transfer correlations.
Simultaneously this method has certain drawbackss fhethod cannot be accurately applied
to flow regimes other than turbulent flow. Secontte variations in fluid thermo physical

properties are not taken into consideration.

5.2  The Wilson plot Method

This method was originally proposed by Wilson (Wils 1915) to evaluate the film
coefficients in shell and tube condensers for #ef a vapour condensing outside the tubes
by means of a cooling liquid flowing inside the é&gb Taking into account the specific
conditions of a shell and tube condenser, Wildworized that if the mass flow of the cooling
liquid was modified, then the change in the ovettadirmal resistance would be mainly due to
the variation of the in-tube convection coefficiemthile the remaining thermal resistances
remained nearly constant. The original Wilson [itota shell and tube condenser is shown in
Figure 5.1. Therefore, as indicated in Figure e, thermal resistances outside of the tubes
and the tube wall could be considered constanthis case, the Wilson plot is obtained
considering the Dittus-Boelter correlation as a eggah functional form for the internal
convection heat transfer coefficient. It is based tbe separation of the overall thermal
resistance into the inside convective thermal taste and the remaining thermal resistances
involved in the heat transfer process. The inptd @@ this method are the physical parameters
defining the dimensions of the heat transfer sadaaf the equipment, the fluids flowing in
each circuit, the mass flow rates and the temperatn both inlet and outlet sections. The heat
transfer coefficients on each side of the heatstaarsurface are dependent on the flow regime.

Temperature and mass flow rate are the input paeasrearying during the experimentation.

(do/di)1/hi




Figure 5.1 Original Wilson Plot with thermal resistes

As discussed previously in chapter 2, the basiecyple of heat transfer indicates that
the overall thermal resistance is the sum of tleentlal resistances in series corresponding to
each one of the constituting heat transfer prosesd®e overall thermal resistance of the heat
transfer process in a shell and tube heat exchafggrcan be expressed as the sum of the
thermal resistances corresponding to external atiove (R,), the external fouling film (R),
the tube wall (R),the internal fouling film (R; ) and the internal convectionjRas presented

in the below mentioned equation.

Rv=R+R,+ R+ R+ (5.2)
The overall thermal resistance can be correlateterims of overall heat transfer coefficient
with respect to inner or outer surface area otubes and the corresponding area.

R0 A " UA (5.3)
The individual thermal resistances in each of that hransfer processes in series from the outer
fluid to the inner fluid of the tubes are deterngirfeom the equations 3.12 — 3.16 as mentioned
in chapter 3.

According to the theoretical framework developedvidyson, if the mass flow rate of
cooling fluid is modified, then the change in ovkethermal resistance is mainly due to the

variation of the in-tube convection coefficient vehthe remaining thermal resistances almost



remain constant. Therefore the thermal resistatdigego the outsides tubes convection process,

the outer and inner fouling films and the tube wealh be considered to be constant. Hence,
R+R,+R+ R = ¢ (5.4)
The film heat transfer coefficient for fully develed turbulent flow inside the circular tubes is
proportional to a power of the Reynolds number Whaccounts for the property variations of
the tube-side fluid and the tube diameter. The eotion coefficient is determined accoding to
the correlation proposed by Dittus-Boelter (Incna@pand Dewitt, 2007).
h = CRe" PP"‘(%] (5.5)

However if the effects of fluid flow variation ohéd properties of the fluid are neglected, then
the internal convection coefficient will be progortal to R€' as the remaining parameters can
be expressed as a constant. Consequently the aumective thermal resistance can be

expressed as
R= Q—l (5.6)
Ré" '

Further combining all the thermal resistances,averall thermal resistance can be obtained as

a linear function of R&
1

= + _— 57

Rv=G QRe’“ (5.7)

Thus the overall thermal resistance is represeased straight line with as the intercept of
the regression line and,@s the slope of the straight line. On the otherdhahe overall
thermal resistance can be determined from the ewpatal data using energy balance
equation.
Ry - MTD (5.8)
q

Therefore, if the value of the exponent ‘m’ is amsed, then the experimental values of the
overall thermal resistance can be representediasa function of the experimental values of
1/R€" . Further the straight line equation that fits theperimental data can be deduced by
applying simple linear regression. Consequentlyvlees of the constants @nd G can be

obtained according to equation (5.7). Once the teots G and G are determined, both the



internal and external convection coefficients amelanknown parameter C can be calculated as

follows.
h, = ! (5.9)
[C-(R,+R+R,)| A
_Re"
"Tca
(5.10)
C= 1
0z
(5.11)

The above exposition is the original Wilson plotthoal (Wilson, 1915). It relies on the fact
that, the overall thermal resistance can be exdaftom experimental measurements in a
reliable manner. As a result of the Wilson plot ek, the mean value of the convection
coefficient outside the tubes and the convectioeffawent inside the tubes as a function of
cooling fluid mass flow are obtained. However tixpanent of the Reynolds number in the
general correlation equation considered for theveotion coefficient should be assumed.
Wilson assumed the exponent to be 0.8 (Fernandeza-Sit. al., 2005). The assumptions
involved in the application of original Wilson plotethod is its major drawback which has
further been modified by Briggs and Young (Briggsl & oung, 1969) and Shah (Shah, 1990).
The modifications are widely used in heat tranafalysis of heat exchange equipments.
5.3  Modified Wilson Plot Method

The modified Wilson plot method based on theinalWilson plot method takes into
account a second linear equation obtained by apgplgigarithms to both sides of the equation

(5.7) for overall thermal resistance.

In[ 1 ) = In(ij +min(Re)
R.~G G

(5.12)




This modified form of Wilson plot represents a dneelationship betweemm[1/ (R, — G)]and
In(Re) with the intercept between the regression line @edvertical axis asn(1/C,) and

slope of the line as m.
The value of exponent ‘m’ is determined by anaten procedure. Initially assuming
the value of ‘m’, the values of the constantsa@d G are obtained. From the energy balance

analysis and experimental data, the values of émng In[1/(R,, - C)] and In(Re) are

determined. Then the equation of the straight tiva fits the experimental data is obtained by
simple linear regression. The slope of the strdigktgives the value of ‘m’ which is compared
with the initially assumed value. The modified Witsplot technique provides the mean value
of the tube inside convection coefficient as a fiomc of the cooling fluid flow rate.
Subsequently the shell side convection coefficisnbbtained which resembles the form of
Sieder-Tate correlation given as

Nu= CR€e" PY’

(5.13)

In this chapter, the original Wilson plot methodlahe modified Wilson plot methods
are used to develop a correlation between oveedl transfer coefficient and the Nusselt

number both for the shell and tube side flow.

5.4  Experimental estimation of Convection Coefficiats
The Wilson plot method gives a reliable solutionhiat transfer analysis of a heat
exchanger based on experimental data. The expdatienwork for this analysis has been

carried out in two phases namely the data acquisénd data interpretation.

5.4.1 Data Acquisition

Experiments were conducted on a laboratory scdlsliell and tube heat exchanger as
described in the section 3.5 of previous chaptee @xperiments were conducted with water
both as the hot and the cold fluid. The cold watas allowed to flow through the tubes while
the hot water in the annular area between the ahdlthe tubes. The water source was the
common tap water. The flow of the two liquids isiater-current in direction. The
experimentation involved the measurement of enditeal temperatures including hot water



inlet, hot water outlet and cold water inlet anttomater outlet temperatures corresponding to
various flow rates of both hot and cold water. fegser used for heating the water was set
with a cut-off temperature of 180. All the temperature measurements were recortisigady
states corresponding to every flow rate. At thadyestate the inlet and outlet temperatures of

both the hot and cold fluids do not change for i@aar flow rate.

First of all the operating boundaries of the heathanger was determined. Then the
heat exchanger was operated at various combinadioosld and hot water flow rates ranging
from 600 LPH to 1200 LPH. Then an operating spaeas determined by plotting hot water
flow rates versus hot water temperature as shoviigume 5.2. Then the same experimentation
procedure as described in section 3.5 was rep@afed times to achieve steady state and to

ensure that the data was reproducible.
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Figure 5.2 Operating Space for Heat Exchanger
5.4.2 Modelling of Heat Exchanger

Every heat exchanger design should meet thelfigpbeat duty as required in any
process industry. Heat duty is the amount of heah@&nged between the hot and the cold fluid

during the process of exchange. Heat duty can loaelated as the heat loss by the hot fluid to



the cold fluid by performing energy balance. Thisy @lso be expressed as a function of the
overall heat transfer coefficient (U).

q=UAAT,

(5.14)
where, @ is the heat duty, U is the overall hemtdfer coefficient, A is the area of heat transfer
andAT, is the logarithmic mean temperature difference.
The Reynolds number of the flow inside the tube ttean be calculated by the following

equations.
Re[ — ptvt dl
H
(5.15)

wherep; is the tube side fluid density; is the tube side flow velocityy; is tube side fluid
viscosity and dis the tube inner diameter.
The tube side Prandtle number is calculated to be
Pr :M
k

(5.16)
where G is the specific heat of tube side fluid andskthe thermal conductivity coefficient for
tube side fluid.

The simplest and most commonly used model of sid# flow is based on Kern’'s
method proposed by Kern (Kern, 2000). But one efrtiajor in-adequacy of kern’s method is
that it doesn’t consider the effect of leakage agdass streams. Hence results obtained by
Kern’s method become erroneous and it is quiteifstgnt particularly in the calculations of
shell side heat transfer co-efficient as suggebte&erna et. al (2007). The shell side flow in
almost all the process applications remains withia turbulent region. Besides Dirker and
Mayer ( Dricker and Mayer, 2005) suggested thafldmfn the shell increase the turbulence so
that heat transfer coefficient increases. Hence sthell side Nusselt Number considering
turbulent flow is calculated as

Nu= C(Re)" (Prf*
(5.17)



where the constants C and exponent m are to bende&xl from the experimental data
analysis using Wilson plot method. These constargee evaluated for different operating
conditions by considering the various design pracesl suggested by various researchers
(Raghavani et. al., 2003; Serna and Jimenez, 20@djlka and Devgun, 2007).

The models described above are simulated with xperemental data. Simulation is done for
various flow rates using water both as hot and taids.

5.5  Results and Discussion:

The operating space for the heat exchanger unaidaration is represented in Figure
5.2 which shows the variation of hot water inlehgerature with the flow rate within the
operating boundaries. The shell-and-tube heat exyghahas an operating space with an inlet
hot water temperature range from 40°C to 100°C.skl@wvn in Figure 5.2, the temperature was
most often between 60°C and 80°C. The Wilson glaised to relate the overall heat transfer
coefficient (U) to fluid velocity by a double recgzal plot. Since Reynolds Number (Re) is
primarily dependent on velocity (v), a correlatimetween U and Nu is derived based on the
experimental results. The plot between 1/U vergu$®Hisplays a linear relationship for fully
developed turbulent flows. Simultaneously the Whlplot method is applied considering the
Dittus-Boelter equations to develop correlationsMeen overall thermal resistance and the
Reynolds number.

5.5.1 Results of Wilson Plot Method

The Dittus-Boelter equation is considered for é&xperimental analysis using Wilson
plot. The exponent for prandtle number has beeant&k4 while the exponent for Reynolds
number is assumed to be 0.8 according to the asmmapof Wilson. The overall thermal
resistance is expressed as a function df®Rensidering the experimental data. Figure 5.3
represents the variation of overall thermal resistawith R&2 as illustrated in figure 5.3, the

experimental data represents a linear relationséipreen B, and R&% The linear regression



fitting with a regression coefficient 0.990 justdi linear relationship. According to the
regression fitting of the experimental data, therall thermal resistance can be given as
R, =1.081Ré&*+ 0.000

(5.18)
From the equation for overall thermal resistanbtained from linear regression fit of the
experimental data, the values of the constantdcaned to be @ = 0.0005 and €= 1.081.
Consequently the coefficient ‘C’ of the generalretation is evaluated using equation (5.11).
Thus the general correlation for inside convectoefficient is found out to be

Nu=0.0266R&® Pt*

(5.19)
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Figure 5.3 : Wilson plot

5.5.2 Results of Modified Wilson Plot Method
The Wilson plot method assumes the exponent of &dgnnumber to be 0.8. The

modified Wilson plot method uses a modified valdettte exponent by applying iteration



procedure as described previously. The value oé¥penent of the Reynolds number from the
iteration process is obtained to be 0.674. The reidu4 illustrates the variation of overall
thermal resistance with 1/Ravhere ‘m’ is the modified exponent of Reynolds m&mn Thus
the modified Wilson plot with exponent of Reynoldamber m = 0.674 indicates a linear
regression line as shown in Figure 5.4. The regresefficient of 0.99 justifies the suitable
fitting of the linear regression line. From the exmental data, the overall thermal resistance

can be expressed as

R, =0.385R&**™+ 0.000
(5.20)
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Figure 5.4 : Modified Wilson plot (1)
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Figure 5.5: Modified wilson plot (II)

It can be observed that the slope of the regredsienshown in Figure 5.5 is equal to the
exponent of Reynolds number as obtained by thatiter process. Thus by taking into account
the experimental data the general correlation Herinternal convection coefficient based on
modified Wilson plot can be given as

Nu=0.037 R&°™* pf

(5.21)

5.5.3 Tube Side Correlations :

For the single pass shell-and-tube heat exchafigeryvelocity inside the tube ranged
from 0.85m/sec to 1.64m/sec. The Reynolds nundregad from 10100 to 19500. The overall
heat transfer coefficient (U) is calculated usiggagion (5.14). By using the Wilson plot
method a linear relationship is obtained betweéhatld 1/R&%as shown in the Figure 5.6.

Based on the Wilson plot, a double reciprocal pfdt) and N, is plotted. For the

operating temperature range of60o 8C0C, the changes in Prandtl number and viscosity were



negligible. From the Sieder-Tate equation, it barconcluded that the only significantly
changing parameter of Reynolds Number (Re) islthé ¥elocity. Therefore, the relationship

between 1/U and 1/Nu is also linear as shown inrféid.7.
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Figure 5.6 : Wilson Plot (Tube side)

As predicted, a linear relationship between thesdlishumber and the overall heat transfer
coefficient is observed. Secondly a linear relafop between U and velocity v as predicted by
the Wilson plot is observed with experimental resulhe coefficient of regression is 0.99 in
case of the Wilson plot between U and’Ras shown in the figure 5.6 which gives a good

resemblance of the experimental results with tleeliption.
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Similarly the coefficient of regression is 0.9@l double reciprocal plot of U and Nu.
This again satisfies the prediction fairly. By talg velocity to Reynolds number with Nusselt
number, a relationship between U and Nusselt numshdstained. From the double reciprocal
plot for tube side as shown in Figure 5.7, the aldreat transfer coefficient and Nusselt

Number can be related as

— = 0.5718i + 0.001
U Nu
(5.22)

5.5.4 Fouling Performance of the heat Exchanger

The decrease in overall thermal coefficient andsegaently the increase on overall
thermal resistance is contributed due to the dewedmt of fouling layer on heat transfer
surfaces of the exchanger. The variation of ovenalht transfer coefficient with time is
illustrated in Figure 5.8. As discussed in the pes chapter, the critical level of fouling is
taken to be 0.00125%K/W . From the figure 5.6, the critical level afufling is achieved when
the tube side Reynolds number attains a value @wimat Re = 13260. As illustrated in the

Figure 5.5, the overall heat transfer coefficieatresponding to Reynolds number 13260 is



found to be 373.5 W/AK which is 60.25% of the clean design value. Haiisfies the criteria

of critical fouling condition as in almost all titaemical process industries, the critical overall
heat transfer coefficient is considered to be 606586 of the clean overall heat transfer
coefficient (Shah, 2003). As indicated in the FgW&.8, this critical value of overall heat
transfer coefficient is attained in 104 days ofragpien of the exchanger. Similarly, taking into
account the modified Wilson plot, the same criticpérating condition is attained in 109 days

of operation.
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Figure 5.8 : Variation of overall heat transfer ffieeent with time

5.5.5 Shell side Correlations

The Wilson plot method uses the tube side dataf@stigation of heat transfer
performances of a shell and tube heat exchangevetgr based on the results of Wilson plot,
the correlations for shell side flow can be devetbfor shell side flow analysis. The variation
of overall heat transfer coefficient (U) with veitycfor the shell side displays a negative slope

because the heat transfer is from the shell sitdesttube side. The flow on the shell side is



turbulent. The shell side Reynolds number randesn 14,000 to 28,800 for square pitch tube

arrangements.

Figure 5.9 shows a linear relationship betweerotrezall heat transfer coefficient and
the velocity of hot water on the shell side. Sitteeshell side flow is very much turbulent, the
Wilson plot shows a linear relationship between afid 1/9°"% The shell side Nusselt
number is calculated using Equation (5.17). SiheeNusselt Number (Nu) uses Reynolds
Number (Re), the Wilson Plot for the shell siglegpresented to be a plot between 1/U and
1™ Similar to tube side, the Nusselt number forIside flow bears a linear relationship
with the overall heat transfer coefficient (U). dAuble reciprocal plot of U and Nu for the

shell side illustrated in the Figure 5.10 showmedr relationship.

Similarly for the shell side the overall heat tf@nsoefficient and Nusselt Number can
be related from the double reciprocal plot as showthe Figure 5.10. The double reciprocal
plot of U and Nu illustrates a linear relationshigph a regression coefficient of 0.933 which
justifies the experimental results. Thus the oVédradt transfer coefficient and the Nusselt

number can be correlated as

— = —0.849i - 0.00:
U Nu
(5.23)

As there is a heat transfer from the tube sidenéoshell side, there is a loss of heat
occurring in case of tube side fluid while theraigain of heat for the shell side fluid. Due to
this, the plot between U and Nu is having a posisiope for the tube side flow and the same

plot for shell side fluid is having a negative stop
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5.6 Summary

The calculation of convection coefficients condétua crucial issue in designing and
sizing any type of heat exchange device. This @rgmesents an overview of the Wilson plot
method and its modifications to obtain correlatidmrsthe overall heat transfer coefficient and
Nusselt number. This method deals with the deteatian of convection coefficients based on
experimental data and the subsequent formulaticsppfopriate correlation equations. Based
on the experimental results, a correlation betwtwn overall heat transfer coefficient and
Nusselt Number is developed both for the tube aiui® shell side flow by using Wilson plot
method. The correlations developed are applicairieuirbulent flow both inside the shell and
the tubes as the Reynolds number was within a rah$8100 to 19500 on the tube side while
it was within a range of 14000 to 28800 on thelsdide. Thus the Wilson plot method and the
modified version of the Wilson plot method have rbesed as a tool for the analysis of heat
transfer in both the shell and the tubes of a dmelltube heat exchangers.



Chpater 6

An Integrated approach for Monitoring of Fouling by C-Factor Method

The objective of this chapter is to develop a methagy by which the fouling and its
thermo-hydraulic effects on a heat exchanger caguamtified easily and accurately. In the
previous chapter, the Wilson plot method was usedhermal analysis of overall heat transfer
coefficient from the experimental data. This chapa&es into account the pressure drop along
with the overall heat transfer coefficient by irtuzing a novel factor for monitoring of fouling
in a shell and tube heat exchanger known as CHatle C-factor gives an indication of the
extent of fouling on the heat transfer surface Whiannot be estimated from the outside of the

exchanger body.

6.1 Introduction

The fouling layers deposited on the heat transtefases due to accumulation of
unwanted materials such as scale, organic comppuod®sion products, particulates or other
deposits degrade the heat exchanger performancdiomeeas compared with clean conditions
at start up. Simultaneously cross sectional flowaareduces due to fouling resulting in
increased pressure drop. To enforce compliance enitical pressure and operational criteria,
heat exchangers must be cleaned often, accordirgg regular maintenance schedule (Bott,
1995). However, unnecessary cleaning leads to mystewntime and waste of water and
chemicals, which increases costs and causes ecalogioblems. Therefore the cleaning
schedule should be optimal so that the exchangerrea for a maximum possible period
without hindering the efficiency of the plant. Theheduling of cleaning interventions can be
based on the prior knowledge of the time behavaiuhe thermal resistance deposits in the
individual exchanger (Crittenden et. al., 1987;tt€nden et. al. 1992). This is possible if the
operating parameters have been measured and rdatudeg previous production methods.

Monitoring fouling and the consequent cleaning psses can provide useful
information for operational decision- makers in gassing plants in order to avoid risk of
running the plant with far less efficiency whichncturther lead to shut down of the plant.

Secondly fouling is usually not visible from outsithe industrial processing equipment. Hence



a direct method of measurement of the fouling depesdl on the heat transfer surfaces of a heat
exchange device is almost impossible. This can belyascertained and quantified from its
effects on various performance parameters of adwedtanger (Lalande et. al., 1989). Fouling
of a heat exchanger is studied mainly to proteettieat exchanging surface so that an un-
interrupted operation of the heat exchanger caachesved without remarkable degradation in
its performance (Lalot, 2006). The objective ofstluhapter is to alert the user before a
significant degradation of the heat exchanger acciihis gives the indication when the
preventive maintenance can be carried out so kisalife time of the device can be increased
efficiently. As fouling cannot be completely avoijat can be monitored. Through proper
monitoring, problems due to fouling can be detedted) before the economics of the process
are threatened and necessary remedies can be édopte

Heat exchanger monitoring methods range from thig senple to the very complex
(Teruel et. al., 2005). The simplest form of morniitg has always been to open up exchangers
at a turnaround and look for fouling or corrosi®his method is a final report on the success or
failure of a program. However, by the time itngolemented, it may be too late. The plant may
have been running inefficiently or even have bewndd to shut down if there was a problem.
This method gives no indication of when or why alpem happened, which makes
troubleshooting difficult. Among other methods, tbkrasonic guided wave and acoustic
impact methods for pipe fouling detection may beduas a technique for monitoring of fouling
(Lohr and Rose, 2003). The fouling monitoring cdsoabe carried out by comparing the
terminal temperature differences. This method tisedifference between the hot fluid outlet
temperature and the cold fluid outlet temperatwe aneasure of the fouling (Negrao et. al.,
2007). Also the difference between the hot fluidletutemperature and the cold fluid inlet
temperature known as the approach temperature eamséd as a valuable tool for fouling
measurement of multipass heat exchangers. Howeganajor drawback of these techniques
is mainly due to limited number of sensors which datect only localized fouling. Alough
these temperatures can be useful for trendingthmre are many factors that can affect this
calculation including variable process heat loadifferent temperature levels in different
operating conditions and even the accuracy of theouples used.

In practice the most complete and thorough methbdmeasuring heat transfer

efficiency and fouling of a heat exchanger usesotherall heat transfer coefficient and fouling



factor. This method uses both the hot and cold data to determine the overall efficiency of
the exchanger in terms of various performance perams (Zubair et. al., 2000). But
unfortunately thethermal analysisdoes not give clear information regarding the ifoyl
formation as it is too much complex to distinguistween the cold and hot fluid side fouling.
Secondly the changes in hot fluid characteristiase tb variation in operational conditions
make it almost impossible to compare the resultsmmegfully.

All of these shortcomings lead to the thought dfaducing a new parameter that can
provide the most reproducible and consistent resuitile being easy to calculate. The aim of
this chapter is to introduce such a factor callel@-factor which can be utilized to predict the
fouling formation effectively.

The C-factor concept comes from the equation lmw fthrough an orifice of a fixed

size and shape. An orifice plate for measuring ubkeimetric flow rateuses theBernoulli's

principle which states that there is a relationship betwienpressure of the fluid and the
velocity of the fluid. When the velocity increas#dss pressure decreases and vice versa. A fluid
passing though an orifice constriction will expade a drop in pressure across the orifice. This
change can be used to measure the flowrate ofldite fApplying Bernouli’'s equation to a

streamline traveling down the axis of the horizbhihe gives,
1
AP=R-R=_p(¥- ) (6.2)

where 1 is the location upstream of the orifice @nd downstream of the orific&ince the
pressure at 1 will be higher than the pressure far #ow moving from 1 to 2, the pressure
difference as defined will be a positive quantiyom continuity, the velocities can be replaced

by cross-sectional areas of the flow and the votum#lowrate.

A

Since the actual flow profile at location 2 dowesin of the orifice is quite complex, thereby

V =

(6.2)

making the effective value &%, uncertain, the flow rate can be expressed in terfresflow



coefficient(Cr) and the area of orifice A As a result, the volumetric flow rate for relvis

is given by the equation

V=C A Zipp (6.3)

For a particular geometry of the orifice and floegime, the volumetric flow rate can be

expressed in terms afP. Thus

V =CJ/AP (6.4)

This equation is applicable for fixed size orificebere “C” is the constant for that
orifice. Unfortunately, in cooling water systemsaoieat exchanger, the tubes don't always stay
clean, so the value of C can change. Back-calagdtr C will show if a change in orifice
coefficient has taken place. That indicates if ifmgilhas occurred. The C-factor measures both
tube plugging in a multiple-tube exchanger and amif fouling. The value of C-factor

decreases as fouling.

6.2  Theoretical Framework for Interpretation of Fouling:

Fouling can be determined by measuring the increaseerall heat transfer resistance,
which is the major concern in heat exchangers. duggall heat transfer resistance is the sum
of conductive and convective heat transfer restgtafror a clean tube, at time t = 0, the
conductive resistance of the deposit is zero sb ttie convective resistance is equal to the
overall heat transfer resistance. At any time,Q, *he relative contribution of conductive and
convective resistance to overall heat transferstaisce will depend on the type of deposit
accumulated on the heat transfer surface.

Regardless the type of fouling process the net niaigkng rate is the difference
between the foulant deposit ratg and the foulant reentrainment rate tmence the mass of
foulant deposited on the heat transfer surface awgven period of time can be expressed as

om(

IUD - (5 9- m(5) (6.5)



where s denotes the spatial dependence of the ofidesilant. But as the deposition rate is
spatially non-uniform and time dependant, equattomh) can be reformulated in terms of mass
per unit heat transfer area for a uniform spatistrithution of deposit ( Brahim et. al., 2003).
dMm
—=M,-M 6.6
dt d r ( )
Furthermore mass per unit heat transfer area cemsgduniform distribution of fouling along

the heat transfer surface can be expressed as

M, =09 = pkKiR (6.7)
The fouling factor Rrepresents the thermal resistance of the foutayarldeposited for a unit
area of the heat transfer surface. Consequentlintprate can be specified as

am, _, 95 R
dt "odt Tdt

It is assumed that both the mass density and #rentd conductivity are invariant with time.

(6.8)

Hence the equation (6.4) becomes

dR; _
—=R-R (6.9)

where R, =M,,/pk represents the fouling resistance rate for depositiwhile

R =M,/ p; k represents the fouling resistance rate for removal

The relationship between overall heat transferfameft based on tube outside surface

area and thermal resistance for a clean heat egehaan be defined as

i :_1+ RNi +_1i
UC hO,C AN h A
(6.10)
Similarly for a fouled heat transfer surface theabrelation is defined as
i:i+ Rf + R\Ii.p_lﬁ
Uf ho,f A/v h,f A
(6.11)

The model is idealized with the assumptions thathh, s and k. = h¢ to calculate the overall

thermal resistance due to fouling (Shah, 2003).



R =

1.1
u, U,
(6.12)

The overall surface area of the heat exchangerisAomputed from the relation between the
differential surface area “dA”, the local heat fl@@ and the local temperature difference as

(Takemoto et. al., 1999)

So the heat transfer rates for same heat exchander fouled and clean condition is
Qr =U; AT,
(6.14)
Q. =U AT,
(6.15)

Hence the heat transfer rates can be related wutinfy resistance as

gc =U.R, +1

f
(6.16)
Thus the loss of heat transfer due to developmigioiting layer is
U.R,
1+U R,

Q-Q = Q

(6.17)

This clearly shows that fouling has a significanpact on the heat transfer performance
of a heat exchanger. Thus from fouling point ofwi¢he performance index of a heat
exchanger can be expressed in another term knowleasliness factor (CF) which is defined

as




The cleanliness factor (CF) can be used as a pesfuze index of a fouled heat exchanger.

Although the C-factor is not designed to be coteslawith fouling factor, but it is quite
instructive to express the C-factor as a measurtowing factor. The concept of C-factor
comes from the analysis of flow through an orifi¢de flow through an orifice of fixed size
and shape is expressed as

V = CVAP

(6.19)

This equation is valid for an orifice of fixed siaaed C is constant for the orifice. But in almost
all practical applications of a heat exchanger, tilgees don’t always remain clean. The
variation of the flow area due to deposition ofliiog layer on its surface causes an obstruction
in fluid flow through it for which the value of Gaostantly changes in an unpredictive manner.
Hence to predict the formation of fouling a baclcakation of C-factor plays an important role
which shows the change in orifice coefficient thas taken place due to fouling. The C-factor
measures both tube plugging in a multiple passl stmel tube heat exchanger and uniform
fouling. The value of C decreases significantlyhatihe development of fouling layers on the
tube surfaces.

As the fouling formation is not uniform over thée surfaces, an accurate calculation
and prediction of actual fouling is too much complélence it is assumed to be uniform
fouling over the tube surfaces that gives an apprate analysis of the fouling development by
this method of using C-factor. When fouling laydes/elop on the tube surface, the effective
diameter of the tube decreases. For a given floevptessure drop increases by the fifth power

of the ratio of clean diameter to the fouled disan¢Shah, 2003).

oP (d Y
AP | d,
(6.20)

Hence though the fouling layer is a very thin filincan give a remarkable impact on the

functioning of the heat exchanger.

6.3  Experimental Methods
The objective of this work is to find out accuragsults on fouling resistances in a shell

and tube heat exchanger and determine the effdoubhg on the heat transfer performance.



Experiments were conducted on a 1-1 shell and lwela¢ exchanger as described earlier in the
section 3.5.1. The cold water was allowed to flomotigh the tubes while the hot water in the
annular space between the shell and the tubes unte&ecurrent direction. The attached
rotameters were used to measure both the hot dddaater flow rates. The inlet and outlet
temperatures for both the hot and cold fluids weeasured with thermocouples and read from
a digital temperature indicator. The experimentthdvas taken corresponding to steady state
for a particular flow rate when the inlet and outlEmperatures of both the hot and cold fluids
remain invariant.

The calibration of the thermocouples was performasthg a mercury thermometer
which showed that maximum temperature uncertairdg @.2C. Similarly by calibrating the
rotameters, it was determined that the mass ofl fillaw uncertainty was +1%. The flow
measuring rotameters were calibrated by using gR@oflow meter.

This chapter introduces the C-factor principle vhis quite effective in carrying out the
detection of fouling in industrial equipments withomuch additional instrumentation.
Although some special instrumentations are requited the cost can be justified by the
predictive value of this method. Once a criticahthexchanger is identified for the application
of C-factor principle, the measurements requireddioalysis are the flow rate and pressure
differential. For measurement of pressure diffaegra single or differential pressure gauge is
mounted on the heat exchanger under considera®iprusing small diameter tubes, fluid is
tapped into each line and then both are connectedsingle or differential pressure gauge to
measure the pressure differential. The use of glesior differential pressure gauge is
advantageous rather than two separate gauges suradhe pressure diffential.

* As there is only one measurement, therefore no nouchbersome calculations are

required.

* Only one instrument needs to be calibrated forebeaitcuracy of the system.

* No correction is required for different elevations.

» A differential pressure gauge can be suitably pdbucontinuous monitoring.

The accuracy in flow measurement affects the use#d of the C-factor. The flow is measured
by using a rotameter. Once the flow and differérgr@ssure are known, the C-factor can be

easily determined by using the mathematical formula



6.4  Results and Discussion

The experiments were conducted over a time sp&#0fdays from October 2008 to
April 2010. The changes in the four major charastiertemperatures at the inlet and outlet of
the heat exchanger at a constant mass flow rate neeorded.

During the initial phase of experimental work, thet water flow rate was almost
constant within a range of 387 to 394.5 kg/hr. Ténsall variation was due to variation of
density of water with temperature for constant wadtric flow rate. The inlet temperature of
the hot water was maintained at different valuasiben 46C to 65C with an interval of &C.
The difference of the inlet and outlet temperaifré¢he hot water varied from 5@ to 7.2C
through the experimentation. The cold water flaterpractically maintained constant at about
296.8kg/hr as the variation of density was very lsnfdne cold water inlet temperature was
within 22°C to 26C with an increase of about 8®to 8.6C at the outlet.

As mentioned earlier in section 4.3.3, only thosgeegimental run were treated
acceptable for whiclAg < 10% and AU/Un)< 20%. Figure 6.1 represents the variation of
experimental value of overall heat transfer coedfit with respect to time. The initial value of
overall heat transfer coefficient at the start xjpeximental work was about (#=0) = Uy(t=0)
= 596W/nfK, whereas after 240 days of operation it reducedround 285W/AK. The clean
overall heat transfer coefficient is the initial lva of overall heat transfer coefficient

corresponding to t = 0.
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Figure 6.1 : Variation of Overall Heat Transfer @mé&ent with Time

Figure 6.2 represents the values of overall fouliegistance as a function of time.
During the period of experiments spanning over 2#ys, the overall fouling thermal
resistance increased from 8.72%10 2x10°m°K/W showing an increase of around 1.913%10
*m?’K/W. The normal tap water used for this experimemtark by chemical analysis was
found to have a hardness of around 200-250mg/fiece the hardness of water is contributed
mostly due to salts of calcium it is assumed thatfouling process is primarily crystallization
fouling. Hence a linear behaviour of fouling is @®s&d. From the figure 6.2 a linear function
that describes the dependence of overall foulisgst@ce with time can be expressed as

R = 2x10°t — 0.0001

(6.21)

The regression coefficient for this curve is 0.9%%ich shows a good resemblance of the
relation with the experimental results.

The experimental observations for overall heat dfien coefficient andfouling
resistance as shown in figure 6.1 and 6.2 indigatesual patterns near 120days and 160 days
from starting of experimental observation. The gudarities in the overall heat transfer
coefficient and fouling resistance with time aresthodue to the interruption in the operation

of the exchanger. The unusual variations in thdirig correspond to system shut downs, start



ups and other transient operating conditions. Bssitchpping of air inside the surface deposits

during shut downs may contribute to the sharp tianaof fouling resistance with time.
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Figure 6.2 : Variation of Overall Fouling Resistarwith Time

The observations clearly indicate positive initralue of fouling resistance with time.
The minimum value of fouling resistance at the tstdrobservation is 0.0001FH/W. The
Figure 6.2 indicates that within the initial persodf observation, the rate of fouling
development is very slow and afterwards it increagerply as compared to initial period. The
fitted curve just gives an appearance of negativgirfg rate. The correlation between fouling
resistance and time indicates a negative valuewlinfg at the initiation stage. However in
actual practice, the fouling resistance at therb@gg of operation of a heat exchanger is not
negative. It is of very small magnitude and it aftneemains constant at the initial phase. The
increase in overall heat transfer coefficient & theginning phase is often considered as
negative fouling. Sometimes relatively small amsuaot deposit can improve heat transfer,
relative to clean surface, and give an appearahcegative fouling rate and negative total
fouling amount. Negative fouling is often observadder nucleate-boiling heat-transfer

conditions when deposit improves bubble nucleatiwnforced-convection if the deposit



increases the surface roughness and the surfaoe lenger hydraulically smooth. After the
initial period of surface roughness control, thelifog rate usually becomes strongly positive.

According to TEMA standards (1988), the foulingerimal resistance is 0.53x10
m?K/W for hard water having hardness of 200-250m@f. comparing the measured data with
that of TEMA standards it is observed that TEMAIlfiog thermal resistance is achieved after
98 days. This indicates that after about 3.5 mooth=ntinuous use of a heat exchanger in a
process plant where the hardness of water is ar@@®250mg/l would fall below its
designated heat duty and has to be cleaned farlpedtformance.

The cleanliness factor, CF, is an alternate nreasent of relative degradation in
exchanger performance. The CF is close to 1.0 fwean exchanger and decreases over time
as the exchanger fouls. Figure 6.3 indicates tkantiness factor of the heat exchanger at
different times of operation. It is observed thia CF value decreases from 0.96 to around
0.45 during the period of observation spanning @Y days. The CF varies linearly with time

of operation with a negative slope.
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Figure 6.3: Cleanliness Factor as a function ofidi

The second phase of the experimental work involbedapplication of C-Factor for
guantification of the fouling effects in the heatclkanger under consideration. The design

specifications of the heat exchanger show a flot® f 2700LPH with a pressure drop of



7.6kPa for the fluid flowing through the tubes. iderthe C-factor corresponding to design

specifications is calculated to be

v 2700
_— = = 980
VAP 7.6
(6.22)

First of all pretreatment was done by circulatingclaaning solution of polyphosphate,
surfactant, and antifoam to remove light rust, icahlc carbonate scale and hydrophobic
materials deposited on the tube surface. The teahperwas maintained at 60-80°C and the
pH was controlled in the range of 5.5-7.0. Witlstbliean exchanger, the maximum value of C-
factor was found to be 960.4 which is around 98%nefclean design value. Simultaneously
the C-factor value got reduced to 348 during agueaf 240 days which is around 36% of the
clean design value. Correspondingly, for a floverat 600 LPH along the tubes, the pressure
drop increased from 0.4 kPa to 3 kPa. The variatbnhe C-factor during the period of
experimentation is illustrated in Figure 6.4. Timdicates that there is a significant increase in
pressure drop and decrease in flow rate which tes@itom the obstruction in passage due to
development of fouling layer on

the tube surfaces.

1200

1000 -

800 -

600 -

C-Factor

400 +

200 -

O T T T T T T
0] 40 80 120 160 200 240 280

Time {Days)




Figure 6.4 : Variation of C-Factor with Time

Considering the heat transfer performances of xiebanger, the C-factor value falls to
490 which is 50% of the clean design value, whenaberall heat transfer coefficient attains
60% of the clean design value. Thus 50% of thegieGHfactor value has been taken to be the
critical operating condition. The variation of Gzfar indicates that it reaches a value of 490
which is 50% of the clean design value during dgokeof 114 days from start of operation.
However the critical operating condition can be cHied depending on the specific
requirements and operating conditions of a proceisstry.

The most widely used and conventional method fad\sbf fouling in a heat exchanger
is the investigation of overall heat transfer cméfht and fouling resistance. The Figure 6.5
indicates the fouling behavior of the exchangehv@tfactor, overall heat transfer coefficient
and fouling resistance. At the beginning stagexpeementation, when the exchanger is under
clean condition, the C-factor is around 98% of ¢hean design value while the overall heat
transfer coefficient is around 96% of the cleaniglesvalue. Simultaneously the fouling
resistance was at the lowest value of 0.00056M. During the span of the experimental
work, the C-factor gets reduced to 350 which isuatb 36% of the design value.
Correspondingly, the overall heat transfer coegfitidrops to 280 indicating a drop of 55% of
the design value and the fouling resistance ines&s 0.0039 AK/W. This clearly indicates
that C-factor is an indicative parameter for perfance estimation of a heat exchanging

equipment subjected to fouling.

In a similar manner, it can be shown that the Geiacan be used as an indicative
parameter to specify the cleanliness factor andcénethe operating condition of a heat
exchanger subjected to fouling. As illustrated igulfe 6.6, the C-factor is found to be 882
while the cleanliness factor is approximately 80%the designed clean value. When the
exchanger is fouled, the cleanliness factor doipgn to 34% and simultaneously the C-factor
reduces to 425 which is around 43% of the desigradake. Hence the C-factor can be used as
an indicative parameter to specify the cleanlirfastr and hence the operating condition of a

heat exchanger subjected to fouling.
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The C-factor can be correlated to fouling factprcbnsidering a uniformly thick layer
of fouling on the tube surface. The fouling behaviof the exchanger is illustrated in Figure
6.7 and Table 6.1. This indicates the performaridhe exchanger corresponding to different
values of fouling factor. In general, the expedimding factor is 0.003 which is considered as
dirty value for design calculations in almost dllemical process plants. At this dirty level of
fouling, the C-factor got dropped by 45% of thegievalue. For a fouling factor value of (f)
0.002, the C-factor dropped by 28% from the desigmalue. Though this is an exemplary
value of the exchanger considered for analysisthimitorrelation for any specific exchanger in

field application can be calculated by using conuiadlly available packages such as Hextran

program.
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Figure 6.7 : Variation of Flow with Pressure Drayp flifferent fouling factors

Table 6.1 : C-Factor corresponding to fouling fasto

Fouling Factor (f) C-Factor C-Dirty/ C-Clean




Clean 0 1040 100%

Design-Clean 0.0005 980 94%
0.001 930 89%
0.002 748 72%

Design- Dirty 0.003 572 55%

6.5 Summary
In this chapter the C-Factor is used as an invédusdol for investigation of heat

transfer performance of a shell and tube heat exggraunder fouling condition. The results
show that the proposed tool is very effective irtedeng the fouling developed and the
corresponding degradation in heat transfer effioyeof a heat exchanger. Hence the C-factor
can be used for preparing cleaning schedule in atmprocess industries so that the idle time
can be reduced to possible minimum and simultahgdiis heat exchanger running with poor
performance can be avoided. The C-factor givesditation of the extent of fouling on the
heat transfer surface which cannot be estimated fhe outside of the exchanger body. As
compared to other online methods of fouling momitgr the use of C-factor eliminates the
measurement of end temperatures and effect of elsamgproperties of both hot and cold
fluids during operation. Thus systematic calcolatf C-factor with accuracy in measurement
of flow and pressure drop provides an effective msetor prediction of decrease in heat
transfer efficiency for effective preventive maimdace scheduling of the heat exchanger.
Besides, this analysis uses only two factors narflely and pressure drop for which neither
much more special instrumentation nor cumbersontéenaatical calculation is required. This
can be used for continuous monitoring of a heahamger system and improved maintenance

scheduling.



Chapter 7

Fouling Prediction Using Artificial Neural Network Approach

The objective of this chapter is to develop a méthagy based on artificial neural
network approach for prediction of fouling in a laad tube heat exchanger, which considers
various performance parameters such as outlet ratope differences in each side and the
exchanger efficiency. In this chapter, the efficignf the exchanger is defined in terms of
C-factor which is a performance indicative paramete discussed in the previous chapter.
Moreover, the chapter predicts the behavior ofat b&changer subjected to fouling so that an
optimal cleaning schedule can be developed withuantlering the operation of a plant

involving the exchanger.

7.1 Introduction
Under Heat transfer fouling conditions, unwantedternals deposit on heat transfer
surfaces either from inorganic solutions with irseesolubility or organic species. The deposit
layer, with low thermal conductivity, decreases ¢iverall heat transfer coefficient which may
further lead to significant loss of thermal excharmmg@pacity. Fouling generally behaves as a
non-linear and unsteady-state process of an exlyeowmplicated nature. It involves a
considerable number of independent variables wibrlg understood interaction. Some of
these parameters are Surface temperature, Bulkatigm and chemistry, Fluid velocity and
turbulence, Physical properties of the workingd{usurface specifications, physical properties
of the deposit and Chemical kinetics ( Mayaleri &teinhagen,2007).
Several approaches are presently followed foptkdiction of fouling behaviour.
These may include
» Tabulated, time-independent fouling resistanceb sascTEMA tables
* Rules of thumb that approximates 25% overdesign
* Bench scale measurements under accelerated caorsditio
» Empirical or semi-theoretical correlations basedatioratory experiments

¢ Numerical simulations such as CFD



However all these methods have significant limitasi in accurate prediction of fouling
behavior of an exchanger. The application of thé/AHouling resistances does not consider
any effects of operating conditions such as flovoeity, temperature, foulant concentration or
flow geometry such as baffles, corrugations onetkient of fouling. Similar conclusions may
be drawn for proportional overdesign. Empirical misdbased on laboratory or pilot plant
measurements may be useful as long as the aculaddgrocess is not significantly different
in any major aspect. But extrapolations to différeonditions or general predictions are not
possible as the physical phenomena underlying Hguéire extremely complex. Regression
models may be partially theory-based or completehpirical. In both cases, it is not known a
priori how many explanatory variables and paranseteve to be included in the model for
obtaining an optimal regression model. All of thebertcomings led to the development of a
model based on artificial neural network, which effiectively predict nonlinear behavior of a
heat exchanger with limited experimental data (Hayk999).

The ANN analysis as a new paradigm representxegllent candidate for the purpose
of solving thermal problems which involve a multieu of fundamental disciplines, their
interactions and complex geometry. The traditiamroach and associated numerical analysis
correlate the experimental data with dimensionigssips to develop physical models for
performance prediction and design. On the othedh#me ANN analysis deals with time-
dependant dynamic thermal phenomena of heat exehmmgore accurately than traditional
correlated models. Neural networks are basicalsuparvised methods because they can
synthesise without detailed knowledge of the unyilegl process. This is certainly a benefit for
modelling phenomena such as fouling in which theraction of the dominant variables is not
firmly established. The method can also be usegracessing very substantial data sets, which
is difficult for conventional approaches such agession approaches.

The construction of a neural function networktéxmost basic form involves three
entirely different layers. The input layer is magfeinput nodes. The layer between the input
and output layers is known as hidden layer, whiey rmmonsist of only one or of several sub-
layers. It has sufficient nodes, which serves asfi@mer of weights between the input and
output layers. The output layer supplies the sasp of the network to the activation patterns
applied to the input layer. Neural networks areeggally developed in two phases, as follows:

» The training or learning phase in which a set awn input-output patterns are



presented to the network. The weights are adjustédeen the nodes until the desired output is
provided.
» The testing phase in which the network is subjettddput patterns that it has not seen
before, but whose outputs are known and the pedgocais monitored.
Input and output variables in designing the netwar&n be used in terms of normalised form.
In general, the majority of data are used for tregrof the network, and the remaining part for

the testing phase.

7.2  Neural Network Analysis

This chapter addresses one of the objectives ®fptttject, i.e. the application of ANNs
to the prediction of steady-state heat transfefopmances in heat exchangers. For a given
device exchanging heat between two fluids, the traasfer rate depends on the flow rates and
the inlet temperatures of each fluid. Currently,smoalculations are done on the basis of
manufacturers' data for specific fluids that gitie heat transfer rate as a function of the two
flow rates and the two inlet temperatures. This ifour-variable function and difficult to
represent completely. In principle the functionglation depends on the geometry of the heat
exchanger, the materials with which it is made, sbdace conditions, the fluids used, etc. It
would be advantageous to be able to compress fingnation in the heat transfer rate function
from which it can later be accurately recovered.

The artificial neural network technique offers diermative approach to the problem of
information compression for heat exchangers. ltaigprocedure that is usually used for
predicting the response of a physical system taahat be easily modeled mathematically. The
network is first trained by experimentally obtainegut-output sets of data, after which it can
be used for further prediction. Once a networkr&éned using the experimental data; the
constants or
parameters of the trained network can then beferaes further to calculate the performance
of the heat exchanger under any other flow raialet temperature conditions.

The artificial neural network (ANN) consists of eries of layers, each with a number
of nodes. The first and last layers are the injmgt @utput layers, respectively. The number of
nodes in the input and output layers depend upemtimber of input variables and output

parameters.



In a fully connected network, all nodes are conegtd all nodes of the previous and following
layers. A typical structure of an ANN is schemdticahown in Figure 7.1. As explained

earlier, out of the whole data a major portionsgdifor training of the network while the rest
portion is used for testing the network. It istased that the available data consist of M runs.
Of these M will be used for training and Mfor testing purpose. Each run is a single
experiment providing a number of values of the platssariables for that run. These variables
include the inlet and outlet temperatures, flonesaind heat transfer coefficient and the C-

factor.
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Figure 7.1 : Artificial neural network

7.2.1 Wavelet Neural Network

A wavelet network is a nonlinear regression strectthat implements input-output
mappings as the superposition of dilated and taé@dlversions of a single function, which is
localized both in the space and frequency domésugh a structure can approximate any
square-integrable function to an arbitrary precisigiven a sufficiently large number of
network elements called “wavelets”. Wavelet NeUatworks (WNNSs) has recently attracted
great interest, because they are universal appatixins which can achieve faster convergence
than Radial Basis Function Neural Networks (RBFN#d are capable to deal with the



problems of “curse of dimensionality”. In additiohyNN are generalized RBFNN. The
structure of the WNNs is similar to the RBFNNs, epicthe radial basis function is replaced
with orthonormal basis functions. The efficiencytbis type of networks is in learning of the
function and its evaluation. Wavelet Neural Netkgouse a three-layer structure and wavelet
activation functions in hidden layer.

The WNNs possesses an unique attribute besiddsrhation of an orthogonal basis.
They are capable of being explicit and can repited@n behaviour of a function in several
resolutions of input variables. The fundamentaloegt in the formulation and the design of
WNN as basis function is the representation of rrakolution of functions that use wavelet.
This provides the essential frame for completelyneng methodology of WNN. The wavelets
are a family of functions where each one is defibgdone parameter of dilation (j)Athat
controls the scaling parameter and one parametearglation (B which controls the position
of a single function called mother wavelgl). The position of functions in a space of input
data ensure that a WNN can reflect the propertfeth® function more exactly than the
RBFNNs. Considering a set of learning of n-elemehite output of the WNN is given as

F) :Zw ) L%} (7.1)
wherem is the number of the mother wavelet nodes in the mddger, w; is the weight
connecting theth unit of the hidden layer to the output layer unit,(X) is the wavelet
activation function (mother wavelet) gth unit of the hidden layer. In terms of wavelet

transformation theory, mother wavelets are giverhigyfollowing form

¢:|Aj|—1/2¢(X—BjJ (7.2)

A

]

wherex = {X1, %,..., %} , A = {Aj1, Az,..., Ao} andBj = {Bj1, Bp,..., By} are a family of
functions generated from one single functipfx) . For thep dimensional input space, the

mother wavelet can be calculated by the produptsafigle mother wavelets as follows.

(0= qz?j()q) (7.3)

A WNN can be considered as a function approximatrbich estimates an unknown functional

using the following equation



y=F(X)+¢ (7.4)
whereF is the regression function and the error terns a zero-mean random variable of
disturbance. The localization of thgh units of the hidden layer is determined by the escal
parameterA; and the translation paramet8r These parameters are modified as well as the
weight parameters during the process of trainings Tlexibility simplifies more reliability
towards optimum learning solution. The two paraarsedy, B can either be predetermined
based upon the wavelet transformation theory oddtermined by a learning algorithm. A
learning method for a WNN is optimizing the tramisla B; which controls the position of a

single basis function.

7.2.2 Linear Wavelet Neural Network

The main advantage of wavelet networks over smaitahitectures such as multi-layer
perceptrons and networks of radial basis functi@BF) is the possibility of optimizing the
wavelet network structure by means of efficient edsinistic construction algorithms.
However, owing to the localized nature of the wavdlasis functions, wavelet networks may
not be well-suited to dealing with high-dimensionialta. In fact, constructing and storing a
wavelet basis of large dimension may be computalipmprohibitive (Benveniste et.all1994).
To circumvent this problem, Zhang (1997) propos@drstruction technique which takes into
account only those wavelets whose support conttitsast one modelling sample. However,
even by doing so, there remains the problem ofighog interpolation over those regions of
the input space in which modelling data are notlabke. Such a problem clearly intensifies
with the number of inputs to the network.

This limitation is alleviated by adding a linearm to the basic wavelet network
architecture, resulting in a structure termed ‘dnwavelet network” (Galvao and Becerra,
2002). Linear regressors can be seen as appropoatglements to wavelets and vice-versa. In
fact, linear functions can more easily provide liptdation when the modelling samples are
sparse, whereas wavelets can account for nonliresam the system to be identified. In the
approximation of functions that display only smadiviations from linearity, linear regressors
may replace a much larger number of wavelets, thllswing a more parsimonious

representation to be obtained.



The model structure of a linear wavelet networkhvane output y and ‘d’ inputs {x1,
X2, X3........ %} has the form

y=F,(x)+F(X (7.5)
where ,(X) is a linear term and F(x) is implemented byework of radial wavelets, as
indicated in (7.1). Henceforth, a model with theusture given by above equation is termed a
“linear-wavelet” network. In problems involving ghapproximation of a function over a
compact subset, the linear-wavelet network hasstme approximation capabilities of a
standard wavelet network. In fact, linear functicare square-integrable over any compact
subset and they can be replaced by a lineabication of wavelets. However, many
wavelets may be required to approximate a lineactfan, specifically in high-dimensional
domains, because linear functions are not localiredpace. Hence, if a function to be
approximated is only mildly nonlinear, the use dinear term may replace a large number of

wavelets, thus leading to a more parsimonious sgmtation.

7.2.3 Local Linear Wavelet Neural Network

Recently, instead of using the common sigmoid/atibn functions, the wavelet neural
network (WNN) employing nonlinear wavelet basis diions named wavelets, which are
localized in both the time space and frequency esphas been developed as an alternative
approach to nonlinear fitting problem. The keyhpems in designing of WNN are how to
determine architecture of WNN and what learningoatgm can be effectively used for the
training of the WNN. These problems are relateddtermine the optimal architecture of the
WNN, to arrange the windows of wavelets, and td time proper orthogonal or non-orthogonal
wavelet basis. Secondly, Curse-of-dimensionalityaisnainly unsolved problem in WNN
theory which brings some difficulties in applyinget WNN to high-dimension problems. In
order to address these shortcomings a local Iweaelet neural network is proposed (Chen et.
al., 2004), in which the connection weights betwgenhidden layer units and output units are
replaced by a local linear model. The usually uksstning algorithm for wavelet neural
networks is gradient descent method. The differerice network with the original wavelet
neural network is that the connection weights betwine hidden layer and output layer of the
original WNN are replaced by a local linear model.



The usually used learning algorithm for locakln wavelet neural networks is gradient

descent method. The wavelets in most generalized ¢an be expressed as
v ={wi =|a|‘”2w(%j: ABOR IO Z} (7.6)

X = (%, %, )
A =(A, A, TIH)
B =(B,, B,,[IR )

In terms of wavelet transformation theory, wavelatthe above mentioned form is a family of
functions generated from one single functigi) by the operation of dilation and translations.
v(X), which is localized in both the time space dhd frequency space, is called a mother

wavelet and the parameters A, B are named thetranslation parameters, respectively.

In the standard form of wavelet neural netwohle output of a WNN is given by

(=3 Wit (3= W] /N'”Zw(%j (1.7)

It is obvious that the localization of th#hiunits of the hidden layer is determined by the

dialation parameteri/and the translation parameter B'he above wavelet neural network is a

kind of basis function neural network in the setisat the wavelets consists of the basis
function. The intrinsic feature of the basis fuontinetworks is the localized activation of the
hidden layer units, so that the connection weigistsociated with the units can be viewed as
locally accurate piecewise constant models who8dityafor a given input is indicated by the
activation functions. Compared to the multilayergeptron neural network, this local capacity
provides some advantages such as the learningeefficand the structure transparency.

In order to take advantage of the local capacitthefwavelet basis functions while not
having to have too many hidden units, LLWNN hashbeged as an alternative neural network.
The output of LLWNN is given by

m

Y =D (W + wy x+ I vy X4 ( X (7.8)

i=1

where, instead of the straight forward weigh{piecewise constant model), a linear model



vV, =W, + w, %+ v X is introduced. The activities of the linear modgl¢i=1,2,--------

n) are determined by the associated locally actigeelet functionsyi(x) (i= 1,2,------- ,n), so
thatV; is only locally significant.

For the present study the network uses a locahtinvavelet neural network in which
the connection weights between the hidden layes wamd output units are replaced by a local
linear model and the learning algorithm uses a lpmokagation gradient descent method. The

architecture of the proposed model is shown inuFey7.2.
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Figure 7.2 : General structure of a Local Lineanv@lat Neural Network

7.2.4 Learning Algorithm

A neural learning algorithm to get all the unknowarameters of network i.e.
translation and dilation coefficients, weights mbg used for supervised training of an
LLWNN. Since the function computed by the LLWNN nebds differentiable with respect all
the mentioned unknown parameters, a standard braplagation (BP) gradient descent training
algorithm can
be used for updating weights, dilation and trarmtatparameters which are randomly
initialized at beginning. It is possible to over the training data if the training session is not
stopped at the right point. The unset of the oitend can be detected through cross validation



in which the available data set are divided inrtoning, validation and testing subsets. The
training set is used to compute the gradients gdhte all the unknown parameters of the
networks. The error on the validation set is maeitioduring the training session. In this work,
the standard BP gradient descent training algoritlashbeen adopted and training is based on
minimization of
the fouling resistance (E), given as:

RZE[D-Wml//l(X)- W, (%) — [0 wogs { 3= Wy, Y § X

2| T Wil 1 (X) = Wiy B0 o X — [T W, T )

where D is the desired output.
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(7.9)

(7.10)
such thatw,(k+1) = w,(K) +7 &/,( 3, w,(k+1)=w,(k)+7efy,( 3 and so on.

Similarly,

ok +1=o(k)-ne
(7.11)
olk+D)= (K- >
(7.12)
Correspondingly,
0y(k+1) = 0, (K) +17{ Wy + W, i I3+ vy ;)"gfglx)
(7.13)
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If fouling resistance at time t(fis to be forecasted, the resistance informatibn o
previous day up to “m” days i.e.f fio,....,fm Should be taken as a part of the input of short
term resistance forecasting model. The auto adtoel function (ACF) can be used to identify
the degree of association between data in the pedes separated by different time lags i.e.
previous resistance. In order to identify the la@ftlence on resistance, load at any day to be
predicted at different lagged days are also induaie an exogenous variable in the input set of
the forecasting models. The historical hourly datarior to the day whose resistance to be

predicted have been considered to build the fotexcpamodel.

7.2.5 Backpropagation

Training of a network consists of changing theghs until the output values converge
maximum possible to the known target values. Thek mopagation methodology is widely
used for training a network. This methodology mé8 the principle of propagating the output
errors in a backward direction by modifying the gtgivalues.

For a sigmoidal activation function, the error qtifeed at the output layer is given by

%1 =t = Yoy) s = )

(7.18)
where tis the target output for the node (n,j). Oncetladl errors corresponding to layer n is
determined, then the previous layer (n—1) is casred for determination of error. But unlike
the nth layer, there is no target output to compétie the network output. The error for such a

layer is defined as

m,
5n—1,i = (ti a yn,j)yn—l,j - Yo-1j )Z5n L(‘ﬂlj
=1

(7.19)



As the errors for all the nodes of the (n-1) thelais computed, the (n-2)th layer is taken into
consideration for computing the errors in a similaanner as that for the (n-1)th layer.
Consequently the errors corresponding to all treesaupto the second layer is computed. After

computing all the values &f; , the change in the weights and bias are commased

Dafhy = A8 Yy
(7.20)

AG =19,
(7.21)

where A is the learning rate that is used to scale dovendégree of change made to the
connections. For the current network developmesmtehrning rate is taken to be 0.4. At the
end of one cycle of back propagation, an updatedfsseight values are determined by using
the above mentioned corrections.

7.2.6 Network Training

Of the total number of runs, a significant numbéruns were used for training the
network. In this work, out of total 320 runs, 24hs were considered for network training
which constitutes 75% of the total data. Initiadisbitrary values were assigned to the weights
and biases. Then the backpropagation methodologyapplied to this set of training data for
adjusting the values of the weights and biaserdier to stop the training of the network,
certain criterion should be provided. In this stuthe training of the network was terminated
when the maximum number of training cycles was hedc The number of cycles can be
determined by trial and error method in which ityniee changed if the performance of the
network is not good enough during training. In teisdy, the number of training cycles was
chosen to be 100,000 after a series of trial t@kere the maximum absolute percentage error
(MAPE) between the network output and the targeéputuwas less than 2%. The maximum
absolute percentage error used to assess the tmediccuracy of the developed model of

every predicted output was determined as

Er=|A-Al/A

(7.22)



where A is the target output of the experimental data Apds the predicted output of the
neural network. The maximum error was determinedh®y maximum value of the relative
errors of the three output variables. During tlaéning process of the network, the performance
of the network was evaluated by calculating thé¢ mean square values of the output errors.

_[1¥(A-AY
RMSE—\/M;( A j

(7.23)
In a similar manner as that of the relative ertiog, rms error was determined by the maximum

value of the rms error of the three output varigble

7.2.7 Network Prediction Accuracy

The developed neural network model was used taligirghe efficiency of the
exchanger, exit temperatures of both the shell tabd using test data set. The accuracy of
prediction can be analysed statically using varimfsrmation criteria. These information
criteria combine some measure of fit to the comipfedf a model so that the same criteria can

be used for detecting the process drift.

The root mean square deviation (RMSD) or root meguare error (RMSE) is a
frequently-used measure of the differences betwesnes predicted by a model or an
estimator and the values actually observed fromthivg being modeled or estimated. These
individual differences are also called residuald #are RMSD serves to aggregate them into a

single measure of predictive power. RMSE is givenefined in equation (7.9).

Correct Directional Change (CDC) is a measure efahility of a network to predict

the correct direction of changer in a variable. GB@efined as (Ramasamy et. al., 2008)
1 N

CDC(%)=——> D

(%) N _12 t

(7.24)

where, R=1,if D =Lif [y,(t) -y, (t — D] %[, (&) —7.(t—1)]=0



D =0, if [y, () —v,(t — )] x [¥,(t) — #,(t—1)] <0

Besides Coefficient of Determination yRs another statistical parameter that can be
considered for accuracy prediction of a networkstatistics, the coefficient of determination
(R is used in the context of statistical models vehomin purpose is the prediction of future
outcomes on the basis of other related informatibis. the proportion of variability in a data
set that is accounted for by the statistical motteprovides a measure of how well future
outcomes are likely to be predicted by the model.

N

Dy = %)?
R2:1_ t;l —
Z(yt - yt)2

t=1

(7.25)
7.2.8 Network Testing

Testing is the process of verifying the abilityahetwork to provide accurate output
results when the input data that have never beed fa training were fed into the trained
network. Testing consists of using the network wiights and biases found from the training
process and then trying them out with the test.delta performance of the trained network is
evaluated by comparing its prediction with the dagused for testing. In this study, out of the
total data set consisting of 320 runs, 80 runs wesed for testing the developed neural
network. The testing errors are computed in termsi@aximum absolute percentage error as
discussed in the section 7.2.6.

7.3  Physical Model of Heat Exchanger:

The experimental runs were conducted with a sipglss shell-and-tube heat exchanger
as described in the section 4.3 of the previouptelnaThe tube side fluid is normal tap water
which functions as cold fluid while the hot fluidgsing through the shell is hard water. The
hardness of the water flowing through the shekliihin a range of 500-550 ppm of NaOH.

7.3.1 Data acquisition



Three major parameters such as mass flow rat, tenperature and exit temperature
of the tested heat exchanger were collected fon bioé hot and cold fluids. The data was
collected for 320 days on a daily average basikiwia period starting from October 2008 to
December 2010. In order to accelerate the rateonfergence and avoid the possibility of

coupling among different inputs, it is necessargaahis pre-processing work before we input

these data to the network. First, the data withirdis errors were discarded\ll the data

considered in training and testing of the netwodtevtaken within a 20% dispersion limit of
overall heat transfer coefficient as discussederan section 4.3.3 (Milanovic et. al., 2006).
The uncertainties associated with temperature réifiee, flow rate and pressure drop were
0.1°C, 1% and 8% respectively. Then the data was saealative to one another in order to
have a balanced importance of important variabfesnly less magnitude and less important
variables having higher magnitude. The data wermalized as

X~ Xnin
Xnax ™ Xiin
(7.28)
As a result of the normalization, the output dttibecomes an activity-weighted

Xnorm =

average of the input weights in which the weightsf the most active inputs contribute more
on the value of the output activity. This resulisniovel computational properties which have
attracted high attention in the neural network camity. In standard WNN, the weights
determine how much each hidden node contributeth@mutput. In NWNN, the activities of
the hidden nodes determine which weights contributee on the output. In Normalized
Wavelet Networks, the output weights become thevoidts output over the partition defined
by the hidden nodes. Consequently, a NWNN exhitiielent generalization properties, to the
extentthat hiddennodes need to be recruited only for training datdn@ boundaries of class
domains. In NWNN, the output activity is normalizleg the total input activity in the hidden

layer.

7.3.2 Heat Exchanger Historical Performance

The heat exchanger was cleaned at the beginninthisf experimentation. After
cleaning, the overall heat transfer coefficient @edresponding C-factor value were around



96% of the clean design value. The present studlyses the data collected during a span of
around 2 years from October 2008 to December 20b@. heat transfer coefficient was
calculated using the actual log mean temperatufierence (LMTD). The heat transfer
efficiency was expressed in terms of C-factor whilguite instructive to be expressed as a
measure of fouling. The C-factor gives an indicatmf the extent of fouling on the heat
transfer surface which cannot be estimated fromothiside of the exchanger body. The C-
factor can be expressed in terms of volume flow eatd the pressure drop on the tube side as
mentioned in the previous chapter.

C:L

N/

The C-factor value for the clean design conditi®®80 as discussed in the previous chapter.
The efficiency of the exchanger is defined as #imrof C-factor under fouled condition to the
same under design condition. Thus the efficiency is

_ (C - faCtor) fouled
(C - factor) yeqign

(7.29)

The performance of the heat exchanger is showharfigure 7.3. As indicated in the
figure, the efficiency value reduced from 96% toward 36% during this period of operation.
This experimental data is used as input for trgirttre ANN. Similarly Figure 7.4 represents
the temperature difference both for the shell anektside during this period of time. The
temperature difference indicates both the shell argk side inlet and exit temperature
differences obtained from the experimental dataoBserved in the experimental data, the hot
fluid undergoes a reduction in temperature withiraage of 5.8C to 14.2C while the cold
fluid undergoes an increase within a range ofG.® 9.6C. The flow rates were maintained
between 600LPH to 1500LPH during the experimentgtimcess.
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7.4 Results and Discussion :

The experimental set up utilized for the ANN analysas described in the section 4.3.
as already discussed, a total of 320 runs were matlef which 240 runs were used for
training while the rest 80 runs were used for testiThe data used for the purpose of training
can be selected randomly. However in this study,dhata of 240 days from the beginning of
experimentation were taken for training while thetadcorresponding to the last 80 days of
operation were considered for testing. The trairang testing data for all the three parameters
are presented in Appendix A.6 and A.7 of the Apperd Also the computer program written
in MATLAB to train and test the neural network iepented in Appendix C.

The mean absolute percentage errors were detetnonesfficiency and temperature
diffences on both the tube and shell side fluidS.he evolved local linear wavelet neural
network was obtained at iteration 6000 with MAPR5R6 for training data set and MAPE
0.017% for test data set, respectively for thestalde fluid. Figure 7.5 and 7.6 present the
errors in case of tube side fluid temperature dhifiee for the training and testing data set
respectively. This indicates the prediction accyrat the developed LLWNN model. The
training and testing errors for shell-side tempaeadifference and efficiency are presented in
figures 7.7, 7.8, 7.9 and 7.10. Also the maximumorer for all the three cases have been
presented in table 7.1.

Table 7.1 : Maximum errors in training and testing

Parameter Training Error Testing Error (MAPE)
(MAPE)

Tube-sideAT 1.25 0.017

Shell-sideAT 0.064 0.003

Efficiency 0.1 0.064
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The predicted temperature difference of the networkshell-side fluid during model
development phase is shown in Figure 7.11 and 7Hg8ure 7.11 illustrates the variation of
shell-side temperature difference with time during training phase while figure 7.12 shows a
variation of the predicted and actual experimentdiie of shell-side temperature difference in
testing phase. The accuracy of the model in telhGOC for the training and testing data of
shell side fluid were found to be 92.36% and 80.82%pectively. Simultaneously thé R
value both for training and testing were found ¢0(926 and 0.884 respectively. Similarly for
the tube side, the CDC was found to be 91.6% ar®684 during training and testing. The heat
transfer efficiency prediction gives a value CDQi&go 90.42% and 85.14% during training
and testing respectively. All the CDC and Ralues corresponding to three outputs are
summarized in Table 7.2. This indicates that thelehds reasonably accurate. As models of
heat exchangers subjected to fouling detoriater theiformance very rapidly, the network
should be reliable for longer period of time afi@ining. That's why in this work, the test data
was taken during a period just after the trainiatadgperiod. The actual experimental output for
shell side outlet temperature difference falls wita range of +5% of the ANN prediction as
shown in Figure 7.11. In general practice, the AWKh error band of £10% is considered
quite well (Yang, 2008). Figure 7.13 shows a congoar of the model prediction and the
actual experimental output for shell-side temperatlifference. This indicates the suitability of

neural network for prediction of an output for arseen input in case of a heat exchanger.

Table 7.2 : Statistical performances during Tragramd Testing

Statistical Training Analysis Testing Analysis
Parameter Sh : : y : : oy
ell-side| Tube-side| Efficiency | Shell-side| Tube-side| Efficiency
AT AT AT AT
CDC 92.36% 91.6% 90.42% 80.82% 84.36% 85.14%

R’ 0.926 0.964 0.947 0.884 0.916 0.906
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The drift analysis was done by analyzing the dalected after the training period.
During this period, the output results for tubeestdmperature difference and heat exchanger
efficiency were predicted by simulating the orididaveloped model and compared with the
actual experimental results. As shown in Figured/7the variation of predicted and output
experimental results with time for shell-side tenapare difference indicates that there is a drift
in the process for which the performance of the ehbds detoriated. The detoriation is due to
fouling deposits on the heat transfer surface. Adrenalized actual experimental data and the
model data of the LLWNN for the testing phase ligsirated in Figure 7.15. However it can
observed that the experimental observations ofuthe side temperature difference lies within
a range of £10% of the predicted value as showkigare 7.16.
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The efficiency expressed in terms of the paramé@sédnctor of the exchanger is
illustrated in Figures 7. 17 and 7.18. Figure &h@ws the normalized actual experimental data
and the output data of LLWNN for the training phagele Figure 7.18 illustrates the same for
testing phase of the heat transfer efficiency. €hesults indicate a close resemblance of the
predicted value with the actual value. The aceffitiency falls below the predicted value
within a range of +10% of the predicted value lasven in Figure 7.19. Hence this model can
be considered as a suitable model for predictiovasfous performance parameters of the
exchanger considered. During the test period, tharld CDC values are 0.916 and 84.36%
respectively for the tube outlet temperature. Tames parameters are 0.884 and 80.82% for
tube side while 0.906 and 85.14% for the heat feansfficiency respectively. The various
statistical performance parameters as summanedable 7.2 indicate a decrease in CDC
and R during testing as compared to training phase.s&meay be contributed due to the fact
that the assumptions considered in deriving cdicgla are not quite valid for real problem and
the uncertainties associated with experimental oreagent. As observed in the results, the

precision of ANN is much better as compared to $ifired correlations. But some limitations



should be considered for neural networks as thayatigprovide any information about physical

phenomena.
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Figure 7.18: Model output and system output dtediiicy in Testing phase
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The objective of the fouling prediction model ispgoovide a priori picture about the
fouling behavior of the exchanger over the nexiqokeof operation. However to improve the
model accuracy in spite of process drifts, the netwnay be modified as a recurrent network.
When the process undergoes any change due to iopatathanges, the model has to be
changed this can be solved by adaptive retainingpeietwork to take into account the new
process conditions. However this remains as adusaope of the current work to develop an

adaptive network in order to improve the model aacy under process drift conditions.

7.5 Summary

Modeling of heat exchanger fouling using previalsta of a shell and tube heat
exchanger has been found to be a very useful melbgy to predict and consequently
improve the overall performance of a process plalved with such systems. A local linear

wavelet neural network based model has been deselmppredict the temperature differences



on both the tube and shell side and the heat egenagfficiency. The characteristic of the
network is that the straightforward weight is regld by a local linear model. The working
process of the proposed network can be viewed dsdompose the complex, nonlinear system
into a set of locally active submodels, then smiyothtegrate those submodels by their
associated wavelet basis functions. The propos&iNIN experiments demonstrate that only a
few of wavelet basis functions is needed for a gigpproximation or prediction problem with
sufficient accuracy. This is because the localdimaodels provide more power than a constant
weight. Moreover, the dilation and translation paeters of LLWNN are randomly generated
and optimized without predetermination. The clossn& the predicted results with that of the
actual experimental results and higher accuracgatel that LLWNN can be used as a suitable
tool for simulation of heat exchangers subjectetbting in industrial applications. This may
be successfully used for effective preventive naiahce scheduling and cleaning of a heat

exchanger.



Chapter 8

Conclusion and Scope for Future Work

8.1 Conclusions

This work has presented a detailed investigation dstimation of heat transfer
performances of a heat exchanger due to fouling.gdal of this work is to provide a new tool
that can be used as an alternative to conventitatéiniques for analyzing fouling in heat
exchanger systems that in general are too compl&e following are the significant
conclusions emerging out of this work.

In the formulation presented in this work, the &ipns of the Bell-Delaware method
have been simplified to expressions, with a simt@thematical form as those based on the
Kern correlations. Thus, the proposed method hasattvantage of offering a more realistic
picture of the actual shell side flow pattern, withnimal complexity. The Bell-Delaware
model provides a detailed, reliable and simplifietethod to determine heat transfer

coefficients on both the shell and tube side diglland tube heat exchanger.

The statistical analysis is used to present a gmppbabilistic approach to characterize
various fouling models that are commonly encoumtéare industrial processes. The models
investigated are normal, log-normal, exponential areibull. These random fouling growth
models are then used to investigate the therffedteveness, overall thermal resistance and
overall heat-transfer coefficient of a shell-anddguheat exchanger. Knowledge of these
distributions and the methods to determine theiapaters is useful for devising appropriate
maintenance and cleaning schedules in a probabilistmework. Although the analysis
presented in this work is applicable to shell-amdetheat exchangers, the procedure can easily
be modified to include other types of heat exchalsgeh as double pipe, plate-and-frame and
other compact heat exchangers. Hence it can beluttstt that statistical analysis is a
significant tool for predicting the average timeuged to reach critical level of fouling in a
heat exchanger. By utilizing the fouling growth wand the time required to reach critical

level of fouling, appropriate heat exchanger maiatee policies can be developed.



For design and analysis of heathangers, it is necessary to evaluate the avéeae
transfercoefficients for one or both fluid sideirfaces. If the heat transfer coefficients arbeo
determined for both fluidides of a heat exchanger or for the case wheethermal resistances
on both fluid sides are of tleame order of magnitude, tiélson plot method appears to be
very useful to determine actcurate heat transfer correlation. The main aféd/ilson plot
method is to split the overall thermal resistamte individual thermal resistances. In order to
obtainthe overall thermal resistance, inlet and outletvfrates antemperatures on both sides
of the heat exchanger and heéansfer rate were measured. Afterwards a preaszgy
balance of the heat exchanger was carried ousaitable statistical procedure of data analysis
was applied. Whethe modified Wilson plot method was applied, threedir regressios used
as a statistical procedure. Due to the fhet only linear regression is used to estimate the
unknownsthe number of unknowns cannot be greater thantReimodified Wilson method.
One of the modifications of Wilsanethod, which allows us to estimate 3 unknown patars
is based on the double use of the linear regressibenseconnected with an iterative
procedure. Thus the Wilson plot method and its fieations furnish an indirect tool to
develop accurate correlation equation equationshéat transfer analysis of heat exchange
devices.

The major outcome of this work is the developmehtCefactor for estimation of
fouling effects on the performance of a heat exghanAs compared to the conventional
methods using overall heat transfer coefficienis tmethod involves minimum number of
parameters to predict the operating status of & é&eehanger. Simultaneously it has been
observed that the C-factor gives a clear indicabbithe degradation of performance due to
fouling in heat exchangers. Although it is not tethto fouling factor, but it can be used as an
instructive parameter to give information abouttheansfer performances such as overall heat
transfer coefficient, cleanliness factor and ouethérmal resistance. Besides the method
eliminates the use of correlations which can leathinimization of errors in analyzing effect
of fouling and its quantification. The method take® account the experimental values of flow
rate and pressure drop across the tubes. Thisnelies the effect of complexity in geometric
configuration of the exchanger. As compared toWhkson plot method and its modifications,

this method takes into consideration no assumptiatsch signifies the generality of this



method. Thus this method can find broad applicatiorprocess industries involving heat

exchange equipments to formulate an accurate nmainte schedule so that process efficiency
is not hampered and unnecessary cleaning is avoktmding in heat exchangers cannot be
eliminated completely, but it can be monitored ahly to obtain the highest possible outcome
of a process plant using heat exchangers. The tGrf@aan be regarded as a parameter for

complete monitoring of fouling in heat exchangers.

The experimental outcomes of the heat exchangesrurwhsideration have been used
in three different methods to obtain average tieguired to reach critical fouling obtained.
The operating conditions corresponding to critifalling is dependent on specific process
requirement and can be defined by individual speatibn. As mentioned in literature, the
critical fouling is considered to be attained whba overall heat transfer coefficient falls to
60% -65% of the clean design value. In this wokle ¢ritical level of fouling is considered to
be attained when the overall heat transfer coefiicfalls to 60% of the clean design value. The
statistical analysis for the heat exchanger undesideration predicts an average time of 106.4
days to attain critical fouling condition. The Wils plot and its modifications indicate that the
same condition is obtained in a period of 104 d#ysperation. The C-factor method indicates
114 days of operation required to attain the saomeliion of fouling. The statistical analysis
considered in this work takes into account the dogmal distribution with a regression
coefficient of B=0.945. As the Wilson plot method is based oraierssumptions, it deviates
to some extent from the most accurate analysis. gnadl these three methods, the C-factor
method provides the most accurate results and mitimum complexity involved in the
process of estimation of fouling and its effectslike the statistical analysis, the C-factor
method eliminates the incorporation of empiricalretations which is too much cumbersome
to calculate fouling effects. Similarly this methadoids the assumptions required for Wilson
plot method which gives a more generalized and rateuresult. A comparison the time
required to attain critical fouling is illustrated table 8.1. As indicated in table 8.1, the
statistical analysis and Wilson plot method deviates.6% and 8.7% respectively from the C-
factor method. This indicates that the C-factorhmodtcan be utilized to avoid undue cleaning
prematurely before critical fouling level is readh@his can reduce both cost and un-necessary

idle time of a heat exchanger under operation. Thdactor method is considered the most



significant tool for predicting the fouling behaviof a heat exchanger by using neural network

Methods Thermal Statistical Wilson Plot | Modified C-Factor
Analysis analysis Method Wilson Plot | Method
(B-D Method) | Method Method

Time to reach

critical

fouling 98 106.4 104 109 114

(Days)

approach.

Table 8.1 : Time required to reach critical foulimgvarious methods

The application of artificial neural network prdes a clear picture regarding the
fouling behavior of the heat exchanger under caratibn. The accuracy of prediction is tested
in terms of various errors during the testing asialyf the experimental data which fall outside
the scope of the experimental data used for trgithe network. The neural network approach
takes into account the efficiency of the exchangeerms of the C-factor which is one of the
most significant instructive parameter of heat exaer performance. Considering the
closeness of the predicted output with that of ékperimental output, local linear wavelet

neural network can be used as a predictive todlaing behavior of a heat exchanger.

8.2  Scope for Future Work
The present work considers the investigation olifg behavior of a heat exchanger
using water both as the hot and cold fluid. Alsthithe fluids were considered to be in single
phase during the whole period of operation. Theh&ur study related to this work can be
recommended as follows.
* The fouling analysis can be further carried outdrchangers involving different fluids
on shell and tubes such as liquid and gas.
* The phase change of liquids during the operatian loa taken up to provide more
detailed information for processes involving highariation of temperatures.
* In order to obtain realistic results, experimentghwindustrial fluids should be

performed at similar conditions as those prevailinthe actual heat exchangers.



 The effective cleaning methodologies and especiabif cleaning methodologies
should be investigated which can lead to longeraimn of a heat exchanger with
reduced fouling growth on heat transfer surfaces.
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Appendix A

Data and Sample Results for the Heat Exchanger



Table A.1 : Samples of Operation Data

Day m (kg/s) | me(kg/s) | Thin °C) | Thou(°C) | Tein(CC) | Teou (°C)
1 0.10958 | 0.08246 40 34.6 22 28.6
2 0.10958 | 0.08246 40 34.6 22 28.6
3 0.10958 | 0.08246 40 345 22 28.8
4 0.10958 | 0.08246 40 34.6 22 28.8
5 0.10958 | 0.08246 40 34.7 221 28.7
6 0.10958 | 0.08246 40 34.7 221 28.8
7 0.10958 | 0.08246 40 34.7 221 28.8
8 0.10958 | 0.08246 40 34.7 223 28.8
9 0.10958 | 0.08246 40 34.7 223 29
10 0.10958 | 0.08246 40 34.7 223 29
11 0.10958 | 0.08246 40 34.7 223 29
12 0.10958 | 0.08246 40 34.8 20.4 29
13 0.10958 | 0.08246 40 34.8 22.4 29.2
14 0.10958 | 0.08246 40 34.8 225 29.2
15 0.10958 | 0.08246 40 34.8 225 29.2
16 0.10958 | 0.08246 40 34.8 225 29.2
17 0.10958 | 0.08246 40 34.8 225 29.1
18 0.10958 | 0.08246 40 34.8 225 29.1
19 0.10958 | 0.08246 40 34.8 225 29.2
20 0.10958 | 0.08246 40 34.9 228 29.2
21 0.10903 | 0.08246 45 38.4 228 30.9
22 0.10903 | 0.08246 45 38.6 22.8 30.4
23 0.10903 | 0.08246 45 38.6 228 305
24 0.10903 | 0.08246 45 38.6 228 30.4
25 0.10903 | 0.08246 45 38.7 228 30.4
26 0.10903 | 0.08246 45 38.7 22.8 305
27 0.10903 | 0.08246 45 38.7 22.9 305
28 0.10903 | 0.08246 45 38.7 22.9 305
29 0.10903 | 0.08246 45 38.7 22.9 305
30 0.10903 | 0.08246 45 38.7 22.9 305




Table A.1 : Samples of Operation Data (Contd.)

Day m (kg/s) | me(kg/s) | Thin °C) | Thou(°C) | Tein(CC) | Teou (°C)
31 0.10903 | 0.08246 45 38.8 23 305
32 0.10903 | 0.08246 45 38.8 23 305
33 0.10903 | 0.08246 45 38.8 23 30.6
34 0.10903 | 0.08246 45 38.8 23 30.6
35 0.10903 | 0.08246 45 38.8 23 30.6
36 0.10903 | 0.08246 45 39 23.2 30.7
37 0.10903 | 0.08246 45 39 23.2 30.7
38 0.10903 | 0.08246 45 39 23.2 30.7
39 0.10903 | 0.08246 45 39 23.2 30.8
40 0.10903 | 0.08246 45 39 23.2 30.8
41 0.10878 | 0.08246 50 43.7 235 31.6
42 0.10878 | 0.08246 50 43.7 235 316
43 0.10878 | 0.08246 50 43.7 235 315
44 0.10878 | 0.08246 50 43.7 235 31.6
45 0.10878 | 0.08246 50 43.6 235 31.7
46 0.10878 | 0.08246 50 43.6 235 316
47 0.10878 | 0.08246 50 43.6 235 31.6
48 0.10878 | 0.08246 50 43.4 235 31.7
49 0.10878 | 0.08246 50 43.4 235 31.7
50 0.10878 | 0.08246 50 43.4 235 317
51 0.10878 | 0.08246 50 43.4 235 31.7
52 0.10878 | 0.08246 50 43.3 235 31.8
53 0.10878 | 0.08246 50 43.3 235 31.8
54 0.10878 | 0.08246 50 43.2 235 31.8
55 0.10878 | 0.08246 50 43.2 23.6 31.8
56 0.10878 | 0.08246 50 43.2 23.6 31.8
57 0.10878 | 0.08246 50 43.2 23.6 31.8
58 0.10878 | 0.08246 50 43 23.6 32
59 0.10878 | 0.08246 50 43 23.6 32
60 0.10878 | 0.08246 50 43 23.6 32




Table A.1 : Samples of Operation Data (Contd.)

Day m (kg/s) | me(kg/s) | Thin °C) | Thou(°C) | Tein(CC) | Teou (°C)
61 0.10841 | 0.08246 55 46.7 23.8 335
62 0.10841 | 0.08246 55 46.7 23.8 335
63 0.10841 | 0.08246 55 46.7 23.8 335
64 0.10841 | 0.08246 55 46.5 23.8 33.6
65 0.10841 | 0.08246 55 46.5 23.8 33.6
66 0.10841 | 0.08246 55 46.7 24 33.6
67 0.10841 | 0.08246 55 46.7 24 33.6
68 0.10841 | 0.08246 55 46.7 24 33.6
69 0.10841 | 0.08246 55 46.5 24 33.7
0 0.10841 | 0.08246 55 46.5 24 33.7
1 0.10841 | 0.08246 55 46.5 24 33.7
2 0.10841 | 0.08246 55 46.6 24.2 33.8
3 0.10841 | 0.08246 55 46.6 24.2 33.8
74 0.10841 | 0.08246 55 46.7 24.2 33.8
73 0.10841 | 0.08246 55 46.7 24.2 33.8
6 0.10841 | 0.08246 55 46.5 24.3 33.9
7 0.10841 | 0.08246 55 46.5 24.4 33.9
8 0.10841 | 0.08246 55 46.7 24.4 33.9
79 0.10841 | 0.08246 55 46.8 24.4 33.9
80 0.10841 | 0.08246 55 46.8 24.4 33.9
81 0.10792 | 0.08246 60 52.1 24.5 33.8
82 0.10792 | 0.08246 60 52.1 24.5 33.8
83 0.10792 | 0.08246 60 52.1 24.5 337
84 0.10792 | 0.08246 60 52.3 24.5 33.8
85 0.10792 | 0.08246 60 52.3 24.5 33.7
86 0.10792 | 0.08246 60 52.1 24.5 33.7
87 0.10792 | 0.08246 60 52.2 24.5 33.8
88 0.10792 | 0.08246 60 52.3 24.8 33.7
89 0.10792 | 0.08246 60 52.3 24.8 33.6
90 0.10792 | 0.08246 60 52.3 24.8 33.6




Table A.1 : Samples of Operation Data (Contd.)

Day m (kg/s) | me(kg/s) | Thin °C) | Thou(°C) | Tein(CC) | Teou (°C)

91 0.10792 | 0.08246 60 52.3 24.8 33.4
92 0.10792 | 0.08246 60 52.6 25 335
93 0.10792 | 0.08246 60 52.6 25 335
94 0.10792 | 0.08246 60 52.8 25 335
95 0.10792 | 0.08246 60 52.8 25 335
96 0.10792 | 0.08246 60 52.7 25 33.6
97 0.10792 | 0.08246 60 52.7 25 33.6
98 0.10792 | 0.08246 60 52.9 252 33.6
99 0.10792 | 0.08246 60 52.9 25.2 33.7
100 0.10792 | 0.08246 60 52.9 252 33.7
101 0.10749 | 0.08246 65 57.2 255 34.5
102 0.10749 | 0.08246 65 57.2 255 34.5
103 0.10749 | 0.08246 65 57.3 255 34.5
104 0.10749 | 0.08246 65 57.5 255 34.2
105 0.10749 | 0.08246 65 57.5 255 34.3
106 0.10749 | 0.08246 65 57.5 255 34.3
107 0.10749 | 0.08246 65 57.6 255 34.3
108 0.10749 | 0.08246 65 57.6 255 34.3
109 0.10749 | 0.08246 65 57.5 257 34.4
110 0.10749 | 0.08246 65 57.7 25.7 34.4
111 0.10749 | 0.08246 65 57.7 25.7 34.4
112 0.10749 | 0.08246 65 57.9 25.8 34.4
113 0.10749 | 0.08246 65 57.9 25.8 34.4
114 0.10749 | 0.08246 65 57.8 25.8 34.5
115 0.10749 | 0.08246 65 57.8 25.8 34.5
116 0.10749 | 0.08246 65 57.8 25.8 34.5
117 0.10749 | 0.08246 65 57.7 26 34.6
118 0.10749 | 0.08246 65 57.7 26 34.6
119 0.10749 | 0.08246 65 57.8 26 34.6
120 0.10749 | 0.08246 65 57.8 26 34.6




Table A.2 Samples of Results using Bell-Delawar¢hde

Day Re he I8 I jB hs
1 14358 1289.42 1.04 0.88 0.96 1134.69
2 14374 1289.42 1.04 0.88 0.96 1134.69
3 14406 1337.52 1.04 0.88 0.96 1177.01
4 14426 1319.55 1.04 0.88 0.96 1161.21
5 14462 1282.54 1.04 0.88 0.96 1128.64
6 14499 1297.59 1.04 0.88 0.96 1141.88
I 14519 1297.59 1.04 0.88 0.96 1141.88
8 14523 1289.19 1.04 0.88 0.96 1134.49
9 14560 1319.85 1.04 0.88 0.96 1161.47
10 14577 1319.85 1.04 0.88 0.96 1161.47
11 14585 1319.85 1.04 0.88 0.96 1161.47
12 14630 1297.50 1.04 0.88 0.96 1141.80
13 14641 1328.58 1.04 0.88 0.96 1169.15
14 14666 1324.38 1.04 0.88 0.96 1165.45
15 14730 1324.38 1.04 0.88 0.96 1165.4‘5
16 14751 1324.38 1.04 0.88 0.96 1165.45
17 14793 1308.73 1.04 0.88 0.96 1151.68
18 14812 1308.73 1.04 0.88 0.96 1151.68
19 14827 1324.38 1.04 0.88 0.96 1165.45
20 14831 1293.08 1.04 0.88 0.96 1137.91
21 14848 1272.20 1.04 0.88 0.96 1119.53
22 14859 1186.05 1.04 0.88 0.96 1043.73
23 14872 1197.49 1.04 0.88 0.96 1053.79
24 14878 1186.05 1.04 0.88 0.96 1043.73
25 14942 1172.54 1.04 0.88 0.96 1031.83
26 14955 1183.90 1.04 0.88 0.96 1041.83
27 14968 1180.30 1.04 0.88 0.96 1038.66
28 15007 1180.30 1.04 0.88 0.96 1038.66
29 15029 1180.30 1.04 0.88 0.96 1038.66
30 15068 1180.30 1.04 0.88 0.96 1038.66




Table A.2 Samples of Results using Bell-Delawarehde (Contd.)

Day Re h Ry U Ua Rs
1 10100 994.37 0.000051 620.48 567.34 0.000151
2 10140 993.68 0.000051 618.62 567.34 0.0001p1
3 10180 991.65 0.000051 612.44 588.51 8.72E-P5
4 10220 988.24 0.000051 614.26 580.60 0.00011
5 10260 976.82 0.000051 622.32 564.32 0.00016
6 10300 984.46 0.000051 618.73 570.94 0.00014
7 10340 983.14 0.000051 617.87 570.94 0.00014
8 10380 972.19 0.000051 620.22 567.24 0.000151
9 10420 976.10 0.000051 613.54 580.78 0.00011
10 10460 964.96 0.000051 613.92 580.78 0.00011
11 10500 972.52 0.000051 612.89 580.78 0.00011
12 10540 969.50 0.000051 617.42 570.90 0.00014
13 10580 976.70 0.000051 612.76 584.58 9.86E-D5
14 10620 964.74 0.000051 612.94 582.78 0.000104
15 10660 959.24 0.000051 613.27 582.78 0.000104
16 10700 965.43 0.000051 613.06 582.78 0.000104
17 10740 954.27 0.000051 616.53 575.84 0.000125
18 10780 952.50 0.000051 617.12 575.84 0.000125
19 10820 952.30 0.000051 612.44 582.78 0.000104
20 10860 958.62 0.000051 606.36 568.96 0.000146
21 10900 951.32 0.000051 604.72 559.77 0.000174
22 10940 948.02 0.000051 602.35 521.86 0.000304
23 10980 956.33 0.000051 612.44 526.90 0.000286
24 11020 945.29 0.000051 610.63 521.86 0.000304
25 11060 944.38 0.000051 604.66 515.9p 0.000326
26 11100 942.65 0.000051 602.14 520.9p 0.000308
27 11140 942.61 0.000051 600.73 519.38 0.000314
28 11180 952.26 0.000051 602.31 519.3B8 0.000314
29 11220 939.62 0.000051 600.43 519.3B8 0.000314
30 11260 938.36 0.000051 603.39 519.38 0.000314




Table A.2 Samples of Results using Bell-Delawarehde (Contd.)

Day Re he jc L js hs

31 15120 1163.10 1.04 0.88 0.96 1023.5
32 15160 1163.10 1.04 0.88 0.96 1023.5
33 15186 1174.51 1.04 0.88 0.96 1033.5
34 15229 1174.51 1.04 0.88 0.96 1033.5
35 15249 117451 1.04 0.88 0.96 1033.5
36 15266 1151.37 1.04 0.88 0.96 1013.2
37 15284 1151.37 1.04 0.88 0.96 1013.2
38 15320 1151.37 1.04 0.88 0.96 1013.2
39 15356 1140.11 1.04 0.88 0.96 1003.3
40 15397 1133.29 1.04 0.88 0.96 997.3(
41 15429 1131.68 1.04 0.88 0.96 995.8¢
42 15449 1090.77 1.04 0.88 0.96 959.8¢
43 15474 1082.43 1.04 0.88 0.96 952.54
44 15573 1090.77 1.04 0.88 0.96 959.8¢
45 15608 1109.30 1.04 0.88 0.96 976.1¢
46 15617 1100.86 1.04 0.88 0.96 968.76
47 15650 1100.86 1.04 0.88 0.96 968.76
48 15666 1129.75 1.04 0.88 0.96 994.18
49 15706 1129.75 1.04 0.88 0.96 994.18
50 15720 1129.75 1.04 0.88 0.96 994.18
51 15801 1061.56 1.04 0.88 0.96 934.1¢
52 15848 1080.49 1.04 0.88 0.96 950.83
53 15916 1080.49 1.04 0.88 0.96 950.83
54 15954 1090.90 1.04 0.88 0.96 959.9¢
55 15988 1087.61 1.04 0.88 0.96 957.1(
56 16076 1087.61 1.04 0.88 0.96 957.1(
57 16115 1087.61 1.04 0.88 0.96 957.1(
58 16169 1126.35 1.04 0.88 0.96 991.1¢
59 16199 1126.35 1.04 0.88 0.96 991.1¢
60 16209 1126.35 1.04 0.88 0.96 991.1¢




Table A.2 Samples of Results using Bell-Delawarehde (Contd.)

Day Re h Ry U Ua Rs

31 11300 938.24 0.000051 598.44 511.76 0.000342
32 11340 938.15 0.000051 596.75 511.76 0.000342
33 11380 946.42 0.000051 599.82 516.78 0.000323
34 11420 943.05 0.000051 602.36 516.78 0.000323
35 11460 935.16 0.000051 598.12 516.78 0.000323
36 11500 933.48 0.000051 594.33 506.60 0.000362
37 11540 932.18 0.000051 598.16 506.60 0.0003‘62
38 11580 932.02 0.000051 590.63 506.60 0.000362
39 11620 931.64 0.000051 606.44 511.6p 0.000342
40 11660 930.57 0.000051 598.32 511.6p 0.000342
41 11700 930.11 0.000051 614.26 419.94 0.000769
42 11740 930.02 0.000051 613.92 419.94 0.000769
43 11780 922.31 0.000051 606.77 416.2) 0.00079

44 11820 928.46 0.000051 612.39 419.94 0.000769
45 11860 924.24 0.000051 587.04 428.0p 0.000724
46 11900 926.21 0.000051 594.62 424.38 0.000744
47 11940 925.20 0.000051 612.37 424.38 0.000744
48 11980 924.94 0.000051 616.07 437.0p 0.000676
49 12020 924.87 0.000051 622.14 437.0p 0.000676
50 12060 914.45 0.000051 624.32 437.0p 0.000676
51 12100 918.12 0.000051 626.69 437.0p 0.000676
52 12140 923.44 0.000051 608.42 445.4p 0.000633
53 12180 922.28 0.000051 598.16 445.4p 0.000633
54 12220 922.15 0.000051 628.08 450.0p 0.00061

55 12260 921.81 0.000051 632.14 448.5b 0.000617
56 12300 921.40 0.000051 622.66 448.5p 0.000617
57 12340 920.68 0.000051 627.44 448.5p 0.000617
58 12380 920.44 0.000051 620.32 465.5p 0.000536
59 12420 919.44 0.000051 617.22 465.5p 0.000536
60 12460 919.10 0.000051 608.16 465.5p 0.000536




Table A.2 Samples of Results using Bell-Delawarehde (Contd.)

Day Re he e I jB hs

61 16264 1041.53 1.04 0.88 0.96 916.5%
62 16426 1041.53 1.04 0.88 0.96 916.5%
63 16438 1041.53 1.04 0.88 0.96 916.5%
64 16632 1067.03 1.04 0.88 0.96 938.99
65 16737 1067.03 1.04 0.88 0.96 938.99
66 16779 1043.49 1.04 0.88 0.96 918.27
67 16928 1043.49 1.04 0.88 0.96 918.27
68 16950 1043.49 1.04 0.88 0.96 918.27
69 16993 1069.18 1.04 0.88 0.96 940.88
70 17004 1069.18 1.04 0.88 0.96 940.88
71 17017 1069.18 1.04 0.88 0.96 940.88
72 17118 1062.19 1.04 0.88 0.96 934.72
73 17127 1062.19 1.04 0.88 0.96 934.72
74 17140 1053.05 1.04 0.88 0.96 926.69
75 17146 1053.05 1.04 0.88 0.96 926.69
76 17157 1076.32 1.04 0.88 0.96 947.16
77 17168 1073.58 1.04 0.88 0.96 944.7%
78 17207 1055.13 1.04 0.88 0.96 928.51
79 17229 1045.97 1.04 0.88 0.96 920.4%
80 17237 1045.97 1.04 0.88 0.96 920.4%
81 17259 932.47 1.04 0.88 0.96 820.58
82 17268 932.47 1.04 0.88 0.96 820.58
83 17268 926.77 1.04 0.88 0.96 815.56
84 17273 918.63 1.04 0.88 0.96 808.39
85 17284 912.96 1.04 0.88 0.96 803.41
86 17296 926.77 1.04 0.88 0.96 815.56
87 17301 925.54 1.04 0.88 0.96 814.47
88 17312 950.30 1.04 0.88 0.96 836.26
89 17324 944.65 1.04 0.88 0.96 831.29
90 17329 944.65 1.04 0.88 0.96 831.29




Table A.2 Samples of Results using Bell-Delawarehde (Contd.)

Day Re h Ry U Ua Rs

61 12500 917.97 0.000051 606.79 458.2[7 0.00057
62 12540 917.87 0.000051 622.57 458.27 0.000%7
63 12580 917.69 0.000051 630.16 458.2[7 0.00057
64 12620 917.34 0.000051 632.5 469.49 0.000518
65 12660 921.07 0.000051 614.68 469.4P 0.000518
66 12700 917.00 0.000051 612.44 459.14 0.000566
67 12740 916.85 0.000051 598.99 459.14 0.000566
68 12780 916.39 0.000051 617.76 459.14 0.000566
69 12820 914.25 0.000051 609.43 470.44 0.000514
70 12860 914.23 0.000051 625.42 470.44 0.000514
71 12900 906.77 0.000051 633.12 470.44 0.000514
72 12940 903.41 0.000051 627.73 467.3p 0.000528
73 12980 913.20 0.000051 619.8 467.36 0.0005p8
74 13020 911.93 0.000051 611.94 463.3¢4 0.000546
75 13060 910.63 0.000051 624.64 463.34 0.000546
76 13100 910.27 0.000051 598.46 473.58 0.000b
77 13140 904.85 0.000051 614.57 472.3)7 0.000505
78 13180 907.40 0.000051 588.3 464.26 0.000542
79 13220 907.30 0.000051 628.66 460.23 0.000561
80 13260 907.14 0.000051 621.75 460.23 0.000561
81 13300 905.20 0.000051 618.45 360.29 0.001164
82 13340 904.40 0.000051 627.37 360.29 0.001164
83 13380 904.06 0.000051 618.97 357.78 0.001183
84 13420 903.52 0.000051 614.49 354.2D 0.001211
85 13460 912.14 0.000051 620.8 351.70 0.0012B1
86 13500 918.01 0.000051 624.54 357.78 0.001183
87 13540 911.73 0.000051 608.48 357.24 0.001187
88 13580 901.13 0.000051 592.84 348.13 0.00126
89 13620 899.15 0.000051 598.58 345.6b 0.001281
90 13660 897.74 0.000051 630.42 345.65 0.001281




Table A.2 Samples of Results using Bell-Delawarehde (Contd.)

Day Re he e o i hs

91 17335 933.42 1.04 0.88 0.96 821.41
92 17340 913.04 1.04 0.88 0.96 803.48
93 17355 913.04 1.04 0.88 0.96 803.48
94 17374 899.50 1.04 0.88 0.96 791.56
95 17414 899.50 1.04 0.88 0.96 791.56
96 17488 911.80 1.04 0.88 0.96 802.39
97 17533 911.80 1.04 0.88 0.96 802.39
98 17574 892.67 1.04 0.88 0.96 785.5%
99 17602 882.29 1.04 0.88 0.96 776.42
100 17620 873.20 1.04 0.88 0.96 768.42
101 17637 866.15 1.04 0.88 0.96 762.21
102 17824 861.60 1.04 0.88 0.96 758.21
103 18033 855.81 1.04 0.88 0.96 753.12
104 18215 846.23 1.04 0.88 0.96 744.68
105 18370 837.24 1.04 0.88 0.96 736.77
106 18432 823.60 1.04 0.88 0.96 724.77
107 18590 817.91 1.04 0.88 0.96 719.76
108 18848 817.91 1.04 0.88 0.96 719.76
109 18980 823.19 1.04 0.88 0.96 724.41
110 19113 811.76 1.04 0.88 0.96 714.3%
111 19384 811.76 1.04 0.88 0.96 714.3%
112 19655 797.84 1.04 0.88 0.96 702.10
113 19690 797.84 1.04 0.88 0.96 702.10
114 19768 808.15 1.04 0.88 0.96 711.17
115 19861 808.15 1.04 0.88 0.96 711.17
116 19969 808.15 1.04 0.88 0.96 711.17
117 20012 813.39 1.04 0.88 0.96 715.79
118 20107 813.39 1.04 0.88 0.96 715.79
119 20255 807.66 1.04 0.88 0.96 710.74
120 20359 807.66 1.04 0.88 0.96 710.74




Table A.2 Samples of Results using Bell-Delawarehde (Contd.)

Day Re h Ry U Ua Rs
91 13700 906.96 0.000051 622.16 340.71 0.001323
92 13740 896.29 0.000051 618.34 331.74 0.001402
93 13780 895.37 0.000051 612.82 331.74 0.0014‘02
94 13820 894.01 0.000051 619.08 325.78 0.0014‘58
95 13860 893.43 0.000051 627.65 325.78 0.001458
96 13900 902.74 0.000051 614.26 331.1p 0.001407
97 13940 891.47 0.000051 604.86 331.19 0.0014107
98 13980 890.80 0.000051 616.94 322.77 0.001486
99 14020 890.60 0.000051 598.44 325.21 0.001463
100 14060 897.53 0.000051 596.74 325.211 0.001463
101 14100 886.65 0.000051 614.08 304.10 0.001676
102 14140 896.62 0.000051 623.74 304.10 0.001676
103 14180 894.14 0.000051 619.42 301.56 0.001704
104 14220 882.67 0.000051 626.55 290.34 0.001832
105 14260 881.32 0.000051 608.97 292.39 0.001808
106 14300 880.09 0.000051 618.46 292.39 0.001808
107 14340 878.65 0.000051 616.88 289.88 0.001838
108 14380 878.28 0.000051 624.53 289.88 0.001838
109 14420 887.94 0.000051 608.96 292.20 0.00181
110 14460 877.38 0.000051 617.74 287.18 0.00187
111 14500 882.55 0.000051 625.18 287.18 0.00187
112 14540 875.62 0.000051 620.83 281.06 0.001946
113 14580 878.94 0.000051 612.65 281.06 0.001946
114 14620 874.76 0.000051 627.38 285.58 0.00189
115 14660 874.55 0.000051 611.69 285.58 0.00189
116 14700 873.42 0.000051 615.48 285.58 0.00189
117 14740 872.94 0.000051 622.12 287.89 0.001862
118 14780 870.70 0.000051 628.08 287.89 0.001862
119 14820 876.16 0.000051 620.94 285.317 0.001892
120 14860 862.90 0.000051 616.78 285.317 0.001892




Table A.3 : Minimum and Maximum LMTD

To-Ts | Ti—Ts Ti=Tat | To-Ts

LK T, T3 T, 2AT 2AT LMTD nin 2AT 2AT LMTD max

40 34.6 22 28.6 11.2 12.4 11.790 11.6 12,8 12.190
40 34.6 22 28.6 11.2 12.4 11.790 11.6 12,8 12.190
40 34.5 22 28.8 11 12.3 11.638 11.4 127 12.088
40 34.6 22 28.8 11 12.4 11.686 11.4 12.8 12.086
40 34.7 22.1 28.7 11.1 12.4 11.738 116 128 12.138
40 34.7 22.1 28.8 11 12.4 11.686 11.4 12,8 12.086
40 34.7 22.1 28.8 11 12.4 11.686 11.4 12,8 12.086
40 34.7 22.3 28.8 11 12.2 11.590 11.4 1216 11.990
40 34.7 22.3 29 10.8 12.2 11.486 11.p 12/6 11.886
40 34.7 22.3 29 10.8 12.2 11.486 11.p 12/6 11.886
40 34.7 22.3 29 10.8 12.2 11.486 11.p 1216 11.886
40 34.8 22.4 29 10.8 12.2 11.486 11.p 12/6 11.886
40 34.8 22.4 29.2 10.6 12.2 11.381 11 12,6 11.782
40 34.8 22.5 29.2 10.6 12.1 11.333 11 12/5 11.734
40 34.8 22.5 29.2 10.6 12.1 11.333 11 125 11.734
40 34.8 22.5 29.2 10.6 12.1 11.333 11 125 11.734
40 34.8 22.5 29.1 10.7 12.1 11.386 111 125 11.786
40 34.8 22.5 29.1 10.7 12.1 11.386 111 12|5 11.786
40 34.8 22.5 29.2 10.6 12.1 11.333 11 12/5 11.734
40 34.9 22.8 29.2 10.6 11.9 11.237 11 12,3 11.638
45 38.4 22.8 30.9 13.9 15.4 14.637 143 15(8 15.038
45 38.6 22.8 30.4 14.4 15.6 14.992 14.8 16 15.392
45 38.6 22.8 30.5 14.3 15.6 14.941 147 16 15.341
45 38.6 22.8 30.4 14.4 15.6 14.992 14.8 16 15.392
45 38.7 22.8 30.4 14.4 15.7 15.041 14.8 16}1 15.441
45 38.7 22.8 30.5 14.3 15.7 14.989 147 16{1 15.389
45 38.7 22.9 30.5 14.3 15.6 14.941 14.7 16 15.341
45 38.7 22.9 30.5 14.3 15.6 14.941 147 16 15.341
45 38.7 22.9 30.5 14.3 15.6 14.941 147 16 15.341




Table A.3 : Minimum and Maximum LMTD (Contd.)

T ToTe | Ti-Tam Ti-Ta+ | To-To
T, | Ts | T4 | 2AT | 2AT |LMTDpp| 2AT | 2AT | LMTD

45 | 387 | 229| 305 143 156 14941 147 16 15.341
45 | 388 | 23 | 305 143| 156 14941  14F 14 15.341
45 | 388 | 23 | 305 143| 156 14941 147 14 15.341
45 | 388 | 23 | 306| 142| 156  14.889 145 14 15.289
45 | 388 | 23 | 306| 142| 156  14.889 145 14 15.289
45 | 388 | 23 | 306| 142| 156  14.889 145 14 15.289
45 | 39 | 232| 307 141 156/  14.837 145 14 15.238
45 | 39 | 232| 307 141| 156/  14.837 145 14 15.238
45 | 39 | 232| 307 141| 156  14.837 145 14 15.238
45 | 39 | 232| 308 14 156| 14786 144 1§ 15.186
45 | 39 | 232| 308 14 156| 14786  14.4 1§ 15.186
50 | 437 | 235| 316/ 182 20 19.08¢ 185 2014  19.486
50 | 437 | 235| 316/ 182 20 19.08¢ 185 2014  19.486
50 | 437 | 235| 315 183 20 19137  18F  20/4  19.5B8
50 | 437 | 235| 316/ 182 20 19.08¢ 185 2014  19.486
50 | 436 | 235| 317/ 181 199 18986 185 203  19.386
50 | 436 | 235| 316 182| 199 19037 186 203  19.488
50 | 436 | 235| 316 182 199 19037 186 203  19.488
50 | 434 | 235| 317/ 181 197 18889 185 201  19.2B9
50 | 434 | 235| 317/ 181 197 18889 185 201  19.2B9
50 | 434 | 235| 317/ 181 197 18889 185 201  19.289
50 | 434 | 235| 317/ 181 197 18889 185 201  19.2B9
50 | 433 | 235| 318/ 18 196 18789 184 20 19.189
50 | 433 | 235| 318 18 196 18789 184 2 19.189
50 | 432 | 235| 318 18 195 18740 184  19)9  19.140
50 | 432 | 23.6| 318 18 19.4| 18691 184  19]8  19.091
50 | 432 | 23.6| 318 18 19.4| 18691 184  19]8  19.091
50 | 432 | 23.6| 318 18 194/ 18691 184  19]8  19.091
50 | 43 | 236| 32| 178| 19.2| 18491 182 19/  18.891




Table A.3 : Minimum and Maximum LMTD (Contd.)

ToTe | Ti-Tam Ti-Ta+ | To-To

Ty | Tp | Ts | Ts | 2AT | 2AT |LMTDppn | 2AT | 2AT | LMTD ma

50 | 43 | 236| 32| 178| 19.2| 18491 182 19/  18.891
55 | 467 | 23.8| 335 21.3| 227 21993 217 231  22.393
55 | 467 | 23.8| 335 21.3] 227 21993 217 231  22.393
55 | 467 | 23.8| 335/ 21.3| 227 21998 217 231  22.393
55 | 465 | 23.8| 336| 21.2| 225 21844 216 229  22.244
55 | 465 | 23.8| 336| 21.2| 225 21844 216 229  22.244
55 | 467 | 24 | 336 21.2| 225 21.844 216  22]9  22.244
55 | 467 | 24 | 336 21.2| 225 21844 216  22]9  22.244
55 | 467 | 24 | 336 21.2| 225 21844 216  22]9  22.244
55 | 465 | 24 | 337| 211| 223 21694 215  22]7  22.095
55 | 465 | 24 | 337| 211| 223 21.694 215  22]7  22.095
55 | 465 | 24 | 337| 211| 223 21694 215  22]7  22.005
55 | 466 | 24.2| 338 21 222| 21594 214  22/6  21.995
55 | 46.6 | 24.2| 338 21 222| 21594 214  22/6  21.995
55 | 46.7 | 24.2| 338 21 223 21643 214  22]7  22.084
55 | 46.7 | 24.2| 338 21 223| 21643 214  22]7  22.084
55 | 465 | 24.3| 339 209 22 21445 218 22l  21.845
55 | 465 | 24.4| 339] 209 219 21396 218 223  21.79
55 | 467 | 24.4| 339 209 221 21494 218 225  21.895
55 | 468 | 244| 339 209 222 21543 218 226  21.944
55 | 468 | 24.4| 339] 209 222 21543 218  22/6  21.944
60 | 521 | 245| 338 26 27.4] 26694 264  27)8  27.094
60 | 521 | 245| 338 26 27.4] 26694 264  27)8  27.094
60 | 521 | 245| 337 261 274 26745 265  27|8  27.145
60 | 523 | 245| 338/ 26 27.6] 26792 26.4 2¢ 27.192
60 | 523 | 245| 337 261 276 26843 265 28 27.243
60 | 521 | 245| 337 261 274 26745 265 27|18  27.145
60 | 522 | 245| 338/ 26 275| 26743 264  27l9  27.143
60 | 523 | 24.8| 337 261 273 26696 265  27|7  27.09




Table A.3 : Minimum and Maximum LMTD (Contd.)

T ToTe | Ti-Tam Ti-Ta+ | To-To
T, | Ts | T4 | 2AT | 2AT |LMTDpp| 2AT | 2AT | LMTD
60 | 523 | 24.8| 336] 262| 273 26746 266  27\7  27.146
60 | 523 | 24.8| 334| 264 273 26847 268  27|7  27.248
60 | 526 | 25 | 335| 263 274 26846 267  27]8  27.246
60 | 526 | 25 | 335| 263 27.4] 26846 267  27]8  27.246
60 | 528 | 25 | 335/ 263 27.6] 26945 267 2¢ 27.345
60 | 528 | 25 | 335/ 263 27.6] 26945 267 2¢ 27.345
60 | 527 | 25 | 336| 26.2| 275 26845 266  27]9  27.245
60 | 527 | 25 | 336| 262| 275 26845 266  27]9  27.245
60 | 529 | 252| 336| 262| 275 26845 266 27|19  27.245
60 | 529 | 252| 337 261 275 26794 265 27|19  27.194
60 | 529 | 252| 337 261 275 26794 265 27|19  27.194
65 | 572 | 255| 345/ 303| 315 3089 307  31j9  31.296
65 | 572 | 255| 345/ 303| 315 3089 307  31j9  31.206
65 | 57.3 | 255| 345 303| 316 30945 3047 32 31.346
65 | 575 | 255| 342 306 318 31196 31 3202 31596
65 | 575 | 255| 343 305 318 31145 309 322 31546
65 | 575 | 255| 343] 305 318 31145 300 322 31546
65 | 576 | 255| 343 305 319 31195 300 323 31585
65 | 57.6 | 255| 343| 305/ 319 31195 309  32|3 31505
65 | 575 | 257| 344 304 316 3099 308 32 31.396
65 | 577 | 257| 344| 304 318  31.095 308 322 31485
65 | 57.7 | 257| 344] 304 318 31095 308 322 314985
65 | 579 | 258| 34.4| 304| 319 31144 308 323 31544
65 | 579 | 258| 34.4| 304| 319 31144 308 323 31544
65 | 578 | 258| 345/ 303 318  31.044 307 322 31444
65 | 578 | 258| 345/ 303| 318  31.044 307 322 31444
65 | 578 | 258| 345 303| 318  31.044 307 322 31444
65 | 577 | 26 | 346| 302| 315 30845 306  31]9  31.245
65 | 577 | 26| 346| 302| 315 30845 306  31]9  31.245




Table A.4 Dispersion factor about mean heat duty

Day Q o On | VQ-Q)+(Q-Q)’ Ao
1 2.477 2.278 2.378 0.019750481 0.0591Q7
2 2.477 2.278 2.378 0.019750481 0.0591Q7
3 2.523 2.347 2.435 0.015414275 0.050985
4 2.477 2.347 2412 0.008412306 0.038023
5 2.431 2.278 2.355 0.011685781 0.045908
6 2.431 2.313 2.372 0.007004334 0.035284
7 2.431 2.313 2.372 0.007004334 0.035284
8 2.431 2.244 2.337 0.017558815 0.05669
9 2.431 2.313 2.372 0.007004334 0.035284
10 2.431 2.313 2.372 0.007004334 0.035284
11 2.431 2.313 2.372 0.007004334 0.035284
12 2.385 2.278 2.332 0.005725219 0.032449
13 2.385 2.347 2.366 0.000720783 0.011346
14 2.385 2.313 2.349 0.002627207 0.02182
15 2.385 2.313 2.349 0.002627207 0.02182
16 2.385 2.313 2.349 0.002627207 0.02182
17 2.385 2.278 2.332 0.005725219 0.032449
18 2.385 2.278 2.332 0.005725219 0.032449
19 2.385 2.313 2.349 0.002627207 0.02182
20 2.339 2.209 2.274 0.008472713 0.040472
21 3.012 2.796 2.904 0.023344212 0.052611
22 2.921 2.623 2.772 0.044221844 0.075857
23 2.921 2.658 2.789 0.034551751 0.066638
24 2.921 2.623 2.772 0.044221844 0.075857
25 2.875 2.623 2.749 0.03169061 0.064749
26 2.875 2.658 2.767 0.023595933 0.055523
27 2.875 2.623 2.749 0.03169061 0.064749
28 2.875 2.623 2.749 0.03169061 0.064749
29 2.875 2.623 2.749 0.03169061 0.064749




Table A.4 Dispersion factor about mean heat dubn(@.)

bay o o o J@-Q) +(Q- Q) Ao

30 2.875 2.623 2.749 0.03169061 0.044749
31 2.830 2.589 2.709 0.028953105 0.042805
32 2.830 2.589 2.709 0.028953105 0.042805
33 2.830 2.623 2.727 0.021242255 0.053455
34 2.830 2.623 2.727 0.021242255 0.053455
35 2.830 2.623 2.727 0.021242255 0.053455
36 2.738 2.589 2.664 0.0111542 0.03965
37 2.738 2.589 2.664 0.0111542 0.03965
38 2.738 2.589 2.664 0.0111542 0.03965
39 2.738 2.623 2.681 0.00659418 0.03029
40 2.738 2.623 2.681 0.00659418 0.03029
41 2.869 2.796 2.832 0.002639324 0.018138
42 2.869 2.796 2.832 0.002639324 0.018138
43 2.869 2.762 2.815 0.0057431 0.02692
44 2.869 2.796 2.832 0.002639324 0.018138
45 2.914 2.831 2.872 0.003500354 0.020597
46 2.914 2.796 2.855 0.006984393 0.029271
47 2914 2.796 2.855 0.006984393 0.029271
48 3.005 2.831 2.918 0.015267182 0.042345
49 3.005 2.831 2.918 0.015267182 0.042345
50 3.005 2.831 2.918 0.015267182 0.042345
51 3.005 2.831 2.918 0.015267182 0.042345
52 3.051 2.865 2.958 0.017252789 0.044405
53 3.051 2.865 2.958 0.017252789 0.044405
54 3.096 2.865 2.981 0.026748013 0.054868
55 3.096 2.831 2.963 0.035327867 0.043424
56 3.096 2.831 2.963 0.035327867 0.033424
57 3.096 2.831 2.963 0.035327867 0.043424
58 3.187 2.900 3.044 0.041426887 0.04668[75
59 3.187 2.900 3.044 0.041426887 0.036875




Table A.4 Dispersion factor about mean heat dutn(@.)

bay o o o J@-Q) +(Q- Q) Ao

60 3.187 2.900 3.044 0.041426887 0.036875
61 3.767 3.348 3.557 0.08744358 0.028323
62 3.767 3.348 3.557 0.08744358 0.043123
63 3.767 3.348 3.557 0.08744358 0.043123
64 3.857 3.383 3.620 0.112545038 0.029267
65 3.857 3.383 3.620 0.112545038 0.019267
66 3.767 3.314 3.540 0.102475211 0.029423
67 3.767 3.314 3.540 0.102475211 0.030423
68 3.767 3.314 3.540 0.102475211 0.029023
69 3.857 3.348 3.603 0.129518091 0.019889
70 3.857 3.348 3.603 0.129518091 0.019889
71 3.857 3.348 3.603 0.129518091 0.021889
72 3.812 3.314 3.563 0.12404928 0.019854
73 3.812 3.314 3.563 0.12404928 0.019854
74 3.767 3.314 3.540 0.102475211 0.029023
75 3.767 3.314 3.540 0.102475211 0.030423
76 3.857 3.314 3.586 0.147682732 0.071727
77 3.857 3.279 3.568 0.16703896 0.014536
78 3.767 3.279 3.523 0.118698431 0.037795
79 3.721 3.279 3.500 0.097617241 0.049261
80 3.721 3.279 3.500 0.097617241 0.030261
81 3.569 3.210 3.390 0.064238439 0.027475
82 3.569 3.176 3.372 0.077207248 0.028396
83 3.569 3.210 3.390 0.064238439 0.027475
84 3.478 3.038 3.258 0.097101988 0.029544
85 3.478 3.038 3.258 0.097101988 0.019624
86 3.569 3.176 3.372 0.077207248 0.01823P6
87 3.524 3.210 3.367 0.04906679 0.064579
88 3.478 3.072 3.275 0.082485579 0.028767
89 3.478 3.038 3.258 0.097101988 0.064564




Table A.4 Dispersion factor about mean heat (Contd.

Day Q Q Qu J@Q-Q)*+(Q- Q) Ag

90 3.478 3.038 3.258 0.097101988 0.056144
91 3.478 2.969 3.224 0.129909568 0.011812
92 3.343 2.934 3.139 0.08352692 0.042085
93 3.343 2.934 3.139 0.08352692 0.032485
94 3.253 2.934 3.093 0.05068112 0.022717
95 3.253 2.934 3.093 0.05068112 0.027239
96 3.298 2.969 3.133 0.054130009 0.017426
97 3.298 2.969 3.133 0.054130009 0.019256
98 3.207 2.900 3.053 0.047345749 0.027126
99 3.207 2.934 3.071 0.037319244 0.06291L

100 3.207 2.934 3.071 0.037319244 0.06291L

101 3.509 3.107 3.308 0.081094393 0.06083

102 3.509 3.107 3.308 0.081094393 0.052013
103 3.464 3.107 3.286 0.063986617 0.027689
104 3.374 3.003 3.189 0.068933767 0.042335
105 3.374 3.038 3.206 0.056712335 0.0427B

106 3.374 3.038 3.206 0.056712335 0.04278

107 3.329 3.038 3.184 0.042571452 0.06451L

108 3.329 3.038 3.184 0.042571452 0.06451L

109 3.374 3.003 3.189 0.068933767 0.0233p

110 3.285 3.003 3.144 0.039570115 0.03274

111 3.285 3.003 3.144 0.039570115 0.03274

112 3.195 2.969 3.082 0.02550449 0.051824
113 3.195 2.969 3.082 0.02550449 0.051824
114 3.240 3.003 3.121 0.027924874 0.053537
115 3.240 3.003 3.121 0.027924874 0.053537
116 3.240 3.003 3.121 0.027924874 0.053537
117 3.285 2.969 3.127 0.049876859 0.027143
118 3.285 2.969 3.127 0.049876859 0.027143
119 3.240 2.969 3.104 0.036678479 0.061698
120 3.240 2.969 3.104 0.036678479 0.061698




Table A.5 : Dispersion factor about mean overadithensfer Coefficient

Days Qmav Q1,min Q2max Q2,min LMTD max LMTD min
1 2.594 2.361 2.371 2.187 12.190 11.790
2 2.594 2.361 2.371 2.187 12.190 11.790
3 2.641 2.407 2.441 2.255 12.038 11.638
4 2.594 2.361 2.441 2.255 12.086 11.686
5 2.548 2.316 2.371 2.187 12.138 11.738
6 2.548 2.316 2.406 2.221 12.086 11.686
7 2.548 2.316 2.406 2.221 12.086 11.686
8 2.548 2.316 2.336 2.153 11.990 11.590
9 2.548 2.316 2.406 2.221 11.886 11.486
10 2.548 2.316 2.406 2.221 11.886 11.486
11 2.548 2.316 2.406 2.221 11.886 11.486
12 2.502 2.271 2.371 2.187 11.886 11.486
13 2.502 2.271 2.441 2.255 11.782 11.381
14 2.502 2.271 2.406 2.221 11.734 11.333
15 2.502 2.271 2.406 2.221 11.734 11.333
16 2.502 2.271 2.406 2.221 11.734 11.333
17 2.502 2.271 2.371 2.187 11.786 11.386
18 2.502 2.271 2.371 2.187 11.786 11.386
19 2.502 2.271 2.406 2.221 11.734 11.333
20 2.455 2.225 2.301 2.119 11.638 11.237
21 3.134 2.892 2.894 2.700 15.038 14.637
22 3.042 2.801 2.719 2.529 15.392 14.992
23 3.042 2.801 2.754 2.563 15.341 14.941
24 3.042 2.801 2.719 2.529 15.392 14.997
25 2.996 2.756 2.719 2.529 15.441 15.041
26 2.996 2.756 2.754 2.563 15.389 14.989
27 2.996 2.756 2.719 2.529 15.341 14.941
28 2.996 2.756 2.719 2.529 15.341 14.941
29 2.996 2.756 2.719 2.529 15.341 14.941
30 2.996 2.756 2.719 2.529 15.341 14.941




Table A5 Dispersion factor aboimean overall heat transfer coefficient (Cor

Days Ul,max Ul,min U2,max U2,min Um AUm/Um

1 628.740 553.475 574.537 512.626 567.345 0.08%21876
2 628.740 553.475 574.531 512.626 567.345 0.0831876
3 648.322 571.235 599.156 535.314 588.50¢ 0.0810117
4 634.325 558.223 596.6849 533.180 580.604 0.0768458
5 620.239 545.146 577.073 514.812 564.318 0.079600
6 622.997 547.488 588.164 525.102 570.938 0.0760633
7 622.997 547.488 588.164 525.102 570.938 0.076633
8 628.178 551.894 575.864 513.041 567.245 0.0849186
9 633.859 556.710 598.418 533.9477 580.734 0.0763713
10 633.859 556.710 598.418 533.947 580.734 0.073371
11 633.859 556.710 598.418 533.947 580.734 0.073371
12 622.334 545,794 589.74¢ 525.733 570.90p 0.077BL56
13 628.049 550.629 612.666 546.964 584.577 0.021534
14 630.698 552.875 606.461 540.875 582.727 0.0785P6
15 630.698 552.875 606.461 540.875 582.727 0.0785P6
16 630.698 552.875 606.461 540.875 582.727 0.0785P6
17 627.807 550.431 594.932 530.198 575.84p 0.07@316
18 627.807 550.431 594.932 530.198 575.84p 0.07@316
19 630.698 552.875 606.461 540.875 582.727 0.07B5P6
20 624.306 546.293 585.04¢ 520.172 568.955 0.08105
21 611.838 549.417 564.855 512.957 559.767 0.07%190
22 579.789 519.984 518.265 469.419 521.864 0.085563
23 581.784 521.726 526.716 477.397 526.89H 0.08216
24 579.789 519.984 518.265 469.419 521.864 0.085563
25 569.157 509.984 516.588 467.940 515.917 0.08@180
26 571.114 511.691 525.01( 475.850 520.91p 0.078600
27 572.969 513.311 520.04¢ 470.992 519.330 0.080655
28 572.969 513.311 520.04¢ 470.992 519.330 0.080655
29 572.969 513.311 520.04¢ 470.992 519.330 0.080655
30 572.969 513.311 520.04¢ 470.992 519.330 0.080655




Table A5 Dispersion factor aboimean overall heat transfer coefficient (Cor

Days
Q1.ma Q1,min Q2,max Q2,min LMTD max LMTD min
31 2.950 2.711 2.685 2.495 15.341 14.941
32 2.950 2.711 2.685 2.495 15.341 14.941
33 2.950 2.711 2.719 2.529 15.289 14.889
34 2.950 2.711 2.719 2.529 15.289 14.889
35 2.950 2.711 2.719 2.529 15.289 14.88¢9
36 2.858 2.621 2.685 2.495 15.238 14.837
37 2.858 2.621 2.685 2.495 15.238 14.837
38 2.858 2.621 2.685 2.495 15.238 14.837
39 2.858 2.621 2.719 2.529 15.186 14.786
40 2.858 2.621 2.719 2.529 15.186 14.786
41 2.989 2.750 2.894 2.700 19.486 19.086
42 2.989 2.750 2.894 2.700 19.486 19.086
43 2.989 2.750 2.859 2.666 19.538 19.137
44 2.989 2.750 2.894 2.700 19.486 19.086
45 3.035 2.795 2.929 2.734 19.386 18.986
46 3.035 2.795 2.894 2.700 19.438 19.037
47 3.035 2.795 2.894 2.700 19.438 19.037
48 3.127 2.885 2.929 2.734 19.289 18.889
49 3.127 2.885 2.929 2.734 19.289 18.88¢9
50 3.127 2.885 2.929 2.734 19.289 18.889
51 3.127 2.885 2.929 2.734 19.289 18.889
52 3.173 2.930 2.963 2.768 19.189 18.78¢9
53 3.173 2.930 2.963 2.768 19.189 18.78¢9
54 3.219 2.975 2.963 2.768 19.140 18.740
55 3.219 2.975 2.929 2.734 19.091 18.691
56 3.219 2.975 2.929 2.734 19.091 18.691
57 3.219 2.975 2.929 2.734 19.091 18.691
58 3.311 3.065 2.998 2.802 18.891 18.491
59 3.311 3.065 2.998 2.802 18.891 18.491
60 3.311 3.065 2.998 2.802 18.891 18.491




TableA.5 Dispersion factor aboimean overall heat transfer coefficient (Cor

Days
U1 max U1.min U2, max Uz min Um AUn/Un
31 564.154 504.896 513.381 464.627 511.765 0.0880
32 564.154 504.896 513.381 464.627 511.765 0.0800
33 566.107 506.597 521.849 472578 516.783 0.0
34 566.107 506.597 521.849 472,578 516.7183 0.07D8
35 566.107 506.597 521.849 472,578 516.7183 0.07D8
36 550.326 491.369 516.952 467.771 506.605 0.068B7
37 550.326 491.369 516.952 467.771 506.605  0.06887
38 550.326 491.369 516.952 467.771 506.605 0.068B7
39 552.254 493.043 525.500 475.795 511.648 0.06519
40 552.254 493.043 525500 475.795 511.648  0.06819
41 447511 403.199 433.194 395.851 419.939 0.038P7
42 447,511 403.199 433.194 395.851 419.939 0.038P7
43 446.305 402.135 426.822 389.809 416.268  0.060%6
44 447511 403.199 433.194 395.851 419.939 0.038P7
45 456.791 411.924 440.724 402.931 428.092 0.05314
46 455.553 410.832 434.298 396.839 424.381  0.061D2
47 455.553 410.832 434.298 396.839 424.381  0.06WD2
48 473.051 427.353 442.989 404.960 437.088  0.0&BI5
49 473.051 427.353 442,989 404.960 437.088  0.0&BI5
50 473.051 427.353 442,989 404.960 437.088  0.0&BI5
51 473.051 427.353 442.989 404.960 437.088  0.0&BI5
52 482.564 436.294 450.650 412.160 445.417 0.068D5
53 482.564 436.294 450.650 412.160 445.417 0.06805
54 490.829 444133 451.820 413.208 449.997 0.0WI5
55 492.109 445.267 447.669 409.149 448.548 0.04572
56 492.109 445.267 447.669 409.149 448.548 0.04572
57 492.109 445,267 447.669 409.149 448.548 0.0272
58 511.646 463.619 463.287 423.819 465.593 0.0774l9
59 511.646 463.619 463.287 423.819 465.593 0.077419
60 511.646 463.619 463.287 423.819 465.593 0.0774l9
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Table A5 Dispersion factor aboimean overall heat transfer coefficient (Cor

Days Q1ma Q1,min Q2.max Q2.min LMTD max LMTD min
61 3.896 3.639 3.452 3.247 22.393 21.993
62 3.896 3.639 3.452 3.247 22.393 21.993
63 3.896 3.639 3.452 3.247 22.393 21.993
64 3.988 3.729 3.486 3.281 22.244 21.844
65 3.988 3.729 3.486 3.281 22.244 21.844
66 3.896 3.639 3.417 3.212 22.244 21.844
67 3.896 3.639 3.417 3.212 22.244 21.844
68 3.896 3.639 3.417 3.212 22.244 21.844
69 3.988 3.729 3.452 3.247 22.095 21.694
70 3.988 3.729 3.452 3.247 22.095 21.694
71 3.988 3.729 3.452 3.247 22.095 21.694
72 3.942 3.684 3.417 3.212 21.995 21.594
73 3.942 3.684 3.417 3.212 21.995 21.594
74 3.896 3.639 3.417 3.212 22.044 21.643
75 3.896 3.639 3.417 3.212 22.044 21.643
76 3.988 3.729 3.417 3.212 21.845 21.445
77 3.988 3.729 3.382 3.178 21.796 21.396
78 3.896 3.639 3.382 3.178 21.895 21.494
79 3.850 3.594 3.382 3.178 21.944 21.543
80 3.850 3.594 3.382 3.178 21.944 21.543
81 3.696 3.444 3.312 3.110 27.094 26.694
82 3.696 3.444 3.312 3.110 27.094 26.694
83 3.696 3.444 3.277 3.076 27.145 26.745
84 3.604 3.354 3.312 3.110 27.192 26.794
85 3.604 3.354 3.277 3.076 27.243 26.843
86 3.696 3.444 3.277 3.076 27.145 26.745
87 3.650 3.399 3.312 3.110 27.143 26.743
88 3.604 3.354 3.173 2.973 27.096 26.696
89 3.604 3.354 3.138 2.939 27.146 26.746
90 3.604 3.354 3.138 2.939 27.146 26.7446




Table A.5 Dispersion factor about mean overall leaisfer coefficient (Contd.)

Days U1, max Ul,min U2,max U2,min Um AUm/Um
61 506.133 464.317 448.41( 414.235 458.274 0.083222
62 506.133 464.317 448.41( 414.235 458.274 0.083222
63 506.133 464.317 448.41( 414.235 458.274 0.083222
64 521.576 478.969 456.03( 421.400 469.494 0.0894p7
65 521.576 478.969 456.03( 421.400 469.494 0.0894p7
66 509.586 467.428 446.909 412.621 459.136 0.088265
67 509.586 467.428 446.909 412.621 459.136 0.088265
68 509.586 467.428 446.909 412.621 459.13p 0.08¥65
69 525.161 482.201 454,572 419.825 470.44D 0.0BB36
70 525.161 482.201 454,572 419.825 470.440 0.09836
71 525.161 482.201 454,572 419.825 470.440 0.09836
72 521.529 478.558 452.065 417.295 467.36P 0.0%181
73 521.529 478.558 452.065 417.295 467.36P 0.0%181
74 514.296 471.670 451.04( 416.366 463.3483 0.088318
75 514.296 471.670 451.04( 416.366 463.343 0.088318
76 531.262 487.702 455.208 420.144 473.57P 0.099935
77 532.484 488.803 451.599 416.613 472.37b 0.105310
78 517.863 474.882 449,534 414,742 464.25b 0.093619
79 510.606 467.970 448.51( 413.814 460.22b 0.082719
80 510.606 467.970 448.51( 413.814 460.226 0.087719
81 395.562 363.139 354.51( 327.943 360.289 0.0722383
82 395.562 363.139 354.51( 327.943 360.289 0.0722383
83 394.810 362.459 350.111 323.732 357.778 0.083159
84 384.381 352.430 353.211 326.759 354.195 0.065572
85 383.651 351.770 348.829 322.564 351.704 0.03r140
86 394.810 362.459 350.111 323.732 357.778 0.083159
87 389.961 357.774 353.859 327.350 357.236 0.0711838
88 385.771 353.686 339.562 313.510 348.13p 0.086488
89 385.040 353.025 335.194 309.327 345.647 0.0915
90 385.040 353.025 335.194 309.327 345.647 0.0915




Table A.5 Dispersion factor about mean overall leatsfer coefficient (Contd.)

Days
Q1.ma Q1,min Q2,max Q2,min LMTD max LMTD min
91 3.604 3.354 3.068 2.871 27.248 26.847
92 3.468 3.220 3.033 2.836 27.246 26.844
93 3.468 3.220 3.033 2.836 27.246 26.846
94 3.376 3.131 3.033 2.836 27.345 26.945
95 3.376 3.131 3.033 2.836 27.345 26.945
96 3.422 3.175 3.068 2.871 27.245 26.845
97 3.422 3.175 3.068 2.871 27.245 26.845
98 3.331 3.086 2.998 2.802 27.245 26.845
99 3.331 3.086 3.033 2.836 27.194 26.794
100 3.331 3.086 3.033 2.836 27.194 26.794
101 3.635 3.385 3.208 3.007 31.296 30.896
102 3.635 3.385 3.208 3.007 31.296 30.896
103 3.590 3.341 3.208 3.007 31.346 30.945
104 3.499 3.252 3.103 2.905 31.596 31.196
105 3.499 3.252 3.138 2.939 31.546 31.145
106 3.499 3.252 3.138 2.939 31.546 31.145
107 3.454 3.207 3.138 2.939 31.595 31.195
108 3.454 3.207 3.138 2.939 31.595 31.195
109 3.499 3.252 3.103 2.905 31.396 30.996
110 3.408 3.163 3.103 2.905 31.495 31.095
111 3.408 3.163 3.103 2.905 31.495 31.095
112 3.317 3.073 3.068 2.871 31.544 31.144
113 3.317 3.073 3.068 2.871 31.544 31.144
114 3.363 3.118 3.103 2.905 31.444 31.044
115 3.363 3.118 3.103 2.905 31.444 31.044
116 3.363 3.118 3.103 2.905 31.444 31.044
117 3.408 3.163 3.068 2.871 31.245 30.845
118 3.408 3.163 3.068 2.871 31.245 30.845
119 3.363 3.118 3.068 2.871 31.295 30.895
120 3.363 3.118 3.068 2.871 31.295 30.895




Table A5 Dispersion factor aboimean overall heat transfer coefficient (Cor

Days
U1 max U1 min Uz max U2 min Um AUn/Un
91 383.588 351.714 326.509 301.011 340.705 0.1086%4
92 369.038 337.660 322.814 297.441  331.738  0.09BL35
93 369.038 337.660 322.814  297.441  331.738 0.0915L3‘5
94 358.013 327.098 321.638 296.369 325.178  0.08Z12
95 358.013 327.098 321.6383  296.369 325.178  0.08Z12
96 364.202 332.988 326.542 301.041  331.194  0.0BB119
97 364.202 332.988 326.542 301.041  331.194  0.0BB119
98 354.490 323.608 319.121 293.873 322.173 0.08%44
99 355.163 324.213  323.444  298.013 325.209 0.08M16
100 355.163 324.213  323.444  298.013 325.209 0.GAW]
101 336.191 309.056 296.62D 274550 304.104 0.086H5
102 336.191 309.056 296.620 274.550 304.104 0.08¥HS5
103 331.460 304.509 296.14f 274.118 301.558 0.a7859
104 320.472 294.037  284.188  262.672 290.342 0.@®58
105 320.993 294.509 287.84B 266.189 292.385 0.0BR23
106 320.993 294.509 287.84B 266.189 292.385 0.0BR23
107 316.324 290.022  287.394  265.774 289.878 0.@B2A4
108 316.324 290.022  287.394  265.774 289.878 0.@B2A4
109 322.540 295.910 286.020 264.346  292.204  0.(8Zb1
110 313.166 286.902 285.11p 263.518 287.175 0.8
111 313.166 286.902 285.115 263.518 287.175 0.8
112 304.333 278.385 281466 260.011 281.049  0.0647Q
113 304.333 278.385 281.46p 260.011 281.049  0.0647Q
114 309.496 283.31§ 285.581  263.943  285.385 0.0Bb35
115 309.496 283.31§ 285.581  263.943  285.385 0.0Bb35
116 309.496 283.31§ 28558l 263.943  285.385 0.@8b35
117 315.697 289.191 284.19D 262.496 287.893  0.(BED2
118 315.697 289.191 284.19D 262.496 287.893  0.(BED2
119 310.991 284.669 283.73p 262.082 285.370 0.WERELA4
120 310.991 284.669 283.73p 262.082 285.370 0.WERL4




Table A.6: Training Data for Neural Network

Days AT-shell | AT-tube | Efficiency| Days AT-shell | AT-tube | Efficiency
1 8.4 14.3 0.96 31 5.8 10.7 0.9
2 8.8 15.0 0.97 32 7.0 13.0 0.94
3 8.0 13.7 0.95 33 7.4 13.7 0.95
4 8.4 14.3 0.96 34 5.7 7.1 0.83
5 8.0 13.7 0.95 35 6.0 7.6 0.84
6 9.2 15.7 0.98 36 5.7 7.1 0.83
7 9.2 15.7 0.98 37 5.4 6.7 0.82
8 8.4 14.3 0.96 38 5.2 6.2 0.81
9 9.7 12.3 0.96 39 6.5 8.6 0.86
10 8.0 13.7 0.95 40 6.2 8.1 0.85
11 7.3 12.4 0.93 41 6.0 7.6 0.84
12 7.7 13.0 0.94 42 5.7 7.1 0.83
13 8.0 13.7 0.95 43 6.0 7.6 0.84
14 7.3 12.4 0.93 44 5.9 10.8 0.83
15 7.0 11.8 0.92 45 6.3 11.7 0.81
16 8.4 14.3 0.96 46 6.3 11.7 0.8
17 7.7 13.0 0.94 47 4.1 6.9 0.78
18 8.0 13.7 0.95 48 4.8 8.4 0.79
19 7.0 11.8 0.92 49 6.3 11.7 0.79
20 6.7 11.3 0.91 50 4.8 8.4 0.73
21 8.4 14.3 0.96 51 3.5 5.4 0.75
22 6.4 10.7 0.9 52 6.3 11.7 0.79
23 8.4 14.3 0.96 53 6.3 11.7 0.75
24 8.0 13.7 0.95 54 5.1 9.2 0.71
25 6.7 11.3 0.91 55 4.8 8.4 0.79
26 6.4 11.8 0.92 56 6.3 11.7 0.79
27 7.0 13.0 0.94 57 9.0 12.5 0.76
28 6.7 12.4 0.93 58 8.3 12.7 0.75
29 6.1 11.3 0.91 59 7.8 14.5 0.79
30 5.8 10.7 0.9 60 5.5 10.0 0.84




Table A.6 Training Data for Neural Network (Contd.)

Days AT-shell | AT-tube | Efficiency] Days AT-shell | AT-tube | Efficiency
61 5.1 9.2 0.86 91 5.1 9.2 0.64
62 6.3 11.7 0.82 92 4.5 7.7 0.64
63 4.1 6.9 0.77 93 5.6 10.2 0.63
64 4.8 8.4 0.76 94 4.8 8.5 0.61
65 5.1 9.2 0.79 95 4.7 8.3 0.58
66 9.0 12.5 0.73 96 4.4 7.6 0.57
67 7.8 14.5 0.75 97 5.1 9.0 0.56
68 5.1 9.2 0.76 98 5.7 104 0.55
69 4.2 5.4 0.84 99 4.9 8.6 0.58
70 4.1 6.9 0.82 100 4.6 8.1 0.57
71 4.7 6.1 0.76 101 4.6 7.9 0.56
72 5.1 9.2 0.71 102 4.6 7.9 0.56
73 5.1 9.2 0.73 103 4.5 7.8 0.55
74 4.2 6.1 0.72 104 4.4 7.6 0.54
75 6.0 11.1 0.76 105 4.4 7.4 0.53
76 5.5 10.0 0.76 106 4.8 7.3 0.52
77 5.3 9.6 0.72 107 4.8 7.3 0.52
78 6.6 12.3 0.69 108 4.9 7.6 0.54
79 6.7 12.4 0.68 109 5.0 7.8 0.55
80 5.8 10.7 0.69 110 4.9 7.6 0.54
81 5.8 10.6 0.68 111 4.9 7.6 0.54
82 5.2 9.3 0.67 112 4.8 7.4 0.53
83 5.8 10.6 0.66 113 4.7 7.2 0.51
84 6.2 11.5 0.65 114 4.8 7.3 0.52
85 5.2 9.4 0.69 115 4.8 7.3 0.52
86 5.2 9.4 0.69 116 4.9 7.6 0.54
87 4.7 8.2 0.68 117 4.6 6.9 0.49
88 5.0 8.9 0.66 118 4.5 6.8 0.48
89 6.1 11.2 0.67 119 4.6 6.9 0.49
90 4.8 8.5 0.61 120 4.5 6.8 0.48




Table A.6 Training Data for Neural Network ( Contd.

Days AT-shell | AT-tube | Efficiency] Days AT-shell | AT-tube | Efficiency
121 5.1 7.9 0.56 151 4.1 7.3 0.52
122 5.1 7.9 0.56 152 4.0 7.0 0.5
123 5.1 8.1 0.57 153 4.0 7.2 0.51
124 5.3 8.5 0.59 154 4.0 7.0 0.5
125 55 8.9 0.61 155 4.1 7.3 0.52
126 5.4 8.7 0.6 156 4.0 7.2 0.51
127 5.9 9.6 0.64 157 4.0 7.0 0.5
128 5.6 9.1 0.62 158 4.0 7.2 0.51
129 5.5 8.9 0.61 159 4.0 7.2 0.51
130 5.4 8.7 0.6 160 3.9 6.8 0.48
131 5.2 8.3 0.58 161 3.9 6.9 0.49
132 5.2 8.3 0.58 162 3.9 6.9 0.49
133 4.6 8.5 0.59 163 3.9 6.7 0.47
134 4.4 7.9 0.56 164 3.9 6.8 0.48
135 4.4 8.1 0.57 165 3.8 6.6 0.46
136 4.7 8.7 0.6 166 3.9 6.8 0.48
137 4.4 8.1 0.57 167 4.9 7.0 0.5
138 4.5 8.3 0.58 168 5.0 7.2 0.51
139 4.4 7.9 0.56 169 4.8 6.8 0.48
140 4.2 7.6 0.54 170 4.9 6.9 0.49
141 4.3 7.8 0.55 171 4.9 7.0 0.5
142 4.4 7.9 0.56 172 4.8 6.7 0.47
143 4.1 7.3 0.52 173 4.7 6.6 0.46
144 4.0 7.2 0.51 174 4.6 6.4 0.44
145 4.4 8.1 0.57 175 4.7 6.5 0.45
146 4.2 7.4 0.53 176 3.7 6.7 0.47
147 4.2 7.6 0.54 177 3.6 6.4 0.44
148 4.1 7.3 0.52 178 3.6 6.5 0.45
149 4.4 7.9 0.56 179 3.5 6.3 0.43
150 4.0 7.2 0.51 180 3.5 6.2 0.42




Table A.6 Training Data for Neural Network ( Contd

Days AT-shell | AT-tube | Efficiency| Days AT-shell | AT-tube Efficiency
181 3.5 6.2 0.41 211 4.4 6.6 0.35
182 3.5 6.2 0.42 212 4.3 6.6 0.34
183 4.0 6.5 0.45 213 4.4 6.6 0.35
184 4.0 6.5 0.45 214 4.4 6.7 0.36
185 3.9 6.4 0.44 215 4.3 6.6 0.34
186 3.9 6.2 0.42 216 4.4 6.6 0.35
187 4.0 6.6 0.46 217 4.4 6.6 0.35
188 4.0 6.7 0.47 218 4.4 6.6 0.35
189 4.1 6.9 0.49 219 4.4 6.7 0.36
190 4.1 6.8 0.48 220 4.3 6.6 0.34
191 4.1 6.8 0.48 221 4.3 6.5 0.38
192 4.1 6.9 0.49 222 4.3 6.5 0.39
193 4.0 6.7 0.47 223 4.3 6.5 0.33
194 3.6 6.4 0.44 224 4.3 6.5 0.37
195 3.5 6.3 0.43 225 4.3 6.5 0.32
196 3.6 6.5 0.45 226 4.3 6.4 0.37
197 3.5 6.2 0.42 227 4.3 6.4 0.37
198 3.5 6.2 0.41 228 4.3 6.5 0.35
199 4.5 6.2 0.41 229 4.3 6.5 0.36
200 4.5 6.1 0.4 230 4.3 6.5 0.32
201 4.5 6.0 0.39 231 4.3 6.5 0.38
202 4.4 6.8 0.38 232 4.4 6.7 0.36
203 4.4 6.7 0.37 233 4.5 6.8 0.39
204 4.4 6.8 0.38 234 4.5 6.8 0.39
205 4.4 6.7 0.37 235 4.4 6.8 0.38
206 4.5 6.8 0.39 236 4.4 6.8 0.38
207 4.4 6.8 0.38 237 4.4 6.7 0.37
208 4.4 6.7 0.37 238 4.4 6.7 0.36
209 4.4 6.7 0.36 239 4.3 6.4 0.37
210 4.4 6.7 0.36 240 4.3 6.5 0.36




Table A.7: Testing Data for Neural Network

Days AT-shell | AT-tube | Efficiency Days | AT-shell | AT-tube | Efficiency
241 4.3 6.5 0.32 281 4.3 6.3 0.28
242 4.3 6.5 0.32 282 4.2 6.3 0.26
243 4.3 6.6 0.34 283 4.2 6.3 0.25
244 4.3 6.6 0.34 284 4.2 6.3 0.24
245 4.3 6.4 0.31 285 4.2 6.3 0.26
246 4.3 6.4 0.31 286 4.3 6.3 0.27
247 4.3 6.5 0.32 287 4.4 6.8 0.38
248 4.3 6.4 0.3 288 4.5 6.8 0.39
249 4.3 6.4 0.3 289 4.4 6.7 0.37
250 4.3 6.4 0.3 290 4.5 6.8 0.39
251 4.3 6.4 0.31 291 4.4 6.8 0.38
252 4.3 6.5 0.32 292 4.4 6.6 0.35
253 4.3 6.5 0.32 293 4.4 6.8 0.38
254 4.3 6.4 0.31 294 4.4 6.8 0.38
255 4.3 6.4 0.3 295 4.4 6.7 0.37
256 4.4 6.8 0.38 296 4.5 6.8 0.39
257 4.5 6.8 0.39 297 4.4 6.7 0.37
258 4.4 6.7 0.37 298 4.4 6.8 0.38
259 4.4 6.7 0.37 299 4.4 6.7 0.37
260 4.4 6.8 0.38 300 4.4 6.7 0.36
261 4.3 6.6 0.34 301 4.4 6.7 0.37
262 4.3 6.4 0.31 302 4.4 6.7 0.37
263 4.3 6.4 0.3 303 4.4 6.6 0.35
264 4.3 6.5 0.32 304 4.4 6.6 0.35
265 4.3 6.4 0.31 305 4.4 6.7 0.36
266 4.3 6.4 0.31 306 4.4 6.6 0.35
267 4.3 6.4 0.3 307 4.3 6.6 0.34
268 4.3 6.4 0.3 308 4.3 6.6 0.34
269 4.3 6.5 0.33 309 4.4 6.6 0.35
270 4.3 6.4 0.31 310 4.0 6.5 0.32
271 4.3 6.4 0.31 311 4.0 6.5 0.33
272 4.3 6.4 0.29 312 4.0 6.5 0.32
273 4.3 6.3 0.28 313 4.0 6.4 0.31
274 4.2 6.3 0.26 314 4.0 6.4 0.31
275 4.2 6.3 0.25 315 3.9 6.4 0.29
276 4.2 6.3 0.26 316 3.9 6.3 0.28
277 4.2 6.3 0.25 317 3.9 6.3 0.27
278 4.2 6.3 0.24 318 3.9 6.3 0.28
279 4.3 6.3 0.27 319 3.9 6.4 0.29
280 4.3 6.3 0.27 320 3.9 6.3 0.28




Appendix B

General Models of Fouling

The purpose of any fouling model is to assistdbsigner to make an assessment of the
impact of fouling on heat exchanger performanceesumértain operating condition. Ideally the
mathematical interpretation for any fouling modglbased on the rate equation of foulant
deposit.The rate of build up of foulant deposit @rheat transfer surface is the difference

between the rates of deposition and removal. Magitieaily this can be expressed as

dm
=9 -@ Bl

where m is the mass of deposit per unit afgand®, are deposit and removal mass flow rates
per unit area of surface respectively.
() General Model of Fouling
The simplest model for fouling analysis in a heathanger is the linear dependant
model as shown in figure 1.4. If the induction pdriis ignored, then the model can be
expressed as

dx
Xf = a t (BZ)

If the induction period () is taken into account, then the model would Hthesform
dx
X, =—(t—-t B3
= () (83)

In terms of fouling resistance, the above equatemmbe expressed as

_dR
Rﬁ_T(t t) (B4)

Where R is the fouling thermal resistance at time t. ib d@ expressed in terms of fouling
thickness (¥) as

th = Z (BS)

dR

dx
However in both forms of the model,d—tf or Tcan be determined only from experimental

work.



(1)  Asymptotic Fouling

The asymptotic fouling is the most commonly obsdrnfouling phenomenon in
industrial applications. The simplest model for hegmhatical interpretation of the asymptotic
fouling was put forward by Kern and Seaton (1959).

R, = R.(1- ) (B6)
wKhere R is the fouling thermal resistance at time ‘t;,. B the fouling resistance at infinite
time andp is a constant dependent on system propertiesfoliieg resistance at infinite time
R is the asymptotic value of fouling resistance. &lstual values of the constants, Rndf
depend upon type of fouling and operating condgievhich can be determined only from
experimental observations. In a modified form o flouling rate equation (Al), Kern and

Seaton provided the modified model as

d
d_xtf =K, 'M = K, X, (B7)

where,
KiC'M is the rate of deposition term similar to asfiorder reaction and.Ky isthe rate
of removal term.
Ki and K are constants
c’ is the foulant concentration
M is the mass flow rate
X is the foulant layer thickness at time t
1 is the shearing stress.
The thickness of fouling layer is very much lessaspared to the tube diameter. Assuming ¢’
and M to constants for a steady state flow headb@xger, equation (A7) can be integrated to

X, = K&i:ﬂ (1-e"n) (B8)

This equation is similar to equation (A6) wiéélf—M equivalent to B, and Kt equivalent to
T

2
B.
The initial rate of deposition and the asymptotialing resistance can be obtained by putting

the boundary conditions.



dx;
—=0 whenx=0
dt

Hence,

d
P koM (B9)
dt t=0

K,c'M is a constant for a fixed set of operating condi

The asymptotic fouling thickness is
_KcM
K,r

(B10)

foo

The asymptotic fouling thickness is also a consftana fixed set of operating conditions.
Further Kern and Seaton modified the model usingsiBk relationship in order to make

allowance for the change in flow area caused bysipn process.

Thus,
f=—L =K, Re®® (B11)
ou
AP = 21l (B12)
d g

Where, K is the Blasius constant; ohner tube diameter and | is the tube length m ftbw

direction. Under turbulent flow conditions,

’ 4 3
... = 2K.c'| P gpl M4 (B13)
K | K, (APR,)
The asymptotic value of fouling thickness at aat#ht set of operating conditions can be
obtained as
0.8 0.8 0.6
¥t _| 1o || APy || My (B14)
Xfoo2 |l APooZ Ml

The subscripts 1 and 2 refer to two differentadetperating conditions.
However a generalized equation for asymptotic fauhias been proposed by Konak (1973) on
the basis of driving force. The driving force isthdifference between asymptotic fouling

resistance and fouling resistance at any time ‘t’.



7K (R = R.)’ (B15)

(1I1) Falling Rate Fouling
The numerical model for falling rate fouling wasoposed by Epstein (1988).
According to this model,
dr; _
dt
where C is a constant and q is the heat flux.

cq" (B16)

For constant surface coefficient of heat transigrtbie heat flux is given as
AT

q:UfAT:R:Jer (B17)
Assuming constant overall temperature difference,

d

R = ¢ - (B18)

@ (R+R)

On integrating,
n+l + .
(R*R) - R"= a@ny (B19)

This yields a non-asymptotic fouling rate curve.
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Appendix C

Local Linear Wavelet Neural Network Codes in MATLAB

clear all

close all

clc

A = xIsread('test_data.xIs");
b = xIsread('tra_data.xIs");
P_data=[];
max_output=max(A);
min_output=min(A);

max_input=max(b);

. min_input=min(b);

. disp(max_output);

. disp(min_output);

. disp(max_input);

. disp(min_input);

. % %

. P_data=(b(:,1)-0)./(100-0);

. % P_data=(output_data(:,1)-min_output)/(max_outpirt- output);

. %P_data=log(output_data);
. disp(P_data);

. maxiter=3000;

. eta=0.2; %%Learning rate

. y_pred=[];

- er=[];

. w=rand(7,8)-0.5;%%*(0.5-0.002); %%initialize weigtmiatrix
- si=[];

. mul=[];

. ub=1.5;

. 1b=0.01,;

. sigma=rand(7,1)*(ub-Ib);

. sigmal=sigma(1,1);

. sigma2=sigma(2,1);

. sigma3=sigma(3,1);

. sigmad=sigma(4,1);



34.
35.
36.
37.
38.
39.
40.
41.
42,
43.
44,
45,
46.
47,
48.
49.
50.
51.
52.
53.
54.
55.
56.
57.
58.
59.
60.
61.
62.
63.
64.
65.
66.
67.
68.
69.

70

sigmab5=sigma(5,1);
sigma6=sigma(6,1);
sigma7=sigma(7,1);
for iter=1:maxiter
R=0;

y_pred=[];

er=[];

si=[];

mul=[];

=1

% ——

for k=1:240

pl=P_data(k,1);

p2=P_data(k,1);

p3=P_data(k,1);

p4=P_data(k,1);

p5=P_data(k,1);

p6=P_data(k,1);

p7=P_data(k,1);

% ——

x=0;

Sil=(-x"2/2)*exp(-x"2/sigmal”2);
Si2=(-x"2/2)*exp(-x"2/sigma2/2);
Si3=(-x"2/2)*exp(-x"2/sigma3”2);
Sid=(-x"2/2)*exp(-x"2/sigmad”2);
si5=(-x"2/2)*exp(-x"2/sigma5”2);
Si6=(-x"2/2)*exp(-x"2/sigmab”2);
Si7=(-x"2/2)*exp(-x"2/sigma7”2);
si=[sil;si2;si3;si4;si5;si6;si7];

% ——

%

%

Qpx*rxrxixkixix  Mexican Hat Wavelet

x=sqrt(pl 2+p2"2+p3"2+p4 2+p5°2+p6/2+p712);

%

yl=sil*(w(1,1)+w(1,2)*p1+w(1,3)*p2+w(1,4)*p3+w(1,5)4+w(1,6)*p5+wW(1,7)*p6+w(1,8)*p7);
y2=si2*(w(2,1)+w(2,2)*p1l+w(2,3)*p2+w(2,4)*p3+w(2,5)4+w(2,6)*p5+w(2,7)*p6+wW(2,8)*p7);
y3=si3*(w(3,1)+w(3,2)*p1+w(3,3)*p2+w(3,4)*p3+w(3,5)4+w(3,6)*p5+w(3,7)*p6+w(3,8)*p7);
ya=sid*(w(4,1)+w(4,2)*pl+w(4,3)*p2+w(4,4)*p3+w(4,5)4+w(4,6)*p5+w(4,7)*p6+w(4,8)*p7);
. y5=si5*(w(5,1)+w(5,2)*p1+w(5,3)*p2+w(5,4)*p3+w(5,54+w(5,6)*p5+w(5,7)*p6+w(5,8)*p7);



71. y6=si6*(w(6,1)+w(6,2)*p1l+w(6,3)*p2+w(6,4)*p3+w(6,5)4+wW(6,6)*p5+wW(6,7)*p6+wW(6,8)*p7);
72. y7=si7*(w(7,1)+w(7,2)*p1l+w(7,3)*p2+w(7,4)*p3+w(7,5)p4+w(7,6)*p5+w(7,7)*p6+w(7,8)*p7);
73. %

74. %

75. %

76. % %
77.y_pred(j,1)=yl+y2+y3+y4+y5+y6+y7; %predicted output

78. disp(y_pred);

79. er(j,1)=P_data(k,1)-y_pred(j,1);%error ccalculation
80. R=R+(er(j,1)*er(j,1));

81. %-------mmmmm-- weight updation for input
82. % fori=1:7

83. %

84. % w(i,1)=w(i,1)+eta*er(j,1)*si(i,1);
85. % w(i,2)=w(i,2)+eta*er(j,1)*p1*si(i,1);
86. % w(i,3)=w(i,3)+eta*er(j,1)*p2*si(i,1);
87. % w(i,4)=w(i,4)+eta*er(j,1)*p3*si(i,1);
88. % w(i,5)=w(i,5)+eta*er(j,1)*p4*si(i,1);
89. % w(i,6)=w(i,6)+eta*er(j,1)*p5*si(i,1);
90. % w(i,7)=w(i,7)+eta*er(j,1)*p6*si(i,1);
91. % w(i,8)=w(i,8)+eta*er(j,1)*p7*si(i,1);
92. % end

93. %

94, % -----mmmmme - sigma updation -------------—--
95. dell=(-x"4/(sigmal”3))*exp(-x"2/sigmal”’2);
96. del2=(-x"4/(sigma2”3))*exp(-x"2/sigma2”"2);
97. del3=(-x"4/(sigma3"3))*exp(-x"2/sigma3”2);
98. deld=(-x"4/(sigmad”"3))*exp(-x"2/sigmad”2);
99. del5=(-x"4/(sigma5”3))*exp(-x"2/sigma5"2);
100del6=(-x"4/(sigma6”3))*exp(-x"2/sigma6”2);
101del7=(-x"/(sigma7.3))*exp(-x"2/sigma7”2);
102for n=1:7
103mul(n,1)=w(n,1)+pl*w(n,2)+p2*w(n,3)+p3*w(n,4)+p4*w(5)+p5*w(n,6)+p6*w(n,7)+p7*w(n,8);
104end
105sigmal=sigmal+eta*er(j,1)*del1*(mul(1,1)) ;
106 sigma2=sigma2+eta*er(j,1)*del2*(mul(2,1)) ;



107 sigma3=sigma3+eta*er(j,1)*del3*(mul(3,1)) ;
108sigmad=sigmad+eta*er(j,1)*del4*(mul(4,1)) ;
109sigmab5=sigma5+eta*er(j,1)*del5*(mul(5,1)) ;
110sigma6=sigma6+eta*er(j,1)*del6*(mul(6,1)) ;
111sigma7=sigma7+eta*er(j,1)*del7*(mul(7,1)) ;

112 %-------------- weight updation for output------—--------------
113fori=1:7

114w(i,1)=w(i,1)+eta*er(j,1)*si(i,1);
115w(i,2)=w(i,2)+eta*er(j,1)*pl*si(i,1);
116w(i,3)=w(i,3)+eta*er(j,1)*p2*si(i,1);
117w(i,4)=w(i,4)+eta*er(j,1)*p3*si(i,1);
118w(i,5)=w(i,5)+eta*er(j,1)*p4*si(i,1);
119w(i,6)=w(i,6)+eta*er(j,1)*p5*si(i,1);
120w(i,7)=w(i,7)+eta*er(j,1)*p6*si(i,1);
121w(i,8)=w(i,8)+eta*er(j,1)*p7*si(i,1);
122end

123j=j+1;

124end

125RMSE=sqrt(R/(j-1));

126 err(iter)=RMSE;

127end

128trn_d=P_data(1:240,1);

129v=]];

130aa=[];

131v=w; %%initialize weight matrix

132sigma_up=[sigmal;sigma2;sigma3;sigma4;sigmab;sigsigaha7];

133% testing %
134 sigmall=sigma_up(1,1);
135sigma22=sigma_up(2,1);
136 sigma33=sigma_up(3,1);
137 sigmad4=sigma_up(4,1);
138sigma55=sigma_up(5,1);
139sigma66=sigma_up(6,1);
140sigma77=sigma_up(7,1);



141si_t=[];

142 data_p=[];

143data_p1=[];

l44data_pl=A(:,1);

145%disp(data_p1l);

146p_max=max(data_pl);

147 p_min=min(data_pl);

148data_p=(data_p1(:,1)-0)./(100-0) ;

149% data_p=data_p1,;

150s9=0;

151n=1;

152for kk=1:80

153% si=[];

154 pl=data_p(kk,1);

155p2=data_p(kk,1);

156 p3=data_p(kk,1);

157 p4=data_p(kk,1);

158 p5=data_p(kk,1);

159p6=data_p(kk,1);

160p7=data_p(kk,1);

161 %%%%%%%% %% %% % %% %% %% %% % %% %% % % %% %%

162 x=sqrt(p1"2+p2/2+p3"2+p4"2+p5°2+p6/2+p712);

163 %si=-x"2*exp(-(x"2/sigma”2));

164 s1=(-x"2/2)*exp(-x"2/sigmall"2);

16552=(-x"2/2)*exp(-x"2/sigma22°2);

166 s3=(-x"2/2)*exp(-x"2/sigma33"2);

167 s4=(-x"2/2)*exp(-x"2/sigmad4"2);

168s5=(-x"2/2)*exp(-x"2/sigma55°2);

16956=(-x"2/2)*exp(-x"2/sigma66”2);

170s7=(-x"2/2)*exp(-x"2/sigma772);

171si_t=[s1;s2;s3;54;s5;56;57];

172% %
173y1=s1*(v(1,1)+v(1,2)*pl+v(1,3)*p2+v(1,4)*p3+v(1,5p4+v(1,6)*p5+v(1,7)*p6+Vv(1,8)*p7);
174y2=s2*(v(2,1)+v(2,2)*p1+v(2,3)*p2+Vv(2,4)*p3+Vv(2,5p4+Vv(2,6)*p5+Vv(2,7)*p6+Vv(2,8)*p7);
175y3=s3*(v(3,1)+Vv(3,2)*p1+v(3,3)*p2+Vv(3,4)*p3+Vv(3,5p4+Vv(3,6)*p5+Vv(3,7)*p6+Vv(3,8)*p7);
176y4=s4*(v(4,1)+v(4,2)*p1+v(4,3)*p2+Vv(4,4)*p3+Vv(4,5p4+v(4,6)*p5+v(4,7)*p6+Vv(4,8)*p7);
177y5=s5*(v(5,1)+v(5,2)*p1+v(5,3)*p2+v(5,4)*p3+Vv(5,5p4+v(5,6)*p5+Vv(5,7)*p6+Vv(5,8)*p7);




178y6=s6*(v(6,1)+Vv(6,2)*p1l+v(6,3)*p2+Vv(6,4)*p3+Vv(6,5p%+Vv(6,6)*p5+Vv(6,7)*p6+Vv(6,8)*p7);
179y7=s7*(v(7,1)+v(7,2)*p1+v(7,3)*p2+Vv(7,4)*p3+Vv(7 ,5p4+v(7,6)*p5+Vv(7,7)*p6+Vv(7,8)*p7);
180% %
181y test(n,1)=yl+y2+y3+y4+y5+y6+y7; %predicted output
182erl(n,1)=data_p(kk,1)-y_test(n,1);
183sg=sq+(erl(n,1)*erl(n,1));

184n=n+1;%error ccalculation

185end

186% RMSE1l=sqrt(sg/n-1);

187test_d=data_p(:,1);

188for i=1:80
189yy(i,1)=abs(y_test(i,1)-test_d(i,1))/test_d(i,1);

190end

191 xy=sum(yy);

192 MAPE=xy*(100/168);

193figure(1);

194clf;

195subplot(2,1,1);

196 plot(y_pred,'r);

197 subplot(2,1,2);

198plot(trn_d,'b";

199figure(2);

200clf;

201 plot(er);

202figure(3);

203clf;

204 subplot(2,1,1);

205plot(y_test,'r);

206subplot(2,1,2);

207 plot(test_d,'bY;

208figure(4);

209clf;

210plot(erl);

211end
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