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aspects of digital broadcast archives which encompasses automated, interactive, multi-
channel delivery systems. The system architecture and IS mode! for broadcast archives
uses Object Oriented Database (OODB), CORBA (COmmon Request Broker
Architecture) and JAVA. The proposed On-Line Broadcast Archives Management
System (OLBAMS) has four main functions, wviz., Archives Management (AM),
Information System Management(ISM), Transport Management(TM) and Finance
Management (FM). The AM is responsible for converting the existing media into digital
format and storing it on multiple servers. ISM is responsible for putting it on-line and
providing all facilities for interactive access. TM is responsible for network operations for
the delivery of the media and meta-data. The FM is responsible for accounting functions.

These functions are performed with the help of various equipment or sub-systems.

The advantages of the IS for broadcast archives, developed by us are enumerated

below.

e The archive architecture includes all the aspects including creation and capture,
storage, rights management, search and access, and distribution. This is a departure
from the traditional system where distribution is not included in the archive
architecture.

¢ The archives are in digital format and reside on video server, CD, OD, etc.

* Most of the holdings are on-line which can be accessed by a viewer.

e For those holdings which are not on-line, an excerpt is available for preview.

o The indices, picture segments and clippings are derived through key-frame extraction
algorithm, where possible.

+ The search is through hypermedia nodes, keywords or video browsers.



o Access control allows protection of intellectual property rights.

e The digital delivery is provided through Information Superhighway which allows
access at any time by any person from any geographical location.

e A JAVA applet allows capture of viewer's preferences. This allows providing a
specially designed programme package to individual viewer using server push

technology. This really means possibility of a new channel to every individual.

The thesis is an effort to develop a model for truly interactive broadcasting through
Information Super-highway. In this system, user can select the programme of his choice
and listen / view it at his own choice of timings. User can also view specific scenes only.
The server push technology allows user to receive programs based on his profile without

really asking for the program.

Finally the scenario and the adoption of the system in India has been analyzed. It is

concluded that the system is also most suited to the needs of All India Radio and TV

India, the two broadcast organizations of the country.



Abstract

The progress of digital technologies in production, storage and transmission of audio
and video coupled with the possibility of delivery of the multimedia data by a variety of
transmission medium including broadband networks, satellite and Internet, is rapidly
changing the established concepts of broadcasting. Research work has been initiated
round the world, to integrate TV with the WWW technology. ISO has started work on

MHEG-6 with this intention.

Archives are an integral part of the broadcasting. Archives contain variety of holdings
viz. films, old recordings in the form of speeches, scenes, sound effects, video clips etc.
All the programmes produced for broadcasts become part of the archive. The archival

collection is used for new programme production and reference.

The traditional method of archives administration consists of storing the holdings in
various analog formats, retrieving using cardex index system, duplicating and delivering
to producers at several stations, using conventional postal systems. With the advent of
computers, retrieval is based on DBMS ( Data Based Management System) and 4G QL
( Fourth Generation Query Language). While producing new programmes, the material
is taken from the archives and cutting, sblicing, joining, dubbing are used. The archives
are not available to public except through the broadcast of the programmes. The

delivery system is not a part of archive management.

In the present thesis, a novel Information system for interactive video /audio has been

presented. The system has been designed to cater to the requirements of muitiple
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the delivery of the media and meta-data. The FM is responsible for accounting functions.

These functions are performed with the help of various equipment or sub-systems.
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below.

» The archive architecture includes all the aspects including creation and capture,
storage, rights management, search and access, and distribution. This is a departure
from the traditional system where distribution is not included in the archive
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e Access control allows protection of intellectual property rights.

e The digital delivery is provided through Information Superhighway which allows
access at any time by any person from any geographical location.

« A JAVA applet allows capture of viewer's preferences. This allows providing a
specially designed programme package to individual viewer using server push

technology. This really means possibility of a new channel to every individual.

The thesis is an effort to develop a model for truly interactive broadcasting through
Information Super-highway. In this system, user can select the programme of his choice
and listen / view it at his own choice of timings. User can also view specific scenes only.
The server push technology allows user to receive programs based on his profile without
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Finally the scenario and the adoption of the system in India has been analyzed. it is
concluded that the system is also most suited to the needs of All India Radio and TV
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Broadcast Technology - Past, Present and
Future : A Review

1.1 Background

We are living in an exciting age. The convergence of Information Technology,
Telecommunications and Broadcasting have opened new vistas in the life of the
common man. The “Information Society" shall have access to mass interactive
communication services for life long learning, improved standards of living, better
health care and socio-economic development. Anything and everything by way
of information, education and entertainment will be available to anyone at any

time. This will be possible through the emerging Information Superhighway.

Several elements will make broadcasting the most efficient lane on an
Information Superhighway. The foremost is the digital broadcasting since in this
mode the programmes - movies, sports, news etc. - can be multiplexed with
other data viz. text, information, voice etc. and transmitted on a common

distribution channel. Interactive broadcasting will be the key element of the future



“Information Society”, where a listener / viewer shall have the control on the
content and the time of listening Aiewing. He shall also be able to select /
compose the programme of his choice. This will require new methods of
storage, access and retrieval. The programme archives require remodeling for

this interactive mode of broadcasting.

In this thesis, we have analyzed the current and emerging broadcast technology.,
the requirements of programme production in the changing scenario, the
changing needs of viewers / listeners and various options for broadcast archives
to suit these requirements. We propound that the broadcast archive
encompasses a variety of issues viz. storage, information management, retrieval,
access control, delivery system etc. This is in contrast to the traditional definition
of the archives which does not include delivery systems. Keeping in view that the
delivery system is a part of archives, the information system model for broadcast
archives presented in this thesis includes the Information Superhighway as a
means to make the archives truly on-line and interactive. The thesis is organized
in 6 Chapters. The broadcast history, new frontiers of the technological
advancement and the objective of the research work have been described in the
present Chapter. The status of the present broadcast archives, terminology used
in the archives, the problems in the present system etc. are described in Chapter
2. Enabling technology for future information System for broadcast Archives and
certain broad parameters for storage, IS and delivery for future archives are
described in Chapter 3. A System Architecture as well as a prototype design for

an on-line interactive digital archive developed as a part of this research work is



presented in Chapter 4. The most appropriate archive system for India is
described in Chapter 5. Finally recommendations and the future trends has been
presented in Chapter 6. An overview of past, present and future broadcast

technology is given in the following sections.

Of all the functions performed by radio communications, none is more famitiar to
the general public than broadcasting. Radic and television broadcasts provide
entertainment, information and education to the masses. Over the last ten years,
sound and television broadcasting are undergoing a revolutionary change from
the established analog to digital technology. New services, including high
definition television (HDTV), digital audio broadcasting (DAB), and new direct
broadcast satellite services (DBS) will augment, and in some cases compete
with, existing AM and FM radio, VHF and UHF television. Recently a new
service of Cyberspace broadcasting has emerged which is being experimented
by a number of broadcast organizations. The service provides flexibility of
interactivity where listener /viewer can get the audio /video /animation etc. on-

demand. They can control the type and timing of viewing /listening.

1.2.1 History of Broadcasting
Broadcasting traditionally encompassed Radioc and Television broadcasting.
Thereafter the concept of data broadcasting as a value-added service was
introduced. In recent times broadcasters are considering Multi-Media
broadcasting which consists of delivery of audio, video, data and text through a

host of distribution system viz. terrestrial broadcast networks, satellite, ATM,



SDH, fibre cable and intermet. The history of broadcasting begins with the audio
broadcast services through radio waves. The history of radio broadcasting is

described below.

1.2.1.1 Radio

The era of radio broadcasting began in the year 1901 when G. Marconi achieved
a dramatic success in transmitting radio signals across the Atlantic Ocean. By
1921, Medium Wave (531 to 1602 kHz extended to 1700 kHz in North America)
radio broadcasting had become a reality. Shortwave (3 to 30 MH2z)
broadcasting was further demonstrated by Marconi in 1922. The powerful impact
radio can have on the imagination of listeners was amply proved on the evening
of Oct. 1938 when a direct broadcast of one hour play - "War of the World" -
produced by Orson Wells from "Mercury Theatre” stunned the world [1]. The
channel congestion lead to the use of VHF for broadcasting in 1950s. The
introduction of frequency modulation on VHF frequencies promised and delivered
much improved sound quality. The first stereo broadcasting on FM was
introduced in 1962 for high quality audio. The availability of transistorised radios
made the audience mobile. The era of digital audio broadcasting started in 1985
with the regular transmission of Digital Broadcasting in Europe. The chronology
of the events for sound recording and the broadcast history are given in

Table1.1.



1864

1877

1878
1887
1888
1888
1889
1895
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1906
1919
1925
1931
1933

1948
1948
1954
1962

Table -1 .1
Brief History of Sound Recording and Broadcasting Technology

James Maxwell's electromagnetic wave theory becomes the basis for radio wave
propagation.

First description of recording sound onto a cylinder or disc described by Charles
Cros in France and Thomas Alva Edison in the United States.

Thomas Edison patents the recording of sound onto discs and cylinders.
Heinrich Hertz transmits and receives radio waves over short distances.

Emile Berliner shows first example of a working "phonograph” playback device.
Basics of magnetic recording put forth by Oberlin Smith.

Danish inventor Valdemar Poulsen patents the first magnetic recorder.
Development of first wireless telegraph system by Guglielmo Marconi.

First electron tube developed by Sir Ambrose Fleming.

First wireless communication of human speech.

KDKA in Pittsburgh, Pennsylvania is licensed as the first broadcast radio station.
First electronic recordings made with the use of a microphone.

First experimental stereo recordings made by Bell Telephone Laboratories.
Theory of frequency modulation (FM) for radio broadcasts developed by Edwin
Armstrong.

Introduction of Long Play (LP) record by CBS.

First transistor introduced.

Introduction of stereo tapes to the public.

First stereo FM radio broadcasts.

1975 - 1978 Early digital recording made.

1980
1983

1885

Sony introduces the "Walkman".

First CD player made available through technology developed by Sony and
Philips.

Digital Broadcasting starts.




1.2.1.2 Television

The Television era started with the video broadcasting in 1936 by BBC. Colour
was added to Television in 1950. NTSC, the US colour standard was adopted in
1953, with Europe following with the PAL standard in 1966. Television
development continued with the introduction of UHF transmitters in 1852 to
address the problem of spectrum limitation in VHF band. The launch of Sputnik
in 1957 started the space race. With the formation of Intelsat by International
Satellite organisation, a new eralof global connectivity started. In 1975, the
delivery of video programmes to cable head ends via satellite started. The
demand of video entertainment by viewers not served by cable, gave rise to
direct to home (DTH) delivery system beginning in Australia in 1884 followed by
Europe and U.S. In order to provide improved quality of service, PALplus

(Box 1.1) standards were evolved. However, broadcasters decided to drop the

Box 1.1
PALpius standard

The PALplus standard generates for each TV frame, 432 {216 per field) main
active lines in 16:9 format, plus 144 (72 per field) helper active lines. The main
active line contain basically a conventional PAL image information, while the
helper lines contain additional information transmitted in a way that a conventional
PAL TV receiver will interpret them as "black" lines. Those lines are transmitted
for each field in the sequence: i) a group of 36 consecutive helper lines, ii) 216
main lines; iii) the remaining 36 helper lines. When receiving such a signal, a
conventional 4:3 PAL TV receiver will display the image in 16:9 format in the center
of the screen (letterbox format, already widely used for broadeasting feature films).
A Palplus TV set generates a full screen image by appropriately combining main
lines with the helper lines.




introduction of the analog widescreen PALplus format in favour of digital system
(2). In 1993, Europe began the project of digital tetevision in the terrestrial 8/7
MHz channel. Digital satellite service was introduced in 1995. A brief history of

video and tefevision technology is given in Table-1.2

Table- 1.2

Brief History of Video and Television Technology

1897 Development of the cathode ray tube by Ferdinand Braun.

1807  Use of cathode ray tube to produce television images.

1923  Patent for the iconoscope, the forerunner of the modem television picture tube.

Early 1930s
RCA conducts black and white broadcasting experiments.

1836  First television broadcast made available in London.

1938 Initial proposal for color television broadcast made by George Valensi.

1949  System developed to transmit chrominance and luminance signals in a single
channel.

1950s Hollywood looks to recover profits lost to television by introducing such formats as

3D and Cinemascope.
1954 NTSC standard for color television broadcast introduced in the United States.
1866 PAL standard introduced in Europe.
1975 Sony markets the first Betamax VCR for home viewing and recording of video.
1976  JVC introduces the VHS format to the VCR arena.
1976  Dolby Laboratories introduces Dolby Stereo for movies.
1978  Philips markets the first video laser disc player.
1984  The first Hi-Fi VCR is introduced.
1985  The broadcast of stereo television.
1894  Standard agreed upon for high definition television (HDTV) transmission.




122 Broadcasting Service
The broadcasting service is used to serve both intemational and domestic
audiences. Intemational audiences are served by external service which are
mostly short wave radio transmitters. Domestic audiences are served by home
service over-the-air radio and television systems. This service is also the major

source of local news, sports, public affairs, etc.

1.2.2.1 Extemal Service

Extemnal service by its very nature requires the generation of signals that are
intended to be ftransmitted across intemational borders. Consequently,
transmission of these signals is subject to the ITU (International
Telecommunication Union) Radio Regulations. For decades, governments have
made increasing use of the electromagnetic spectrum to conduct public
diplomacy by broadcasting speech and music throughout the world. The extemnal
service stations are administered by All India Radio in India and these are
broadcast overseas on various Medium and Short Wave frequencies depending
on the time of day and season of the year. These broadcasts are made in 16
foreign and 8 Indian languages, directly to receivers used by individuals
throughout the world. The main external service transmitter at Bangalore has 6
nos. of 500 kW transmitters with slew aerials and rotatable curtains with 8 beams
of 30 ® width which practically covers whole of Asia and Europe. The External

service transmitters in India are given in Table- 1.3



Table- 1.3

External Broadcast Transmitters in India
Location Numbers Power of each transmitter
Short Wave Transmifters
Aligarh 4 250 kW
Bangalore 6 500 kW
Dethi 2 250 kW
Gorakhpur 1 50 kW
Panaji 2 250 kW
Medium Wave Transmitters
Calcutta 1 1000 kW
Jallandhar 1 100 kW
Rajkot 1 1000 kW
Tuticorin 1 200 kW

The analog high frequency transmissions suffer from distortion and fading in the
ionosphere, from congestion in the bands and deliver an audio quality that can at
best be described to be approaching that of medium frequency band. The
ionospheric propagation also gets affected by solar emissions, viz. sunspots,
solar flux and solar flares [3). Against this background, Intemational broadcasters
are examining the potential of delivering digital radio programmes in future to
audiences world-wide as a direct to home (DTH) service using satellite. A
consortium for DRW ( Digital Radio World-Wide) has been set up in 1994 to

address this issue [4].



1.2.2.2 Home Service

In India, domestic audiences are served by AM, FM, and TV broadcast stations
employing analog radio transmissions designed for direct reception by home
receivers. [ndian households are well served with 180 million radio sets and 55
million television sets in 152 million households. The coverage by population is
97.5 % for radio and 85.8 % for TV. This is done by 171 MW, 50 SW, 94 FM and
792 TV transmitters in the country as on March 1986. All India Radio also
operates a national channel with a 1000 kW transmitter at Nagpur supplemented
by 2 X 10 kW medium wave and 2X3 kW FM transmitters. The national channel
is an attempt to cover the country for a unified programme. The coverage by
national channel is 80% by population and is shown in Fig. 1.1. The service is

provided only during night time.

1.2.2.3 AM Broadcast Stations

AM broadcast stations operate on a channel! in the 531-1602 kHz AM broadcast
band. This band consists of 120 carrier frequencies beginning at 531 kHz and
progresses in 9 kHz steps to 1602 kHz. The modulation of the carrier wave is in
terms of it's amplitude; hence, the AM reference. There are 175 AM broadcast
stations operating in India. The operating power ranges from 1 kW to 1000 kW.
Propagation in the AM broadcast band involves both the ground wave and
skywave modes. The ground wave and skywave modes of AM broadcasting
stations serve local and distant audiences, respectively. A disadvantage in AM

broadcasting is its limited audio fidelity, relative to FM.
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1.2.2.4 FM Broadcast Stations

FM broadcast stations in India are authorized for operation on 80 allocated
channels, each 180-kHz wide, extending consecutively from 100 MHz t0107.9
MHz with standard deviation of 75 kHz. The effective radiated power ranges from
6 KW to 10 kW. 84 commercial and noncommercial FM stations are currently
being operated by All India Radio. Better audio fidelity is a distinct advantage of
FM radio over AM radio broadcasting; however, FM radio does not -normally
have the extensive service coverage areas that AM radio broadcasting enjoys. (n
India, the FM stations are normally operated to serve a small area of about 35-50
km (radius) and they are termed as Local Radio Stations (LRS). The distribution

and the coverage areas of LRS in India are shown in Fig. 1. 2.

1.2.2.5 Television Broadcast Stations

Throughout India, commercial and educational television broadcast stations
comprise the broadcast television organization. These stations operate on 6-MHz
wide channels in the VHF and UHF frequency bands. The spectrum occupied by

television broadcast comprises 72 MHz in the VHF band and 336 MHz in the

UHF band. The Television network in India is given in Table 1.4

Table 1.4
Television Network in India

High Power Transmitters 77
Low Power Transmitters 526
Very Low Power Transmitters 120
Programme Production Centres A4

12
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4.3 New Technology Frontiers In Broadcasting

Developments in digital coding, modulation, and compression have made the
transmission of digital audio commonplace and digital video feasible. These
technologies are gradually making their way into the conventional broadcasting
scene as digital audio and ATV. The potential exists for an enhancement to AM

and FM broadcast stations where the sound quality can equal or nearly equal
that of CD-technology. Also, HDTV is being developed in the United States,
Europe, and Japan as a means of providing greatly improved picture quality to
television viewers. The development of a successful HDTV system will provide
the basis for revolutionary new video services to many homes, industry, scientific,
and medical organizations. The implementation of HDTV is difficult and
expensive for broadcasters, but it appears essential for broadcasters to find a
way to upgrade their facilities to provide HDTV to consumers and remain
competitive with the virtually certain introduction of HDTV by cable, VCR's, and
DBS. International broadcast stations will experience improved spectrum
efficiency with the planned single-sideband implementation and with satellite-
sound broadcasting potentially representing a supplemental delivery system to
international audiences. The technology has reached to the point where digital
sound and picture are broadcast quality and economical. A technology
demonstration of all digital production and transmission was done in the
International Broadcasting Convention (IBC) - 1995, held at Amsterdam [5). The
DDS (Digital Delivery System) was capable of providing up to 16 simultaneous

stereo replay channels in either linear or MPEG-2 format.
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Thus broadcasting in recent times is undergoing a phenomenal change. The
recent technological trends in new broadcasting systems are briefly discussed

below.

1.3.1 Studio Technology
The broadcast process consists of initial recording/shooting, post production and
distribution (Fig. 1.3). Initial production involves studios, OB vans, etc. Post
production consists of editing, layering, modification of picture contents and
adding audio/video effects while distribution consists of actual delivery via
terrestrial transmitter, satellite or cable. The limitation of analog technology with
regard to the number of copies and layers is not the only drawbacks. The tape
recorder needs time to play, record, wind and rewind the tape to find the desired
clip. The digital video/audio server and disk recording technology provide random

access, ease of editing and post production.

In most digital broadcast installations, the system is buiit around a central signal
distribution unit. This equipment receives various signals from intemal and
external resources. The intemal resources are live / recorded material. The

external resources are OB vans, databases, value-added signals, networks etc.

15



Production Post-production Distribution
Studio Oﬁ_ﬁ'_“nc Teresetrial
ENG Editing Broadcast

OB-VAN On-line Cable
Editing Broadcast
Graphics
Animation Dubbing Satellite
Film Archiving Broadcast

Fig. 1.3 Broadcast Processes

1.3.1.1 Evolution of digital broadcast signal format

PAL, SECAM, and NTSC standards were adopted for composite colour signals
in 1960's for maintaining a compatible reception by millions of black and while
TV sets. To keep the same channel allocation and to save the frequency
spectrum, same black and white channe! bandwidth were used; approximately
4.2 MHz for NTSC and 5.5 MHz for PAL/SECAM. Such a low bandwidth were
found adequate for transmission to the TV receivers, albeit with drawbacks like
“cross colour in specific conditions [6). However, these were not sufficient for
processing in the studios; i.e. for chroma keys (Table 1.5). This led to the
evolution of component standards in 1981, which are commonly known as
"Betacam" and the "M" format. This analog component standard had the
disadvantage in the post production that it needed three cables for every signal

instead of one for the composite. For all these reasons, it was necessary to use

16



Table 1.5
Chroma Keying
Image orgination sources such as camera and telecines , intemally produce colour
pictures as three full bandwidth signals: one each for green, blue and red. Capitalising on
human vision not being as acute for colour as for brightness level, television signals are
generally transformed into luminance (Y) and colour difference signals (R-Y, B-Y). Chroma
signal is derived from the colour difference signals. Composite video is obtained by
encoding of Y with Chroma signal (See Fig. 1.4).

a digital television standard that would make it possible to preserve the original
quality whatever the processing complexity. CCIR 601 (usually referred to as
4:2:2) was defined as an intemational standard for component coding of TV
signals [7]. It specified orthogonal sampling at 13.5 MHz for luminance (Y) and

6.75 MHz for the two colour difference signal Cb and Cr.

Some extended definition TV (EDTV) systems use a higher resolution format
called 8:4:4 which has twice the bandwidth than that of 4:2:2. The choice of
sampling frequencies gives 720 samples / active line for luminance (Y) and 360
samples for colour differences and also includes space for representing
analogue blanking within the active line. A serial digital signa! for carrying the
signal on a single coaxial line was developed in 1984. The system was
standardized for 243 Mbits/sec based on 8/9 bit transcoding ( coding from one
standard to other). Subsequently a serial digital component standard based on

10 bit was developed [8]. Fig. 1.4 shows the video format summary.
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1.3.1.2 Storage Devices

With the advent of personal computers in the early 80's, a vast amount of data
started being generated in the digital form. Consequently, a need was felt for
accessing and searching quickly and interactively the huge data so created.
There was also a mounting concem for long-term storage of this information and
its distribution. There were a number of contemporary storage media, ranging
from removable floppy diskettes and magnetic tapes to fixed hard disks, which
promised to address this issue. But all of them had their drawbacks. Floppy had
a relatively small storage capacity and shelf life. Fixed hard disks were expensive
option as more and more drives with higher storage capacity had to be installed
to cope up with the growing amount of data. Magnetic tapes were removable with
a higher storage density but apart from being susceptible to wear and tear, they

offered serial access only.

With the digital format of broadcast signals, a vast amount of data was required

to be stored for which all above devices were not suited. Even with the advent of
compression standard, the data required to store one movie was huge enough to
store on any one of these devices (Table 1.6). The entire concept of digital post
production and delivery is based on the quality and capacity of storage devices.

Therefore storage devices play important role in digital broadcasting. There has

been fast development in the storage devices during last 10 years. Few devices

used in broadcasting are discussed below.

19



“Table 1.6

For 625 line TV standard, the active picture is: 720 pixels (Y) + 360 pixels (Cr) + 360 pixels
(Cb) = 1440 pixels / line

576 active lines/ picture means 1,440 X 576 = 829,440 pixels / picture

Sampting at 8 bits, the picture takes 829,440 bytes or 830 kBytes of storage.

1 sec. takes 830 X25 = 20750 kBytes = 21MB

1 min. takes 21 X60=1.26 GB

1 br. takes 1.26 X 60 =76 GB

After compression also, it is roughly 3GB/hr.

1.3.1.21 DAT (Digital Audio Tape)

Developed in 1985, digital audio tape had two recording methods viz. R-DAT
(rotary head digital audio tape recording) and S-DAT (stationary head digital
audio tape recording). Finally R-DAT was standardized. R-DAT uses digital
format with a sampling frequency of 48 kHz and linear 16 bit quantisation [9].
With an absolute tape speed of 8.15 mm/s, the R-DAT requires only 60 meter of
tape for two hour playing time. The digital audio signals yield a data stream of
about 1.5 Mbits/sec. Special sections within the track are reserved for auxiliary
information, viz. programme titles and time codes. The main disadvantage of

DAT is lack of random access capability.

1.3.1.2.2 Optical Technology

The optical technology makes use of light - both visible and infrared - to handle
data processing information. The optical storage system includes MD, DCC,
MOD, DAT and CD with storage capacities of 2.5, 4.0, 3.5, 13 and 15 Gbit

respectively. The feasibility of using optical technology for recording audio /video
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signal was demonstrated during 60s at the Stanford Research Institute, USA by
recording 30 minute analog, black and white TV programme on a high resolution
photographic disc of 30 cm diameter. A high pressure mercury vapor lamp was
used as the light source for recording[10]. Philips in Netherland introduced
Laservision discs in 1972. These 30 cm diameter discs could produce hi-fi sound
and video using faser scanning of the recorded data. Technology further got
improved and Sony together with Philips in 1980 came up with the first set of
standards for audio CDs, including size and encoding format. The CD audio was
a 12 cm disc with 72 minutes of audio recorded on it. The present CO ROM are

the improved version of CD audio.

1.3.1.2.21 CD ROM (Compact Disc - Road Only Memory)

Introduced in 1983, CD ROM is cheap in quantity, durable, unaffected by
magnetic disturbance and free of most hazards that prey storage media.
Ultimate in audio excellence, the CD format is a real time, 16 bit linear pulse code
modulation (PCM) process and supports a wide bandwidth of 20 kHz. Compact
Discs are 12 cm in diameter, just over a mm thick, weigh about 16 grams and
store upto 680 MB of data consisting of text, images, sound and graphic. The
data is stored in the form of microscopic pits about half a micron wide, arranged
in a single spiral track starting from inside to outside ( total length of about five
kilometers). A CD contains about 5 billion pits [11]. It's principle limitation is read
only nature and the enormous amounts of storage space and circuit bandwidth it

occupies. The seek faccess time for a CD ROM is 180 ms. ( Hard disk - 10 ms}).

21



The data transfer rate for a double speed CD ROM drive is 300 kB/s ( Hard Disc

- 2 MB/s). The technical specifications of a CD are given in Table 1.7.

CD ROM drives and audio CD players use the same modulation as well as error
detection systems. They have same physical dimensions and composition. They

use same physical mastering and replication process. However one lost bit of an

Table - 1.7

Technical Data for CD system
Disc
Diameter 120 mm
Thickness 1.2 mm
Reading Speed 12t0 1.4 mis
playing time max. 60 min (stereo)
Signal
sampling frequency 44 1 kHz
Quantisation 16 bit linear per L/R channel
Data rate from disc 4.3218 Mbps
Audio performance
Frequency range 20 Hzto 20 kHz; + 3dB
S/N Ratio >90 dB

audio CD won't affect the sound reproduction but it can be catastrophic for data
stored on a CD ROM. As such CD ROMs have an extra leve! of error correction

and detection.

1.3.1.2.2.2 CD-R (CD Recordable)

Compact Disc Recordable (CD-R) or CD-WO ( Compact Disc Write Once)

available since 1989, use a layer of organic dye and a very thin layer of reflective



gold on a pre-grooved polycarbonate disc. The dye polymer, when exposed to a
cutting laser beam, reacts with the polycarbonate to form a pit. This pit is read as
any other CD ROM. The CD-R can be written in multiple session.[12). Discs with

storage capacity of 550 MB are now available.

1.3.1.2.2.3 Compact Disc Interactive (CD-)

CD-l is capable of playing upto 72 minutes of moving pictures on full screen with
audio of Compact Disc quality. A typical full motion CD-I disc allocates 1.2 Mbps
for video and 0.2 Mbps for audio in stereo quality. In order to compress the
audio/video to this bit rate (1.4 Mbps), the MPEG coding is used. During
playback, the audio/video is decoded. The main features are 50/60 Hz

compatibility and high quality full motion play back of 72 minutes duration [13).

1.3.1.2.3 Digital Video Disc (DVD)

DVD are capable of storing about 2 to 10 GB data on a single disc. This is done
by decreasing the size of the pits as well as the distance between them and
utilizing advanced compression techniques. A single DVD of 12 ¢cm can store two

to five hours of high quality video .

It is desirable to have two or more hours of recording (one movie) on a 3 GB
DVD. With the requirement of 6 Mbps of MPEG-2 in constant bit rate (CBR),
about one hour of recording is only possible. As a solution, a variable bit rate
(VBR) coding which permits 3 Mbps with sufficient picture quality is used. Coding

and multiplexing is still based on MPEG-2 method (ISO/IEC-13818-2) which
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supports VBR [14]. Main-Profile at Main-Level for video and Program Stream for

Multiplexing is used. Audio signal is coded in CBR [15).

1.3.1.2.4 Video Servers

The video server is the storage device which includes computer network and
SCSI (Small Computer System Interface) to distribute and archive compressed
video as data, avoiding generation losses and taking advantage of standard

computer network and tape transports.

The unprecedented expandability of the video server is made possible through
the invention of a low cost scaleable interconnect called the Data Transport
Commutator which makes ali of the arrays in a system appear as a single poo! of
video and audio to each char.nel. Only a single copy of any video or audio
segment is needed and all channel have simultaneous access to it. This
interconnect is a high speed switching network which allows the server to be

scaled [16].

A video server can be represented by five key components: i) RAID disk array, ii)
a real time controller for traffic management on the bus, iii) I/O cards, iv) high
speed internal data bus, and v) disk scheduling that configure the video server for

specific applications [17].

Video server must contain storage, and a common choice today is magnetic hard

disk. While in nonlinear editors, a single disk may be used to store the



compressed video as it is digitized, broadcast applications differ in two
fundamental respects. One, broadcast applications demand and muitiple,
simultaneous channels accessing the same material and two, data protection.

Disk arays with RAID satisfy both these requirements [18).

1.3.13 Robotic Tape Handling Systems

In a bid to automate the broadcast studios, the recent trend is to load the tapes
into robotic tape handling systems including videocarts [19] (a device that stores
a number of tapes and passes it to digital recorders for on-air transmission on the
basis of program entered in a remote computer). Playback is triggered by a
computerized signal sent from the broadcast automation system. Back-up

videotape playback equipment ensures uninterrupted transmission at all times.

1314 Non Linear Video Editing Systems

Non-linear system allows editing of a video by feeding the raw footage from tape
on to the hard drive of the computer disk. Video clips on the disk can be
manipulated using a software much like the text being edited by a word
processor. With the help of a mouse, the clips can be moved and shuffled around
a time-line. The provision for inserting digital effects including graphics, lighting,
transitions such as dissolves, wipes, peels, page tums etc. also exists. The
latest high end editing suites allow real time transitions. The typical systems are
based on card that includes a dual M-JPEG codec card, a digital graphics mixer
with 2D digital video effects (DVEs), a multichannel analog video I/O board, Q-
MPEG-2, a four channe! MPEG-2 decoder, and an Active Movie Development

kit. The main features are Windows editing system, true lossless compression of



CCIR-601 video at the maximum quality setting (1.6:1), as well as onboard Fast
and Wide SCSI (Small Computer System Interface) controllers and the Movie 2
bus for connection to compatible devices such as effects card. The codecs are

on daughtercards, enabling future upgrades. [20].

Fig. 1.5 shows a hard disk based workstation for non-linear editing. The screen
shows a montage of many different shots, each of which appear in a window.
The screen is refreshed by a framestore which is read at the screen refresh rate.
These shots can be edited independently. The background scenes, titles,
captions etc. can also be entered. After the individual shots have been edited to
perfection, these are brought to a time-line on a separate window and
assembled. Any window can be activated at any time. The editing may be done
on-line or off-line. Once the editing is finished, the video can be recorded back on
the original media. In large broadcast systems, the edited work can be broadcast
directly from the disk file server. in smaller systems, the output is taken to a

removable medium [21].

A non-linear editing console is shown in Fig. 1.6. The blow up of the editor is
shown in Fig. 1.7. The decks are shown in the side rack. With tools such as a
non-linear editor with drawing tablet, and with software packages like Fractal
Painter, Autodesk 2D, Animator 3D studio and Elastic Reality, almost any type of
edit operation is possible.The colorful keyboard not only works on the computer,

but can be used to control the decks as well.
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Fig. 1.7 Blow up of editor
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1.3.1.5 The Virtual Reality

Virtual Reality (VR) is defined as an experience in which a person is surrounded
by a three dimensional computer generated representation, and is able to move
around in the virtual world and see it from different angles, to reach into it, grab it,
and reshape it [22]. The Virtual Studio attempts to integrate computer and
information technologies into the very heart of architecture design. The virtual
studio system combines live video with 3D computer generated graphics set in
real time, during live-to-air or live-to-tape shooting. The use of 3D computer
generated graphics sets eliminates the need for the physical props. These
graphic sets integrate broadcast quality images [23]. The system also permits
insertion of video clips, interactive 3D effects and scenarios, visual and audio

reactions and more [24].

Virtual studio is made up of rear-projection screens for walls and a down-
projection screen for the floor. Projectors throw full color workstation fields (1280
x 512 stereo) at 120 Hz onto the screens, giving between 2,000 and 4,000 linear
pixel resolution to the surrounding composite image. Computer controlled audio
provides a sonification capability to multiple speakers. A user's head and hand
are tracked with electromagnetic sensors. LCD stereo shutter glasses are used
to separate the altemative fields going to the eyes. High end workstations create
the imagery (one for each screen); the output is connected via serial
communication port to input devices and synchronization via fiber optic reflective
memory. The projector optics are folded by mirrors. With the advancement of

multimedia and 3D graphic supported computer systems, the virtual reality is



being produced by mixing the stored scenes with the real actors or virtual actors
with the real scenes [25). Virtual Studios are opening very exciting possibilities
where the shootings can be made in the studio and thereafter the scenes from
the digttal stores can be added. This will offer lot of economy in video production.
Mona Lisa (Modeling Natural Images for Synthesis and Animation), a
collaborative project undertaken by nine European industrial, broadcasting and
academic institutions and supported by European Union to address all the key
aspects of virtual studio operation, demonstrated the exciting possibilities in 1995
[26]). Subsequent to this demonstration, a number of broadcast organizations

have setup the virtual studios [27,28].

1.3.1.6 The Global Studio

The Global Studio is a collaborative exercise which involves the participation of a
number of people distributed over the internet. This allows artists located in
different cities or countries to participate in programme production without really

being present in the studio.

1.3.1.7 Signal Processing

Broadcast "signal” is a time or space dependent quantity that contains
information. Examples of a time signal are music or the spoken word. An
example of a space signal is a video (television) image. Signal processing
comprises of implementing strategies for decomposing information into parts,
removing noise from information, channel equalization and echo cancellation.
Channel equalization, which balances the channel response across all

frequencies, is necessary to make high speed (megabits per second)



transmission of data. New high speed modems are incorporating ever more
sophisticated channel equalization algorithms [29] to enable higher transmission
speeds. Furthermore, testing is on going for ghost cancellation systems for
broadcast television [30]. Ghost signals which are undesired images due to
multipath reflections are eliminated by using special circuits to detect multiple

signals and thereafter suppressing it by special filters.

Array signal processing is entering the marketplace for use in systems where
speech signals must be extracted from noisy environments and active noise
cancellation for cars, airplanes and factories. Signal processing has dramatically
improved in recent times due to availability of advanced technology viz.
programmable hardware and software digital signal processors (DSPs) [31],

parallel machines, VLSI synthesis and advanced software environments.

1.3.4.8  Digital Quality
It is worth while to know the quality expectations for the digital system. The digital
system will provide an increased signal to noise ratio of the order of 98 dB for 16
bit system { SNR = (6.02 x n) + 1.76, where n is the no. of bits per sample} as -
compared to 65 dB of analog audio [32] and no deterioration and multi-
generation tape loss when it comes to long term archiving. However these data
are for the uncompressed digital audio. The representation of digital image needs
a vast amount of data. For example, with a sampling rate of 48 kHz and 16 bit
linear coding, a stereo signal has a source data rate of about 1.5 Mbps.

Assuming a base bandwidth of 45 MHz, threefold sampling frequency and a
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resolution of 8 bits, a HDTV signal features a data rate of 1.152 Gbits/s. The
direct transmission of such data rates for audio and video would not be viable
economically. To solve these problems, new ways are being followed at the
expense of perfection. At the destination (receiver), the signal is not reproduced
but psychoacoustics and visual phenomena is used to recover the signal that

may be optimum for listening /viewing.

In a digital domain, a photo can be scanned digitally and transmitted as a serial
bit stream. [n order to reduce the time of transmission, it is desirable to transmit
as few a bits as possible. Certain algorithms can be used to discard the
transmission of redundant bits and reconstruct it at the receiving end. The
Television signals have substantial redundancy in them. This means one frame
looks much like the next in most cases. This is called temporal redundancy.
Even within a frame the video samples are to some extent predictable. This is
called spatial redundancy. Eliminating temporal and spatial redundancy in
television resuits in less number of bits to be transmitted. This is called
compression of video signal. The Motion Picture Expert Group (MPEG) defined
MPEG-1 standard [33] in 1992 and MPEG-2 in November 1994 [34] for moving
video. In video compression, signal processing algorithms separate video signals
into constituents, enabling digital encoders to efficiently represent these singles
for transmission. Video receivers need similar systems to reconstruct the
picture. In this way audio data can be reduced by a factor of eight without
affecting the CD quality, and HDTV data by a factor of seven to fifty (140 to 20

Mbps)[35). Since the reception quality depends upon the extent of compression,
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a concept of hierarchical quality structure has emerged for digital TV [36]. HDTV
or High Definition TV is for very high quality viewing in a big hall. EDTV or
Extended Definition TV is also high quality viewing in home. SDTV or Standard
Definition TV is the quality available today. LDTV or Low Definition TV is for
mobile service, viz. for a train or car. Table 1.8 shows the hierarchical quality
structure for compressed digital TV signals. Quality categorization of digital

broadcast signals is given in Fig. 1.8.

Table 1.8

Hierarchical quality structure for digital TV

Format HDTV EDTV SDTV LDTV
Quality High Enhanced Standard Limited
Comparable fo 2XCCIR601 CCIR6MM PAL /SECAM/NTSC VHS
Data rate before

compression 1.152Gbps 432Mbps 216Mbps 108Mbps
Data rate after

source coding 30Mbps 11Mbps 4 5Mbps 1.5Mbps
Compression MPEG-2 MPEG-2 MPEG-2 MPEG-1
Utility Telepresence Home viewing Home viewing Mobile TV'

1.3.1.9 Towards All Digital Studio

All these developments have led to the concept of all digital studios. DAWSs
(Digital Audio Workstations) and Video Cart becoming everyday broadcast
production tools, non-tinear editing coming to age and HDTV edging closer to

consumer reality, all digital television production and distribution is not far away.
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1.3.2 Transmission System

Transmission system in the broadcast scenario deals with the distribution of
signal via terrestrial, satelite or cable. Till early 90s, the main delivery of
broadcast signals was through terrestrial analog transmitters. The satellites were
used for linking of terrestrial transmitters. The development was mostly towards
increase in efficiency and signal quality. The recent trend is towards digital
broadcasting using terrestrial modes or direct satellite broadcasting for the direct

to home service. in the following sections, few of the latest developments taking

in this area have been descnibed.

1.3.2.1 Digital Audio Broadcasting

The prospect of sending higher quality audio to portable receivers is spurring
development of digital audio broadcasting (DAB) [37]. Europe has led the way
with its Eureka 147 project [38]. The project was launched in the year 1986 and
continued up to 1994. The main emphasis of the project was to carry out test
DAB transmissions and also consider the new communication services
supplementary to the broadcast services (traffic information and management
system, data transmission to specific group of users etc.) The DAB was carried
out using channel coding and interleaving. With terrestrial multipath propogation,
signal fading takes place resulting in burst errors. To eliminate this, the
transmitted bits are interleaved in the channel coding so that the burst errors are
split into individual bit errors which can be corrected by the channel coding.
OFDM (Orthogonal Frequency Division Multiplexing) [32,40,41] was used and six

stereo programmes were transmitted with other data (Fig. 1.9). The system



used ISOMPEG1 layer 2 audio coding for source coding. The project led to the
detailed and comprehensive system defintion and specification of the standards
[42,43,44). The general specification of DAB transmission system is given in
Tables 1.9. Japan started DAB satellite services in 1992 for small fixed pane!

antennas. BBC stated its introductory DAB  service in

Audio

50U1Ce Baseband DAB Modulation Power

and Coding coding Amp. T.O |
single

dasa frequency
network

Audi Channel

udio .

coding OFD Band

Source E’ MUX %.’ M Pass | eesg

(Stereo interleaving Filter

[ Aucinfo_ f—cm

Fig. 1.9 Block Diagram of a DAB transmission System for mobile reception

Table 1.9
General Specification for DAB Transmission System

Transmission Mode | Il ]}

Application Terrestrial Terrestrial Satelite /Cable
Nominal freq. Range <=376MHz <=15GHz <= 3GHz
Carrier no./space 1,536/ 1kHz 384 /4 kHz 192/ 8kHz
Guard Interval duration 246 ps 62us 31ps
transmission frame duration 96 ms 24 ms 24ms

Bit rate 2.4 Mbps 2.4 Mbps 2.4 Mbps
System bandwidth 1.536 MHz 1.536 MHz 1.536 MHz




September 1995 in the frequency range 217.5 - 230 MHz. All India Radio is
conducting experiments with DAB in Delhi. A 125 Watt transmitter has been
installed and the field trals have just began. Broadcasters are investigating
technologies to enable digital transmissions to share the same spectrum with
existing FM and AM broadcasts. The advantages to the listener of the DAB
system over FM are very impressive. The sound quality is comparable to that of
CDs and is relatively immune to multipath interference. Data such as lyrics and
phone-in numbers can also be transmitted with the audio. Programme labeling,
graphics and traffic messages are among the other enhanced features available.
A block diagram of a DAB receiver is given in Fig. 1.10 [45]. The programme
selection is done by a D-OFDM and a D-MUX. This is followed by DPSK
demodulation and a MUSICAM ({ Masking pattem adapted Universal Subband
Integrated Coding And Multiplexing) decoder. DAB is much more spectrum

efficient since a single frequency can be shared for the whole of the national

terrestrial network.

RF D-OFDM D-MUX Channel D-M usi DA
Selection Deceder

Fig.1.1¢ Btock Diagram of a DAB Receiver
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1.3.2.2 High Definition Television (HDTV)
Around the world, High Definition television (HDTV) systems are being brought to
the fore. Similar to the quality of sound gained from the compact disc (CD)
HDTV sets a standard, in which picture quality is comparable to the clarity of 35
mm film. The standard for analog HDTV was defined in 1970 with 1125 lines
scanning rate, line inferlacing, 5:3 aspect ratio and 60 Hz field frequency. The
trials were conducted in Japan using satellite in 1989 and the experimental
transmission started in 1991(46). Japan has begun limited satellite transmission
but high receiver costs combined with lack of HDTV programmes are resulting in
limited penetration. In Europe and Japan, the emphasis was initially on analog
satellite transmission. In the USA, the Japanese standard with 1125 lines /60 Hz
was accepted. However, there was the problem of terrestrial TV channels having
a bandwidth of 6 MHz and priority being given to terrestrial programme
distribution over other transmission media. An advisory Committee formed in
1887 by the Federal Communications Service (FCC) in USA for evolving
technical standards for Advanced Television Service {47,48] was entrusted the
job of laying down standards for HDTV in 1990. The field trials for digital HOTV
using terrestrial transmitters [49] and cable [50) were initially conducted in USA in
1991. With the availability of compression techniques, Europe also started
experimenting with Digital HDTV in 1991 [51). An experimental HDTV broadcast
through a single 6 MHz terrestrial channel was successfully made in USA in May
1992 [52]. China made expetimental broadcasts of HDTV in 22 Mbps in 1993
[53]. The recommendations of advisory commitiee of FCC was finally made

available in Feb. 1993 [54,55,56,57). The advisory committee recommended



that HDTV on analog system may be dropped. They also recommended
implementation of digital HDTV in 6 MHz channel. However, further
improvements were necessary and this lead to the formation of “Digital HDTV
Grand Alliance” in May 1993. The grand Alliance is a consortium of HDTV
proponents formed at the request of the FCC to design and build a prototype
HDTV system on which the FCC would base its HDTV broadcast standard. The
Grand Alfiance initiated extensive iaboratory and field tests on the Digital HDTV
System in 1994 and prepared the system specification for Digital HDTV [58).
Final standards were issued by United States Advanced Television Systems

Committee in April 1895 [59]. The efforts are on-going to evolve a common

standard for HDTV [60).

Fig.1.11 shows the transmission chain for a HDTV broadcasting. The high
quality interfaced or progressive video input is passed through a muiti-format

scan converter to get a digital video [61]. The digital signal of 1.152 Gbits/s is
taken via a signal processing unit to the source encoder [62,63]. The output data
rate of 30 to 20 Mbits/s is subjected to FEC and channel coding [64]. In the
subsequent multiplexer, the audio, sink data and control signals are added to the
coded picture signal, whereupon a gross data rate of 30 to 40 Mbits/s is
obtained. MPEG-2 is used for video coding and AC-3 for audio coding. The
channel coded data are modulated onto the IF carmier and packed into a channel
pandwidth of 6 MHz (7 to 8 MHz in Europe). A mixer upconverts to the RF

camier frequency, e.g. in Band | to Band V (47 MHz to 862 MHz) before the

signals are applied to the terrestrial transmitter and antenna.
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Fig. 1.11 Transmission Chain for Digital HDTV

In the receiver, signal processing is basically reversed [65). Due to different
channel transmission characteristics of the various media, the decoding and
demoduiation techniques are adopted accordingly. As such a single receiver is
not suited to all the media. Efforts have also been made to develop HDTV

decoders that may help receive HDTV signals on standard TV (SDTV) or

monitors [66).

1.3.2.3 Direct Broadcast Service (DBS)

In the 1970's and 1980's satellite became a chief means of long distance radio-
communication and facilitated worldwide TV program distribution in real time. In
rural areas not serviced by temestrial TV broadcast stations and cable TV
systems, satellite signals made possible direct reception of TV from satellites by
TVRO (TV Receive Only) receivers equipped with parabolic antennas with

diameters between 2 and 5 meters. For almost two decades, TV programme



delivery by satellte was done in the 4/6 GHz and 11/124 GHz bands.
Doordarshan is using this technique to provide centrally produced programmes
to Low Power TV (LPTV) stations. There are 526 LPTVs all over the country and

the coverage area for each of them is about 15 km radius.

The developments in advanced radiocommunications technologies and the offer
of improved radio-based services paved the way for direct TV and audio
broadcasts from satellites (also known as Direct to home - DTH service). Today,
three technologies have been aggressively developed, the direct broadcast

service (DBS), BSS-HDTV (Broadcast Sateliite Service- HDTV) and BSS-Sound.

The general concept for digital television transmission by satellite developed in
Europe under Digital Video Broadcasting (DVB) project and resulted in a
standard by ETSI ( European Telecommunication Standard Institute) [67]. The
system named DVB -S ( DVB-Satelite) is intended to provide DTH
multiprogramme TV services in the BSS and FSS ( Fixed Satellite Service)
bands and is addressed to consumer IRDs ( integrated Receiver Decoder) [68]
as well as collective antenna systems (SMATV - Satellite Master Antenna TV

System) and cable headend stations with a likelihood of remodulation [69].

Digitat Television Services for DBS (also known as DSS- Direct Satellite Service)
have been started / planned in many countries in recent years. There are
currently three digital DBS services in North America [70] and one service in

France in operation. Russia launched it's first DBS satellite (GALS) in Jan. 1994
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to provide Television services to five different time zone in Russia [71]. Malaysia
and India plan to start DTH service in (ate 1996. Japan proposes to launch first
DTH service using Comunication Satellite in 1986 {72,73). These services intend

to provide 100 or more TV programmes using a single satellite,

Direct broadcast satellite (DBS) was introduced in U.S. in late 1993 for the
delivery of conventional television programming directly to the consumer, using
frequency of 12.2-12.7 GHz for the BSS. The DBS system consists of a small 18
inch satellite dish, a digital integrated receiver/decoder (IJRD) which separates
each channel, decompresses and translates the digital Sigral, and a remote
control [74]. The dish never has to track the satellite so there's no waiting for the
picture to come in [75]. DBS programming is distributed in USA by three high
power HS 601 satelites (DBS-1, DBS-2 and DBS-3), co-located in
geosynchronous orbit 22,300 miles above the earth at 101 degrees west
longitude. Each satellite features 16 no., 120 watt Ku pand transponders with
DBS-2 and DBS-3 each configured to provide 8 transponders with DBS-2 and
DRS-3 each configured to provide 8 transponders at 240 watts. DBS-1 delivers
upto 60 channels of programming and approximately 20 channels of
programming from USSB (United States Satellite Broadcasting). DBS-2 and
DBS-3 are used exclusively to provide approximately 175 channels. Each one
of the transponders on the DBS-1 satellite can send more than 23 Mbps of

information per second to a DBS system. The DBS-2 and DBS-3 satellites are

even faster, at around 30 Mbps each.



Programming comes from various content providers (CNN, ESPN, etc.) via
satellite, fiber optic cable andfor special digital tape. Most satellite delivered
programming is immediately digitized, and uplinked to the orbiting satellite. The
DBS satellites retransmit the signal back down to every earth station, or in other

words, every litle DSS receiver dish at subscribers’ homes and business.

DBS employs MPEG-2 technology and QPSK modulation [76). DBS is fully
digital and “forward compatible” so that consumers can take advantage of
emerging technologies, such as interactive services, 16 x 9 wide screen and

HDTV (digital) broadcasts [77). A DTH service using DSS is shown in Fig. 1.12.

Broadcasting Satellite Service-HDTV is meant for HDTV but due to the problem
of large bandwidth required for analogue HDTV, the service has not become
operational. WARC is a forum of ITU which is responsible for coordinating radio
frequency for the countries. WARC-92 have allocated two frequencies: 17.3-17.8
GHz for Region 2 (Europe); and 21.4.22.0 GHz for Regions 1 (America) and 3

(Asia) for this service. These new allocations will become effective from April, 1,

2007. [78).

Broadcasting Satellite Service-Sound (BSS-Sound) is for high quality audio
programming. BSS-Sound generally refers to the delivery of music, sports, news
etc. directly to consumers' radio via satefiite. WARC-92 adopted three different
aliocations for BSS-Sound:1452-1492 MHz, 2310-2360 MHz and 2535-2655

MHz. The service shall be received using portable radios. Such services will not
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be compatible with existing analog AM and FM radios and require consumers to

purchase new radios to enjoy this new broadcast service.

1.3.3 New Services

A host of new services are being experimented and planned in the coming years.

Few of these are being described.

1.3.3.1 Multimedia Broadcast Services

Multimedia system combines various information sources such as text, voice
audio, video, graphics and images. The potential applications are Distance
leaming [79], Multimedia mailing system (80], Collaborative work system [81],
Multimedia communication system [82), Information and demand system [83]
and Multimedia Broadcasting [84). Multimedia broadcasting is defined as a suite
of interactive digital services which combine to provide high quality, multi-
channel, mobile reception. This is capable of providing digital audio, video, 3D
TV, data, Near Video On Demand (NVOD), computer software delivery , multi -
channel transmission, pay per view, value added Services viz. RDS (Radio Data
System), paging. tele-music, tele-shopping, teletext etc. The muiti-media
broadcasting is based on the concept that the digital coding of audio, video and
other signal results in a data stream. As such after digital conversion, the
difference between audio, video and computer data ceases to exist. It is in this
context that multimedia broadcasting assumes significance. Once the channel is
digitized, more and more services inciuding audio, video, voice, graphics,
animation, computer data etc. can be multiplexed (85] and put on a common

delivery system which could be a fibre optic cable, terrestrial broadcast



transmitter or a satellite in a Ku / Ka band capable of delivering signal directly to

home using a 50 cm dish antenna. The system concept for a multimedia

broadcasting is given in Fig. 1.13.

1.3.3.2 Integrated Services Digital Broadcasting ( ISDB)

Throughout the world, the trend is towards an Integrated Services Digital
Broadcasting ( ISDB). In ISDB, analogue video, audio and test signals are
digitized and these data alongwith other digital data for contro! and value added
services are formed into a Transport Stream (TS) using fixed length packets. The
conditional access is provided by multiplexing control signals into the data
stream([86]. It is used to address various services to each subscnber or to target
programmes to a specific group / customer [87,88). This leads to virtual channel
for pay per view or video on demand. The scrambling and encryption are
provided using hardware embedded micro-processors or external smart cards.
The digital video signal contains unused space during the line blanking period
and carries no useful information. It is possible to insert compressed data into the
video signal into these spaces. There is a maximum capacity of insertion of 270
megabit/s serial digital data stream which can cary 8 stereo pairs of 3.072
Mbit's (AES/EBU standard AES-1892) or 16 audio channels or equivalent

computer data. This data can be a software code, graphics, still picture or any

other value added service.

The distribution of compressed signals without generation losses requires a

broadband distribution network capable of interfacing with other video / computer
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/ telecommunication equipment. A server with disk arrays (RAID), computer
network and SCSl| interfaces is used to store/ archive / forward compressed data.
This server is the central hub for transmission, non-linear editing, connecting to
central database / Ethernet / WAN etc. (Fig. 1.14). The packet multiplex system
provides easy inter-connection to open networks viz. Serial Data Interface (SDI)
[89] which is the CCIR 656 worldwide standard for serial digital video,
Synchronous Digital Hierarchy (SDH) (Telecom method for multimedia MPEG2
transport stream){90], Asynchronous Transfer Mode (ATM)[91], satellite or
terrestrial transmitters. An interactive link through a telephone or a wireless

system allows putting questions to the speaker from the comforts of a drawing

room.
CEMTRAL QATEWAY
DATABASLE :
i I_T | /\/
TERRESTRIAL ,
' TRANSMISSION //
S SERVER % / N
SATELLITE
TRANSMISION
ARCHIVE 1I
rh;—“
NOMN. lJHl’.AR
DT MO
Fig. 1.14 ISDB Distribution System



1.3.3.3 Video On Demand (VOD)

The VOD is a service where user selects the kind of video and the time of its

viewing using a remote confrol [92, 93, 94, 95]. Depending on the level of

interactivity that the user enjoys, the VOD system (VODS) categorization is

givenin Table 1.10

Interactive VOD (I-VOD)

Staggered VOD (S-VOD)

Near VOD (N-VOD)

Fully Interactive VOD

Table 1.10

The user has full virtual VCR capabilities, including fast forward,

reverse, free2e and so on.

Movies with staggered start times allow individual viewer o
choose their viewing time and even " pause and restart”

therr movies as they wish.

In N-VOD, the user is a passive participant, and has no conirol
over the session except in the matter of choosing the programme.

Fully interactive VOD service is based on Video Server,
Multimedia is placed on this server. The Retrieval is done by the

subscriber themselves [96).

1.3.34 Value Added Services

The mosaics of digital sound and TV broadcasting also contain data or value

added services. The worlds of audio, video and data are rapidly converging.
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Digital sound and video signals may be considered as an anonymous data
streams. The efforts are on-going to include one or more digital data channels
along with the broadcast signals. These data channels can be used for various
value added services. For example Video and Data Services can be used to
obtain personal responses from television viewers and for use in conducting
educational programming, conducting polls, down-loading data, and ordering
pay-per-view programming, services and products. There is a demand for
transparent networks using different ways of fransmission via terrestrial
transmitters, satellite and cable with open interfaces to the various services.
Digital audio broadcasting (DAB) and digital video broadcasting (DVB) are
becoming digital integrated broadcasting (DIB) {97]. Broadcasters are attempting

to reach standards and implement a system under the name Radio Broadcast

Data Services.

1.3.34.1 Radio Data Services (RDS)

RDS system was introduced in 1984 to provide traffic information service for
motorists in Germany [98,99). RDS uses a free space in the stereo multiplex
signal at 57 kHz for a 1187.5 bit per second wide data channel. The basic idea of
RDS is to provide additional information for mobile reception. It can tell a receiver
how to tune a station by format or cail letters. Interactive Paging is one of the
popular service of the RDS[100]. Today, RDS has been adopted in almost all

European countries and aiso US, Japan and India.



Radio data are transmitted in the form of a continuous, binary data stream with
1.1875 Kbit per second. In selecting the modulation carer and type of
modulation for the RDS signals, the existing occupancy in the stereo muttiplex
baseband has to be considered. Fig.1.15 shows the audio mid band signal (15
kHz), the stereo pilot tone (19 kHz), the sideband signal 23 to 53 kHz and the
signal with station identification, area identification and an announcement

identification. The RDS signal is superimposed on this signal. Principle of RDS

data stream processing is shown in Fig. 1.16.
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Fig.1.15 Stereo multiplex baseband with RDS & SCA (subsidiary channel

authorization)
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Fig.1.16 Principle of RDS data stream processing
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1.3.34.2 Data Radio Channel (DARC)

ITU-RA (Intemational Telecommunication Union - Radic Communication
Assembly) approved the DARC system on October 1985 for iarge capacity FM
multiplex broadcasting to stationary and mobile receivers [101). The DARC
system, developed by NHK (Japan Broadcasting Corporation) in March 1996.,
can provide a variety of data services for mobile receivers [102]. The system is
used for providing traffic information, news, weather forecast and information
services along with the conventional FM programmes. The system can also be

applied to DGPS (Differential Global Positioning System) and Radio Paging

services.

The DARC system uses a specially developed modulation scheme called LMSK
( Level Controlled Minimum Shift Keying) which maintains transmission quaiity
and ensures compatibility with stereo sound signals as well as RDS by controlling
the injection level in proportion to the stereo L-R signals. DARC uses the product
code of the (272,190) shortened difference set cyclic code that can be decoded

rather simply by using a logic circuit, and gives greater robustness in adverse

environments. The data rate is 16 kbps.

1.3.3.4.3 Teletext

The teletext service was introduced in Germany in 1870. Teletext is a service
where digitally coded information is transmitted during the vertical blanking

interval of the analog video signal, on one or more of of lines 10 through 21 of
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field 1 and the comresponding lines of field 2. The transmission bit rate is
5,727,272 bps. which is 8/5 of the colour subcarier frequency. The standard for
teletext service was issued by U.S. in March 1984 [103). An encoder is used for
inserting digital data and the text is transmitted along with the TV signal [104). At
the receiving end, a decoder helps in recovering the digital data and displaying
the text on the conventional TV receiver [105). The service suffers from the

limitation of low data rate of the digital signal [106).

1.3.3.5 Information Superhighway

information Superhighway is that ultimate communication network which will
prove pervasive connectivity and sufficient bandwidth to allow digital media
convergence and interactivity. With its growing ease of use and burgeoning
popularity, the intenet is fast becoming the all purpose information superhighway
[107]. The predominant technologies for broadcasting on the Intermet, use
buffering, codec (compression/decompression) and streaming. Buffering is
provided to make up for transmission delays. By allocating portion of memory to
store a few packets, usually a dozen or so of audio/video information, the player
always finds data to play from buffer rather than waiting for receipt of data from
server. Codec technologies compress the data using compression algorithms at
the server end and then decompress at the receiving end. Stream technology
allows for real time repositioning within a file as well playing files as they are

downloaded. The main services using Intemet are described below.
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1.3.3.5.1 Audio On The Net

Untii the agvent of several lossy compression technique, large size of audio files
coupled with the bandwidth limitations of the Internet made it impossible to use
the World Wide Web for efficiently and reliably accessing large volumes of
archived audio content. This was because an entire audio file had to be
downloaded to the machine before the playback could begin. Buffering, codec
and stream technologies have made it possible to deliver sounds on the web
even using 14.4 Kbps modem in a real time with controls for rewind, forward,
pause and playback. The use of audio stream {(continuous-delivery) technology
permits playing of a single audio packet on receipt. The transfer communication

being bidirectional, the player can request the server to send a specific audio

packet [108].

Streaming audio technologies are designed to overcome the limited bandwidth of
Web: a 14.4/28.8 kbps modem or 128 kbps ISDN connection. A 14.4. kbps
modem has a throughput capacity of 1.8 kilobytes/sec, as against the
requirement of 176 kilobytes/sec of CD quality audio (97 times the capacity of
14.4 kbps modem). For this reason all the streaming audic technologies
compress the data drastically to match the throughput of the Internet connection.

While CD quality audio requires a compression of 97:1, several audio codecs

start with lower quality for example 8 kHz, 16 bit audio requires a compression of

only 8:1.



1.3.3.5.2 Video On The Net

As a medium, video is much more demanding than audio, both technically and
aesthetically. Compressing television quality video, whose original bandwidth is
about 27 megabytes per second, to a usable 28.8 kbps modem, requires an
astounding 7500:1 compression ratio. This extreme compression, achievable
only by lossy techniques, causes tremendous distortion in the form of pixelation,
blockiness and gross artifacts. Using a 84 Kbps -single line ISDN or 128 Kbps -
dual line ISDN, greatly enhances the quality of the video. A high bandwidth

network or T-1 connection can play a stored file at fuil frame rate (109].

1.3.3.5.4 Music Archives on Web

Web has opened exciting new possibilities for the music industry. Many
recording artists, recording studios and record companies now operate their own
webs. Already several radio stations have gone on line and are broadcasting
programmes over the Web. University of Miami has experimented with the
distribution of real time music concerts over the Web (http.// www. music miami,

edu/music). Examples of other progressive Web sites include following:

American Broadcasting

http./mww.realaudiocom/contentp/abe.htmi
Corporation, USA.
http./fwww. sony. com - Sony Corporation, Japan

hitp.// www. bbenc. org. uk - BBC, UK
http./Awww. msstate.edu/movies, - intemet Movie Database, Cardiff, UK



In the near future, Web connected fans could long on to hear their favorite

musicians perform from the comfort of their own room [110).

1.3.3.5.5 Virtual radio

Virtual Radio is the non-stop user-definable music broadcast on the Internet that
brings the latest in new music. Virtual Radio gives a wide variety of choices:
where one can choose and listen the song on-fine or download it to machine.
This is not a sample, this is a radio-quality broadcast of the entire cut many
times right off the band master's DAT. Each "Cyber Tune" ( a fancy name given
to the music being broadcast on the net) page contains band information, a
description of the music, and images of the band. Virtual Radio is the new way
to be exposed to today's music. Many Broadcasting organizations viz. BBC
(British Broadcasting Corporation}, MRTV (Malaysia Radio and TV). ABC
(American Broadcasting Corporation) etc. are producing the programme and
broadcasting them. The beauty is that an individual can be a broadcaster by
taking a web site on rent [111,112). Two individuals have started " All India
Internet Radio" in USA. A reconstructed picture of two web pages of “First Radio”

and “Internet Multicasting Service” are shown in Fig. 1.17. and 1.18.

1.3.3.6 Interactive 30 TV network
A multimedia communication network which demonstrated the feasibility of 3D

television transmission through satellite was demonstrated in ITVS (Intemational
Television Symposium) held at Montreux in 1995 (Fig. 1.19) [113]. The bit rate

was 30 Mbps and the sateliite was operated in the 20-30 GHz. Interactivity
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was provided via a reverse feed modem allowing a robot arm in the Darmstadt
studio to be controlled from the auditorium in Montreux. The demonstration was
aimed to show the viability of a viewer controlled robot device via intemnet to

select the programme or interact with the broadcast.

1.34 Receipt System

With the growing trend towards merger of broadcasting, communication and
computers, the search for a receiver which can double as a computer and TV is
ongoing. The development of digital interactive technology for domestic and
personal use is arguably the phenomenon of the decade. Interactive television
has been hyped and more recently disputed as the means by which digital
services will be introduced to the home. An Individually addressable TV receiver
with interactive channel guide has been developed [114]. Regardiess of its title,
Interactive Television is set to address the core issues which continue to face
new media: how will the cultural and business success of conventional television
be linked to the possibilities of digital networks and information technology (115).
Future generation of television receiver would prove more than entertainment. It
would pave the International Information Highway and build the common ground
for communicating diverse high density, synchronous data. As digital video
merges with the Intemet, it can become the lingua franca of commerce,

education, research and personal information. Few important R&D works are

described here.



1.3.4.1 TVOT (Television of Tomorrow) Project

A TVOT (Television of Tomorrow) can be viewed as an extension of the intemet
and the World Wide Web into entertainment or it could be viewed as an
altemnative model for television - Intemet Video. This TVOT would be capable of
decoding of sound and picture, understanding the formats, archival retrieval, and
a work station for personal creative expression. With this view, a forum by the
name, "TVOT" has been set up as an intemationally funded research consortium
to address worldwide digital television and media. Short term objective is to

develop an open architecture television, and longer term goal is a three

dimensional TV set.

1.3.4.2 National Interactive Communications Pmiect

The National Information Infrastructure (Nll) program is to provide consumers
throughout the United States, with an in-home system for entertainment,
education, business, and even shopping, using the widely publicized digital
interactive communications system [116]. The focus of the study is on the
viewing requirements, consumers needs, technical considerations for
interoperability and scalability for a receiver set that can provide for HDTV

viewing, computing and connecting to the information superhighway.

1.343 Receipt System for Audio / Video on Web

The receipt system consists of a Multimedia Personal Computer (MPC) with a
sound card, a 14.4 Kbps modem or better connectivity, Direct SLIP or PPP

connection to Internet alongwith Browser with media player registered as a
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helper application. The player offers features such as volume control, fast-
forward, stop and resume. When a media link is clicked, the browser sends a
request to a media server that returns a token file to the PC. This file requests the
browser to spawn the appropriate player. Once the player is running, the player

sends the request to the media server which transmits the data to the player

After few seconds of buffering, playback begins.

1.3.4.4 Demonstration at NAB 96

For years, analysts have said PCs won't succeed as a family entertainment
devices until they exist in configuration that fit into the family entertainment center
and double as a TV. Now systems aiming to achieve that marriage are on the
anvil. In NAB 96, products have been released, which not only deliver PC
staples such as application software, Inlernet access and CD ROM titles, but
which also function as stand-alone TVs. An MPC3 (Multimedia PC) compliant,
system can operate as an ordinary TV while the computer is of. The system can
split the screen to display upto 12 TV channels simultaneously, or display a TV
and PC image at the same time, by digitizing signals coming from cable or a
VCR. It has video, computer and audio RCA input, and output jacks for

integration into home theatre system. There's also a 125- channel cable ready

TV tuner and a Broadcast Channel Lockout feature for parents to control

children's viewing {117]. Several “ghost” canceling systems have been
proposed to enable modified television receivers to cance!l multiple refiected

signals and improve picture quality [118,119].
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1.34.5 Direct TV Link Up

Research is being camried out to provide video broadcasts and related interactive
data services for personal computers using Digital Broadcast Sateliite (DBS)
System. Users will be able to download large files in seconds using the
broadband delivery system. Microsoft plans to build support for TV reception
directly into Windows 95. The Direct TV set-top box will basically be shrunk
down to a card that will fit in the PC and enable users to watch the regular video
channels, either on the PC or on a connected TV, but data services will be
available only on the PC. The service will also provide multimedia magazines
with downloadable interactive programs and other services targeted at home
consumers, including sports scores. There may also be tie-ins between video

programming and related data services (120]. The concepts for transmission and

receipt of direct TV link up are shown in Fig. 1.20 and 1.21.

1.3.5 Future of broadcasting

It is an exciting age we live in and each day new technologies are developing to
make broadcasting more efficient, cost effective or just easier to administer, The
combination of MPEG digital data compression and broadband fiber optic cable
networking raises the prospect of almost limitiess number of fast communication
channels between broadcasters and consumers. Distinctions between
broadcasting and namrowcasting (selective targetting of individual users or a small
user group) will dissolve within a loose three tier structure of satellite based

delivery system , terrestrial broadcasting and local- cum-minority interest  fiber
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optic cable As 20th century gives way to the 21st, much broader range of
programme will have to be delivered to cater to so many channels. The studios
will go digital with non-linear disk based ediling allowing crystal clear production
of TV programmes. The virtual studio shall lel broadcasters turn almost any room
into a very usable television studio. Digital technology in the Broadcast Satellite
applications shall allow small dishes to be used for receiving limitless ¢hannels.
Multi-lingual broadcasts shail allow an individual to see a programme in his own
language [121). Electronic Programme Guide (EPG) shall be a common feature
(122]. Interactive broadcasts through cyberspace shall allow users to define their
own channels. Simultaneous viewing of the Internet pages and TV programmes

shall be possible [123]. And tomorrow holds even more for us to see.

1.4 Objective of the Present Research

Information System plays an important role in providing new forms of customer

service, new distribution channels, rearranging organization boundaries,

redesigning business processes and enabling enterprises to achieve economies
of scale[124,125,126,127,128,129,130]. As such, an effective information system
is a key to sound administration and operation of the broadcast archives in the
emerging global scenario described earlier. The objective of the present
research, therefore, is to develop a model for Information System for broadcast
archives in the context of emerging Information Superhighway. This means that
the future archives must be able to cater to the needs of Information Society

where an individual has some control to choose the content for viewing / listening



at his own choice of timing In this thesis the model developed to cater to the

needs of such an Information Society is presented.

1.4.1 Archivesin Broadcasting

As per Webester's Encyclopedic Unabridged dictionary, “the archive is an
extensive record or collection of data”. In the context of broadcasting, an archive
consists of audio and video programmes stored on tapes/disks, details of
contents in the text form, where applicable, and i's ¢catalogue. The programmes
consist of music, talk, drama, film, animation, etc. The objective of broadcasting
is to educate, inform and entertain masses. Therefore these recordings pertain to
variety of subjects like health, hygiene, medicine, education, entertainment, etc.

These programmes are of great cultural and historical value and reflect the
nation's evolutionary development besides depicting country's changing culture,

ethics and living style. Therefore, they need to be preserved for a long time.

Traditionally, these programmes are stored in analog form on magnetic tapes,
disks and films. The fiims have been gradually replaced by video tapes. The
broadcast centres are spread throughout the country and as such the archives
are scattered and every field unit (Radio /TV centre) has an archive attached to it.
The material available in the archives is required to be referenced for production
of new programmes. They are required by units other than their place of storage

but the only method available at present is to duplicate the material and send the

tape by post.
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With the advent of satelite based broadcasting, cable TV is becoming very
popular. The Direct-To-Home services are also on the horizon These
transmussions have crossed the geographical and regionat boundaries and the
effort of all the broadcasters, world-over, has been to provide its service to
different parts of the globe. This trend is evident from avaitability of a number of
channels in India in the form of broadcasts from BBC, Star TV, Zee TV, E| TV
etc. The popularity of these channels are evident from the facts that there are
now 15 million CATV connections against 55 miillion TV receivers in india [131].
Recently, Star TV has launched a Hindi Channel. Zee and El TV with their Hindi
Channels are already quite popular. Few other channels doing regional
programmes are also able to attract higher viewership. All these channels need

more programmes which can not be produced at short notices. Therefore, they

have to depend upon the available archives.

This trend has made the archives available in any country, especially with All
India Radio and TV India, very precious and valuable. India is a country of rich
cultural heritage and is endowed with great traditions in almost every walk of life.
Classical and folk music has been an integral part of this heritage. AIR and TV
India, as the only broadcast organizations in the country, have the unique
privilege of acquiring about 100,000 recordings pertaining to great Indian
personalities as well as recordings of various phases of social transformation
undergone by the country during independence struggle and in the post
independence era. The archival activities started in April 1954, with the transfer of

about 7000 presto-discs to tapes. All programmes broadcast now form a part of



the archives. The sound recordings in the archives are preserved on %" analog
tapes (1.5 mil mylar) and on gramophone discs. The video recordings are in
various formats like D-1, D-2, D-3, D-5, DCT, Betacam and DVC. All these
storage conform to the intemationally accepted standards. The material has
been categorised under various heads like music programmes, spoken words,
sound effects, etc. Further sub-classification viz., fight music, devotional songs,

gazals, opera music, haveli music, etc. has also been done under the category

music, for easy access and retrieval.

With the passage of time, the quality of a number of holdings has degraded
because of the inherant limitations of the storage medium. The information
system is also based on a mix of cardex cum computer system. Presently, the
archival collection is available for programme production and reference to AIR/

TV India only. Thus, there is a need to preserve the holdings in archives and also

harness them commercially.

142 Scope of the Present Work

The key functions of a broadcast archives are: Creation and Capture, Storage
and Management, Distribution, Search and Access, and Rights Management.
These functions are shown in Fig. 1.22. The core depicts the primary functions of
storage and management while the outer rings represent the subsequent
functions. The scope of the present research work is to develop an Information
system comprising all aspects of the archival material, keeping in view the

technological trends towards Integrated System Digital Broadcasting (1ISDB),



| 22 Key functions of an Archive
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Direct Digital to Home (DTH), Information Super Highway and interactive
systems for Multimedia Broadcasting. The model is developed keeping in view

the latest and emerging technology in the field of broadcasting, computers and

communications.
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Broadcast Archives - the Present Status and
the problems

2.1 Broadcast Archives

Broadcast organizations all over the world have been storing important

programmes for a long time. Traditional broadcast archives, also called as

resource centres, collect and store tapes and disks, cataloged so that the
broadcast material can be found and retrieved easily. These cataloged materials
are called holdings. After a holding is acquired, cataloged, and added to a

collection, it is made available to authorized users. Measures are put in place to

preserve and protect the holdings.

Broadcast archives contain a variety of holdings: video, audio, text, images,
(album) and so on. These holdings have different values, origins, and life. It
encompasses matenal acquisition, storage, management of information,

intellectual property rights management, search and access, and distribution

technologies into a single library architecture. The current users of the archives
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are programme producers who use these holdings to rebroadcast the
programmes and produce new programmes. Archives serving broadcast
organizations have different requirements than libraries that serve 200 film
editors in a movie studio, or libraries that provide business information to
commercial customers. A new dimension is that with the on-set of interactive

broadcasting, the listeners / viewers will also become the users of the archives

Before we further discuss the broadcast archives, terminology used in broadcast

archives is discussed below:

21.1 Temminology
The following terms are defined for this thesis:

2111 Collection

A collection is an aggregate of holdings, gathered together because of one or

more shared attributes. These are also called a folder in some implementations.

A 'film song based programme - “Chitrahar” is a collection.

2.1.1.2 Content
Content refers to the information of album, such as a picture, the text of a

document, the video / audio of a song and o on.
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2.1.1.3 Holding

A holding is an individual intellectua! property that may consist of one or more
parts. The holding includes its parts, rules about access and usage, and
searchable attributes that apply to the holding and its parts. Attributes include
information kept in the cafalog, as weil as the actual content of the holding. A

holding is the smallest cataloged unit in the archive. A speech or a drama is a

holding. A holding is referred to as an item.

2.1.1.4 Ciip

A clip is a unit of intellectual property contained within a holding, and
independently presented. For example, a film is a holding that contains songs,
which may be a separate intellectual property with its own license agreement
covenng access, use and compensation. A clip is accessed only through the

holding of which it is a part. However, certain new methads allow direct access of

the clips.

2.1.1.5 Metadata
Words that describe the properties of an object (i.e. Recording date, singer's

name, number of bytes in a film).

Functions of Broadcast Archives
The main functions of a broadcast archives are: Creation & Capture, Storage &

Management, Distribution, Search & Access, and Rights Management (Fig. 2.1).

These are described in following sections.
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2.1.2.1 Creation and capture

The material in form of the scripts, album, audio and video tapes etc. are created
at various programme production centres located at different parts of the country.
The materials are generally received by the archives after broadcasts. These
objects are created in analog formats albeit in coming times, digital forms may be
used in the creation process. Most of the existing multimedia information needs
to be digitized. This complex process of capturing "knowledge™ requires careful
analysis and preparation. However, the most important function of the archive is

to collect the material in what so-ever format it may be available and then store it

in an appropriate format.

2.1.2.2 Storage and Management

The holdings are valuable assets of the creators, and of the archives who make
the holdings available to others. Multimedia information has long-term value,
Many recordings become part of the cultural heritage, which are to be preserved
for generations to come. Scientific data needs to be preserved for many years,
etc. The archives are responsible to ensure their integrity and physical protection.

This means that the archives must function under trusted administrators in

secure locations.

In an archive, the smallest cataloged unit is the holding. A holding has a unique

identifier that is used to retrieve the materials from the archive. Holdings can be

more than one physical information object, or part. For example, a song

sequence programme ke “Chitrahar” is a holding for cataloging and distribution
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purposes, but each song is a separate part of the holding that can be separately

presented. Each part may be governed by a difierent set of presentation,

permissions, and compensation rules.

A part is usually a single unit. Some parts, however, can be stored as many

different renderings. A part is the smallest independently stored and presented

information object.

For archives, the holding is the unit used to link together the different parts of one

intellectual property, as well as all the information needed to present them, and

the rules for managing their rights and permissions.

2.1.2.3 Distribution

The potential users of the archival holdings are producers who may be located at
different geographical locations. The holdings are finally meant for the viewers /
listeners. The distribution path to the viewers /listeners in broadcast archive is via
the broadcast network. With the interactivity being the buzz word in the future
broadcast systems, archive should ideally be capable of providing access to all

the data, to anybody, from anywhere at any time through any existing computer

network like the Intemet or other private networks.

The electronic distribution of large objects requires large bandwidth network not
usually available in many existing networks. Broadcast networks don't provide

return path. While most business data can easily be transmitted over current



phone lines, new technologies are required for large muttimedia objects, e.g.
fiber optics, Asynchronous Transfer Mode (ATM) switches, network

management software, etc. The flexibility to locate the object servers close to the

users can also provide better performance.

2.1.2.4 Search and Access

Traditionatly, the details of the programmes are indexed tapewise and retrieved
on demand from programme production centers, by physically scanning the
index cards. In a Jarge broadcast organisations with programme production
centers spread over a number of locations, the inconvenience and delay in
retrieving the desired information and content results in sub-standard programme
production. The problem becomes quite acute when the retrieval is required

within a very short time span. With the introduction of computers in various fieids

of broadcasting, many organizations have started using computers for search

and retrieval.

21.2.5 Rights Management
Rights management means that national and intemational laws relating to

intellectual property, such as copyrights, patents, and trademarks are followed.

Rights management also applies to contractual obligations between content

owners and broadcasters because many programmes and films are owned by

the private producers and broadcasters have to pay a royalty for every use.
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But, nghts management is not only about protecting holdings and compensating
owners. Equally important is protecting viewers/listeners from counterfeit or
corrupted material. For example, the broadcaster is concemed about the relay of
a film that has not been screened by the censor board or subjected to peer
review. One way that broadcasters exercise control over the use of their property
is through license agreements and compensation rules. The rights and royalties
agreements that apply when an intellectual property is transferred from the
source archive to one or more regional archives are different from the rights and
royalties that apply when the multimedia data is put to broadcast. An example is
the licensing of a fim by a producer to a cable TV company. The licensing and
billing policies that apply between the producer and the cable company are quite

different from the licensing and billing policies that apply between the cable

company and the subscriber.

22  Present systems of broadcast archives management

The present system of archives management in broadcast organizations is

described below:

221 Acquisition System

In broadcast organizations, there are a pool of producers responsible for different

type of programmes viz. Drama, Serial, Skit, News etc. These producers

generate new programmes by shooting events and thereafter dubbing it by

mixing effects, scenes, animation etc. The producers aiso depend upon outside
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agencies for programmes and films. All these programmes and films become a
part of archive. A copy of tape is acquired for the archives from field units for
locally produced programmes. Depending upon the contract, the royalty may

have to be paid to the outside preducers for every broadcasts.

222 Delivery System

The present system of delivery consists of duplicating of the tape on conventional
tape recorders and then sending them through postal channels. As for as
listeners /viewers are concemed, hitherto the mode of delivery is analog
broadcast transmitters in the terrestrial mode. Recently with the introduction of
DBS services, the delivery is also through satellite. The listeners viewers have
no control on the content and the timings, albeit a number of interactive services
are being planned. One such service is TPS ( Television Par Satellite) of France
which is proposed to launch an experimental service in 1997 on Eutelsat Hot
Bird-4 and regular service from 1998/98 from Hot Bird-5. The service using
MPEG-2 shall provide VOD (Video On Demand), PPV ( Pay Per View), Tele-
shopping etc. [132). Many organizations have also started duplicating these

programmes in the CD format for direct sale to the individuals/ resellers.

223 Storage System
The present storage system is on magnetic disks or tapes. While audio is in

analog format, the video storage is in various formats. The most popular formats

are described below.



2'2‘ 3-1 D-"

This format uses 19 mm tape and allows upto 84 minutes of recording on one
cassefte. This is based on the recommendation ITU-R BT.601, usually referred
to as 4:2:2. It uses a sampling rate of 13.5 MHz for luminance and 6.75 MHz for
the two colour difference signals. This sampling standard was evolved by a joint
SMPTE/EBU task force which was set up with an aim to introduce the
compatibility between 625/50 and 525!59,94. The Task Force examined
luminance sampling frequencies from 12 MHz to 14.3 MHz and selected 13.5

MHz as a common sampling frequency for both 525 and 625 line system.

The choice of sampling frequencies gives 720 samples / active line for luminance
and 360 samples for colour differences and also includes space for representing
analogue blanking within the active line. The equivalent analogue bandwidths are
5.76 MHz for luminance and 2.75 MHz for colour differences. Quantisation was
initially based on 8 bits giving 256 equally spaced levels; luminance is encoded

on 220 levels and each colour difference on 224 levels to reduce the bandwidth

requirements.

2232 D2
This is a composite (PAL or NTSC) format which allows recording of upto 208

minutes on a single 19 mm cassefte. The composite encoded signal is one

channel of 6 MHz or less.
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2.2,3.3 D3
This is a composite ( PAL or NTSC) format using 12.5 mm tape allowing upto

245 minutes of recording on a single tape.

2234 D4

Non-Existent

2.2.3.5 D-5
This is the component format with CCIR 601 sampling at 10 bit resolution using

12.5 mm tape.
2.2.3.6 DCT (Digital Component Technology)

This is component format using 19 mm tape and approximately 2:1 compression
2.2.3.7 Digital Betacam

This is component format using 125 mm tape and approximately 2:1
oompre_;,sion. The Betacam format was introduced for ENG (Electronic News

Gathering). It uses 5.5 MHz bandwidth for luminance and 2 MHz for colour

difference signals.
2238 Pigital Video Cassette (DVC)
This format was developed for the consumer market by a consortium of

manufacturers. It employs 6.25 mm wide tape to record 525/60, 625/50 and

HDTV. Digital intra field DCT compression (about 5:1) is used to record 13.5

MHz, 8 bit, 4:1:1 (525/60) or 4:2:0 (625/50) video plus two 16 bit / 48 or 44,1 kHz

s on to a 4.5 hour standard cassette ( 14.6 x 78 x 125 mm) or

audio channe!
mm). The video recording rate is 25

smaller 1 hour casstte ( 12.5 X 48 x 66

Mbit/s.



2.2.3.9 DVC Pro

This is a derivative of DVC and is intended for ENG applications. It uses 5:1
compression. double the tape speed to allow wider video tracking. [t also allows

quick downloading of the news to a video server/ non-linear editing system with

it's 4X playback.

2.2.3.10 Films

Feature films are also available on 35 mm film. However, these are generally

being phased out to video tapes. With the finalisation of DVD MPEG-2 standard

the films are also being made available on DVD.

224 Information System
(nformation System is vital for the search and access, rights management ete. of

holdings. The earlier system had been to categorize the material into various

classes and subclasses using the Dewey numbering system. With the availability
puters, Data Base Management System (DBMS) is being extensively

oadcast organizations for archives. The DBMS

of com

used now-a-days, in many br
allows storage of data in @ computer and its retrieval at any time by any

er. the need for immediate in
use of Data Base Management System

authorized us formation for semi-structured and

unstructured decisions encourages the

(DBMS) as a tool for information management

t twenty-five years, computers, more than any other innovation, can

Over the pas
be credited with bringing about tremendous improvement In the performance of

onal, tactical and strategic activities [133] It was about

an organization's anerati

83



25 years ago that DBMS began to appear, running on bulky computers. During
the intervening years, data-base technology has been at the heart of many
trends in computing viz. decision support system, engineering and manufacturing
control, real-time transaction processing etc. Broadcast organizations started

using the technology in the field of archives in the late 80's [134].

2,241 Database Concept

DBMS is a computer based system that accesses integrated data that crosses
operational, functional or organisational boundaries within an enterprise. { Fig.
2.2). According to James Martin "A collection of data designed to be used by
different programmers is called a database. It is a collection of interrelated data
stored together with controlied redundancy to serve one or more applications in
an optimal fashion; the data are stored so that they are independent of pregrams
which use the data; a common and controlied approach is used in adding new

data and modifying and retrieving existing data within the database. “[135).

As Such, Data base:

* s a repository for stored data,

is a collection of related data about an enterprise with multiple uses,
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* is used by many users,

* has 3 controlled redundancy.

2242 Database Design

The system development life cycle (SDLC) embraces the process summarized in

Table 2.1, in conjunction with the function design activities [136]

Table 2.1
Database Design Process

Requirement collection and Analysis
Conceptual Database design

Choice of 3 DBMS
Data mode! mapping {(or logical Database design)

Physical Database design

Implementation

The stages involved are given below:

¢  Preparation of schema/entry forms

Schema is a logical data-base description. It gives the names of entities (fields)
and attributes and specifies the relations among them.

¢ Data Entry

This consists of data entry in respect of each field.
¢ Output from data base

There are two types of output.
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(1) Fixed reports {Structureq)

() Instant query {Unstructured)

The structured reports are generated through DML & 4G Tools. SQL (Special

Query Language), QBF (Query By Form) efc. are used for Unstructured reports /

instant query.

2.2.4.3 Selection of DBMS Package

The commercial arena has used three kinds of database Management systems
(hierarchical, network, relational). A new wave of object ornented database
management system is now available which is becoming more attractive due to
the richness of their data medel in capturing data semantics [137). Selection of a
DBMS Package is done on the basis of considerations of development language,
end-user language, data structure fiexibility, secunty intsgrity reguirement of

hardware, performance and efficiency, portability, vendor support, cost ang future

requirements.

2244 System Development Approach

Traditional systems development methodologies attempt to control the process
of bullding DBMS They divide the sysiefn burlding processes into phases and
stages This division facilitates project status control and allows frequent reviews
by both development and user management. Unfortunately, these methods are

not effective in dealing with applications where requirements are not explicit

initially or where there is high rate of change in the environment.
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A :
well managed system development project that uses a traditional approach

results in a system that strictly meets the requirement specification

Unfortunately, the specification often dose nct contain the application’s actual

need because they change during the long development process.

In view of the above mentioned factors, a variety of new paradigm for system

approach have been evolved viz. Prototyping [138], Heuristic Development [139]

Infological Simutation [140], Middle Out Design [141], Evolutionary Design [142}

etc. Many broadcast organizations have used a prototyping approach for

development of Information System for archives. In prototyping, an intentionally

incomplete system IS quickly implemented and then evolved into final version

through iterations of system usage and modifications. It can be defined as

producing quickly built, purposely incomplete system. This approach promises

order-of-magnitude reduction in time and effort.

2.3 Problems in the present system

archival management has a number of drawbacks in

The present system of

administering present day broadcasting. Few of them are listed below:

nges on archives

231 impact of format cha
ideo format changes is in the preservation

The greatest danger caused by the v

re. As formats multiply, the confidence in the viability of

of the material for the futu

ape as an archive diminishes With the passage of time, the

a magnetic record /t
g analog component of composite formats shall be phased out. It

recorders usin
to recover the archival matenal.

may simply becomé impossible
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234

Digital recording offers archivists a medium in which image and sound don't
deteriorate with time. However, there is multiplicity of formats in digital domain
too. At NAB-96, Sony and Panasonic have come out with two new formats.
These are Betacam SX (based on MPEG-2 4:2:2 profile at main level} and
DVCPRO (4:1:1 component digital video with 5:1 intraframe compression [143),
These developments are adding to more confusion. It is essential that an agreed

data format is evolved which could be used equally to archive infarmation, books,

sound. images and video. There should be a common delivery format for the

computer and television industry which should also be economically attractive.

Deterioration in the quality of tape over a period of time

With the passage of time, the magnetic coatings on tapes get damaged or

dropped. The disks also get scratches over a period of time due to accumulation

of dust etc.

Loss in quality on successive dubbings

The quality of analog tape deteriorates after successive dubbings. With the

change of formats, 2 dubbing in the new format has to be resorted. Table 2.2

shows the picture degradation in dB with successive dubbings.

Effectiveness of the information System

ess of the Information system ha
7) The research is based on an information

- en th |
he eflectiven s been the subject of research for

145, 146, 14

quite some time [144,
e model a usef recognizes an information need. The

retrieval model [148]. In th
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' Table 2.2 =
Picture degradation of Analog tapes on successive dubbings
—_—
! Generation Picture degradation in dB

1 0

2 -30

, 3 4.8
4 60 1
‘ 5 -7.0 l

; 10 -10
— o

user comes to the information system with a request based on that need The
retrieval system matches the request against representations of holdings in the
archive. The task of the system is to present the user the information that may

salisty his need. The methods have been developed to define the relevance

[149] and thus the effectiveness of the Information System. [n the present

system, the producers are reluctant to leam the 4G query languages for
structured or semi-structured queries and define their requirements. Similarly for

data entry and making queries, code books have to be consulted. This limits the
effectiveness of the system [150].

Present System not suited to Interactive broadcasts
Broadcast technology is rapidiy tumning to digital format due to standardisation of
MPEG-2 compression. The analog format is unsuitable for non-linear editing.
The trend is moving towards interactive broadcasting viz. VOD, Cybercasting,

etc. Unless the programmes are stored on-ine in digital format, neither



interactive on-demand broadcasting nor the use of techniques viz., virtual stugdios
etc 15 possible. Similarly analog HDTV broadcast is not economically viable due
to huge bandwidth requirements. Thus, the present analog system of storing the

holdings in the archives is not suited for the changed requirements.
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Technology considerations for Future
Archives

3.1 Enabling Technologies

In this chapter we shall examine the technological options, their suitability and

finally the desirable technology for the future archives. The technological

advances that shall affect the broadcast archives are described below.

3.1.1 Data Compression
High quality video compression is one of the Holy Grails of Multimedia Broadcast

Services Data compression techniques reduce the requirements of transmission

bandwidth and the storage capabilities. A number of standards viz.,, JPEG[151],

MPEG-1[152], RM8[153], MPEG-2 [154,155], H.320, H.261 [156) efc. have

been developed. These standards define the rules govemning the

compression of still image, video and audio for storage or transmission. JPEG s

used for still image compression. MPEG offers the best image quality per byte

and is therefore ideal for low bit rate applications like video servers and CD-
PEG-1 is used fof audiofvisual storage on compact disks (CD), while

ROMs M

92



MPEG-2 is aimed at higher end broadcast systems. H. 320 standard of ITU -T is
for video-conferencing systems over ISDN. Another ITU-T standard H 261 is
used for the video compression part of a conferencing system. Incidentaily ISDN
(64 kb/s or 128 kb/s) using ISO/MPEG compression is being used for full duplex

transmission of news [157]. There are several other proprietary compression

algorithms in use (158,159,160,161].

3.1.1.1 Audio Compression

A stereo audio needs two analogue circuits each with a bandwidth of 25 kHz to

distribute audio. A stereo CD transfers digital data at 1.411 Mbps (Table 3.1).

Table 3.1
Bit Rate for Stereo CD and Audio Bandwidth

sampling frequency x length of digital word x no. of channels

44 1 Ksa/s X 16 X 2
1.411 Mbps

Bit rate required for PCM

!

Audio Band width = 1/2 x sampling rate { Nyguist sampling thearem)
~= 25 kHz for each channel

Thus digital audio needs a bandwidth of 1411 Mbits/s for stereo or 700
channel. Taking into account additional bits required for channel coding,

n, a bandwidth of 1.5 MHz is required for

Kbits/s/

synchronization and error comrectio
distribution. Similarly 60 minutes stereo digital needs 630 MB of storage space.
algonthms make it possible to compress data without

A number of coding

62] These are given in Table 3.2 below:

notizeable distortion(
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Table 3.2
Algorithms for Audio Compression

Algorithm Compression  Coding Usage
AC-2 1/6 Transform Digital Audio Broadcasting (DAB),
Cading multi-channe! entertainment quality

satellite broadcasting to cable head-
ends, interstudio transmission, Digital
studio to transmitter links (DSTL), Disk
based storage and digital cart
machines, ISDN

ATRAC 15 Hybrid Mini Disc (record and playback)
(Adaptive Coding
Teansform Acoustic Coding)

PASC/ISO/MPEG(1) 1/4 Subband  Digital Compact Cassette (DCC), CD-|

(Precision Coding
Adaptive Subband Coding)
WPEG/Audiol2]  1/4~1n2  Hybid  Distibution & Transrmission of 15 kHz
Coding  Stereo at 192 kbit's and 128 kbit's.
AC-3 1/4  Modified DCT  High Definition Television (HDTV),
Digitai Video Disk




31111 AC.3 Coding

AC-3 [163]) coding technology has been adopted by the Advanced Television
System Committee as the audio service standard for High Definition TV (HDTV).
It has also found applications in consumer media (laserdisc, digital video disc)
and direct satellite broadcast. The AC-3 encoder block diagram is shown in Fig.
3.1. Encoding is done in the frequency domain, using a 5§12 point MOCT (
modified discrete cosine transform) with 50 % overiap. In the event of transient
signals, improved performance is achieved by using a block-switching technigue,
in which two 256 point transforms are computed in place of the 512 point
transform. A floating point conversion process breaks the transform coefficients
into exponent / mantissa pairs. The mantissa are then gquantised with a variable

number of bits, based on a parametric bit allocation modei [164).

The AC-3 bit allocation model uses principles of psychoacoustic masking to

decide how many bits to provide for each mantissa in a given frequency band.

Depending Upon the extent of masking, sorme mantissa may receive few bits and

some may receive nNo bits at all. This reduces the number of bits needed to

represent the source.
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3.1.1.1.2 AC-2 coding

AC-2 coding technique[165] has been used for Digital Audio Broadcasting
(DAB), multi-channel entertainment quality satellite broadcasting to cabfe head-
ends. Inter-studio transmission, Digital studio to transmitter links (DSTL), Disk-
based storage and digital cart machines, ISDN. At the encoder input, PCM audio
samples are buffered into sample data blocks. Each sample block is multiplied by
a window funclion and thereafter transformed into a sel of frequency domain

coefficients. The number of scalar transform coefficients per unit time equals the

number of input samples in that time interval,

Adjacent transform coefficients are grouped inlo subbands which approximate
the non-uniform width critical bands of human hearing. Coefficients within one
sub-band are converted to a frequency block floating-point representation. with
one or more mantissas per exponent. The transform coefficient mantissas are
encoded by a forward-adaptive quantizer. For this purpose, the step size
information is derived by dynamic bit-allocation routine which analyses the sup-

band exponents. In the final encoder stage, the coefiicient mantissa bits are

multiplexed with exponent bits for transmission.

3.1.1.1.3 MPEG/Audio algorithms

With features such as low-cost and high-quality. MPEG technology has been
cations - Digitat Audio Broadcasting (DAB),

widely adapted, especially in the appli
igh Definition Television (HDTV), CD

Integrated Service Digttal Network (ISDN). H
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ROM, Multimedia and Set-top box (STB) for video on demand (VOD)

MPE G/Audio algorithms have a layered structure with layers |, Il and Il

MPEG /Audio algorithms realize better compression rate than other algorithms
At the same time. the subjective tests for performance evaluation of MPEG/Audio

algorithms have shown that there is no noticeable distortion[166, 167]. The

MPEG shall be discussed separately in the video compression section.

3.1.1.2 Video data compression

Video signals have historically been driven by the characteristics of the analog

CRT. Digital video standards followed this by providing a digitized form of the
analog signal. The signal is both spatially and temporally intact and can be easily
assembled into sequences of pixels and sequences of fields and frames which

when transmitted can directly drive the CRT.

compression have moved us to an era where the digital signal no

Computers and
sembles its analog original. Not only the vertical and horizontal intervals

longer re
o longer spatially (and with MPEG, temporally)

are removed but the image isn
intact in fact it becomes an unrecognizable sequence of bits. In next section, the

video compression theory is described.

3.1.1.21 Video Compression Theory
JPEG, MPEG and H 261 standards have a number of things in common. The
ar is that they alt use the discrete cosine transform

most important common fact
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(DCT) algorithms. They each perform quantisation on the resulting DCT
coefficients, and implement run-fength coding on those quantised coefficients.

The scheme of compression is shown in Fig.3.2. The various stages involved are

stated below:

Discrete Cosine Transform (DCT)

DCT is a mathematical transform which translates digital video data from the
spatial domain to the frequency domain. Typically, a coding algorithm divides
picture data into blocks of 8-by-8 pixels, where a pixel is a picture element with a
vaiue from O to 255. It then performs the DCT on each block. For each block of
8X8 pixels, the DCT gives an 8X8 block of frequency components. Performing

the DCT on the video data typically concentrates much of the picture information

info the lower frequency components.

In the spatial domain, picture information is spread thinly over a large number of
pixels. In the frequency domain, much of the picture information is contained in
the lower frequency components. As a result, it becomes possible to discard

some of the higher frequency components, without sacrificing much of picture
quality. The DCT itself does not compress data but the process starts with

quantisation and run length encoding. In the quantisation process, each of the
DCT coeflicients is divided by an integer and rounded to zero. In a typical picture,
coefli

many of the higher frequency components will have low values, so their ¢
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after quantisation will be zero. The quantisation integer is user definable, or is
adaptable_its value being determined by a control foop. In most cases, users ca
' n

control how much of the high frequency components they wish to neglect. Thus

compression can be achieved.

Run length coding is performed by zig-2zag scanning of the quantised

coefficients. Output of the RLC process aré the values of each non-zero

components, preceded by the number of zero valued coefficients before that

component.

Variable Length Coding (VLC)

Further compresston IS achieved by the use of variable length coding. Here
commonly occurring strings from the run-length coding process are assigned
ssigned longer code words. At

short code words, while less common strings are a

this point, framing of the data can occur, SO compressed data is now ready for

transmission or storage.

niques such as “orediction”, “motion estimation” etc. are used to

Further tech
n video. Prediction is a technique where instead

remove redundant data in motio
ing data for full frames, fram

the current frame and a prediction of

of coding and transmitt e differencing is used. The

s the difference between

encoder code
This could be achieved by simply subtracting

what that current frame shouid be.
current frame and USe th
nto account the error build up in the

e difference. However this

the tast frame from the

method is not used, because it doesn't take |
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transmission channel To take care of this aspect, a decoded version of the tast

encoded frame from a feed back path, is used for prediction purposes.

Motion estimation and compensation is used to further eliminate redundancy. In
this technique, the predicted frame is refined to take into account the motion
which is estimated to have occurred between it and the current frame. This has

the effect of making the predicted frame as similar as possible to the new

incoming frame, so the frame difference will be minimized even further.

3.1.1.2.2 Need for different Standards

While the video standards have some common features - in particular the fact

that they all use discrete transform - they are distinctly different and are geared

towards different appfications. For example, JPEG could be used for motion

it would never achieve the same real-time performance as

video applications, but
-frame and motion compensation

H 261 This is because it does not have inter

capability.

3.1.1.23 Still Image Coding - JPEG
Standard 1SO 10918, more commonly referred to as JPEG, defines the
the coding of still pictures. A number of options in the

techniques to be used in
ystem for different levels of

IPEG sfandard, allow users to tailor their $
e forward process of JPEG consists of DCT,

compression and picturé quality. Th
un length coding and variable-length coding. Since

quantisation, zig-zag scan, f

tures, frame prediction or motion compensation is not
pic , frs

JPEG caters to still
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needed The JPEG compression algorithm is shown in Fig. 3.3. It also does not

require a feedback loop JPEG intra-frame compression is shown in Fig. 3.4

JPEG uses both lossless and lossy coding techniques. In lossless coding, the
picture can be rebuilt exactly as it was prior to coding. Lossless coding achieves

fimited compression. It is prediction’ based and not DCT based. Imaging for

medical purposes is an example of a situation where lossless coding is required

Lossy coding techniques are based on the DCT and use sequential coding

progress ve coding or nierarchical coding Seguential coding is the smple DCT
process Progressive coding alows 3 progress-ve buld up of picture quality in

th's mode, lower frequency components  followed by the higher frequency
components of the quantised coefficients are stored or ransmitted. Alternatively,
cients are selectively increased so that the most

the resolution of the coeffi
ficant bits are first processed, followed by the teast- significant bits. In

ally builds up

sign

hierarchical coding resolation of the p.cture gradu

hemes allow the user to select a varable

The progressive and hierarchical s¢
This is important if a JPEG picture is to be

quality level for a still picture.
to another. For on-line brows

significance. In a broadcast

ing of video pictures

transmitted from one location
on channel, this has special

using a slow transmissi
s like ISDB ( Integrated Services

yery can be through system

application, the de
eo using data Cheznnel viz. Intemet.

Digital Broadcasting), and pictures of vd

ould take a long time. As @ result, it might

Sending a very high resolution picture ¢
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receiver could then select [ !
specific stills and re i
quest those in greater detaj
etall which

could then be sent through (SDB full video channeis

3.1.1.2.4 Video conferencing - H.320 and H.261

V' .
ideo conferencing standards -H 320 and H.261 are geared towards |SD
S N. As
s N .
uch, transmission of coded audio/visual data is normalty at a multiple of 64
of 64kbit/s
the bandwidth of one ISDN channel. Normally in a single ISDN channel
nnel, 16

kbit/s would be required for audio leaving 48 kbit/s for video. Bigger stand-al
: nd-along

systems usually operate at between 128 and 384 kbits/s.

The compression algorithm in the H.261 standard operates on Y(luminance)
nce),

C.(Color difference ~U) and C, (Color difference ~V) digital data. Two resoluti
: ons

namely CIF and QCIF, have been specified for the source data (Table 3.3)

l
Table 3.3
CCIR-601,CIF and QCIF resolutions
Format Yau Cr our e OO R
CCIR-8601 720 576 360 576 350 576
CIF 52 288 176 144 176 144
QCIF 176 144 88 72 a8 72
L R

An H 261 compatible dec

as its origin, but CiF is optional Most systé

406

oder must be able to decod
m accommodate both resolutions. A

e a stream which had QCIF




system which encodes CIF data (o a single ISDN B channel compresses video

by approximately 60:1.

H261 is a DOCT based standard. Frame prediction is used with motion
compensation in the encoding process. The standard details the syntax for the

coded bit stream and specifies how the decoder works. However many encoder

options such as motion estimation and compensation, are left to the user to

implement.

Motion estimation and compensation

3.4.1.2.41
ent frame data is divided into 16-by-16 pixel ‘'macro-blocks’. Each

The curr

microblock is compared 1o other micro-blocks in the last decoded frame, to a

displacement of plus or minus 15 pixel in each dimension. A calculation. such as

the sum of the absolute differences between each corresponding pixel in the 16-

by-16 micro-blocks 1s made. The nearby micro- block which gives the minimum

ence is used to determine the best match. Motion vectors are

overall differ
d based on this match and sent to the decoder. The predicted frame s

calculate
ectors, and frame differencing is done for

adjusted usNg the motion V

compensation.

h codes are fod iNo output buffer which has a variable input rate

Variable lengt
ed by the handwidth of the transmission channel. If

and fixed output rate delermin
nformation 1S lost The buffer overflow generally

the buffer overflows, picture i
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Occurs when there is sudden or rapid movement due to the high degree of

motion between scenes in the picture being encoded.

To eliminate corruption as a result of buffer overflow, input to the buffer is

controlied Buffer control is achieved by monitoring the buffer fullness, and
adjusting parameters such as the quantisation values. The system also decides

whether or not to use frame prediction and motion compensation, and could also

decide to drop the frame rate by skipping some frames.

The annoying features of the frame drops are poor lip to speech synchronisation,

smeanng on the screen where the movement is occurring, and jerkiness in the

picture.

Video over the phone - H.263

31.1.25
march 1995, for 'Video coding for

ITU-T accepted a new standard - H.263 in
narrow telecommunications channels at 64 kbit’s’. The H.263 standard was

developed for use over the normal telephone line for the videophone market or

However, these standards are being evaluated for use in

for PC users
ps. H 263 operates more effectively at low bit

broadcasting for low qualty news c
QCIF picture format at 176 by 144 elements or sub-QCIF at

rates since it uses
plement it with a range of options up to and

128 by 96 it will be possible to 1M
at 28.8 kkit/s. In this case this standard could be

including use of a V 34 modem

used for sending video through Internet
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As with

L H 261, H 263 uses block based methods for compressing and
o . codi
3 signals. The DCT is used to derive frequency content information f oding
original spatial information. Quantisation. differential coding betwe —
en fram

length and vanable length coding technigques are used for compres .
sion and

coding Motion estimali
estimalion and compensation can be used in the diff
iferential

(Inter) coding process.

H 26 Pa’ ,
3 uses g 'PB' frame which consists of two pictures coded as
one, The P

frame i
e is the normal predicted frame. The B frame is derived using bidt
idirectional

edict
prediction from the two adjacent P frames, fitting in between these two f
rames.

3.11.2.6 MPEG-1 and video CD

MPEG.1 is an ISO/IEC standard. Originally deveiope
tal storage meda, the standard is

d to provide a standard for

the storage of audio and video on digi
1 5 Mbits/s. This is significant because it is the

optimised for operation at about
sed CD and it is also suitable for digital audio tape

data rate for an uncompres
s to the standard: audio, Vi
dwidth. video takes approximately 1.15

deo and system. Typically the

There are three part
audio takes about 192 kbits/s of this ban
e systern data stream.

Mbps and balance is needed far th

video and audio have played a large

Certain requirements in accessing stored
pment of this standard. Access to the stored matenal s

n inbuilt for random access, fast forward and

part in the develo

important and facilities have bee
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Very
ry important and error robustness is also nbuiit into the system

MPE : .
G compression uses both intraframe and interframe compression; M
. Motion-
JPE : .
G and other video compressors use intraframe encoding exciusively. MPEG

enCOdIn H 4 [
g starts by compressing a single picture” or video frame using intrafra
rame

al o
gosithms very simiar [0 M-JPEG. Intraframe compression eliminat
nates

redundancies in a single picture, called an I-frame  (or 1 picture ) in MPEG te
rms

Large blocks of a single color, for example, get replaced with a small amount of

information. interframe compression goes a step further to remove redundanci
es

between successive frames or pictures.

To create the I-frame, MPEG makes & reference frame at a distance M (normally

g I-frame by caleulating the di
PEG calculates differences for

three) frames past th flference between this

p.frame, and the l.frame. Next, M

frame, in @ sequence like IBBP, for

frame and P

the frames between the |
tionally predicted” frame, or B-frame, with the

example. it compares each "bidirec
(an frame in this case) and the next reference P-

preceding reference frame
er differences ar€ smaller. This means that MPEG

frame, and it uses whichev
frames, and MPEG works best

“oredicts" some B-frames from parts of "future” P-

when there is little changée.

ames out of their norma! order for playback.

s MPEG to transmit fr
). MPEG therefore needs

This require
ed as IPBB (F1g. 3.5

The IBBP sequence 10 transmitt
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ACTUAL PICTURE ORDER
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B 8 P 8 g
F

Order in which frames are fransmitfed
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p 8 8 P 8 B

{ intra,B bidrectional, P predicted

FIG.2.sTRANSMISSION OF MPEG 1 FRAMES
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buffers large enough to store the | and P reference frames, and the differences
for each B before it can rebuild them to re-create the seguence IBBP for
playback. Interframe compression continues with a second P-frame, which now
uses the first P-frame as the reference for its differences and more B-frames to

produce IBBPBBP. Errors in a P-frame can propagate forward until the next |-

frame starts the orocess over from scralch. If there is @ major scene change

before the next | frame, MPEG image quality deteriorates drastically.

Nomal MPEG has four P-frames between I-frames, for an intraframe distance of
N = 5'M = 15. This looks like |BBPBBPBBPBBPBBI. A group of pictures (GOF)
contains at least one such sequence from | frame to | -frame, and may contain
several I-frames. For Video CD. the maximum number of I-frames in a GOP is
nds). Most of the MPEG encoders allow adjustment of

four (normatty twa seco
(the distance between [-frames)

M (the distance between reference frames), N

and the number of I-frames in @ GOP[168]

quality controlied rather

Unlike video conferencing standards, MPEG tends to be
e specified which give a certain

4 Certain paramelers ar

then bit rate controlle
em to operate at a particular bit-rate

quality level, rather then, sy, sefting the sySt
such as the bandwidth of an [SDN channe!

oadcast systems

y dropping ong fi
deo resolution causes a

3.1.1.27 Coding for br
gld per frame and

MPEG-1 and H.261 us€ CIF resolution b

remaining field. This lowenng of vi

further dividing the
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subsequent loss in vi
n \ ,
in video quality, so while it is acceptable for PC
o | conferencin
not suitable for studio broadcast. MPEG-2 add g
- resses broadcast

technologies usi
ing the CCIR 601 recommendation and finds it's appli
ication in

catv, digital television, video- on- demand and DBS

MPEG-2 has di
ifferent ‘profiles’ and ‘levels’ i
s' so its use can be tai
ailored to a

particular application. A [
. A particutar profile places himitat
ons on the syntax
of the

encoded video ‘ b
while a particular level firnil
imits parameters
such as fr
ame

dimensi
ensions or sample rates. Low level MPEG-2 involves the use of
of CIF
- . .
esolution with a bit for the encoded data up to 4 Mbps, while main level
- vel studio
requires CC!R 601 resolution. Most decoder chips will b
e

TV applications
ut higher profiles could include features

capable of operating at main profile, b
yntax in MPEG-2 can be divided into two main

such as spatial scalability. The S
categones - a scalable synta¥ and a non-scalabl
MPEG-1, but there are extra tools for

red as a super-set of !
n handing interfaced video, MPEG-2 allows a

e syntax. The non-scalable

syntax is structu

handling interlaced video. Wwhe
aled as 2 single picture. Al

a lot of motion In 3 picture. MPEG-2 has

ternatively it allows the two

frame to be selectively €

fislds to be coded ind:
ns avallable in

ans that incorporates all the funchon

scalable syntax which Me
4 and reverse and reverse

fast forwal

ceess,
~ be able 10 decode an MPEG-1 bit

MPEG-1, such as random 2

coders will in fac
uit MPEG-2 finding applications in

«r mode (ATM) which do not

playback. All MPEG-2 deé
stream. The scalabilty will also €5
transmigsion medi

have constant bit rate.
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There are three types of scalabibity in MPEG-2, namely signal-to-noi

-to-noise rati
spatial and temporal. Each of these scalable extensions uses the concept N

b pt of
ase layer and an enhancement layer. The lower base layer is used for a b 'a

| | as
video quality, and the higher enhancement layer is used to improve the q i':c
Lality

y available from the lower layer. This is useful in applications
such as

transfer of vi
of video over an ATM network, or in general over a channe! wi
with a

va + v O
riabie bit rate.( The variabie bit rate coding is shown in Fig 3.6}

el can be used to transmit the base layer video. Howeve
. rI

An error-robust chann
channel which was not so

th
e enhancement layer couid be transmifted over a
d. Since it is for enhancement only, it

error robust, or was likely {0 be congeste
y if corrupted, of if it falls to reach the

d . ”
ose not affect the basic video qualit
y, the basé layer provides @ basic temporal

decoder. In temporal scalabilit
nd), and the higher layer i

ancement layer for spatial

s coded with temporal

resolution (frames per $eco
predictions for further enhancements. The enh
pased on an interpolated prediction

coded difference signal

scalability provides a8
o-noise catio scalability error information

of the lower layer. In the case of signal-t
Produced in the encoding process might be used

world standard for broadcast

y accepted as e
using MPEG-2 standards for Source

fintion TV (SDTV)

MPEG-2 has been current!

roadcasting (DVB}

five Standard De
8.1 Mbps .

Purposes. Digital Video B
ing has allowed

Coding and Muitiplex
rwith @ data rate of 3

programmes on a 33 MHZ transponde
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3. I. I.2.8 g

Several application specific compression techniques are used for authoring audi

_ io
and video on Web The control over encoding parameters viz. videc and audio
bit rates. distance (M) between reference frames, the distance between intra
coded | frames number of | frames in a group of picture (GOP), intradistance (N)

e _
tc have been exploited 10 develop several lossy compression technigues which
whic

C ; .
an provide greater compression These lossy compresstan techniques ha
ve

been used for digital broadcasting through low band-width Cyber-spac
- e

(INTERNET). Audio and Video including multimedia, animation and virtual reality

scenes are already available on many sites

best suited o low band-width (2400 bps)

Meta Voice compression algonthm 1S
t Rate)} compressian algonthm has been found

speech broadcasts. LBR (Low B
p and clear speech and music on

sult: the absolute quality of

28.8 Kbps. Video

to be suitable to provide Cris
has two components that affect the overall re
the number of frames displayed per second. The

individua! frames and
w-frame-rate or full motion and degraded

ble aré high quality lo

approaches availa
gston techniques available are Prediction

frame qualty. The 10SSY compre
Importance Oriented

Oriented Compression,

(Motion Compensation), Frequency
Compression, Sub Sampling Vector Quantisation. Hybrid Coding, Fractal Block
r authonng video on the Web are

Coding etc. The lossy techniques USe< fo

described below.
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3.1.1.2.8.1 Derivative of MPEG
The compression is controlled by selecting the number of | (infra-frame), P

(predicted-frame) and B (bidirectional interpolated) frames. For example at lower
Jata rates, only higher-qually I-frames are selected and B and P- frames are
completely dropped The advantage is that a user with high bandwidth network

ke T-1 can access slored video at full frame rate while a user with 28 8 Kbps

modem might receive frames at slide-show frame rate maintaining good image

quality.

The technique has been used tn create audio/video streams ranging in
50 kilobytes per second and providing crisp, high quality

bandwidth from 28.8 to 1
w than video on a 28.8 kbps

frames at receiver that often move fike 2 slide sho

modem.

Wavelet Algorithm
ent and scalability,

dynarme pandwidth managem
o frame into muttiple layers

3.1..2.8.2
Characterized by high qualty.
the compression is achieved bY dividing each vide

n the qvailability of bandwidth. [n this

and then dropping the [ayers depending Upo
dwidth results in degradation of picture quality but motion
move blocking artifact

y smoothly to zero at therr

technique, lower ban
s by the fact that their

and audio are preserved. Wavelets re
basic functions are pverlapped ane another and deca
end points. The schemeé achieves higher compression ratios for a given picture
plement 10 achieve real time performance for video

quality and is simpler 12 im
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sequences Due to lack of blocking effects, the errors introduced in the scheme

are less visually annoying than for the DCT compressed images.

In wavelet transformation [169,170,17 1], the input signal is splifted into number of

bands by applying low pass filter L and high pass filter H in both horizontai and

vertical directions. The filter outputs are sub-sampled by a factor of twa
elective high pass sub-bands, HH, HL, LH and a

generating three onentation S
is repeated on LL band to generate the next

low pass sub-band LL. The process =
gads to 13 sub-bands.

level of decomposition. Four octaves of decomposition |
The image data s compressed by controlling the transmission of coefficients and
of transform coefficients are gathered

number of bits to code them. Fach group
and quantized. The quantized transform

according to their spatial posilion
d oul from lower frequency block to higher

coefficients are thereafter scanne

rahle length ~oding. The scanning path Is chosen

frequency block followed by V@

the efficiency of entropy coding 1S improved.

to increase zero run so that

3.1.1.2.9 Very Low BIT Rate Coding using Model Based Approaches

To avoid blocking and mosquite artfacts at a very 1oV bit rate, Object based and

dings Aare being investigated. In Video applications, set of
ings

pe and texture of
om frame t0 frame etc. can be

Knowledge based co
the moving object, wire

parameters defining the motiom. sha
the structure fr

frame model and the changes in
r side. (172

ive
used to synthesize the next frame at the rece!
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3.1.1.2.10 MPEG4

The block based coding used in the presently available standards decomposes
the image into blocks which are encoded independently of each other. Th
" . | )
fimitations of this approach are blockiness', non-definition of objects in the picture
€lc The result is that a limited number of functions can be added to the system

W
Ork has already begun on a new standard MPEG-4 The main features of
S of this

standard shall be:

content based accessibility and manipulation,

* support for interactive communication,

* users abilty to dentify objects in a picture and tracking the movement of

those objects.
MPEG4 may open New uses for multimedia, such as the retrieval of information

from on-line libraries. One may be able to browse through @ moving picture, click
On an object in the picture and download more information on that item. MPEG4

standard, with target for a very low bit rate (LBR) between 4800 to 64000 bits per
second is expected by November 1998

Emerging standards and Scenario
One

3.1.1.2.11
mare applications are emerging.

New standards encompassing even
able good guality video broadcasting over the

possibility is that H.263 will €n
functions, coupled with

ordinary tefephone line With MPEG-4, there will be New

improved compression ratios and picture quality.
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3.1.2

The compression techniques will result in multimedia broadcast systems which
ic

will encompass services like muiti-channel, mufti-lingual, mobile and data delivery

systems.

Storage Media -Video Servers

Video distribution and archiving until now have atways used traditional video

equipment like video tape recorders, telecine, etc. These used analog format

Even after the advent of digital technology. large bandwidth requirement forced

the broadcasters fo continue with the traditional équipment Compression has
presented a dilemma. in order to distribute or archive compressed video data
using traditional means, it must be decompressed on output and is likely to be re-
compressed on input which causes & new from of generation loss. In recent time

ss storage sysiem for multi-medi
rver apart from the storage system,

design of ma a applications has become an

arch topic [173) The Video se

active rese
| interfaces to distribute and archive

includes computer network and SC
ing generation losses and taking advantage of

compressed video as data, avoid

standard computer network and tape transports

3.1.2.1 Video server theory
cess to the digital video stiored on hard disks. At

Video servers provide on-liné &
ervers

have the ability to instantly access multiple

a conceptual level video $

of video The key com
ponents operate are descrnbed below.

ponents of a video server and some

simultaneous streams

fundamental rules under which these com
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3.1.2.1.1 RAID (Redundant Array of Inexpensive Disks)

RAID (Redundant Array of Inexpensive Disks) was invented in the early 1970's to

increase the rehability of a disk system in case of a drive failure. Digital disk

devices from the outset are designed as data stores and rely on many of the

recording techniques developed within the data industry viz. finite size block of

data each individually addressed and accessible. As such RAID makes an

excellent choice for the video server.

most common are RAID 0, 3

RAID levels O through 6 are NOW defined, but the
mented. The various levels of RAID

and 5 Level 6 is yet to be imple

implementations are described below

» RAIDO: Stripes the data across the array No data protection.

* RAID 1 : Mirrors the data on two diSCS
c RAID2: Not used with PG-based Systems
y a5 the data IS sfnp
nformation Any single dnve fallure will

gd across he array. One drive

* RAID 3 : Calculates part

in the array Is reserved for the parity f

not result in a loss of data.
or level for higher effective

* RAID 4 : As RAID 3. put works at a sect
performance. d
j i rotated across the
r, the panty data is 10
* RAID5: The same @5 RAID 3, howeve

array instead of on€ diskK.
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' ' i f 1l
I (9] 2 are unacce applfcaho S bECaUS ]
d st gl‘e

crbical bro icafi
adcast applications, hot swap capability or transparent disk rebuild
ui

Capacity are aiso required.

Aparl from storage and reliability, disk arrays are also required for creating the
bandwidth to support mulliple channels which may access the same data
simultaneously. A disk array with RA(D provides both increased bandwidth as
well as data protection. ( For RAID 3 configurations, Net bandwidth =
X number of drives in the array -

approximately the individual disk bandwidth

parity drives)

31.21.2 Controller for Traffic Management
movement of data on and off the

A controfter internal to the server manages the
This controller also accepts real time

disks to the appropriaté 10 channels
ther application

commands such as play and record, given by the sutomation or o
so interfaces with the external application for

software. The internal controtler al
eet has been entered and

ple, when 2 Cue Sh

database checking For exam
t the automation software needs

utomation 2 playlis

rwise notify the

Where traffic has given the @
the server, of othe

is avallable @0
he server to check with

to ensure that all material
ng the pa,gyl,st !

plished by pass!

Operatar. This is accom
those records

its intemal database for inclusion of all
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Choices for controllers today are real time Unix systems and PC platforms. Rea!
time Unix systems are designed to manage multiple simultaneous video
channels with a precise allocation of time to individual processes. PC platforms

are widely available, but their operating software is not designed for real time

interrupts and multiple simultaneous processes.

3.1.21.3 VMO Cards

I/O cards configure a server for a specific application. They are responsible far
taking incoming information, video and audio, formatting it correctly, compressing
and then moving it onto the high speed bus, or vice versa for outgaing channels.
in a modular design, all other components of the video server are completely
independent of the I/O card. Upgrading the server for new video format or

compression algonthms (For example, MPEG1 compression to MPEG2 ) can be

done by changing only the /O card.

31.2.1.4 High Speed Internal Data Bus

The purpose of the intemal data bus is to move video and data as fast as
possible from the disk array to the 1/O cards and vice versa. A video server dose
no computation on the video stream, unlike an effects generator or other device
that manipulates video. Therefore, a bus that bypasses the internal controller is

optimal. By not going through the CPU, the server is optimized for the fastest

possible data transfer between the disk and l/O.
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PCl and VME buses are common standard in the computer industry and have a
large number of supported configurations and manufacturers. Current practical
maximum speed of the PCl and VME busses are approximately 320 Mbps. In
evalualing these bandwidths, it becomes apparent that they are a potential
bottieneck of channel capacity in @ server. Forgetting physical limitations, utitizing
a JPEG compressed signal at 48 Mbps or a MPEG compressed signal at 6
Mbps. a server can only theoretically contain 6 to 54 channels, respectively.
Ulilizing a server with MPEG's bandwidth advantage for the same picture quality,

most transmission application can be satisfied with current standard.

3.1.2.1.5 Disk Scheduling
e movement of data to and from the specific disk drives in

Disk scheduling is th
al time on the intemal data

the correct order, and the placement of that data in re
everse of this process for putting data

bus. (Disk scheduling also controls the
words, it is the mechanism which makes play,

onto the disk drives). In other
st forward rewind, etc. a reality in a multi-channel

record, stop, pause, fa
cheduling algonthms for th
ach manufacturer. Today, they are one

e demanding reguirements of

environment. DisK S

broadcast applications aré designed by
limit the pandwidth of a video server, even more

of the most likely components to
s hecause a scheduling alg

e! has adeauate bandwidth. In doing so,

orithm reduces avallable

s0 than the internal data bu

bandwidth to guarantee that each chann

m available bandwidih from thé
¢ improvements in schedulin

dick aay cannot be utilized.
the maximu
g algonthms to

Manufacturers continually Sive fo

i h
hetter utilize the avalable disk array bandwidt
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* a €3
S

that are '
potential bottlenecks fo
r a server with very hi
gh channet capac
pacity are :

disk scheduli
uling and the internat d '
ata bus. Digital technol i
ogy will continue
to

advance
and new capabiliti i m m
ies will become avaitabl i
e over time to h imi
elp efiminat
e

at the same time, broadcasting requirements will al
also

quality (i.e. HDTV)

these problem. But,

ncre '
ase, both in number of channels and

data on Servers

3.1.246 Program and
o and video files, contains software for

Vi
deo server apart from holding the audi
ystem administration program provides

b
roadcasts and post production As
fa o =
cilities for resource afiocation and securty. An interface  program provid
ides
n to work with most

and a virtual controt panet which

ra i J
ndom-access VTR emulatio existing editing and graphics

systems. It consists Of VTR protocol software
n. However, the growing trend is to have a video (media)

media dat2 and 2 separate server for RDBMS.

runs on a workstatio

server for muilfi

Delivery System
vered in many different forms. For

presenled or deli

Archive holdings can be
e looking

t find what they ar

at they want, they
matenals on 2 CD-ROM, floppy

for by browsing abstracts or

example, users migh
can requisition / order the

5. After they find wh
ght deiver (e
s through 8 network.

thumbnail image
ersion. The archive mi

ght defiver the matenal

complete v

disks, on paper, of it mi
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Digital information can be Very large in size, putting a strain on Mmany existing
network capabilities. Not only is sufficient bandwidth required, but real-time

delivery of audio and video are dependent on a paced, continuous delivery of

data over the network.

Today's public and private network effectively transport extremely large amount
of information. They provide a high degree of quality, guaranteed service ang
900d response time for meeting the networking needs of today’s broadbang

applications. But as high bandwidth, integrated voice, video and data applications
grow in popularity, both public and private networks are feeling the strain, They

simply were not designed to provide the transfer speed or enormous bandwidth

required by integrated voice and video applications.

primarily through packet-based bridges and

TOGEY'S LANs are interconnected
routers, L AN bridges are simple to implement and provide a fair degree of traffic

segmentation. Routers, though more complicated, provide a greater degree of
e time it takes for packets to

segmentation. One limitation of both however, is th
not a major problem for data. but

Pass through time. This packet latency 15
me sensitive and video applications

causes problems when transmitting ti
nd video signals that the user

H ina
Br idges and routers introduce vanances in aud
A in the picture. Transferring voice

can hear as pause in sound or se€ 88 distortio
caliv result in less-than-perfect

3nd video networks with brdges and routers fyp!
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voice and image ' ’
ge quality, which may not be acceptable dependi
nding on the

apphcalion, albeit
these can be used for transfermng information ab
about the

holdings in the archives.

Scalabilily i ' ili
ily in a network is the ability to increase the amount of bandwid
1dth without
changing the informati ! U
ation structure. Today's LAN
: s do not scale well. Typ;
- Typically

adding m idth in :
g more bandwidth in today's network means implementing a diff,
erent LAN

technology, such as converting from Ethernet to FDDI.

roadcast networks are changing to digital. We had described about the DAB

DVB. DSS and 1SDB concepts of broadcasting in Chapler 1. However, th
: . the

broadcasters are talking of interactive broadcasting where there is const
stant

interaction with the viewer fiistener. The beginning was done with the "phone-j
-in
not able to provide full interactivity where listener

However, It 1S

Programme’.
wn channels or video-on-demand type of programme

viewer may define their 0

Therefore new methods of defivery such as DTH in ku band, broadband
elivery of multimedia data

Networks or Internet are also being explored for d
shall supplement the existing modes

directly to fisteners/viewers. These networks

of broadcasting.

3.1.3.4

Network administrators are faced with 3 dilem
rovide a clear and cost-effective path to

ot only meet today's needs, but P
| A difficult task, considenng tha

Broadband Notworks
ma. how to implement network that

t loday's needs

Meeting tomorrow's needs as wel
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S€em {o be in a constant state of flux. The number of users on the network i
iS
dramaticaﬂy increasing. New, 64-bit graphical workstations are bringing power to

the desktop that wil require real-time network performance. Multimedia

applications with an appetite for consuming huge amounts of bandwidth loom on

the horizon.

While networks must evolve to meet the changing demands placed on them this
dose not necessarily spell out the wholesale destruction of our existng network

infrastructure  With insight and proper planning, we can protect our investment

while pursuing a smooth migration from today's data network to the information

network of tomorrow.

3.1.3.1.1 Asynchronous Transfer Mode (ATM)
Asynchronous Transfer Mode (ATM) was developed as a switching technique for
n Naperville, llinais, USA in 1980. ATM g

data and packet in AT&T laboratory !
an emerging technology that uses a very flexible methad of carrying broadband
vices on a local or wide area

(.. &. voice, video and data) information between de
cally 155.52Mbps of 622 08 Mbps(174].

Network at extremely high rates 1yP
Developed by the telecommunicalions industry to provide broadband services
nenis of today's telephone and

over the public network, ATM uses key compo
ideo and data over @ single network [175).

data network to carry reai-time voice, v
r-established channe! to

e
ATM transport fixed-sized packets, called cells, on ap
a network Each cell is a short packet

camy information between workstations on
or followed by a fixed data field of 48 bytes

of 53 bytes with 5 bytes as @ head
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[176). ATM !
] cells can be camed on any number of physical transports, from

45Mbps .
ps up to the gigabits range, without changing the cell format of the celt

switching mechanism.

A : , ,
TM 1s connection oriented in the sense that every cell must travel the sam
e

route in a high speed ATM network. The bandwidth within the network

connection is scalable - it can bé allocated based on the application’s required
quality of service (QOS). ATM networks can provide consistent bit-rate service

with only small network delays. which is required for video traffic. The most
notable application of ATM is the transport of real-time video over a network A

user can dial up the Servers and walch videos on-line. ATM uses a service

interface known as ATM Adaptation Layer (AAL) to accept traffic from higher

d applications. Qo far, ATM Foru
stant bit rate traffic (CBR) and AAL 5 for

level protocols an m has defined five AALs but

most frequently used are AAL 1 for con
oblems for MPEG-2 video since traffic is bursty

VBR traffic, AAL 1 creates pr
ference frame followed changes.)

o and therefore industry is using AAL 1

(MPEG-2 sends 3 fé AAL 5 designed for VBR
problem for audio and vide

also creates
ta using AAL 1 177}

for distributing VBR multimedia da

The type of media suitabte for ATM is not limited by ATM cell technology itself,
but by the physical transport. ATM cells can be transmitted over any cable,
andwidth of the interface wil

ecifying types of interfaces, each

however the speed and b | dictate the type of media.
usly, the ATM Forum is SP

As mentioned previo
t can be utilized

of them will dictate the type of media tha
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The D . o '
¢ [S3 specification is intended for interfacing to the telecommunication
environment, which is typically coaxial or fibre optic cable. Due to the fow

bandwidth, DS3 interfaces may be suitable for unshielded twisted pair (UTP) in
LAN applications

The 100Mbps (FDDI) interface specification is tragetted directly at LAN
to take full advantage of the recent development of

apphication, and is intended

FDD! over UTP/STP cable. The 100Mbps ATM interface w
e. The 155Mbps rates will initially be

il also support

62 5/125 micron multinode fibre optic cabl
ode fibre optic cable. However, future

run over multimode or single ™M
se rates (o be transmitted over

run strictly on multimode or single

twisted pair cable as

developments may aflow the

well. All transports greater than 155Mbps wil

Mode fibre depending on the rate.

Transfer Mode (STM)
s petwork can actuaily
ation s organized prior to

3.1.3.1.2 Synchronous
be atinbuted 1o the

The capabilities and limitation of today

way in which inform

underlying transfer Mo des - the
a method known as Synchronous

being transmitted. Today's pubﬁc network Use

Transfer Mode (STM).
d video information for real-time

nsmitting yoice an
n muitip!exing (TDOM)

es a time divisio
capabilities. The

STM was developed for tra
applications over publ

Scheme to  provide
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telecommunicat
ications |
s industry uses STM as the physical transport method f
od for DSO

{56/84 kb
ps) DS -1
1 (T-1: 1.544 Mbps), DS3 (T-3 : 45 Mbps) and
emerging

SONET (Synchron ‘ T e s
(Synchronous Optical NETwork) wide area network servi H
( | ” ervices. SD
Synchronous Digital Hierarchy) is the European equivalent of SONET. In
S

essence SO
NET and SDH are the same technology with minor differences i
S In

header i '
information, payload size 2nd framing. SONET/SDH offer data rat
ki a rates of

51.84
(OC1), 155 52, 466,56, 622 08 (OC-12/STM-4), up 10 2488.32 (OC-48

ISTM- .
16) Mhps. Typically SONET /SDH are being deployed at 24 Gbps

St .
andards are being worked out for 2.4 Gbps [178]

3.

1.31.3 Packet Transfer Mode (PTM)

mitting data communicalion
formatted packets, each with its own

s within private network

PTM, developed for trans

t
ransports data based on varying sized and

A . .
ddressing information. PTM is implemented pnmanly N local area networks

as Ethernet, token 1ing and FDDI Itis also used far

through technologies such
x 26 and frameé reldy technologies

wide area networks through

s, ATM vs. SONET vs. SDH

e PT’J 23 ideal
dwidth which is geod for

34.31.4 STMvs. PTMV
for data The reverse,

STM is ideal for voice and video, whil
vides constant ban

-2 cornpressed video). PTM

unfortunately is not true. STM pro
¢ bursty datd (MPEG

ndwidth, but dos

pendent voice and video

fo
e not provide the fast.

voice, but is inefficient
se of the available ba

provides flexible u
quired by tme ae

guaranteed network access re

applications.
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AT imitati
M addresses the limitation of STM and PTM and provides the flexibility and
n
scalabili i '
ability required by emerging network applications. In addition, ATM is a single
voice, video and data

network technology that efficiently supports

= - . .
ommunications through a single network infrastructure.

SONET, SDH, and ATM differ from data services like Frame Relay and SMDS
(Switched Multimegabit Data Service) in that they serve as both address carrier
infrastructure and consumer services. SONET/SDH and ATM can be seen in
terms of layered architecture as shown in Fig. 3.7. SONET and SDH are at the
bottom (layer 1 of the OSI stack) and furnish a transmission mechanism for high

speed communication services like ATM. Other services like frame relay and

voice can ride on top of them.

Sorves

N
Framollsiey  SMDS

LAN o
pErver f‘ 4
Y i
[ ] eIMmAA m\ Mt )
r e [ LAN o
0O server
1SS Mbis ATM
"'—;\ 155 Mbivs sini
C-i/’ AT M ST
Services

Stacking up 1he

Fig. 3.7
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3.1.31
.5 Broadband ISDN (BISDN)
In 1988
at a Comi ‘
mite Consutitif Institute de Telegraphe et Tel
elephone (CCITT)

meeling n S
eoul
. South Korea, recommendation was made t
e to use ATM

technolo
gy for B
roadband ISDN (BISDN) [1789). BISDN is a standardized
ized public

Switched tel
5 e _
communications infrastructure. BISDN, with the cell [
— : switching as it's
ology [180), is the f
, uture network that will i
provide a wide ran
ge of

services
using a limited set |
of connection fypes a '
nd multiple user
network
on services, both circuit

interfa
ces. The low end provides 64 Kbps transmissi
switchin itchi
g and packet switching and the high end provides the full duplex digi
igital

data
services at 155.52 and §22.08 Mbps or even higher speeds [181]

3.1.
3.2 Information Super Highway

way s the network which €
ata transfer. The World Wide Web

ombines Intemet, intrane! and

Information Super High

oth
er networks for digital multimedia d
navigate interface for

a Uniform Resource Locator

looking at documents

(WWw) gives a graphical, gasy-to-

a unigue address called

damentally 2 system of requests and

on the Intemet using
ser. The Web is fun

on Server listens for ré
ge. a dynamic HTML page, or a

(URL) and a brow

Intemmet informatl

quests from users and

responses. The
rm of a static HTML pa

re .
sponds typically in the fo
an provide intranet

di w
irectory listing page (Fi@ 3.8). Internet In
ges, client/server ap

e and can support

formation gerver C
plications. and database

w
ith the features like hypertext pa
a single-server

n Server IS scalabl
anet. gequential Query

a ;
ccess. Internet Informatio
rver installatlons far |

ote Access Se

or Intr

nice fRAS) is UsS€

ntermet
d 1o provide

site to large multi-s€
atabase, oF Rem

Language (SQL) d
p's rESOUICEs fro

dial-up access to the workgrou
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3.1.3.21 Protocol for delivering audio /video on Internet

Internet uses TCP/IP protocol [182,183] for data delivery which is not efficient in
handiing continuous time based audio / video. The way data is transmitted
across the Internet and the protocols used have direct bearing on the overall

efficiency, performance and reliability of broadcast application. Flow contro!

mechanism is used to achieve high performance continuous audic / video

delivery. In a flow control mechanism, statistical and instantaneous information

about network throughput, refiability measurement, bandwidth availabiiity,

receivers current buffer size, packets received by receiver etc. are used to

control the video transmission. Flow control is also used to embed security
mechanism, such as copyright protection and encryption, into video transmissian.
Few of the protocols used for audio /video delivery are described below:

ok Vo

UDP is a bandwidth-oriented streaming bf
rity but does not guarantee packet delivery.

UDP)
3.1.3.2.1.1 User Datagram Protocol (
Ve ; otocol without error cormection. UDP

transmits small packets at @ high Prio
used to avoid the saturation of the network. UDP

A flow control mechanism 1S

at the risk of quality degradation and is best suted
y uie

opts for broadcast efficienc

for audio-delivery [184].

Protocolg'l’cm - d ﬂ
me O ata and uses flow
TCP uses large packel SZ& for delivery of mgh yolu
fair resouwce utilization. The guaranteed in-order
sure
of lost Of scrambled

ader + data makes a

' to en
control mechanism packets by the

g tting
packet delivery is ensured by 1€ transm
rger (6 thirty tWO bit he

server. However, the packets being &
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segment), in case of packet loss, the playback at receiver stops till the packet is
received again. For continuous media applications, therefore, a different strategy
is adopted Instead of re-transmitling everything lost, only signiicant data viz. |-

frames in MPEG scheme, is selected for re-transmission [185].

313.213 IP Multicasting
IP multicasting is ideal in situations like scheduled programming or live audio

where many people are like to tune to the server simultaneously. In IP
multicasting, a dynamic host group is created and IP datagrams are sent to all

the members of the host group. In order to provide a reliable multicast service,

the following mechanisms are employed.

a) Adaptive time-out with exponential back off : In this technique, the RTT

(round trip time) for every datagram 1S measured, and the packels are re-

d in absence of acknowledgement from the receiver. In case no

transmitte
response is received within a predeifined time period, the receiver is taken

off the subscnption list. Exponential backoff identifies the strategy used far

calculating time -outs for re-transmission.

ws the listener to discard duplicate

b) Packet sequence numbering : This allo
r's apprentice
packets and take action to prevent what 15 known as sorcere pp

syndrome (RFC 1123).
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31322
o One-Way Virtual Broadband Network
e technolo
gy aflows user (o dial their Internet provider
using low-speed

S

using Ku-band T I
he data is routed thro [
ugh an intermediate
server using high

video and
multimecha file transfers® '
to an uniimited numb
er of locations in

v eeded.

broadcasts [186]

3
‘1.4 Software Issues

3. :
1.4.1 Information System
Informati is Vi m
rmation System is vital for efficient, effective and optima! use of broad
cast

archi ina i i '
hives. IS planning is perceived as a very important activity in an organizatio
n

1
[187). Some of the computer based systems on which IS for archives can be

buitt, are described.

3.1.4.1.1 Data Base Management System (DBMS) based Systems.

This has already been described in section 23.3.

Expert System (ES)
m for strategic management has been descnbed by
e been extensively used in a

val. ES’s

31.4.12

The potential of Expert Syste
many authors 188,189,190} Expert Systems hav
Variety of areas in Information Systems, especially in 15 retrie
user retrieve information in @ moreé effective and

Capabilities allow them to hefp
programs that use interface

efficient manner [181]- Expert Systems are
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techniques that involve formal reasoning normally performed by a human
expert
to solve problems in a specific area of knowledge Experl systems can ad p
vise,
diagnose, analyze and categorize using a previously defined knowledge base
The knowledge-base is a collection of rules and facts. ES's are developed eithe;

thro .
ugh the use of programming languages, such as PROLOG or LISP .
, or ES

tools/shells, such as VP-EXPERT [192).

To
use an expert system, user begins by specifying a goal. The system then

att : :
empts to solve this goal by asking a series of questions and using ils internal

knOW'edge_

31.4.1.3 Hypermedia Based Systcm
nting and accessing information. It views the

Hypermedia is a way of represe
formation. In a Hypermedia

information space as a grap" whose nedes slore in
embedded pointers is marked. When a

System, a hyperlink corresponding 1@ the
m extracts 1S destination node from the

hyperlink is activated, the Syst€
d methods [193.194].

hyperbaSe and presents it to tie user with associa{e

31.4.1.4 Object Oriented DBMS
*1195196197] has become popularin recent years
cn ,

nalysts model theé system being

The object oriented approa
ction with aftributes and

ented approach. @

Using the object ofi
bjecls in

conjun

t services from

Nvestigated by identifyind a set of ©
dties. Classes are

: S
Methods that manipulalé the object data of reque

Objects are grouped int0 clas
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3.1.5

organized into hierarchies in which the subclasses inherit properties, including
data definitions and methods. Interactions between objects are handled by
means of message sending. All of the characteristics of the object-oriented

methods make the approach more effective than the traditional method in

Information System development [198,199],

Systems for deriving indices from images

One of the key features required in an video database is efficient indexing to
enable fast access to the images in the database. Typically, indices derived from
the image are used to search and relrieve the image(s) of interest. Recently,

Several image/video indexing techniques have been reported in the hlerature
[200,201,202] The first class of algorithms is based on descriptive keywords

associated with the images. Rove et al (203] have presented the design and

implementation of a metadata database for video retrieval. A second class of
algorithms is based on feature vectors derived from the images. For example
sented an Image indexing technique where the indices are

Gong et al. have pre

: : 204
generated using image/subimage histograms |
ple Lee et al. have presented a video

]. The third class of algorthms

am
IS based on motion vectors. For &x
e motion representatian for the track of a moving

Indexing technique based on th

described vector quantization (VQ) as a technique
ve

object]205). Idris et al ha
for image compression for video applications (206]

d into L-dimensional

- ¢ is decompose
rapresentative /mage
In VQ . a training set of rep - . &

as
vectors. An iterative dustenng algorithm such
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generate a codebook of size K codewords. The codebook is then made available
at both the transmitter and the receiver. In the encoding process, the image to be
compressed is decomposed into L- dimensional veclors. Using a nearest

neighbor rule. each input vector is mapped onto the label of the closest

codewords as shown in Figure 3.10. The labels of the codewords are used to

represent the input image. Image reconstruction is implemented by a table look-

up where the label is used as an address to a table cantaining the codewords

Typically, adaptive techniques are employed to provide a good coding

performance . Here, the codebook is adapted to reflect the statistics of the image

being coded.

Pyoomstructed

Input Vecior| Neawest g yecar
s | Neighbout Chanmel ) .

Rule S

X XXXX AAXXX
AXXXXX

XX3 | XXXXX

T TR AXXXX
XXXXX o

Fig. 310 Veclo Qunnlizalion for image indcxing
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3.2

Technological Optlons for the Future Broadcast Archives

321 Analog Vs Digital

Digital format provides integrated media management for projects containing

tens of thousands of media clips for advanced logging, tracking, browsing and

archiving It allows to share and track media across multiple projects for

intelligent management of digital media based on its quality and content.
Browsing of content, projects, clips, presets etc. becomes possible in digital

domain Content based retrieval using image browsing makes possible to detect

an image out of a clp. Integrated search engine enables rapid property-based

search of content. Content logging information provides an archival logging

history supporting recapture of digital media based on archived logs. Protection

from data loss with advanced crash recovery is possible.

ms all over the world are getting digital. Harris Allied USA has

Broadcast syste
matic broadcast system [207]. All

already demonstrated all solid state digital auto
DTH, 1SD8, DBS etc. are based on MPEG-2

future systems being planned ViZ.
| format also provides economic advantage M post

Digital system. Digita

production.
As such we reconuncnd nil fummre broadeast ascchives o be

digical.
s collection of the material in different

of this recommendation (

The implication
digital form This is undoubtedly a tme

d their conversion into

roadcast systems have 2 complex mix of analog

formats an

consuming task since today's b
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production equipment, transmission equipment, and satellite connections which

are nol covered under a uniform, system-management umbrelia because of the

heterogeneity of the equipment and services. A Study Group on Broadcasting

System in the Multimedia Age was set up in May 1994 in Japan for examining

two major issues, (a) prospects for digitalization of the whole broadcasting

system, and (b) measures for promoting Hi-Vision broadcasting. The group has

recommended as below [208].

322 JpEG vs. MPEG for Archival Storage

In non-linear editing, frame access

preferred over MPEG. This Is bacause
individual frame as against th

the redundancy. In cas

Digitization of all the broadcast media so as to establish an information and
communication infrastructure that is seamless between wired and wireless

media and between broadcasting and telecommunication.

Receipt of digital broadcasting images with a Hi-Vision receiving unit using an

adapter.
Introduction of digital broadcasting system using communication satellites for

television reception immediately.
Introduction of digital satellite broadcasting on 12 & 21GHz-band far

television from the beginning of 2007.
Terrestrial Radio and Television broadcasting to become digital latest by the

first half of the years 2000-2010.

is required and therefore JPEG may be

JPEG standard encodes and transmits

» MPEG which uses 8 group of frames to determine

e of MPEG, few frames can altogether be dropped and it
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is not possible to recover them at the time of editing. MPEG may be useful where
large amount of video information is required to be stored and retrieved without
manipulation performed on it, such as videc-on-demand. Applications like non-
linear editing can take advantage of MPEG when the professional MPEG-2
standard with 4:2:2 profile is available in large scale {209). The profile defines the

colorspace resolution, and scalability of the bitstream. The 4:2:2 profile allows

editing of video components.

Therefore, we recommend MPEG-2 for film or feawre
based contents aud JPEE for scencs, cffects cte, Por audio,

ACE Dolby ix recommended, since it has been acceepted as

the compression standard for DVIE DAR, ATY and HDTYV.

As far as compression is concemed, it is necessary to map on appropriate
chnology to the application in mind, whether it is non-linear editing

compression te
cess on request. Interoperability and

of video-on-demand or archival 2C
required to make the long term archival storage

standardization shall be

economical.

Storage and Disk Performance .
mation viz. image, audio, video, produces a

The digitization of muttimedia info
wplobs" (Binary L2

produce 2 blob of 3-4 GB. Image, audto

rge Objects). The digttization

large set of bits called “object” of

ression, may

io even after comp .

of a movie, ogies are used 10 minimize storage and
olagies

and video compression techn
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,

multi _
ultimedia data for broadcast archive

’7
Table 3.4

Storage requirements for multimedia information

Storage size

Information
1 page text 3K8
1 page graphics 20KB
50KB (JPEG compression)

1 page black/white scanned text
5MB {JPEGcompression)

10MB (AC-3 compression)
30MB MPEG-2 compression’

1 page color image
1 minute audio clip
1 minute video clip

A D1 signal of 270 Mbits per second can be compressed to 48 Mbit per nd
5eco
4 JPEG CODEC for the quality to a fevel that is

(6 Mbyte per second) using
am recorder. A satellite transponder is generally

available from a digital betac
a upto 30 Mbyte per second and, therefore one

capable of handling dat

andle 5 TV channels along
nsfer rate of a SCSI (Small Computer

with sound embedded. However

transponder could h

ge is concerned the tra

as far as its stora
Fast SCS! and fast wide

per second.

System Interface) bus IS 5 Mbyte

per cecond and 20 Mbyte per second are

differential SCSI with 10 Mbyte
videa channels

dle roughly upto
rage is 3@ disk drive. Typically a

two / four

available which could han

The second aspect of @ sto
is 2-5 Mbyte/sec. and

be loss of performance

simultaneously.
if request for

of hard disk drive
users, there would
je In the broadcasting world

media transfer rate

s from a ni umber of

playback come
This ts not acceptad

known as “Hot spots 12101
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Th ' ' i '
€ solution to this is spliting the information of each video stream and wiiting

e€m on multiple disk simultaneously known as Redundant Array of Inexpensive

Disk (RAID).

For applications like video on demand., a video server with such a RAID is used.

The details of 3 Video server have already been described in Section 3.1.2.

The new servers are capable of holding 1.6 terabytes of data and capable of
Supporting upto 35 channels (211]. A new serial interface known as a Fibre
Channel (FC) supports a bandwidth of 800 Mbps for video servers. It allows
connection of upto 126 devices spread over 10 kms. On the network side, the

Supported protocols are 1P, AALS etc. [212]. On the other hand, the broadcasting

ased Servers, has gone down to a bit

centre - Canal+, using MPEG-2 and Disk-b
pression ratio of 100:1 [213]. The server

rate of 2Mbps, an average com

technology is maturing very fast

A% such, we recommend video scrvers for on-liuc storage
L] M

il dclivery of broadcast archives.

Video Disc Sysem Using

The Bl $Motion Sysiem cp and
introduced. These &re also

Yariable 0Rate have recently been
(ime  Neorage of archival moterial

recommended for 10R9
wever, the matenal stored on these

apare from the media Hervers Ho

could not be accessed on-demand.
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Since the video server (also known as media server) is gong 10 be the hubs of on-

line archives, it 1s worthwhile examining the impact of the server on future

archives.

3.2.3.1 The impact of server technology

The impact of server technology on the video facility environment can be defined

In terms of acquisition, distribution and archival storage.

3.23.1.1 Acquisition
cient in the area of acquisition due to the necessity of

Servers are somewhat ineff
re the video becomes usable. This is specially so

dubbing from tape befo
ms are mostly analog. The servers employing concept of

because video and fi
s channels, allow using it as soon as recording begins. Multi-

multiple simultaneou
_time dubbing since they process a number

channe! servers are faster than real
record channels. Future acquisition

of source reels simultaneously 00 multiple
s or faster than realfime dubbing will

formats which provide random acces
s and the server can accommodate any

continue to enhance the Usé of server.
capable of accepting direct satellite feeds

™
foreseeable format. Servers are alsc

fer of video to another city or country in digital

and providing point to point rans

form,
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3.2.3.1.2 Distribution

Compressio
n has
created a new problem for the distribution of video, S
digital distr ' .
Ibution requires the compressed signal to be decoded at th

| e source. If

the destination i
were a digital recorder or digi '
gital transmitter, it wo
. uld be encoded

again. Thi m on in n
N. This cascaded co pression | troduces a new form of generation |
on {gss.

To »
olve the diseri i
ibudton problem, d
 the MIPEG 52
3 L2 standacd

i l 0 l

coctficie r r
ficic s, and less cmpo wl Conge CRSTONn in bei
- *inq

reconunended, This new compression standard will make it possible to cut
streams together without decoding while maintaining high enough quality in the
studio such that a downstream transmission encoder will not introduce artifacts

from cascading. Without this standard, broadcasters would be left with numerous
om one format to another. This

Proprietary schemes which must be transtated fr
d must be done off-line.

transiation process is time consuming an

gnals without generation losses will require a

Distribution of compressed si
ution network. This will make it
communications equipment.

possible to interface to

standard broadband distrib
other video equipment, computer equipment and tele
sion and networking standards aré required for plug-and-play
g defined, an important

or expanding to new

Since both compres
consideration

interoperability and they are poth stili bein
be made for upgrading

for a server is that provision shoutd
w network interface in the future. The server

compression formats and ne
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e

upgraded

32.3.1.3 Archiving

Archives needing large amounts of storage will best be served by a combination
of disk and tape It is difficult to dispute that, even with the tumbling cost of disk,
tape will always remain an alternate medium of choice, especially where
Permanent storage is required. The main question is whether the tape portion of

the storage should be video tape of data tape. To avoid generation losses when
moving video to and from the server in syslems where compression is being
Used, data tape is the befter choice. Compressed images are best archived in
avoid multiple decode stages. Since compression

the compressed data format to
the required bandwidth, it allows transfer rates many

reduces both data and

fimes faster than those in real-time transfer.

s data tape drives which can transfer

Data storage system component provide
d Since videa I§ approximalely twenfy two

data at eleven Mbytes per secon
that video compressed to 2 ratio of 6:1 can be

Mbytes per second, this means
al-time.

transferred at three times 1€ with its muitiple simultaneous channel
cous output as soon as a

rver can provide simultan

capability, the video se
a few seconds from request to

d. This can take as little as

transfer is initiate
for the robots t0 load a tape-

output which is primarily the time required
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A key difference between archiving on data tape as opposed to video tape is that
the data tape transport is completely reliant on the server to actually use the
data 1tus not possible to pop in a tape and view it without first transferring it to the
Server. This close relationship between the video server as on-line storage, and

the d
ata tape storage robot as near -line storage (Fig.3.11} lends itself to being

Vi i
ewed as a self-contained system with a hierarchy of storage

Th , ,

e server coupled with the robotic vault affords dramatic reductions in fabour as
t iS v

ape is virtually never handled. A common database of all stored media can

provides applications an easily accessible view of what is available onling in the

server and what must be transferred in from the Vault

Information Management

Guynes et al [214] have described th
ontrol, database recovery, maintaining database

at the critical success factors for data

Management includes integrty €
e functions become difficult in case of distributed database

dictionary, etc. All thes

over multiple locations. Further, the DBMS bas
query languages by users. Users are

ed archive management system

has the disadvantages of the use of

reluctant to learn SQL or other languages.

rules fo reside In 3 knowledge base

Expert systems requiré decision making
ot from humans,

o it is subject fo errors due

especially for highly

[215]). Expertise is hard to extra
de domatn problems Als

unstructured, complex and wi
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10 perceptual and judgmental biases (216]. The Expert System needs to be
programmed for heuristic solutions and integration with other technologies [217]

viz DSSs, neural networks, or robotics [218,219] for many applications.

Object oriented approach, which is fast acquiring popularity, is stitl in a period of
development. An object oriented dala model has the problem of poor
performance and divergent SQL standards [220]. It needs high skill in

manipulating data and constructing query. The implementation is also costly.

The attitude of end users are very important consideration for development of an

effective Information System [221]. Presently Producers see littte or no
connestion between computer usage and the possibility of career progression,
There is no reward to leaming the computer skills. Therefore the IS should be
user friendly and as simple as possible in use. There should be a common user
organization so that the user dont need retraining on

interface throughout the

their transfers.

o be supported across a variety of network

The broadcast archives need t
d-alone systems 10 iocal area networks (LANs), wide

configurations, from stan

(WANSs), DVB/DAB networks  oF
¢ networks with common HTML interface

the Intemet. The fast

area networks

development of Internet and Intrane

bearing on the IS for future broadc
tmedia data. This could be used

ast archives. The HTML

shall have a great
based browsers can be ideal solution for the mul

on the internet as well as intranet.
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Ax Kuach, we recommend  he  future IS for archives s

“Ylu'rliukml baxed retricval system with object ortenced

maltimedin metadam, The darabase scarch

tlnmb;uw Tor the

Cngine shall allow « varkety of query.,

Video Browsing
Future Muttimedia Information Systems wilf be dominated by visual information

Specially in the case of broadcast archives. As suich, there is an impending need
to Organize this visual information in a manner that is easily accessible from
videa ang image databases. Browsing is an important feature to choose specrfic
Video segment or image of interest from visual databases. Two classes of
browsing techniques are in vogue namely reduced quality and reduced
résolution. These are essentially extensions of the browsing techniques
CfEVeIOped far images. A baseline scalable video compression algorithm (NSERC

1 a
IORY using wavelet transforrn has been developed by MCI. This transform Is

i i he muiti-
Promising technique for representing images and video. The

i able in
fesolution/multi-frequency feature of the wavelet transform is valu

d reduced resofution
’epresenting images and video as reduced quaily an

i rmance
versions along with excellent compression perfo

to address the festures

_ iginalty devetoped
Since the MPEG-2 standard was not 013 s are being

the standard algotithm

. ns 10
of indexing and retrieval, €xtensio
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8 '
C

is not ‘ '
appropriate to implement the feature of indexing

l‘ ‘ l (“", L3 ' - . 5 =
"

scareh
. ax and where ponsi!
b Je. Ax The 8C
ene  detecsion

My rocumuwml HNLoe ucmncmmion

T | .
goritlims malure, we

'.' ‘l. » 2
¢ video Dased o the seene detection.

media Applications

128

CORBA Environment for Multi
The simultaneous access to the same multimedia database by many users
requires a series Of software modutes to allow users to interact o0 the same
record, presernve the database integnty, transfer the information between files,
me ¢ases etc. The CORBA (Common Object

set.
et.up an alarm set for extre
re) standard @

nd its implementations (Hyperdesk,

Request Brokef Architectu
& the mechani

reserving at the

smMs needed 10 hrowse and supervise the

Orbix, DOE. etc) ptovid
y oach user P same time the secunty of the
f a CORB

on of downloada

activities launched b
and the Java

A like environment

operations. The
ble applets, which are

programming language enables the creat
capable of accessing multipte, shared packend services located across the
ication logic into

Internet. Java increases the value of

the picture. Graphi
Han w‘t

multimedia applicatio at th

ability to perform semanti

can be obtained bY unning the
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CORBA implementations currently run on more than 20 operating systems from
a single code base Platforms include:; Windows 95, Windows 3.1x, Windows NT.
0872, Macintosh System 7.5, twelve different Unix systems, OpenVMS AXP and.
the real-time operating systems QNX and Lynx OS. Another touch of speed can
be obtained by designing multi-thread multimedia servers. By its nature a

mul i i
ultimedia CORBA agent can easily communicate in multiple media and playing

the fitering agent role at the same time.

We recommend use of Sova  and 6UY for enhancement of

user friendliness.

27
Distribution System
rlane shall be undoubtedly dominated by the

The broadcast information SUpe
tam comprising of terrestrial transmitters, DSS,

ry SyS;

one-way conventional delive
plemented by new injeractive

DTH etc However these will get greatly SUp
adcasting. interactive DTH in Ka band and

delivery systems of Internet bro
of broadcasting have already

broadband ATM or SDHISONET. These modes
dier in this thesis What needs o beé emphasized here is the
nternet, there ar@ more

In the case of DTH, 214

been described e3
than 200 radio anc 45

recent developments. In case of |

TV broadcast stations @
gistration of use of

ave lodged their dem
477 GHz 10 20 GHz)

4 is capable of prov
inspite of the fact thal

and with ITU for re

and orbital slots.
ding a return Jink

broadcasters h
This nse (n

frequencies in Ka band (
demand is because of the fact that Ka ban

with a one watt transm!
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rain attenuation is severe at these frequencies. Research is ongoing to use high
elevation (400) satellite so that signals come close to paralleling the rain than

traveling against it [223). Interoperability of the Grand Alliance HDTV system with

the ATM Networks is already being established [224].

We recommend uxe of 2 mix of LAN, WAS, Digiml
nerwork and Interncer for

Diswcibution and itroadband

distribution of holdings in the archive.

The mix shall depend upon the type of organization, it's location, number of

stations, the type of country. the placement of USErs, elc.
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for Online Broadcast

This C . .
hapter will describe an Information System for On-Line Broadcast Archives

Manage
gement System (OLBAMS). This will include the system architecture
desj i
9n details of a prototype developed and the quality tests conducted as a part

of th
€ research work. In Chapter-3, the future archive was recommended to be

digi .
gital, server based and using a variety of conventional and broadband

ne i
tworks. The present system is developed on the basis of these

fec 5 .
Oommendations. The OLBAMS is capable of delivering a large variety of video

/ augi : " . .
udio material - ranging from history, science, and technology to natural history,
cast archive.

W .
orid cultures, music and fine arts etc. from digital multimedia broad

The archive is designed to deliver content as well as information about the
s viz. conventional

Content on-line using @ varisty of network configuration
LANS), wide area networks (WANs), or

broadcast networks. focal area networks (
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the Inteme! /Intranet. While developing this archive, the technologtcal
advancement in the field of broadcasting, computer and communication

described in earlier chapters, has been kept in mind. Certain terminology used in

this chapter are described below.

421

Network-centric compisting

Network -centric computing is the third generation of computing model. In 80's,
computer applications were developed on Main-Frame host computers which
used to provide access to information through "dumb-slave terminals”, This host-
centric mode! evolved o the second generation model with the advent of

function is split between the client desklop

client/server technology. Application
s model. Network-centric computing descnbes

and the server system In |
avily on function within a network of computers that work

applications that rely he

problem rather than a single host processor or a clent/server
ea :

together to solv

pair.

22 Triangle architecture
rmation from the archive server, which

r fusers) requests info

The client (produce | |
port data. The archive servers direct the

he index and cearch sup

odia), which manage {he digtized conlent, 1o deliver

manages

object servers (video of M

| fent.
the object directly to the requesting clien
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423 Server

Hle server f ! l
IS bBSlCB"y the networked COmputer . WO type of servers shall be
used. Th i v I
ese are video servers and the data servers. The video servers {
are aiso
ecla or Object servers ar d “Iese WOUId store the edia data (0] d
m m r meqQa

file |
s only The metadata along with the search and access software includi
incliuamng

O .
ODBS, page designing software etc. shall reside on the data server
4.2,
4 Parametric search
Using an index of known characteristics to find an object is known as parametric

search.

4.2
'S Content-based search

When executing a sear
ts contained in documents, not o

ch, the desired information is retrieved on the basis of
n the occurrence of specific

ideas or concep

search terms.

[ §
3 Function of OLBAMS

anagement (AM), information

nctions viz , Archives M
it Management(TM)  and Finance

collecting the matenal and

OLBAMS has four main fu

System Management(ISM).

(FM). The AM is res
| / catalogues into dialt

Transpo

ponslble jor

Management
al form. ISM is responsible

converting the existing matena



for putting it on-tine and providing all computer facilities for on-line access. TM is
responsible for network operations for the delivery. The FM is responsible for
accounting functions. These functions are performed with the help of various

equipment or sub-systems. The functions and the sub-systems of the OLBAMS

are depicted in Fig. 4.1.

44 System Architecture e

In recent years object-oriented approach has received attention from the
computer and information system industries [225]). Using the object-oniented
approach, analysts model the system being investigated by identifying a set of
objects in conjunction with the attributes and the methods ( i.e. internal
operations and messages) that manipulate the object data or request services

from other objects. There are various task-analysis methods such as Task
System Design[226]), GOMS[227] and Task-Analysis for Knowledge
Description[228] for object oriented modeling. GOMS is a human cognitive model
which encompasses four sets of components: goals, operators, methods for
achieving the goals and selection rules. The term task solver has been used for

method [229] and the same shall be used in this paper o analyze
etho

the task and development of a model.
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4.4.1 .
Description of Task Solvers

The On-Line B ‘
roadcast Archive Management System has four task solvers
which could
be represented as objects with goals as attributes. The
administrati ‘
ration of Broadcast Archives Management is realized by the help of

four i
task solvers viz. AM, ISM, TM and FM who have pre-defined goals

4.4.1.1 The goals of the task solvers

Th - . _
e analysis of BAMS results in defining the clear goals of these task solvers in
administering services such as encoding, data updation, retrieval and display

vi - .
deo/audio-on-demand, delivery of programmes on-fine or off line, realization of

money for the services provided eic.

44.1.1.1 The goal of Archives Management (AM) task solver
The main functions of the AM task solver are described below:

» Collecting the material in analog /digital format.
« Convering the existing analog material into digital form (encoding and

compressing).
ccess Slorage Device (DASD) such as Campact Disk

» Storing it on a Direct A
sk, (OD), video disk servers (RAID)

(CD), Optical Di
g in two parts viz. audio/video (AN)

Providing a catalogue of each recordin
rmation  (Minimum Data List) viz. Title, Singer,

clips in a digital form and info

e. Category etc. as pet @ form
ired to be stored in compressed form.

Composer. Them at In certain cases, graphics

for photos /album elc. Is also requ
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4.44.1,2 - .
solver he goal of Information System Management (ISM) task

The main functions of the ISM task salvers are described below:

To provide an Hyperlink based information Retrieval System for multimedia

data viz. text, graphic, stills, video, audio etc.

To provide Multiple Server-based distnbuted database for muitimedia

information as well as on-line digital video/audio for broadcast as well delivery

using other means.

To provide facility for access contral, security, charging system for uses

{payment of royalty, copyrights etc.

4.4.1.1.3 The goal of Transport Management (TM) task solver

The main function of the TM task solvers are described below:

ry which could be a mix of existing broadcast

« To provide system for defive
ems, Asynchronous Transport Made (ATM), Synchronous

transmission syst
d Services Digital Broadcasting (ISDB),

Digital Hierarchy (SDH), Integrate
Jine information access / delivery of full

BISDN, Intemet etc. for on

video/audio.

| of Finance management FM) task soiver

4.4.1.1.4 The goa
ers are descnbed below

The main function of the FM task SOV

* Rights Management

s+ To charge the users @5 per uses.

«  To make payment for royalty.

162



* Ot '
her accounting functions.

The con i
Ceplual overview of the model has been depicted in Fig. 4.2

4.4, .
z Description of the processes

The Operation part of each task solver object contains a set of processes called
"Operators” in the GOMS model These operational processes are messages to
task objects. The operation part of a task solver otject usually also contains a set
of selection rules that control the users decision path, while accomplishing the

90al Interface description specify the dialogue between user and computer. The

es are described in the next section.

design details of various modul

qu
Mma'ia‘ Transfer and storage
Group (JPEG) [230) and the Moving Picture

The Joint Photographic Experts
aped compression standards for still images.

Expert Group (MPEG) have deve’
standard has been extended (o

and full motion pictures. The MPEG-2
.2 is capable of providing varying quality from

encompass HDTV {231} MPEG

VHS (1.5 Mbps) to HDTV (20 Mbps). It can serve poth the producers as well as
ed coding system for videa is MPEG-2,

consumers, Therefore, the recommend
andard). for source coding

.2 (DVB and ATV st

.7 audio and Dolby AC-3 can be used. The

and multiplexing is als? MPEG

(voice coding system). both MPEG
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pointed | i
in Chapter 3, wherever, non-linear editing is expected in future. the video

shall have to be stored in the JPEG compressed form.

Using above coding , the analogue disk/tape is transformed in the digital form.

Signal processing allows enhancement of quality, where required. The suitable

Clippings are also stored in digital form viz. AVI, .FLI etc.

Holdings do not have to be necessarily available online, but most scenarios

assume that they are. These holdings can be maintained on servers that support
attachment of direct access storage devices and a range of optical storage
devices. A robotic system can move these devices to the servers through
torage management can

computer commands. Transparent hierarchical s
idings to more cost-effective secondary

automatically move seldom used ho
storage, such as optical storage.

s non-linear editing to be brought into

.In post-production, the video server aflow
possible quality. (Non-linear took on new

the on-line suite with the highes!
< taken from film editing

k-based recording products have

As many channels as are

and applied to random

meaning when the term wa
editing. As bandwidths in dis

access disk-based
e common.)

Jinear editing has becom

#arts can be allocated to an
e source reels can be loaded

ng and dubbing

increased, non
edit sule and all operate in

required for Jayenng or €

realtime to provide CCIR-601 qually Multip!
achieve faster than real-bme acquisition. Load:

simultaneously to
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ca ' i ' its i
N be done without interrupting edits in progress which maximizes the use of

edit suites. By providing a pool of channels and disk storage media that can be

dynamically assigned to edits as required, the server becomes a hub.

For broadcast, programs which provide reliable multi-channel output for on-air

commercial insertion are available. One program allows server to complement a

traditional cart machine by providing automatic downloading of spols as required

for commercial breaks, another allows to replace it entirely for a tapeless on-air

Operation and delay management system.

collections can reside on the same system or

The Information System and the
different systems. Collections can be added to the archives at any time. However
for bigger archive, the holdings aré to be stored on a special media server. This
d to meet a wide range of storage and

will allow a digital archive to be configure
aital archive can scale from a single workstation,

performance requirements. A di
on-wide solution, and to global interconnections via

to a LAN, to an organizali
sarne (DDS) with millions of holdings with petabytes

internet or digital delivery S¥*
r video-on-line which can serve MPEG-2

i n
video using 4:2:2 Studio Profile compression forno

available.

wer is shown in Fig. 4.3 The system can be

ns such as load, rewind, play ,

media server is

for this task s0O

controlied with functio
uter instructions The

An illustrative object
made completely computer

comp
record etc. being performed through
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designed
g to work eflicently so that the actual digitized information in the

c :
Ollection is accessed only when requested by the user.

Acchive Manaper
w:

Tash Solver AM

f.oad Analog Tape on @VTRI
Fonvard to 00 02 00

{.0ad Digital Tape on@DVTI
Play @VTRI

Digitize

Recard on (4DVT!

if Noisc, then.,

Fig. 4.3 Object for Archive Manager

52
ll'IfOnnaﬁon system
The obvious candidates for the archives are Minimum Data List (Metadata),

audiofvideo (A/V) clips, audiofvideo contents and stills stored in the digital form.
For this type of muitimedia data, it is important to be able to link various type of
data efficientty so that users have access to large amount of related but

either through a browsing or a

unstructured information almost instantaneously,
querying system. The system is called Hypermedia Archives Information
.AIRS). Hypermedia is & method of storing and retrieving

Retrieval System (H
f nd, vide
discrete pieces of data. The data objects can be text pictures, sound, video or a
the multimedia data stored in the

combination of these. A logical view of
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d

[ y

nNee izati
d authorization to access the full video

4.5.2. i
21 Design details of H-AIRS

A system design for H-AIRS is given in Fig. 4.5. The Information-base consists
of schema object and multileve! object oriented data base. An interface manage
is responsible for parsing the request and generating an internal n=_-,::resentatigc:mr
which is handled by an object manager. The object manager has five major

m
anager and the presentation manager{232]. The storage ma
nager is
f i ipulati
esponsible for storage and maniputation of the object oriented representation of
ion 0

multimedia matenal. The browser helps scan the data-base by user. Th
. e query
query by translating it into an appropnate language. Th
. The

manager processes the
g the transactions on objects. For

transaction manager ts responsible for managin
_demand video or audio, a client player method is

stream delivery, such as for on
lication using the object h
the Multimedia resource manager for

andle retumed in the search

invoked by the client app
is provided to

results. The handle
tion to the destination ad

evices. The presentation

streaming from the collec

sforms the query In appropriate form

manager tran
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The nodes are conceplual data objects viz. voice, text, video, images or
graphics. The interface manager's view of the data-base is a collection of nodes
Connected via various type of links. There are three types of nodes. Basic nodes
store multimedia object for executing certain procedures. Organizational nodes
are links or meta nodes. Inferential nodes are meant for intelligent information

relneval and are basically the rule nodesf233). Links connect different nodes The

-to/zoom/paniview/ links. Organisational links or

basic finks are move

indexed/object links. Inferential links are associated with rule nodes.

4.5.2.2 information Retrieving, browsing and updates

The best search methods depend upon the type and size of the data and the

user's objectives. Thus, we propose a mix of search technologies to provide the

widest possibie choice of gearch methods.

The simplest possible search i through hypermedia nodes. Text search includes
press queries in a natural style.

a free-text query facility that allows users 10 ex
t of “scripts” sorted by highest probability of

The result of a text search is a [is
lae are used to compute the rankings. Textual

relevance. Probabilistic formu

well as concept-based text
of a search so that holdings with

retrieval are alsa possible.

analysis of words as

ques organize the results

Clustering techni
r easier selection. Abstracting reduces the

simiar content are grouped together fo
ts, so Ihat the user does
ge allows 8 collection of images

not have to view all of the

search results to its main potn
rmabon Query by ima

pes, textures, and their positions within

text to locate desired info

to be searched on the basis of calors, sha
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the image. Queries can ‘
tmage, or they can be ba:dzasihd s
n the entire image. F

based on the carin a picture, or it ¢ e
o ,visu an be based on the entire picture. The query
| ally, for example, by selecting a color from one
Image to search for other images with the same color. Search results can be
refined with subsequent queries to narrow down the resuits. Resuilts are returned
with a relevance ranking based on closeness to the specified parameter. Video
indexing techniques detects properties such as scene changes and other video

metri . o
etrics. These techniques allow searching video streams, as well as indexing to

particular scenes in a video. An agent which is a goal-oriented autonomous
intelligent software module using JAWA is able to download the programme of

interest with minimal supervision/intervention from the user.
sent architecture and the prototype model is

The techniques used in the pre

described below:

45221 Searchthrough Hypermedia node
y the index nodes. When a user issues a

Information retrieval is facilitated b
ument, the interface manager scans the index text

request to retrieve & doc

y words specified in the
ed From the index nodes, concept nodes

query. From the index text nodes,

nodes using some ke

appropriate index nodes are access
d mixed media nodes retevant to the query are

such as text, sound, video an
data contained in 3 node has fo be displayed, the data and
ved. Further mapping may be necessary

ed into requests on fiies

accessed. When the

ding data objects are retnd
jects areé transform
gudio are pure lext files

the caorrespon
the data ot

so that the requests on
h as digtal video, digital

which contain them suc
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E -
venlually the corresponding files are reteved and the contents are

d
'splayed/played. The operating system securnity feature for file access ensures

that the file is not opened by unauthorized user.

If a user wants to browse a network of nodes to obtain all the information about

a specific item, a few key words result in opening a window from which he can

traverse from one node to other by clicking on a fink.

45222 Video Indexing and Browsing
Multimedia applications invoive vast amounts of visual data in the form of video

libraries and image catalogues which have 1o be indexed, stored, browsed and

transmitted. Access to the stored visual information over networks such as ATM
requires features including indexing, browsing, etc. to allow the users to select

and view the specific video segment from a remote visual database. To enable
(i) appropriate indices for each video

efficient retrieval of the visual data.
erated and stored along with the visual information,

segment/sequences are gen
is designed to facilitate browsing and choosing the

() an user interface
in addition, since most of the visual information is

information of interest.
d in the compressed form, high-

expected to be stored and transmitte
presston and indexing have been explored.

performance algorithms for jont com
For this purpose, key-frames represented by properties of color, texture, shape
atabase systems [234,235,236].

and edge features, aré retrieved from the video d
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. |

rE eS . ' . f »
0
] .

domi
inant colour are also used for shot detection. If compressed data are used

{
hese features are calculated from DCT coefficients of video frames

A histogram of the distribution of colour intensities s a quantitative

representation, especially useful for textured 1mages which are not wefl served
by segmentation techniques Also, colour histograms are nvanant under
s and change only slowly under change

translation and rofation about [he view axi
nd acclusion [237). Munsell space defines

of angle of view, change In scale, @
uman perception of colours [238]. QBIC quantizes

colour histograms close to b

o 64 "super-cells” using a stand
histogram is then calculated for each

srd minimum sum of squares

the colour space int

clustering a'gonthm [234] A 64-bin cotour
ed the nomalized count of the number of

key-frame where each bin is assign

pixels that fall in its corresponding supercell

| and Q, each consisting of N bins,

The distance between two colour histograms.

IS quaniifizd by the following matrix .

DA Q)= L a (1-Q) (- Q)
t ) i

where the matrix oy represents the similarity between the colours corresponding

needs to be determmned

pectively This malnx

from human

to bins i and j, fes
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. It ] .
]

b .
ecomes Euclidean distance.

Because a li
probability distribution is unt
niguely charactenzed by i
y its moments

!5

[240]:
(2)

N
n,=(UN) 2P,
j=1

o.=f X (p-uX]”

(4)

N
s.=[(1m) 3 (p-u 1™

{1

where p, is the value of the th color component of the j-th image pixel The first

ines the average intensity
y, define ihe vanance and skewness

of each color component, the

order moment def

regpectivel

second and third moments,
computed as follows :

Using these three moments, distance may be

r
Do (1LQ) = X { Wal wll) - (@ I+ Ve

~(5)

[o,(h)~ o (Q) |+ Wa! s.()-5(Q) ) ———

| =

olor components and the W, (1- 3) weight the
h color component

¥ Images fo have a

where r is the number of ©
With small set

different momenls for eac

contributions of the
qualitatively different col

of moments, it is possibe for wo
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measure i
$ Mo - ; .
re robust in matching colour images than colour histograms

In most
st im
ages, a small number of colour ranges capture the majority of pixel
. S.

These
0 :
colours are used to construct an approximale representation of colour

distnibuti .
bution These dominant colours can be easily identified from colour

his
tograms of key-frames. Oniy a few dominant colors will not degrade the

performance of color image matching [236,237].

Moation is the major indicato’ of content change. Dominant motion components

ving objects are the most

¢ :
esulting from camera operations and large Mo
parsing. For example, a zoom shot is

important source of information for video
es - the first, the last, and one In the middie

usually best abstracted by threé fram
tion vectors from B and P frames can be directly

When MPEG video is used, Mo
extracted for motion analysis

also integrated with the processes of

The key-frame extraction procass s
the key-frame extraction

shot is identified,

segmentation. Each time @ new
ted during segmentation.

meters already compu

process is invoked, using para
ecision {0 use the first frarne of

Certain heuristics are also applied, such 25 the d
t 15 that at jeast two key-frames are

frame. The defaul

mplest case. they cou
saed video data. and real

every shot as a key
i be the first and last

ch shot. and, in the sl

selected for ea
s faster with compré

frames of the shot. The process |

time extraction can b€ achieved
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Texture is an important property of image, since textural information can be
Conveyed as readity with gray-level images as it can in colour. Nevertheless,
there is an extremely wide variety of opinion concerned with just what texture is
and how it may be quantitatively represented [241). Among alf these alternatives
two modeis which are both popular and effective in image retrieval are. Tamura
features [242] and the Simultaneous Autoregressive (SAR) model (243). The
Tamura features comprise of coarseness, contrast, and directionality, which are

introduced as quantification of psychological attributes. Coarseness is a measure

of the granularity of the texture. It is derived from moving averages camputed

these sizes gives an oplimum fit in both

Over windows of different sizes; one of
rections and is used to calculate the coarseness

the horizontal and vertical df
metric. The quantification of contrast is based on the statistical distribution of pixel

is computed from distributions of magnitude and

intensities [242]. Directionality
model provides a description of each pixel

direction of gradient at all pixels. SAR
is for an image of gray-level pixels. For an MxM

in terms of its neighboring pixé
ensity of a pixel at position s is given by

textured image, the int

5(5)=u+28(r)5(s+r)+8(5)

(6}

r=D
alue which depends on the mean gray-level of the entire

where, u is a bias v

f model parameters which charactenze the dependence of
t O
e set of neighbors; e(s
ce vanance models the noise

image; & is a s€
) is an independent

pixel s on its neighbors T, D is th
e with zera mean who

depends ON the quality of estimates

Gaussian random variabl
del
level. The effectiveness of the SAR moce
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for & a '
nd vanance, which are usually determined by either least squares or

maximum likelihood estimation.

Far i -
0r either model texture is represented quantitatively as a feature vector X. For

the SAR model the distance between two such vectors is given by the

Mahatancbis function:

Dugn = (X - XIYTICTRX - XY o ~(7)

C is the covariance matrix which models pairwise relationships among the
Individual model features. Because the Tamura features are almost uncorrelated,
the following simplified Mahafanobis function may be used instead:

X=X
(8)

wee

d

i

-
= 11}
y -

g a technique such as a Sobel fitter, provide

Edges derived from an image usin
ns can easily identify some objects from their edge

good cue for content. huma
are then compared by caleul!
eved based on such a similanty measure.

ating a correlation between their

maps. Two images

edge maps [244]). Key frames are retri
are limited by their dependency on image

However, these comparisons

resolution, size, and orientation.
i z ontert

DOminant ObjEClS in key—frames represent lmpOﬂdﬂl semantlc C nt and are

shapes, if they can b2 identified by gither automalic or

rithms. tn comparnng simitanty between

best represented LY their

semi-automatic spatial segmentation /g0
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shapes, cumulati i
ulative turning angles are used, because they provide a m
easure
closer to h J
uman perception of shapes than algebraic momenlts or paramet
etenc
curves ‘ ' ' '
{245]. This metric also provides. 1) invanance under transiation, rotatio
: n

and scal i i ]
caling, 2) invariance with respect to convex and non-convex polygons, and
. an

3) relatively easy computation.

After partitioning and abstraction, the next step is to identfy and comgpute

representation primitives, based on which the content shot are indexed

compared and classified Ideally these are semantic primitives 1hat a user can
employ to define ~nteresting” or "significant” evenis Query by visual templates
ofien wants to retneve key-frame images

is based on the assumption that a user
patterns, such as a sunny sky, sea, beach

which consist of some known color
lawn, or forest. These pre-defined templates 81 stored and displayed as colour
texture maps and can be selected by the user to form a query

anization (ISO) has started the activity

e International Standards Org

Recently, th
ow bit rate video compression. In addition to

on the MPEG-4 standard for |
55100 standard for applications such as wirgless

MPEG- serving as a compre
ress the emerging tssues of

video communications, it is also e*PECtEd to add

indexing and retneval.

e locations, requires a

g the video / audio databases stored in remot
ysers 10 access the reference

Browsin
ble producers and

powerful user interface to ena
the visual information but aiso

material The video browser not only represents
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provides fast access to the video segment or image of interest. The Video

Browser lels the user query and view a video database based on scene content

45223 Updation

The update operation is given to an update processor which parses the request

and passes on to multimedia manager which is responsible for transforming the

logical request into requests on file.

45224 Access Control
Network computing make information widely available. With data so widely

available, broadcasters need control over use of their property. The IS should be

able to prevent unauthorized use or redistribution of their materials. Because

holdings are made up of embedded parts, royalty payment, rights protection, and

usage fees may apply.

ted not only in the video server, but also after

Archive holdings must be protec
tted. Therefore, servers must have programs which may

they have been transmi
nauthonzed uses. These trusted programs can also be the

prevent or report U

browsers. Rights manage
5. Solutions to intellectual property rights

ment compliant browsers can be

part of the
to user workstation

downloaded
ter to following areas.

management programs must ca
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* Identification and authentication

Identification and authentication of users is important with respect to individual
access to the information, especially when payment, whether by subscription,
membership, or fee-based, is required. Equally important, users want to be sure
that the materiais they receive are authentic. The authentication is also required
in respect of producers who may need to downioad the holdings for producing
new programmes. The control may be through multi-level password. There may
be certain programmes intended for making available widely to the public. After

all, broadcasting in many countries are free. For this access may be without any

password.

» Protection
Reasonable techniques to avoid misuse of materials and loss of royalties must

is purpose, license agreements between broadcasters and

be employed. For th
cribers, must be in place before the holding is made available to users.

subs

These agreements provide the legal lang
ized information, as well as royalties or other

uage defining rules for storage, use,

and access to the digit
e rights holder. Licensing agreements, rights, and royalties

compensation to th
n be different depending on the

n individually negotiated, and ca

are ofte
f users. Also, the rights to distnbute or to use

distribution medium and the type O
iy for a specific ime penod,

the intellectual propefty might be good o
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* Encryption

Encryption and key management techniques can be used to protect holdings
[{246]. Some encryption techniques include scrambling the data itself and using a

special envelope, or Cryptolope. Encryption is important for high value, or

confidential, assets.

e Conditional Access

It is essential to control the access of broadcast signals for services like Pay-TV
and Pay-channels. A complete access control system includes three main
functions: the scrambling /descrambling function, the entittement checking
function and the entitlement management function. The fastest and easiest way
to scramble digital data, is 1o add modulo 2 data to a pseude random binary
sequence (PRBS) generated by a PRBS generator. Scrambling can be applied
commonly or separately to the different components of the TV programme viz.
Video. sound and data, to make these components unintelligible. A control word
known by authorized scrambler and descrambler is used. For example, the

trol system for 34-45 Mbps TV codecs use a 64 bit control word that
access con

is renewed every 8.2 sec.

y e

he ¢
entittements. This is done by broadcasting
pon reception of an ECM (Entitterment

ontrol words and the conditions

e U
: access the programm
required to o the encrypted control word and the
se

Checking Message), the receiver .
rt card-
] ice- usually a sma
he security device
access conditions to t
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ongin and the integrity before decrypting the control word and sending it to the

descrambler if the customer is authorised to watch the programme. The

entitiement management messages (EMM) are validity period, consumable units,

geographical location etc. (247].

Transport system
Networking is needed to provide:

* connectivity between multiple server,

wide area networking for global material movement / delivery,

 redundancy configurations and

¢ gystem expandability.

“inter-system network' can connect

There are two types of networking. An
A ‘wide area network' (WAN) provides global

muitiple video servers together.
cross vast geographic distances.

connectivity, allowing data to be moved a
100Mbps is used to interconnect muitiple server. High

Currently, FODI running at
s such as Fibre channel running at 1 Gbps are now available

speed network
ity significantly. For wide area networking, an

these have increased this capabil
Mbps ts an existing standard for non-real time transfer

ATM interface at 155

between servers.

. vide a total, higher channel
' deo servers pro

(faces connecting Vi

r across wide distances. in a

be added to @ facility with complete

Network inte )
ddition, with standard

solution and allow Jata transfe

rér can
network interface, new video se
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leverage of the existing video server system via the network interface. This i

B . This is
similar today to having different generations of PC platforms funning on the same
LAN. The benefit of the new system can be utilized without replacing the old
system. As time continues, one can expect that the video server will evolve, but
through a standard networking interface it is possible to maintain stability and the

advantages of new capability without removing existing system

The digital multimedia can be delivered through terrestrial, cable or satellite, The
cable network (DVB-C) system has the same core as satellite system (DVB-S)
except that the modulation technique is based on Quadrature Amplitude
Modulation (QAM) rather than Quadrature Phase Shift Keying (QPSK). Na inner

code forward error correction (FEC) is used. Channel coding for digital terrestrial

broadcasting is OFDM[248]. The delivery of the information system can also be

through a mix of ATM, SDH, B-ISDN, Internet etc.

umer Digital Information Distribution(CDID} is a digitafl bus

One prospect for Cons
is is equivalent to a Loca! Area Network (LAN} connected

to the home. Th
s accessed through satellite, terrestrial

through routers or gateways. The archive i

and cable networks on this CDID bus.

Finance management

4.5.4
-to-air broadcasting, subscription

arvices viz free

There can be various type of s
The OLBAMS Is able to monttor the

service and on-line information Service.
usage of holdings in real time, and In detail, so that proper billing ¢an be done. It
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46

4.6.1

46.2

al intai
SO maintains usage data on each part of a holding, and provides these usage

reports to billing applications or other business processes.

Prototype Development

The core of the system is the Broadcast (Media) Server that interfaces with an
hitp (Web) Server [248]). There can be remote audio/video databases with

multiple Servers. The processes involved are mentioned below:

Media File Digitization
Since many broadcast system aré still analog based, the audio and video source
are digitized using 2 standard sound card, a video capture card or both.
Compression being a garbage-in, garbage out propasition, highest quality signal

to the encoder is ensured.

Media File Encoding
n to enable delivery over broadcast network, ATM, BISDN

The data compressio

real time delivery over connect
g. For delivery over broadcast network, the

ions as slow as 14.4. kB/s (9.6. kB/s for

as well as

audio) is achieved by encodin
1time delivery over Intemet, encoder software

is used. For rea

MPEG-2 encoding
¢ lo squeeze data into compressed format.

SSY compression algonthm
nght information is als
real audio encoder was used.

uses lo
o embedded at this stage to be

The title, author and copy

read by the player. For audio coding,
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4.6.3

46.4

Embedding Multimedia into a Web Page

A pointer placed into standard HTML taq in the web page links to a token file

on the media server. This token file contains type and location data about the

media file itself.

Integration Of Multimedia Files into the Server Environment
The server stores meta-data about the holdings in the archive, as well as the
holdings themselves. The meta-data are the index and search criteria (attributes)

for the holdings in the collection. This includes the content-based search criteria.

The library server uses object database technology to manage the index and
search criteria. The web server recognizes the multimedia formats by registering
the file's extension with the server as a MIME (Multi-purpose Intemet Mail

Extension) type. The server also contains information such as Protocol Port,
| "

ian time- security etc. Server push feature
. i nnection time-out,
maximum connections, cO

' iring the customer to request or
i i content without requinng t
allows delivery of multimedia
II" the information. With this mechanism, the server sends down a chunk of
“pull” the info )
em leaving the connection open to recelve more

data The browser dispiays Ih
interrupts the cannection.

data for a fixed time or until the client
E (Multipurpose Intemet Mail Extension) type used for the server push

ulti
The MIME ( The "replace” indicates that each new data

is called "multipart/x-mixed-replace

se the previous data block to be
(250] program that uses this technique s

replaced. A sample description of a

block will cau
CG! {Common Gateway Interface)

described in Table 4.1
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Table 4.1 CGI Program for Server Push

! phint "Content-type: multipart/x-mixed-replace; boundary=-~ThisRandomString

print "~ ThisRandomString---"

while true {
print “Content-type: image/jpg"

print <image>

print "—ThisRandomString-~"

}

The system provides an opening Menu which is a HTML Page as shown in Fig.

4.6. This menu provides a general idea about the service. The first time user has
the option to directly go to the system requirement menu or the programme
the JAWA applet. If he selects the programme menu, he

menu by clicking on
(Fig. 4.6.1) This page segregates the producers and the

gets new page

viewerflistener. The listener is told abo
ere he has two search options viz. by query by form or

ut the subscription services and taken to a

new page (Fig. 46.1.1)wh

o browser. If he chooses option query by form, he gets the screen

query by vide

ing from the opening menu, the searcher

Fig. 4.6.1.1 illustrates @ session. Start
During the entire session,

“pusic”, "Classic", “Elvis Presley”
s not able to

moves to "Audio’, "
es through various classified obyects which

a searcher mov
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.

The query by vi
y video browser takes to scree
n 4.6.1.1.2. The basic i
. VB interface

consists of four screens: C
- Category Screen, Video Sh
B elf Screen, Que
. ry Shelf

Scr
een and Text-output screen. The category screen presents to th
e user a

vies. This is the first screen presented to

predefined set from which to choose mo
rts, Horror, etc. are examples of the categories (Fig

the user. Hindi Film, Spo

4.6.1.1.2 ). When the user queries for 2 certain category,
the specified category (Fig 4.6.1.1.2.1). The

the system presents a

shelf containing videas available in
video from this shelf. If the user is not happy with the

user can then choose 2

nted, a query can be formula
tying specific movie attbutes of the desired

ted via the query interface. The user

choices prese

can customize a query by speci
). Director, Actor. Producer,
d a query. When the user builds a query

etc. are examples of attributes

movie (Fig. 46.1.1.22
ecified by the user to buil
uery are displayed on @
generate a summary and look at a

that can be sp
Text-output screen. {(Fiq.

all videos that conform to the qQ

4.6.1.1.2.3) The user can usé this screen to

poster of the video.
giving Jetaits of movie (Fig 4.7) and by

n he gets 2 new screen
al file

After this selectio
download the digit

clicking the object he can watch of
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Cyber Archives of India

rf-; ' N % AL L N . A -

;' s z? 4 new concept of making vou available
(JesTrfeaad 1y . X 3 o e
Hgtas multimedia archives.

there are Four modes of delivery:

*  Through our broadcast as per
predetermined shedules.

*  To Producers who have speciai
password on Intfranet.

e To the viewers via Internet
/ATM/ T-1 connection.

> To the viewers via 14.4:28.8 kbps_

modem

Fig 4.6.1 Selection Menu
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Cyber Archives of India

Welcome viewers. We provide you
entertainment 24 hours a day. You
may enjoy some of the portions
without any fee. However for enjoying
full access you have to enter into a
bscription. Pl also see the page on
101 viewing /listening/ further

dmm buno .

There are two ways for accessing the

material. This Is vial m;wmﬁdes or via
{ etc.

calegory screens/seli €
g 4.6.1.1 Search Option Menu

Fig.
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Cyber Archives of India

— e,

— e

| ' . 4 'Y .

[ On-Line Archives Management Svstem
l
[ his 1s having audio and video

r Chek on the relevant boa

——

C_ Audio g C_Video O

Audio section has got material on
Drama, Music, and Talks. . ..

got following section

Folk music has
Kajri
Bihu N

Fig. 4.6.1.1.1 Query by Form Menu
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ACTOR

Previen| Seaich Ko |

Filew Prinlucer Dirveiue  Yenr Aoty ‘
N
Jodal Banes Rugwr Kuj Kunmur T Auil, | |f‘
Sri Devd r ‘
!
|
! — !

Fig. 4.6.1.1 2.3, Text output screen ment
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JUDAAI
PRODUCER: BONEY KAPOOR.
DIRECTOR: RAJ KANWAR,

CAST: ANIL KAPOOR, SRIDEV],
URMILA MATONDKAR, PARESH

RAWAL.
Anil Kapoor and Sridevi play a happy couple
despite the tiffs between the two over Sridevi's
materialistic demands. All's fine till Urmila

Matondkar, who plays a spoilt brat arrives on the
scene. She falls in love with Anil (who works in her

father's factory) and even strikes a deal with
Sridevi in a temple to get married to Anil (yes, the

second time) in exchange of a crore rupees.

The story takes a twist when Urmila with her
atfection for children, wins Anil's heart while
Sridevi is left counting notes! A remorseful Sridev

o o

Fig. 4.7 Movie Detail Screen Menu
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4.8 Perormance Evaluation

Two types of performance evaluations were made as a part of this research.
One was the piclure degradation in digital domain after successive dubbings.

and the other was the subjective listening /viewing of the audio /Nideo-on-

demand service via Internet. These are described now.

4.8.1 Picture degradation on successive dubbings
The digital video was re-recorded on a machine several times to create ten

generations of the recordings. It was found that the picture degradation in terms
ost negligible. The data on digital degradation after

of S/N ratio was alm
bings as compared with the literature data for degradation of

successive dubbi
ubbings is shown in Fig 4.8.

===

dub 8 processing gereranom

analog d

0538333

ccessive dubbings in Analog & Digital Domain
su

Fig. 4 8 Picture degradation of
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35 f ] -4

ten du

bs, as aganst a -10 dB degradation in analog domain However, the things
are n i

ot as good with the compression. A compression of {2 gives a picture

degr i
gradation of about 5 dB, Although degradation afterwards in successive

dubbings is nil.

82 s
Subjective Listening Viewing observations

The subjective listening /viewing observation of audio / video received from a
Number of Web sites was made at Delhi (india). The line connection was at
9600, 14400, an 28800 bps. The audio quality was found to be of AM broadcast
but with breaks at 9600 bps. Sometimes the audio was found to be choppy due
to packet loss. This packet loss was due to unreliability of transmission media.

Using a 14.4 kB/s modem, the audio was of AM broadcast quality and video
The

was pixelated with frames being displayed every 10 or 12 seconds.
performance dramatically improved with a faster CPU (Pentium with 100 MHz
clock speed) and faster modem (28.8 kB/s). While the audio was of near FM

quality, video were still found to be slow and jerky although image quality was
ere not available, few Web sites were also

good. Since higher quality lines w
surfed to find the reported qualiy of audio and video at higher connection
nd searches, the quality of the

speeds. Based on these observations a
audiotvideo on different connection speeds is shown in Table 4.2.
ais that at present, for available modem speeds,

The analysis of the data reve
able for audio broadcasting but barely useable for video

technology is accept
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broadcasting. However, the delivery of video with 64 kB/s or better speeds, is
perfectly acceptable. Another contributing factor for both audio and video
broadcast, is the type of programme - recorded or live. Because of the high

demands of the compression on-the-fly, live audio/video delivery results in more

deterioration in quality.

Table-4.2
Connection Speed and Quality

Connection type Speed (kB/s)  Audic Quality  Video Quality
Dial-up modemn’ 96-144 8kHz. AM radio .
14.4 AM radio Pixelated & blocky frames
(every 100r 12 seconds)
288 16/22kHz.mono,  Good image quality displayed
Near FM (every 2 or 3 seconds)
Frame relay/ISDN? 56-64 44 kHz Stereo, Good low rmotion video,
Near CD High motion clips distorted.
ISDN two B channel® 128 Stereo hi-f 30 tps full motion video at
' quarter screen resalution.
T1 384+ VHS, MPEG-1 quality
. Dethi (India),
Source 1 Listening / Viewing Observations at Deffi{ )
ter,

2. http://www.ﬁrstadio.com/hsten.h
3. http://www.xmgtech.convs.w.wm

—

———————
P
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Broadcast Archives for India : Few Issues

India has a rich cultural heritage and the broadcast archives have about 100,000
holdings of great value. Part of these holdings are exclusive properties of AIRTV

India while for others it has to pay royalty for every use. While deciding the type

of solution for India, we have to consider a number of issues relating to their
locations, present IS, availability of internet / Intranet systems, global scenario

and the finances required to implement the system. We would consider these

aspects in this Chapter.

ge in India Archives

S.1 Rich Cultural Herita
try with unmatched diversity. It has a very rich and ancent

India is a vast coun
music has been a patrt of life of the people.

| heriage Classical and Folk

Cultura

The country's musical heritage are the recordings of memorable, soul stirring

recitals by master musicians ke - Abdul Karim Khan, Allauddin Khan, Amir
r, Fatyaz Khan, Hafeez

Khan, Bade Gulam Al Khan, Begam Akhtar, D.V. Puiska
Barodkar, OmM Nath Thakur, Panna Lal Ghosh, Rasoolan Bai,

dio and TV, indé have the unique privilege of

Ali Khan, Hirabai

Sidheshwari Devi, etc. All India Ra
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holding recordings of these musics and also eminent Indian personalittes which
depict the various phases of the transformation of this country. Apart from this

the archives have drama skits, talks, folk music, films, effects etc.

5.2 Present IS for Archives

Prior to 1988. the holdings were divided inlo a number of categories on the basis

of content of the holding. Dewey's decimal system and Library of Congress
cataloging system were used. The defails were put on the cardex system, One
had to manually scan the cardex system to locate a holding. Thus it was very

tme consuming to find the holding satisfying one or more classification

conditions.

In 1888, a computerized Tape Archives Management System (TAMS) was

developed by me to provide instantaneous retrieval of information satisfying the

lowest classification fevels. The Information System consists of a database using

a relational DBMS (Data Base Management System). A software structure of

in Fig. 5.1.
Tape Archives Management System (TAMS) used 1s shown in Fig
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Fip §1 Sofiware structure for TAMS

A 'data dictionary” is a catalogue of all the data types in the data base giving their
names, definitions an characteristics etc. In case of broadcast archives the data
dictionary contains the details of the data entity, data definition etc. such as type
of recording, holding details, name of the signer etc. There are conventional
menus for data entry. Report generation is done through a report writer program
and 4GL query languages allow unstructured searches. It will be seen fram Fig.
5.1 that in case of TAMS, the “Infomix™ database directly interacts with the
operating system “Unix". A report writer “Ace” coupled with the conventional
“Fortran” or “C" is used for repart writing. A 4G Query language “Informer” allows

unstructured query. The details of TAMS is described in the following sections.
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5.21

Design Details of TAMS

5.21.1 Categorization of Holdings

The holdings span into various major categories covering a large number of
disciplines. Each of these categories cover all tapes and discs containing archival
details for a particular area (Table 5.1). For example, all the holdings retated with
Mahatma Gandhi's recordings are categorized as "MG". On the basis of usage of
various recordings, all the holdings are further classified into 21 major areas. A
separate database file is maintained for each of these areas. Table 5.2 defines

the various holdings and the corresponding fite names in the database.
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Table 5.1

Categories of Archives holdings

5.NO.  Category

1.

N N N o o o
—
N.“O(Oco:-qma','ﬁa-&;:_o;

MG
PM
P

EP
SN
NPT
SPT
NPP
SPP
NPF
SPF
NPO
SPO
SE
NPM
SPM
Ml
MVL
MVF
MO
PS
sS

Description of haldings
MAHATMA GANDH]I

PRIME MINISTERS.
PRESIDENTS.

EMINENT PERSONS.
SANSKRIT

NATIONAL PRQOG OF TALKS
SPECIAL PROG OF TALKS
NATIONAL PROG OF PLAYS.
NATIONAL PROG OF PLAYS.

NATIONAL PROG OF FEATURES.

SPECIAL PROG OF FEATURES
NATIONAL PROG OF OPERA
SPECIAL PROG OF OPERA
SOUND EFFECTS
NATIONAL PROG OF MUSIC
SPECIAL PROG OF MUSIC
INSTRUMENTAL MUSIC
VOCIAL LIGHT MUSIC
VOCAL FOLK MUSIC
ORCHESTRA MUSIC
PATRIOTIC SONGS

STAGE SONGS




Table 5.2
Files in the TAMS

S No. File Name Holdings Covered Category
1 CARNATIC CARNATIC MUSIC NPM,.SPM.MI
2 EPH EMINENT PERSON SPEAKING EP, P, PM, MG
3. EPO EMINENT PERSON SPOKEN BY  EP, P PM, MG.
4 HINDUSTANI  HINDUSTANI MUSIC NPM.SPM.MI
5 MF FOLK MUSIC NPM,SPM,M!
6. ML LIGHT MUSIC NPM/SPMIMVLMI
7 MO ORCHESTRA MUSIC MO
8 FEATURES  FEATURES NPF,SPFM!
g OPERA OPERA NPO,SPOMI
10. PLAYS PLAYS NPP,SPPMI
11 TALKS TALKS NPT.SPT.MI
12 PS PATRIOTIC SONGS PS
13 SE SOUND EFFECTS SE
14 SN SANSKRIT. SN
15, SS STAGE SONGS SS
—
524.2 Scheme of Codification
are stored in codified form

ms
For efficient computenzaton. 2 number of itef

Data Capture and Entry

ation required by usi
er to the recording details of a

521.3
ng 3 number of especially

cis various inform
ch of these forms cat
details aré peing m

TAMS colle
ed input forms. Ea
ollowing two types of

designh
i aintained for each

particular type of file. F
type of recording.
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* ldentification details of a holding.

* Specific details about the holding.

0 ! .

l . .
anguage, occasion, station, duration, date, state and place of record
cording, the

copyright and date of first broadcast, etc.

Specific details vary from holding to holding. Holdings on music, songs, WIPS
spoken on, WIPs speaking themselves, Sanskrit programme, effects, opera
talks, plays and feature films have different specific details. For example, the
specific details required for collecting data on holdings containing recordings on
Camatic music are- type of music, raga, codes for artists, the names of
accompanists and the instruments played by them, the composer of the music,

first line of music, and the code of main instrument if it is a instrumental music.

For each of the database file, a separate screen data entry forms is used. The

system generates executable modules for screen data entry

System Outputs and Report Generation

5214
ystem of TAMS generates about 90 types of

The Report Generation S

These statements can broadly be categonzed into the following

statements

categories:
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5.2.1.4.1 Header Reports

These reports pri
print @ summary statem
ent for the total numbe
t of tapes in 3

p C

o . . .
ach type of tape being maintained in the system as on a specific dat
= ate

5.21.4.2 Q. Sheets
These Reports print a catalogue type of statement showing every detail about a

type of recording on the tapes maintained in different files

5.2.1.4.3 Special Reports
These are special purpose reports which cover the most common queries to be

answered about the tape recordings whose defails are being maintained in

different TAMS files.

521.44 Unstructured Query
In addition fo above, a number of specific query reports may be generated from

the system about an specific information, using the On-line Query Facility.

5.2.2 Problems of TAMS
e TAMS is it's extensive use of codes and use of SQL

The main problems of th
as to leam the SQL

query language. For making unstructured query. a producer h
The producers are reluctant to use ijt.

and use the codes to structure his query.
a central computer system with slave terminals and is

Moreover, this is based on
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5.3 Archives and other network avaiability in India

All India Radio is one of the earliest broadmsllng organizations in the wortd
having started broadcasting in 1936. Tv India, which was a part of All India
Radio, got separated in 1977. These departments act as prime carriers for the
message of development along with nNews, views, information, education, health,
hygiene, and message of national and internationai understanding. All India
Radio has 192 radio stations with 144 MW, 52 SW, 101 FM transmitters and TV
India has 41 Programme Production Centres with 92 HPT, 638 LPT, 173 VLPT,
20 transposers as on 20.08.1997. All the production units have got a locai
archive attached to it. The Central archives for both these organizations are in
Delhi at separate locations. Mast of the recordings are in analog format. The
present IS is a mix of manual and Computer based retrieval system, Both these
organizations want to develop an Information System for their archives for which

. . xt plan. The partial computerized IS
' allocations in the ne
they are seeking plan

was developed by me.

BO ba y, B g ' ] n
X Oca . )

xt (!

i ne hundred thousand
VSNL expects that the users will grow to o
India as on date.
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by next year. Depariment Of Telecommunication (OOT) has provided I-N
faciity at centres which are expected to be expanded to 86 major locat o

| ocations
the year end. I-NET is a public packet-switched data network and i
CCITT standard protocols/interfaces: X.3, X.28, X.29, X.25 L
| . K29, X and X7 {
possible to access Internet using INET. Internet can also be accessed th 5 lth 's
modem using dial-up link using TCP/IP protacal or through dedi o
Icated leased line.

DOT i . .
Is also planning to provide T-1 connection in the near future

Under the National Telecom Mission, Department of Telecommunication and
Department of Electronics have established data communication networks in the
country. Besides I-NET, National Informatics Centre has established NICNET for
Govt. information and CMC has established INDONET for commercial use
NICNET connects 450 district headquarters and 32 state and union territory
capitals with the central hub in Delhi. It uses 500 VSATs (Very Small Aperture
Terminals) connected via INSAT 1D. The other networks are INFLIBNET

(connecting libraries of CSIR, ICMR, ICAR, DRDO etc.), ERNET (Connecting

institutions) etc.[251).

All India Radio have started experimenting the DAB service and planning la start

digital service in the next pla
H service by the year end by hiring transponder on MEASAT

n, commencing from 1897, TV India is already

planning to start DT
n Satellite). TV India has also hi

1o 17 T TV 20
4 by INTELSAT. T

red a transponder on PanAmSat-4. A

(Malayasia
the orbital slot of 95° east, and with a
nis satellite which will

ia is being Iaunche
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become operational by 1998, has two fixed high-power beams with a signal

strength of 55 dBW over India. This is the e.ir.p of the footprint over India.

INTELSAT has already six satelites serving India. Indian Broadcasters on

INTELSAT 703 are Astanet, BITV, NEPC, and Sun TV

Internet (nformation Server and the solution for Intranet is already available in this
country. All India Radio has also created it's Web page, although the service at
present is text based. A download of Web page is given in Fig. 5.2. A private
enterprise has started an audio-on-demand service from Delhi (Fig. 53). A
number of web sites have been established by private enterprises narely, Times

of India, indian Express, Madhuri, ABCL, Shahnaz Hussain etc., albeit all of

these are on web servers located in the USA.

54 Recommended System for India

From the preceding sections, we see that the present IS for archives, though
DBMS based, is not suited for the future broadcast environment. We also find

that the country has matured Intemet Gateway, Data Circuit and has recorded

rmation Superhighway. AIR and TV, India have planned

it's presence on the Info
to start DAB, DTH and Intemet Broadcasting in the next plan. Under these

a the same IS as we have proposed in

circumstances, we recommend for Indi
Chapter 4 of the thesis. However, the present nefwork may not allow the
tely. As such, in the first phase

g of all the AIR and TV centres immedia

interlinkin
eveloped and used at all the centres and the

the IS as recommended, may be d
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A I R Online Information Service

\Ucome to the Home Page of All India Radio (AIR). This

“Sperimental service has been started on May 02. 1996 with news
“Overage in TEXT mode.

—
——
——————

]

1s India's only Radio netwaork. For the last nearly 70
"4 Al India Radio has been taking a major rofe in the development

-mu.sxnl the nation by disseminating 'information’. ‘cducatton” and
'"Ul.mmum to the people of India

e ——.

< Lagt tpdated at 1300 Hrs, India Time on December 13, 1996

e —

Uopdake
Rgdt t0.. ¢ X e
PSS New s
A eay . YA o iy gy, ¢ a .
RN Faternal Serviges = Prodiiengs whedule

Alf Contents Cgpw;o]n © by All Ind:a Radio. All informatton received
fro d ler international copyright
” m thig computer system is protected unde ¥

W This information is prov ided under the rerms & €01

Fig. 5.2 Web Page of AIR
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RADIOASIANET

NE S Erplish

ing

;h;.::;fs_' comprehensive News ('apsule in both Hindi
= - ] .ash. Our RadieAsiaNet bureau goes in the deplh
g get -“f" the facts, be it on Politics, Economics,
“ntertainement ov Sports

The News is updated dailv.

Main :[Home] [RadioAsiaNet Info] [Advertising] [FeedBack]

{:'.* e l?.cqn_:irmtenu]
rograms : [News] [CountDown Curry] [Down Memory Lane]

[RadioAsianet Plus](F astForward]

1996 COR! M

RadioAsiaNet IS Copyright
Rights Reserved

COMMUNICATIONS. All

Fig. 5.3 Web page of a private audio-on-demand service
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stations where INET, Internet, or NICNET hubs are available, may be interlinked.

As and when the linking is possible all the places may be linked.

858 Financial Considerations

The 9™ Plan allocation of these two organizations are likely to be of the order of
Rs. 4000 crores. AIR has already got sanctioned a scheme for it's permannent
archives at Todapur, New Delhi with an allocation of Rs. 15 crares. AS such a

beginning ¢an be made in this direction immediately.
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Future Trends and Conclusion

Audio fvi .
10 /video database are becoming popular with the advent of ha d
rdware

technology, broadband network (ISDN and ATM) and compression standard
ards

JPE . s

(JPEG, H.261 and MPEG). Typical audio/video database applications are in th

e

are i la i '
as of multimedia information systems, entertainment (e.g. interacti
-g. ive

television), digital libraries, education systems, etc.

Indexing is an important tool to facilitate the access and several techniques have
been recently proposed. However, all of these techniques operale on the visual
data in the original (pixel) domain. Since most of the future visual data is
expected to be stored in the compressed form, it is important to investigate

indexing approaches in the compressed domain. An important step in video

indexing is scene change detection.

Archive is an important component of radio and TV broadcasfing. With the
a number of broadcasting channels using satellite, terrestnal and cable

advent of
material has got a very high commercial value.

network, the archival
erested in accessing a variety of programmes either

Viewer/listeners may be int
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using on-line information super-highway or through conventional channels.

However, an on-line information system is a must to access the information

about the material and also to viewflisten the clips. An automated system with a
multimedia archival support may be a solution. A hyperink based retrieval
System has specific advantages. The present thesis is an attempt to provide the
direction for designing such a system. The bottom line is that the characteristics
of mass IS are the voluntary use and a high degree of uncertainty exists about
the users and their requirements. The user must gain substantial benefits to
accept the system. The only way to success may be the step-wise
implementation of services by observing and analyzing the user behavior, This
€volutionary development and the diffusion process may take some years. But
the potential benefits for the broadcast organizations are high. To quote Bill

Gates, “Whatever problems direct access to unlimited information may cause,

the benefits it will bring, will more than compensate{ 252].

81 Future Scenario

N N F P car
Rabiner [253] states that the vision of multimedia communication in the y

] ir complex and
2001 contains simple-to-use ways for people to manipulate their comp
ch, music, still and motion

t ISi ce
fich communication environment comprising of sp

i i edule for digital
video. Broadcasters have already planned implementation sch
| chnology that is in offing for

. . he (e
Multimedia delivery by 2010 (Fig. 6.1} Some ¢l t AR
for interactive
video/audio delivery and which shall play & key role fo

i 1 w.
and digital archives are given no
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6.1.1 Web Voice Browser

We

Pplication in broadcasting since the news of specific importance can be ived
receive

On an ordinary phone or a cell phone [254].

6.1.2 Multicast IP
IETF (Internet Engineering Task Force) is finalizing standards for multicast tP

fraffic over ATM [255]. This will aliow multicasting of multimedia data on the

Internet in a broadcast ke mode where a number of viewer are adoressay

simultaneously through routing of the same packets.

513 Video Parsing and Scene Detection by Retrieval of key frames
Parsing consists of two tasks: temporal segmentation of a video program into
elemental units, and content extraction from those units, based on both video
and audio semantic primitives [256). Many effective algorithms are now available
for temporal segmentation [257, 258]. However, fully automated content

extraction is a much more difficult task, requiring both signal analysis and
knowledge representation techniques. Research in this direction should

ultimately lead to an intelligent video parsing system [259, 260, 261].

Institute of Systems Science, National University of Singapore is working on such
roach: The first is temporal

an algorithm. They have a three stage app
h segment is abstracted into key-frames,

segmentation. At the second level eac
uch as

s of content variation. Finaly, visual features, S

based on a simple analysi
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color and texture, are used to represent the content of key-frames. In addition,
variations among key-frames from the same shot are calculated and integrated
with information about camera operation and object motion to provide event-
based cues. Indexing ts then supported by a clustering process which classifies
key-frames into different visual categories. After the key frames have been

retrieved and indexed, these can be used to start playback of the video from that

frame till the next key frame is encountered.

8.2 \}l:}billty of the proposition

A survey done by NHK has suggested that future interactive broadcasting will be

accepted by the audiences [262]. A modei was also developed to determine the
business potential of interactive video. it was concluded that the profit can be
gained for a programme if 0.1% of the viewers use the interactive mode to
access the multimedia databases. This profitability can be further improved by
cutting down the cost of production with the use of multimedia databases and on-

line production techniques. The other benefit is increase in viewer's satisfaction

[263].

6.3 Conclusion

The progress of digital technologies in production, storage and transmission of
audio and video coupled with the possibility of delivery of the multimedia data by
a variety of transmission medium including broadband networks, satellite and

Intemet, is rapidly changing the established concepts of broadcasting. The

emergence and adoption of MPEG-2 and other low bit rate coding like Fractal /
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Wavelet, have brought the digital multimedia broadcasting into the realm of
reality. Digital video /audio provide better quality, interactivity and greater channei
efficiency. Muitiple Perspective Interactive Video (MPI-Video) provides the
infrastructure for the processing and automatic analysis of multiple streams of
video data to construct a “virtual world" and view the video from user defined
perspectives. With the DTH (Direct-To-Home) and Intemet broadcasting, the
geographical barriers are receding. However, greater number of digital channels

require more number of programmes and content providers are hard pressed to

meet the ever increasing programme requirements.

Broadcast archives hold valuable coliection of music, film, talks, sound effects,
video clips, still pictures etc. The archival material consists of video or audio
disks/tapes generally stored in analog format. There is a growing need for
systematic access to recorded material by making them available rapidly,
conveniently, economically and with precision to meet the ever increasing
programme requirements and user’s need for interactivity. IBM has taken up a
project of this kind by developing an information system for Vatican library.

In this thesis we have discussed the muitiple aspects of digital broadcast
archives that may cater to the needs of automated, interactive, multi-channel
delivery systems. We have developed a system architecture and 1S mode! for
broaqcast archives using Object Oriented Database (OODB), CORBA
(COmmon Request Broker Architecture) and JAWA. The proposed On-Line
Broadcast Archives Management System (OLBAMS) has four main functions,

viz., Archives Management (AM), Information System Management(ISM),
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Transport Management(TM) and Finance Management (FM). The AM is
responsible for converting the existing media into digitaf farmat and storing it on
multiple servers. ISM is responsible for putting it on-line and providing all facilities
for interactive access. TM is responsible for network operations for the delivery of
the media and meta-data. The FM is responsible for accounting functions. These

functions are performed with the help of various equipment or sub-systems.

Digitized hypermedia data is stored on the media servers. Secondary information
resources such as hyper-linked HTML documents, databases of static images,
meta data and ftp sites of reference-archives are also stored on the server.
Server push allows defivery of multimedia content without requiring the customer
to request or “pull” the information. With this mechanism the server sends down
a chunk of data. The browser displays them leaving the connection open to
receive more data for a fixed time or until the client interrupts the connection. A
Java applet is used to make it's own network connection using sockets. The
databases are accessed from an applet directly, without any interventions by the
HTTP server. An applet, once connected to a database, keeps the connection
open as long as the applet is alive and the user is in session. The real potential of
utilizing Java for interactive queries and complex database transactions lies in the
mobility and connectivity of Java applets. A Java applet running on a Java-
enabled browser functions fike a self-contained Web ciient. The user is able to
get the information either by video-query screens or through hypermedia nodes.

Access control is used to protect the unauthorized use of the material,
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The advantages of the IS for broadcast archives, developed by us are
enumerated below.

The archive architecture includes all the aspects including creation and
capture, storage, rignts management, search and access, and distribution.
This is a departure from the traditional system where distrnibution is not
included in the archive architecture.

The archives are in digital forrat and reside on video server, CD, OD, etc.
Most of the holdings are on-line which can be accessed by a viewer.

For those holdings which are not on-line, an excerpt is available for preview.
The indices, picture segments and clippings are denived through key-frame
extraction algorithm, where possible.

The search is through hypermedia nodes, keywords or video browsers.

Access control allows protection of inteflectual property rights.

The digital delivery is provided through Information Superhighway which
allows access at any time by any person from any geographical location.

A JAVA applet allows capture of viewer’s preferences. This allows providing a
specially designed programme package to individual viewer using server push

technology. This really means possibility of a new channel to every individual.

A sound information system for the broadcast archive will play an important role
in providing new forms of customer sefvice, new distribution channels,

rearranging organisation boundaries, redesigning business processes, enabling
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broadcast companies to capture global economies of scale and provide services
globally. We have presented in this thesis a model for Information System
integrating a number of emerging complex technologies. The idea behind the IS
is that the system should be able to provide access to any archive data, to
anybody, from anywhere at any time through any existing computer network like
the Internet or other private networks which may make a lane in the future
Information Superhighway. The electronic distribution of broadcast archive
objects requires large bandwidth not usually available in many existing networks.
While most business data can easily be transmitted over current phone lines,
new technologies are required for large multimedia objects used for
broadcasting, e.g., fiber optics, Asynchronous Transfer Mode (ATM) swilches,
network management software, etc. The flexibility to locate the media servers
close to the users can also provide better performance. Though the normal
terrestrial mode of one-way delivery may continue during the next two-three
decades, this will greatly be supplemented by interactive two-way transmission
systems of Information Superhighway. The proposed IS is to cater to this need.
ISO has already started work on two standards MHEG-5 and MHEG-6, the
future standards for coding of multimedia and hypermedia objects. This will

further provide new directions in delivering multimedia data on the information

Superhighway,
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