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Abstract 

Breast cancer is the most common cancer in women in India and world over the last decade. It is 

the second most leading cause of cancers death among women. Breast cancer accounts for 25% 

to 31% of all cancers in women in India. Incidence rate has been increased from 22.2% in 2008 

to 27.05% in 2012 in India. According to WHO for the year 2012, an estimated 70,218 women 

died in India due to breast cancer, more than any other country in the world. According to the 

reports of Indian Council for Medical Research in 2016 the breast cancer cases expected to rise 

by about 14.5 lakhs and this may increase to 17.3 lakhs in 2020.  Digital mammography plays a 

vital role in the early detection of breast cancer. It helps to avoid wrong diagnosis, unwanted 

examinations, and inadequate surgeries, which directly affects the outcome and longevity of the 

patient. However, due to low contrast and high noise in the mammograms, it is challenging task 

to detect the abnormalities. Thus, for early detection and diagnosis of breast cancer in 

mammograms, there is a significant need of computer aided system (CAD). CAD system uses 

image processing and computerized techniques to pinpoint the abnormalities and classify 

mammogram into several classes namely normal or abnormal, benign or malignant etc.  

In this thesis, the contributions include the development of new algorithms for image 

enhancement, segmentation and feature extraction for early detection of breast cancer using 

mammograms. In addition to that, an automatic CAD system has been developed for the 

detection and analysis of abnormalities without user intervention. In this context, we have 

developed algorithms for image enhancement, image segmentation and different feature 

extraction schemes based on both shape and gray level characteristics of abnormality in 

mammograms. These relevant features extracted are submitted to classifier for further analysis. 
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The analysis includes classification of breast regions into normal-abnormal and benign-

malignant. These schemes developed for CAD system has been validated using Digital Database 

for Screening Mammography (DDSM) and Image Retrieval in Medical Applications (IRMA) 

databases. The results obtained by the algorithms are very promising in terms of accuracy and 

computation time when compared to the existing systems in the literature and have been detailed 

in chapters. 

In chapter 1, an introduction of different medical imaging modalities was given and discussed 

about the types of breast cancer followed by survey on the different methods developed by 

researchers for early detection of breast cancer.  

In chapter 2, the novel method for the mammogram enhancement is developed using two 

dimensional discrete wavelet transform and Gaussian pyramid techniques. Further our method 

was validated using EBCM (Edge based contrast measure) and entropy values. We also 

developed an algorithm for image segmentation in this chapter and validated using dice 

coefficient.  

In chapter 3, features have been extracted using Rotation Invariant Local Frequency (RILF), 

Local binary pattern (LBP) and Segmentation based Fractal Texture analysis (SFTA) techniques 

for the classification of breast regions into normal-abnormal . For evaluation of these feature 

extraction techniques, we have used linear SVM classifier via 10 fold cross validation. On 

application of all the above three methods, it is observed that RILF attained better accuracy.  

In chapter 4, features are generated from abnormalities (masses) to classify them into benign-

malignant. Geometric features, polynomial regression, triangular area representation (TAR) and 

beam angle statistics (BAS) techniques are applied on the mass contours to generate significant 



vii 
 

shape based features. Among all these methods, TAR method gave superior classification 

accuracy. 

In chapter 5, we have discussed the simulation results for image enhancement, segmentation and 

feature extraction techniques and these are applied on mammograms, breast tissue regions called 

as regions of interest (ROIs) and mass contours respectively. We also implemented all the above 

methods by considering complete mammogram for detection and analysis of abnormal regions. 

All the simulations are carried out using MATLAB software.  

Chapter 6 describes a hybrid method that automatically detects and analyzes the abnormality in 

mammogram without user intervention. Hybrid method includes combination of Dunn index 

based k-means algorithm for mass detection and modified SFTA method to generate features for 

normal, benign and malignant regions in mammogram. This feature vector is submitted to SVM 

classifier for further analysis.  

In chapter 7, the summary of the entire work has been furnished. Also, we have discussed about 

the scope of future work on different types of breast abnormalities and multiclass classification. 
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Chapter 1 

Introduction 

Biomedical image processing techniques plays a significant role in today’s health care due to 

increased utilization of medical images in clinical investigation and disease diagnosis. It has 

become interdisciplinary research field for experts in mathematics, engineering, biology, physics, 

statistics and medicine. Medical images visually represent the internal organs or tissues of a body 

for clinical analysis. Generally, medical images are produced using different imaging techniques 

namely, magnetic resonance imaging (MRI), ultrasound imaging, X-rays, computed tomography 

(CT) and molecular imaging etc. An organ or tissue in digital medical images is composed of 

individual pixels to which discrete bright or color value is assigned. The internal physiological 

structures hidden inside the skin in medical images can be manipulated to produce high quality 

information for the disease diagnoses and treatment. The reconstruction and processing of 

medical images depends on the type of medical imaging modality that is used to acquire images. 

Medical imaging modality means the mode by which the digital image is acquired by an 

equipment to get visual information on structural or functional parts of the body. such as 

radiography, ultrasound, nuclear medicine, computed tomography, magnetic resonance imaging 

and visible light. These imaging modalities uses the basics of transmission, reflection or 

refraction of light, radiation, temperature, sound, or spin [1]. Different imaging modalities that 

are typically used by doctors are described below. 

1.1 Different types of imaging modalities 

X-rays: In this imaging modality, X-rays are penetrated into the human body and absorbed by a 

film. The amount of X-rays penetrated into the human body depends on the type of material. 

http://www.medicalradiation.com/types-of-medical-imaging/imaging-using-x-rays/radiography-plain-x-rays/
http://www.medicalradiation.com/types-of-medical-imaging/imaging-using-x-rays/computed-tomography-ct/
http://www.medicalradiation.com/types-of-medical-imaging/imaging-using-x-rays/computed-tomography-ct/
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Human body consists of soft tissues, bones and air. A film exposed to the X-rays that come from 

human body will have light or very bright areas(less exposure), gray areas (high exposure), and 

black areas (heavy exposure) [2] depending on the amount of X-rays penetrated into different 

parts of body. For example, bones are hard structures and let very little amount of X-rays to pass 

through. So, they will appear bright. Air in the body allows more amounts of X-rays to pass 

through. So, it will appear dark. This modality is used to diagnose heart and chest diseases, 

breast cancer (mammography), and dental problems etc.  

Ultrasonography: In ultrasonography, sound waves of frequencies 2 to 20 MHz are used [3]. 

This medical imaging modality is predominately used to examine soft tissues of human body 

Ultrasound (US) consist of transducers which have a specific frequency. The sound waves that 

are transmitted into the body are reflected back to the surface (at the receiver). The time taken for 

the sound wave to go through soft issues and reflected back at the receiver is used by a computer 

to form the image. The main limitation of ultrasonography is that, the sound waves cannot 

penetrate into air or bone like structures. So, it cannot be used for examinations of skeleton and 

brain which are surrounded by bones. The sound wave frequency also plays a vital role to 

generate in the forming image with different spatial resolution. Low frequencies generate image 

with less spatial resolution whereas high frequency sounds waves have less wavelengths and thus 

have the ability of reflecting from small structures resulting in high resolution images. 

Computer Tomography: CT refers to computerized x-ray imaging procedure [4]. In computer 

tomography the images are formed from X-rays. The measurements are taken based on the 

amount of X-rays transmitted to the body. Multidirectional scanning is performed to collect 

multiple data from X-rays transmitted through the body. These contain detailed information on 

the different areas inside the body. 
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In this CT system, an x-ray source was placed inside the circular opening called gantry. A 

stationary patient on the table is moved inside the gantry to irradiate the patient’s body part 

through x-ray source and the detector on the other side of the patient collect exiting x-rays from 

patient’s body at some angle. In this way, x-rays are collected at different angles and sent to 

computer. These rays are reconstructed into individual slice for one rotation of gantry with x-ray 

source. For typical examination, there can be 10 to 50 rotations of the x-ray tube around the 

patient. As x-ray sources cannot pass through soft tissues, CT doesn’t show soft tissues inside the 

body. This modality is used for the diagnosis of brain tumors, kidney, liver diseases etc. 

Magnetic Resonance imaging (MRI): MRI is a non-invasive imaging technology that uses  

magnetic field, radio waves and computer to produce anatomical pictures of human body [5]. 

MRI machine consists of magnets which generates strong magnetic field inside patient’s body. 

The body contains water molecules. When a person goes inside the powerful magnetic field of 

MRI machine. This magnetic field results in the alignment of photons towards field direction. 

When the radio frequency current is send through patient’s body, protons inside the body move 

against the field. However, when the radio frequency current is turned off, protons try to realign 

in the direction of magnetic field. The radio frequency of the signal depends on the strength of 

the magnetic fields. In this process protons release energy. This energy is collected by MRI 

sensors to form the image. MRI scanners are suited to image tissues of the body. It is used to 

diagnose brain tumors, breast cancer, spinal stenosis etc. The tumors can be detected easily as the 

protons return to the equilibrium state with different rate compare to healthy tissues. The contrast 

agents have been injected intravenously to enhance the visibility of blood vessels.  

Molecular imaging: Molecular imaging is a procedure that gives images with detailed formation 

related to molecular and cellular level changes inside the human body. It consists of imaging 

http://www.webmd.com/hw-popup/spinal-stenosis-7451
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device and radioactive atom or isotope. The isotope is injected into human body and the 

distribution of isotope is observed by imaging device. The isotope attaches to the abnormal cells 

and this help the physicians to detect the severity of disease. Positron emission tomography 

(PET), and single-photon emission computed tomography (SPECT) are examples of molecular 

imaging. The main advantage of molecular imaging is that it gives functional information of 

body parts. This imaging procedure helps to diagnose alzheimer’s disease, epileptic seizures, 

heart diseases etc. 

In this thesis, we have investigated the analysis of abnormalities in mammograms to detect breast 

cancer in early stages. In the consequent part of the thesis, we are confined to the topic of this 

research. 

1.2 Breast Cancer 

Breast cancer is a major health problem among women throughout the globe. The mortality rate 

due to breast cancer has increased both in developed and developing countries. According to 

global estimates WHO report 2013, it is estimated that 5,08000 women died due to breast cancer 

in 2011 [6]. It is estimated that nearly 1.7 million cases were diagnosed with breast cancer in 

2012. Breast cancer represented about 12% of all new cancer cases and 25 % of all cancers in 

women. This shows that there is a sharp rise in breast cancer cases in all types of countries. In 

India, 1,55,000 new cases of breast cancer has been diagnosed in the year 2015 and 76000 

women were expected to die due to breast cancer [7].  

Breast cancer occurs due to uncontrolled growth of cells. The breast consists of fat, connective 

tissue, glands and ducts. Most of the abnormal cells grow in ducts to form ductal carcinoma. The 

cells that grow in lobules is called lobular carcinoma [8]. The malignant tumors can be classified 

into two types: invasive and non-invasive. In invasive, cancerous tumor cells spread from the 
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duct or lobule to all other organs of a body. This type of breast cancer is called as an infiltrating 

ductal carcinoma (IDC), when it starts in ducts and infiltrating lobular carcinoma (ILC), when it 

initiates in lobules. Non-invasive cancerous tumor occurs when cancer cells are confined to ducts 

or lobule and occurs during the early stages. These types of breast cancers are called as Ductal 

carcinoma in situ (DCIS) or Lobular carcinoma in situ (LCIS) [8]. There are several 

abnormalities that affect the breast tissues. These abnormalities include masses, 

microcalcification and architectural distortion. When abnormal cells grow at one particular place, 

they form a mass. A mass can be defined by its shape margin and density [9]. Shape determines 

the malignancy of mass. Masses with stellate or nodular shape are malignant. Microcalcifications 

are tiny calcium deposits that occur with different patterns. A group of tiny calcifications with in 

a small area is an early indicator of breast cancer. Detection of calcifications is very difficult due 

to its fuzzy appearance, especially in dense breasts. The shape, density, distribution, location 

determines whether the calcifications are benign or malignant. These calcifications usually occur 

in young people. Architectural distortion is disruption of the normal parenchymal pattern. The 

mass does not appear on breast x-ray but, distortion occurs at the edge of the parenchyma, which 

appears as a stellate shape. 

Early detection of breast cancer helps in increasing survival rates of women suffering from breast 

cancers. Digital mammography plays vital role by detecting the abnormalities when they are still 

localized. Mammogram helps to detect non-palpable breast masses in asymptomatic women. 

But, radiologists interpret numerous mammograms for detecting small number of cancers on 

daily basis. Hence, this results in decrease in accuracy or increase in repeatability. In order to 

increase the accuracy of the screening two radiologists have to double read the mammograms to 

validate the abnormalities. But, it is very difficult to practice in countries, where there is 
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insufficiency of radiologists. To overcome this problem, new automatic recognition system using 

computer environments have to be developed for second opinion. This developed system is 

called as computer aided diagnosis system (CAD). The procedure of CAD framework to detect 

abnormalities on mammogram is discussed below. 

1.3 CAD system  

CAD system uses image processing and computerized techniques to pin point the abnormalities 

in mammograms [10]. It has two stages: one is detection of suspicious area locations in 

mammograms and another one is to analyze suspicious abnormality. General block diagram of 

CAD system is given in Figure1.1. The three main phases of the CAD system are: training, 

testing and evaluation. Training phase includes preprocessing and feature extraction. Testing 

phase includes classification step. Evaluation involves the validation of developed algorithm 

with several metrics that include accuracy, sensitivity, specificity, receiver operating 

characteristic (ROC) analysis etc. The dataset which contains mammograms used for CAD 

system is divided into two parts: one is training dataset and another one is testing dataset. Phases 

of CAD system are discussed below: 

1.3.1 Training 

The input of this phase is training dataset and the output is the features extracted from 

mammographic tissues. 

a) Preprocessing: Mammograms contains noise due to the acquisition process. Preprocessing 

of mammograms involves noise removal, segmentation of breast area and pectoral muscle 

removal. It requires imaging filter, transformation to processing, thresholding etc . 

b) Feature Extraction: In feature extraction stage, features that define characteristics of 

abnormal and normal tissue are extracted to classify them. Feature extraction can be 
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performed manually or with many algorithms like morphology, segmentation etc. This stage 

also involves feature selection process if the number of features is high. 

1.3.2 Testing 

The input of this phase is features extracted from training dataset and testing dataset and output 

is the identification of mammographic tissue as benign or malignant and normal or abnormal.  

a) Classification: In classification, the model is learned with the extracted features of training 

dataset. This model classifies extracted features of testing dataset into benign and malignant. 

Classification can be performed by machine learning algorithms, neural networks, deep 

learning models etc. 

b) Evaluation: In this phase, the developed algorithm for training and testing is validated using 

different performance metrics like ROC, sensitivity, accuracy and specificity. The definitions 

of these performance metrics are discussed below in the next section. 
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Figure.1.1:.Block diagram of CAD system  

1.4 Performance metrics 
 

In two-class classification of normal-abnormal or benign-malignant, one class is considered as 

positive and other class as negative. Confusion matrix can be built based on classifier 

performance. Confusion matrix summarizes the number of cases which are correctly or 

incorrectly identified.in Table1.1.  
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Table 1.1: Confusion Matrix for binary classification system 

 

Following are the performance measures that are calculated from confusion matrix to evaluate 

the performance of classifier 

a) Accuracy (ACC): It is the ratio of number of cases which are predicted correctly to total 

number of cases. 

 𝐴𝐶𝐶(%)  =       
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
𝑋100                                      (1.1) 

b) True positive rate (TPR) or Sensitivity (Sens): Percentage of positive cases that are 

correctly predicted by the algorithm. 

𝑇𝑃𝑅(%) =   
𝑇𝑃

𝑇𝑃+𝐹𝑁
𝑋100                                                       (1.2) 

c) False Positive rate (FPR): It is the percentage of negative cases predicted as positive 

𝐹𝑃𝑅(%) =   
𝐹𝑃

𝑇𝑃+𝐹𝑁
𝑋 100                                                   (1.3) 

d) True Negative rate (TNR): Percentage of negative cases predicted correctly 

𝑇𝑁𝑅(%) =   
𝑇𝑁

𝑇𝑁+𝐹𝑃
 𝑋100                                                  (1.4) 

 

e) False Negative rate (FNR): Percentage of positive cases predicted as negative 

𝐹𝑁𝑅(%) =   
𝐹𝑁

𝑇𝑁+𝐹𝑃
𝑋100                                                           (1.5) 

f) Positive predictive value (PPV): It is defined as the percentage of cases that are actual 

positives to total number of positives predicted by classifier and is given by  

𝑃𝑃𝑉(%) =   
𝑇𝑃

𝑇𝑃+𝐹𝑃
 𝑋100                                                                (1.6) 

Actual Class Predicted Class 

Positive Negative 

Positive True positive(TP) False Negative (FN) 

Negative False positive(FP) True Negative(TN) 
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g) Negative predictive value (NPV): It is defined as the percentage of cases that are actual 

negative to total number of negatives predicted by the classifier and is given by  

𝑁𝑃𝑉(%) =   
𝑇𝑁

𝑇𝑁+𝐹𝑁
 𝑋100                                                                     (1.7) 

h) Receiver Operating Characteristics (ROC): It is a two dimensional plot that shows 

tradeoff between true positive rate and false positive rate as shown in the Figure 1.2. TPR is 

represented on Y-axis and FPR is represented on X-axis. Area under this ROC curve (AUC) 

measures the performance of classifier. AUC of ideal classifier is one. 

 

Figure 1.2:Typical ROC curve for non-mass-benign classification 

 

1.5 Databases 

To evaluate our developed methods mammographic images are retrieved from Digital database 

for screening mammography (DDSM) and Image Retrieval in Medical Applications (IRMA) 

database. For real time application, 

 we also tested some of our algorithms on mammographic images taken from Krishna institute of 

medical sciences (KIMS), Hyderabad. The DDSM images [11] are taken from Massachusetts 

General Hospital, Washington University School of Medicine, Wake. The primary purpose of 

the database is to facilitate sound research in the development of computer algorithms to aid in 

screening the images. They have 2620 cases in 43 volumes. The images are digitized by 

(HOWTEK-A, HOWTEK-D, LUMISYS, and DBA) scanners. Mammograms are taken from two 
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different views. They include Mediolateral (MLO) view and Craniocadal (CC) view along with 

patient age, American College of Radiology (ACR) breast density rating, subtlety rating for 

abnormalities and ACR keyword description of abnormalities. Each view has both left and right 

breast images. Figure 1.3 shows two mammograms having malignant and benign masses taken 

from DDSM database. Spatial resolution of images is 42.3 microns, 43microns and 50 microns 

for DBA, Howtek and Lumisys scanner respectively. IRMA is a standard mammographic 

database that comprises of regions of interest (ROIs) taken from digital mammogram images of 

selected patients from the Radiological Diagnosis Department of the University of Aachen [12]. 

The datasets in the IRMA project have three different types of breast regions or ROIs of 

mammograms, which include: Normal (no cancer), benign and malignant. The abnormal (benign 

and malignant)  ROIs have three different types of abnormalities: Masses, microcalcifications 

and others (Architectural distortion) as shown in Figure 1.4. The images in the dataset are of 128 

X 128 pixel size and at 256 gray levels. 

  

Figure 1.3 :Benign and malignant mammograms 
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1.6 Literature Survey 

Digital mammography plays a vital role in the early detection of breast cancer. To detect breast 

cancer in early stages, radiologists look into masses, microcalification, asymmetry and 

architectural distortion in mammograms. But, due to low contrast and high noise in the 

mammograms, it is very difficult task to detect the abnormalities. Thus, for early detection and 

diagnosis of breast cancer in mammograms there is a significant need of computer aided system 

(CAD) [13]. CAD system uses image processing and computerized techniques to pinpoint the 

abnormalities in mammograms. CAD systems in the field of medical image processing are 

classified into two types [14]. One type is CADe systems which can detect abnormalities from 

whole mammogram and these abnormalities are further analyzed by radiologists. Another type is 

CADx systems which are capable of analyzing suspicious masses into normal-abnormal, mass-

non-mass, and benign-malignant from small tissue portion of mammograms.  

   
(a) 

   

(b) 

   

(c) 

Figure.1.4: ROIs of IRMA Database a) Mass b) 

microcalcification c) Normal 
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CAD systems consist of four steps: preprocessing, segmentation, feature extraction and 

classification. Pre-processing involves removal of noise, unwanted areas like back ground, 

pectoral muscle etc. Among them, removal of pectoral muscle is very important for accurate 

diagnosis of mass or any other abnormality in mammogram and also decreases the processing 

time. Several algorithms were developed to detect pectoral muscle in MLO views. H.Abdellatif1 

et al [15] proposed the detection of pectoral muscle using biased normalized graph cut 

segmentation and beizer curve. Li Liu et al [16] used statistical features for the detection of 

pectoral muscle. Mario Mustra et al [17] used geometry and morphological approximation for 

the automatic detection of nipple. Image enhancement is another stage in preprocessing which 

highlights the invisible abnormalities in dense breast. Zhe Wu et al in [18] applied modified 

unsharp masking method which is based on high pass filter for image enhancement. M. 

Sundarama et al [19] applied histogram modified local contrast enhancement technique which 

enhances the local contents in image with the increase in contrast. Image segmentation is another 

step which differentiates masses from the background and helps us to obtain relevant information 

of the abnormality. Peyman Rahmati et al in [20] applied segmentation methods based on a novel 

maximum likelihood active contour model using level sets. This algorithm delineates the mass 

from the background by modelling both regions (foreground and back ground) with Gamma 

distribution. Liu et al [21] segmented breast contour based on classical seed region growing 

algorithm to enhance contour of a mass from background by adjusting threshold value 

iteratively. Byung-Woo Hong et al [22] segmented the mass based on topographic representation 

called the isocontour map. Topological and geometrical structure of the image is analysed and 

features are extracted using multiscale isocontour maps for attaining good delineation. They are 

many spatial and frequency domain methods for extracting features from automatically detected 
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masses and breast tissues for classification. Nebi et al [23] presented a system by extracting 

curvelet coefficients from cropped ROIs from mammogram. They used linear discriminant 

analysis and principal component analysis (PCA) for feature reduction and support vector 

machine (SVM) for classification of ROIs into normal-abnormal and benign-malignant. 

Xiaoming et al [24] detected mass automatically from whole mammogram using adaptive region 

growing technique and narrow band based active contour method with tunable parameters. Gray 

level co-occurrence matrix (GLCM) and completed local binary pattern features are extracted 

from these regions and was used to classify them as normal and abnormal with SVM classifier. 

Joberth et al [25] developed automatic detection of abnormal regions using quality thresholding 

and Haralick correlogram. Further geometric features have been extracted for classification of 

abnormal regions into mass-non mass with SVM classifier. Shubhi Sharma et al in [26] extracted 

ROIs manually from mammograms for training and used k-means algorithm for extracting ROIs 

from high density breast cluster for testing. They extracted features from high density cluster 

using Zernike moments and classified them into malignant-non-malignant using SVM classifier. 

Llado et al [27] manually selected regions of interest (ROIs) from mammograms and divided the 

image into different squared regions and further applied local binary pattern for all regions with 

different configuration for extracting features to classify ROIs into mass-non-mass with SVM 

classifier. They also compared their method with two dimensional principal component analysis 

(2DPCA) method. Nanni et al [28] applied local ternary pattern and local phase quantization by 

varying their parameters on the ROIs for feature extraction. Classification is performed by fusing 

SVM classifiers. The features were randomly selected by PCA and Neighbourhood preserving 

Embedded (NPE) methods. Shen-Chuan Tai et al [29] applied template matching using sech 

templates to detect suspicious regions. Subsequently, complex feature extraction methods based 
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on GLCM and Optical Density Co-occurrence (ODCM) Matrix are developed for classification 

of suspicious regions into normal and abnormal. Ying et al [30] presented adaptive region 

growing algorithm with hybrid assessment function. This function is combined with maximum 

likelihood analysis and maximum gradient analysis for segmentation of contour accurately. 

Intensity, shape and edge sharpness features have been extracted with SVM for classifying 

segmented contours into benign-malignant. Min Dong et al [31] applied improved vector field 

convolution (VFC) snake for segmentation of the mass region from the ROIs. The shape 

features, gray level histogram, pixel value fluctuation features of mass and its surroundings were 

calculated and classified using random forest classifier. They compared accuracy with different 

classifiers like SVM, grid search SVM (GS-SVM), particle swarm optimization SVM (PSO-

SVM) classifiers. Chun-Chu et al [32] used gamma correction equalization and morphology to 

detect abnormalities. The abnormal regions are classified using automatic detection classifier 

with normal texture features and principal component analysis (PCA). Shradhananda et al [33] 

implemented the segmentation-based fractal texture analysis (SFTA) method [34] to extract the 

textural features from the ROI patches of mammograms to classify them into normal-abnormal. 

They used fast correlation based filter for feature selection. Edward et al [35] applied 2D 

wavelets, at different scales and calculated texture features for each subbands. They analysed 

these wavelet features for different abnormalities of mammogram like microcalcifications and 

masses and applied naive Bayes classifier for classification. Mencattini et al [36] implemented 

phase portrait analysis for mass identification and segmented mass using fuzzy c means 

clustering. Fractal dimensions using box counting and ruler methods, compactness, fractional 

concavity, spiculation index features were extracted for classifying them into benign-malignant. 

Marcelo et al [37] extracted multiresolution analysis features from the breast regions or ROIs 
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using three different wavelet functions, Daubechies 8, Symlet 8 and bi-orthogonal 3.7. For 

classification, they used polynomial classifier to define ROIs into normal-abnormal. They 

compared developed classifier output with decision tree, SVM, k-nearest neighbourhood (K-

NN). Marcin et al [38] generated optimal template using brightness distribution and Laplacian 

filter. This template is matched with all regions in mammograms. The regions with high 

correlation coefficient are detected as abnormality. Daniel et al [39] determined certain 

asymmetric regions between pairs of mammograms of the left and the right breast by cross 

variogram function and a variogram function to differentiate asymmetric region into mass or 

non-mass. 

Rangayyan et al [40] calculated fractal features for 1D and 2D contours of breast masses for 

classifying them into benign-malignant. Pelin et al [41] implemented local seed region growing 

(LSRG) technique for the detection of abnormalities. Then, they applied spherical wavelet 

transform (SWT) for extracting features from abnormalities and classified them into mass-non-

mass and benign-malignant. Danilo et al [42] developed a method for detection and segmentation 

of masses using multiple thresholding, wavelet transform and genetic algorithm in CC and MLO 

views. Aswini et al in [43] calculated gray level co-occurrence matrix (GLCM) and gray level 

run length matrix (GLRLM) features for classifying ROI patches into malignant-benign using 

decision tree classifier. Dubey et al [44] compared two semi-automated segmentation methods, 

level set and marker controlled watershed method for segmenting tumour in mammogram. 

Oliveira et al in [45] segmented abnormal regions in mammograms using the k-means algorithm 

and co-occurrence matrix. The segmented regions are further classified into mass-non-mass 

using SVM with Haralick and shape features. 
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1.7 Motivation 

From the above survey it has been observed that they are two areas of research in the early 

detection of breast cancer. One area is automatic detection of abnormalities in mammogram 

using segmentation techniques and these abnormalities are further analyzed by radiologists. 

Another area is to crop the region of interest (ROIs) from mammograms using bounding box. 

Then, different feature extraction techniques have been applied on ROIs to classify them into 

normal-abnormal or mass-non-mass or benign-malignant. From the existing literature it can be 

observed that image enhancement, image segmentation and feature extraction methods play a 

crucial role in the existing algorithms. These algorithms have been mostly evaluated using 

DDSM database. In view of the existing literature, we observed that there is an ample scope to 

develop new texture and shape features and an algorithm that automatically detects and classify 

abnormal regions in mammogram without manual intervention.  

1.8 Classifiers  

To validate our developed feature extraction algorithms, the features extracted from 

mammograms are given to various classifiers. These classifiers include Support Vector Machine 

(SVM), K-Nearest Neighborhood (KNN), ensemble adaboost and simple tree classifiers. 

1.8.1 Support vector machine (SVM) classifier 

SVM (Support vector machine) is a supervised machine learning rule. Support Vector Machines 

[46] map the input vectors nonlinearly into high dimensional feature space. It constructs the 

optimal hyper planes that maximize the margin of separation between two classes of points.  

Let X be a training set which has N features and has class labels Y∈ {-1, +1} and it is given as 

(y1, x1),................................ ( yl , xl)  where   yi  ∈   {-1,+1} 

For a linearly separable dataset there exists a vector w and scalar b such that  
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w. xi + b   ≥  0  if  yi= +1 

                                 w. xi +b  ≤    0  if    yi= -1                       (1.8) 

This above equation. (1.8) can be expressed in generalized form as 

Y (w. xi + b) ≥ 0   for         i = 1, 2 ......N 

The distance between two hyperplanes is 
2

||𝑤||
. To maximize the distance between two classes, w 

is minimized by Lagrangian function. If xtest is new object then it is classified as given below in 

equation (1.9)  

𝑓(𝑥𝑡𝑒𝑠𝑡) = ∑ ∝𝑖
𝑁
𝑖=1 𝑤𝑖(𝑥𝑖. 𝑥) + 𝑏                                           (1.9) 

where  ∝𝑖 is the Lagrange multiplier. Objects in X {x1, x2,......xl} whose  ∝𝑖≥ 0 are called 

support vectors. These support vectors participate for getting optimal hyper plane.  

The optimal hyper plane for non-separable data is given in equation (1.10) 

𝑓(𝑥𝑡𝑒𝑠𝑡) = ∑ ∝𝑖
𝑁
𝑖=1 𝑤𝑖𝑘(𝑥𝑖 . 𝑥) + 𝑏                       (1.10) 

where 𝑘(𝑥𝑖 . 𝑥) in the above equation is a kernel function and it’s equation is given below in 

equation (1.11)  

𝑘(𝑥𝑖. 𝑥) = 𝑒
−𝛾||𝑥𝑖−𝑥||

2
     for    𝛾 > 0             (1.11) 

1.8.2 K-Nearest-neighbor (KNN) classifier: 

KNN is instance based supervised learning method which is used in many applications such as 

data mining, medical image processing, face recognition etc. KNN is a simple algorithm that 

stores all cases and classifies new cases based on similarity measure. 

Let the data sample consists of n attributes which combine to form an n-dimensional vector and 

it is given by equation (1.12) 

 

𝑋 = (𝑥1, 𝑥2, 𝑥3, ……… . 𝑥𝑛)                            (1.12) 
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There is another variable known as y which depends on n attributes. This y is categorical variable 

which defines class of vector x. 

Let us consider new sample defined as u. The following are the steps to identify the class of u 

using KNN  

 Identify k samples in the training set whose independent variables such as x are similar to u 

 Find the similarity between new sample u and k training samples. To measure the similarity 

between two variables, various distance measures are used such as Euclidean distance, 

Manhattan distance, Minkowski distance etc. Most popular one is Euclidean distance and is 

given by equation (1.13) 

D(x, u) =√∑ (𝑥𝑖 − 𝑢𝑖)2
𝑛
𝑖=1                      (1.13) 

 Sort the distances and apply the simple majority rule to find the best sample suitable to u in 

k samples 

However, the classification with KNN depends on selection of k. Large value of k makes the 

performance of KNN less precise and highly biased. Small value of k makes the performance 

less stable and it is influenced by noise. The main advantage of KNN is that it is very simple to 

use and more robust to noise. 

1.8.3 Decision Tree Classifier 

Decision Tree learning utilizes inductive inference instead of supervised data. It does not require 

any knowledge of parameter setting and efficient for processing large amount of data. In a 

decision tree, there are three types of nodes 

Root node: It does not have incoming edges and zero or more outgoing edges. 

Internal nodes: It has one incoming edge and two or more outgoing edges. 

Leaf or terminal nodes: It has exactly one incoming edge and no outgoing edge. 
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Following are the steps for inducing a decision tree from training samples 

Let D be a set containing training samples with different attributes x = {x1, x2, x3….xc} and class 

labels y = {y1, y2, y3,…….yc} 

 Create a root node for the tree 

 If all the training sets are of same class yc, return to the leaf node labeled with class yc.  

 If training set contains more than one class , calculate the entropy H(s) with respect to the 

attribute and it is given by equation (1.14) 

H(s) = ∑ 𝑝(𝑥)𝑥∈𝑋 log2
1

𝑝(𝑥)
                                       (1.14) 

 Choose the attribute that gives us highest possible information gain (IG) with x as attribute 

and IG is given in equation (1.15)  

IG(S, x) = H(s) -∑ 𝑃(𝑥) ∗ 𝐻(𝑥)𝑛
𝑖=0                          (1.15) 

 The highest information gain attribute is removed .This step is repeated to all the attributes 

until decision tree is left out with leaf nodes. 

 Then new sample is submitted to decision tree for further classification 

1.8.4 Ensemble methods 

Ensemble methods are learning algorithms that construct a set of classifiers and then classify 

new data points by taking a weighted vote of their predictions. A necessary and sufficient three 

issues that are to be addressed by ensemble methods are the learning algorithms must not be 

statistical, representational and structural. Hence, to overcome these issues three methods can be 

implemented to construct ensembles  

 Bayesian voting 

 Bagging  

 Boosting 
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Adaboost and decision tree classifier: Adaboost ensemble classifier has been implemented in 

this thesis for validation. Boosting is one of the methods used to construct ensemble classifiers. 

Adaboost algorithm has been utilized with decision tree as weak learner for classification of 

mammograms. 

Boosting is an ensemble method that combines weak learners. Adaboost algorithm is developed 

by Freund and Schapire. It uses training data for the binary classification. 

Let the training data set be X → {xi, yj}, i = 1, 2, ..., K contains K number of instances. Each 

attribute of X have its class label yj. The class labels for binary classification is given by + 1 and 

-1. Adaboost uses training data for generating hypothesis. 

Following are the steps used by Adaboost algorithm  

 The initial weight for all training  instance is set to W(xi) =1/K, where K is total number of 

training instances 

 In each iteration l, training dataset is invoked by decision tree to generate hypothesis hl. The 

error rate at each iteration is given by equation (1.16) 

𝑒𝑙 =  ∑ 𝑊𝑙(𝑖)𝑖: ℎ𝑙(𝑥𝑖)≠𝑦𝑗:
                                                         (1.16) 

Where hl(xi) is the hypothesis function and 𝑊𝑙(𝑖) is weight matrix for each instance i 

 The weight on the training samples is updated based on the weighted error computed by 

hypothesis hl. The weight of training samples is changed based on the misclassification rate, 

i.e., more weight is applied to misclassified samples and less weight is assigned to correctly 

classified samples. 

 The final classification is obtained by the linear combination of all the hypotheses and its 

weights. It is given by  equation (1.17) 

ℎ𝑓(𝑥) =  ∑𝑤𝑙ℎ𝑙(𝑥)                                                                   (1.17) 



22 
 

1.9 Research Objectives 

The prime objective of our research is to reduce interobserver and intraobserver variability 

among radiologists by increasing the accuracy of detection. Therefore, the objectives of our 

thesis include 

1. Develop image enhancement and segmentation techniques using Gaussian pyramid, wavelet 

fusion, contrast limited adaptive histogram equalization (CLAHE), morphology, 

thresholding and arithmetic operations. 

2. Develop feature extraction algorithms using Local binary pattern (LBP) and its variants, 

Segmentation based fractal texture analysis (SFTA) and Rotation invariant local frequency 

(RILF) techniques to classify ROIs into normal and abnormal. 

3. Develop shape based features algorithms to classify mammograms into benign-malignant. 

4. Develop an automatic method that detects suspicious areas in mammogram using Dunn 

index based automated k-means algorithm (DAK) without any user intervention. It also 

analyses the detected area as mass-non-mass and benign-malignant. 
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1.10 Organization of thesis 

This thesis is organized as follows. Chapter 2 introduces a technique for image enhancement and 

image segmentation. In chapter 3, different feature extraction techniques were implemented on 

breast regions to classify them into normal-abnormal. In chapter 4, contour based features were 

extracted to classify mammogram masses into benign and malignant. Chapter 5 gives 

quantitative results of the developed algorithms. It also describes comparison of algorithms that 

have been developed with the already existing methods. In chapter 6, automatic method without 

manual intervention is developed for detection and two stage classification of abnormalities in 

mammograms. This method was developed without any manual extraction of ROIs. Chapter 7 

presents the summary and conclusions of the proposed work and also gives the future scope of 

the work. 
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Chapter 2 

Image enhancement and segmentation of 

mammograms 
 

The leading cause of deaths among women is due to breast cancer. About 10% of women are 

affected with breast cancer in their lives. Early detection and diagnosis of breast cancer using 

digital mammography and image processing can increase survival rate and chances for complete 

recovery of patients. Several image processing techniques have been developed to improve the 

detection of four abnormal features in breast mammograms. The four abnormal features include: 

1. Microcalcifications 2. Masses 3. Bilateral Asymmetry 4. Architectural distortion. 

Microcalcifications are small calcium deposits on mammogram with dimensions of 0.2 to 

0.3mm. The presence of aligned or clustered microcalcifications in mammograms indicates 

breast cancer [47-48]. Masses are the most common asymmetric signs of cancer and appear 

brighter than the surrounding tissue in mammograms [49]. Most benign masses possess well-

defined sharp borders, while malignant tumors often have ill-defined, microlobulated, or 

spiculated borders. Bilateral asymmetry is an asymmetry of the breast parenchyma between left 

and right breast which may indicate breast cancer in its early stage. An architectural distortion on 

a mammogram is basically a disruption of the normal ‘random’ pattern of curvilinear and fine 

linear radiopaque structures. There is no visible mass, but the distortion often appears as a 

‘stellate’ shape or with radiating speculation [50]. Detection of these abnormalities using CAD 

helps radiologists to diagnose breast cancer in early stages. 

Among all image processing techniques of CAD, image enhancement plays vital role, since it 

increases contrast between malignant tissue and normal dense tissue which increases the 
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visibility for human perception. In this chapter, we developed a new image enhancement 

algorithm using Gaussian pyramid, wavelets and contrast limit adaptive histogram equalization. 

Further, we developed a new algorithm for segmentation along with image enhancement.  

This chapter is organized as follows: The databases used for the evaluation is described in 

section 2.1. The theory of 2D wavelets, Gaussian pyramid and contrast limit adaptive histogram 

equalization (CLAHE) methods are explained in sections 2.2, 2.3 and 2.4 respectively. 

Mammogram enhancement using the developed algorithm is described in section 2.5 and in 

section 2.6, and the developed algorithm for image segmentation has been discussed. This 

section describes the process of segmentation of mass from mammogram using thresholding and 

morphological operations. Further, section 2.7 gives the summary of overall work proposed in 

this chapter. 

2.1 Database 

To validate the image enhancement algorithm, mammograms are taken from Krishna Institute of 

medical sciences (KIMS), Hyderabad and DDSM database. The algorithm was used to test on 23 

mammograms out of which 14 were taken from KIMS and 9 mammograms from DDSM 

database. The image segmentation was carried out using 17 mammograms with the mass taken 

from DDSM database. In order to validate the segmentation methods, the database provided the 

ground truth information of mass, based on the location of abnormality in the mammogram. 

2.2 Multiresolution analysis using 2D wavelets and wavelet fusion 

The decomposition of mammographic images was done using two dimensional discrete wavelet 

transform (2D-DWT). The result gives two types of coefficients: approximation coefficients and 

detail coefficients [50]. Approximation coefficients are obtained by low pass filtering the image 
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followed by down sampling. Detail coefficients are obtained by high pass filtering the image 

followed by down sampling. The resolution of images varies with each decomposition level.  

The resolution decreases with the increase in number of decomposition levels. DWT decomposes 

mammogram into LL, LH, HL and HH components. This property of wavelet helps to extract 

edges, noise and separate bright and low contrast regions from mammogram. These regions can 

individually be emphasized or removed from the mammogram by choosing level of 

decomposition and selected component  

2D-DWT requires a two dimensional scaling function 𝜑(𝑥, 𝑦) and three two-dimensional 

wavelets, ∅𝐻(𝑥, 𝑦), ∅𝑉(𝑥, 𝑦) and ∅𝐷(𝑥, 𝑦) which gives horizontal, vertical and detail coefficients 

of the image. These wavelet functions are separable. The discrete wavelet transform of image 

𝑓(𝑥, 𝑦) of size MXN is given by the equations (2.1) and (2.2) 

𝑊𝜑(𝑗0,𝑚,𝑛) =  
1

√𝑀𝑁
∑ ∑ 𝑓(𝑥, 𝑦)𝜑𝑗0,𝑚,𝑛(𝑥, 𝑦)

𝑁−1
𝑦=0

𝑀−1
𝑥=0                                           (2.1)  

𝑊∅
𝑖(𝑗, 𝑥, 𝑦) =  

1

√𝑀𝑁
∑ ∑ 𝑓(𝑥, 𝑦)∅𝑗,𝑚,𝑛

𝑖 (𝑥, 𝑦)𝑁−1
𝑦=0

𝑀−1
𝑥=0      𝑖 = {𝐻, 𝑉, 𝐷}                   (2.2)  

where j0 is an arbitrary starting scale, 𝑊𝜑(𝑗0,𝑚, 𝑛) coefficients define an approximation of 

𝑓(𝑥, 𝑦) at scale j0, 𝑊∅
𝑖(𝑗0, 𝑥, 𝑦) coefficients define horizontal, vertical and diagonal details for 

scales j> j0. The value of j0 is selected as 0 and N=M=2
J 

 so that j=0,1,2,3,…..J-1 and m=n= 

0,1,2,…. 2𝑗 − 1 and inverse discrete wavelet transform is applied to get 𝑓(𝑥, 𝑦)  

A Two-Dimensional Discrete Wavelet Transform is implemented using the combination of 

digital filter banks and down-samplers. The digital filter banks consist of high-pass (g) and low-

pass (h) filters. As the image is 2D signal, 1D wavelet transform is evaluated for both the rows 

and columns of the image with separable wavelet functions. Thus, the output of 2D-DWT of an 
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image results into four orthogonal components like Low-Low (LL), Low-High (LH), High-Low 

(HL) and High-High (HH). 

2.3 Gaussian Pyramid 

Gaussian Pyramid is based on the principle of image pyramid proposed by Burt and Adelson in 

1983 [51]. This method decomposes the original image into sub-images with different spatial 

resolutions through mathematical operations such as recursive low pass filtering and 

interpolation [52]. 

Let G0 is a source image, and is on the bottom of the pyramid. Let l-th level Gaussian pyramid is 

denoted by Gl and it is given by the equation (2.3) 

𝐺𝑙(𝑖, 𝑗) =  ∑ ∑ 𝜔(𝑚, 𝑛)𝐺𝑖−1(2𝑖 + ,2𝑗 + 𝑛)
2
𝑛=−2

2
𝑚=−2   1 ≤ 𝑙 ≤ 𝑁, 0 ≤ 𝑖 ≤ 𝑅𝑏 , 0 ≤ 𝑗 < 𝐶𝑙    (2.3) 

where N is the maximal level of pyramid, 𝐶𝑙 and 𝑅𝑏  represent the column and row number of l-

th level pyramid respectively. 𝜔(𝑚, 𝑛) is a Gaussian kernel of any window size 𝐺𝑙−1 is obtained 

using Reduce operation and it is given by the equation (2.4) .  

𝐺𝑙     =      𝑅𝑒𝑑𝑢𝑐𝑒( 𝐺𝑙−1)                                                                                                     (2.4) 

Where Reduce operation indicates down sampling the image. 𝐺0, 𝐺1…… . . 𝐺𝑁 are different levels 

of Gaussian pyramid, where 𝐺𝑁 is at the top of the pyramid. The total number of layers in 

pyramid is N+1. 

2.4 Contrast Limit Adaptive Histogram Equalization (CLAHE) 

Histogram of an image plays an important role in image enhancement techniques. The objective 

of histogram equalization (HE) is to enhance the global contrast of the original image with 

uniform histogram. In case of histogram equalization, the transformation function is applied to 

input image by mapping pixel values such that the enhanced image have uniform histogram. 
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Histogram of the digital image of size M*N with intensity values in the range 0 to L-1 is given 

by the equation (2.5) 

                                  h(𝑟𝑘) =   𝑛𝑘                                                                                             (2.5) 

Where rk is the k
th

 intensity value and nk is the number of pixels in the image with intensity rk 

[52]. A normalized histogram is given by equation (2.6) 

𝑝𝑟(𝑟𝑘)   =     
𝑛𝑘

𝑀𝑁
                             𝑘 = 0,1,2,3… . 𝐿 − 1                                                              (2.6) 

The histogram equalization is obtained by following equation (2.7)  

𝑠𝑘 = (𝐿 − 1)∑ 𝑝𝑟(𝑟𝑗)        𝑘 = 0,1,2, …… . . 𝐿 − 1
𝑘
𝑗=0                                                                                             (2.7) 

where sk is the cumulative distribution function (CDF). Histogram equalization method cannot 

resolve the problem of global change in pixel values, when grayscale distribution is highly 

localized.  

Hence, Adaptive histogram equalization method was derived by transforming each pixel with a 

transformation function derived from neighborhood. In this method, the image is divided into 

non overlapping block and CDF is evaluated for each block to increase the contrast of each 

region But, this method over amplifies the contrast in constant intensity and noise regions. 

Hence, the Contrast Limited Adaptive Histogram Equalization (CLAHE) was proposed to 

overcome the problem of noise amplification. In CLAHE, the histogram is clipped by a 

predefined factor known as clip limit before computing CDF in the neighborhood region of the 

pixel. This clip limit depends on the normalized histogram and size of the neighborhood region 

and it is given in equation (2.8).  

𝛽 =
𝑀𝑁

𝐿
(1+ 

∝

100
(𝑠𝑚𝑎𝑥 − 1))                                                                                                       (2.8) 

Where ∝  is a clip factor (ranges from 0 to1) and 𝑠𝑚𝑎𝑥 is the max slope 

Finally, CDF of the resultant histograms of all blocks are obtained for mapping pixel values. 
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2.5 Algorithm for Image enhancement 

Gaussian pyramid based wavelet fusion is applied to mammograms for image enhancement. First 

Gaussian pyramid is generated for two levels. Level-0 is an original image which is filtered using 

Gaussian filter and down sampled to the half of the original image resolution to obtain level-1 

image. This process highlights larger objects present in the mammogram. Then, the level-1 

image is filtered by Gaussian filter to remove noise and up scaled using cubic spline 

interpolation. After this, two-step process has been implemented: first one is, the original image 

(level 0) is fused with up scaled version of level 1 image using max-max wavelet fusion 

technique. This wavelet fusion helps to highlight larger and smaller objects as the images are 

fused in both spatial and frequency domain. The output image obtained by step 1 is further 

enhanced by adaptive histogram equalization technique to increase the contrast. The performance 

of this method is determined using two parameters like edge based enhancement measure 

(EBCM) and entropy. The block diagram of the scheme is shown in the Figure 2.1 and the output 

of image enhancement is shown in the Figure 2.2.  

2.6 Image Segmentation 

Image segmentation plays a vital role in extracting the abnormality in mammogram. After 

successful segmentation, features are extracted using different methods. Then, these features are 

given to classifier. In literature, many methods have been proposed and few of them are listed as 

follows: active contour models [53], watershed transform[21], Convolution neural networks 

(CNN) and geostatistics [54], support vector machine and scale-variant mean curvature measures 

[55], graph based methods[56], local correntropy, k-means clustering[57] and discrete wavelet 

transform [58]. 
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Figure 2.1: Block diagram of image enhancement 

 
(a) 

 
(b) 

Figure 2.2: (a)Original mammogram image , (b) proposed method enhanced image 
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In all the above techniques, segmentation was carried out by considering a region of interest with 

mass in the mammogram, whereas in this present work, automatic segmentation has been carried 

out on the complete mammogram using histogram and advanced morphological operations. The 

process of segmentation method proposed in the present work is discussed below. 

2.6.1 Algorithm for segmentation 

We have used 17 mammograms with mass acquired from DDSM database for segmentation. 

Among them, six mammograms contain benign mass and eleven mammograms contain 

malignant mass. To validate our segmentation method, we have used the ground truth 

information of masses provided by radiologists. The simulation process for segmentation is 

carried out using NI vision assistant. Block diagram of segmentation process is shown in the 

Figure 2.3 and the following are the steps involved in the process of segmentation 

Step 1: Mammogram is acquired using NI vision assistant. Then, the preprocessing of 

mammograms has been carried out for the extraction of breast area and to remove the noise and 

unwanted labels in mammogram. The original mammogram taken from DDSM is shown in 

Figure 2.4a 

Step 2: In this step, bright and dark mammogram tissues are delineated using thresholding. The 

gray level value required for thresholding is obtained using histogram. The thresholding process 

converts gray scale image into binary image. The output obtained after thresholding is shown in 

Figure 2.4b. This image consists of false positive regions. 

Step 3: To detect the abnormality from false positive regions of thresholded image, 

morphological operations have been applied. 

Step 4: The masses in the DDSM database are with in radius of 3mm to 40mm [58]. Hence, 

morphological filters are applied to the binary image, based on the area and Heywood circularity 
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factor of regions (mammogram tissues) present in binary image .The mammogram tissue regions 

with radius less than 3mm and greater than 40mm are separated out using Top-Hat 

morphological transform. The mammogram tissue regions with circularity factor greater than 

two are filtered. The circular factor is taken into consideration because the mass is more circular 

than non-mass regions and the value of circularity factor is approximately one [59]. The output 

of segmentation is shown in Figure 2.4c.  

 

Figure 2.3: Block diagram of segmentation process 
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2.7 Summary 

In summary, algorithms for image enhancement and segmentation of mammograms have been 

developed. The enhancement algorithm uses wavelet fusion to highlight smaller and larger 

objects in mammograms and CLAHE is implemented to increase the contrast. This approach has 

been tested on 23 mammograms taken from two databases. Image segmentation was carried out 

using thresholding and morphological operations. Algorithm developed for segmentation is 

tested on 17 mammograms that are taken from DDSM database. The ground truth information of 

mass is given by expert radiologists in DDSM database for validation of image segmentation 

algorithm. The results of image enhancement and image segmentation algorithms are discussed 

in chapter 5. 

 

 

 

 

 

                  (a)                     

 

                (b) 

 

                     (c) 

Figure 2.4: a) Original mammogram, (b) Output after thresholding, (c) Segmented image 
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Chapter 3 

Mammogram classification to normal and abnormal 

using texture features 

Among all the other image processing techniques for CAD, feature extraction is an important 

task. This process should properly delineate normal and abnormal areas in mammograms and the 

number of the extracted features should be less so that the CAD system is computationally 

efficient. In this chapter, we have extracted features from mammogram regions using Rotation 

Invariant Local Frequency (RILF), Local Binary Pattern (LBP) and Segmentation based fractal 

texture analysis (SFTA) techniques followed by classification. Further, these techniques have 

been predominantly used in real world texture analysis problems. In order to extract features the 

suspicious abnormality areas were cropped from mammograms and these areas are called region 

of Interest (ROIs). Three methods have been implemented for extraction of features. First 

method uses RILF, LBP and SFTA techniques on ROIs to extract features, RILF is more robust 

to noise and has relatively small number of features when compared to LBP and SFTA. Hence, 

we have made the first attempt to study the use of RILF technique in mammograms for 

abnormality detection. In second method, LBP, SFTA and RILF features are extracted from each 

block after dividing ROI into N*N blocks and in third method ROI is decomposed into two 

levels using Gaussian pyramid and further features extracted using LBP,RILF and SFTA from 

decomposed images. To evaluate the performance of these three methods, the extracted features 

from ROIs are given to SVM classifier to classify them into normal-abnormal.  
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The present chapter is organized as follows: The extraction of ROI from the mammographic 

image is described in section 3.1. The description of LBP and its variants, SFTA and RILF 

feature extraction techniques are given in sections 3.2, 3.3 and 3.4 respectively. Section 3.5 gives 

the information about implementation of extracted features using all the above three techniques 

and section 3.6 describes about the classification. The summary of our work is explained in 

section.3.7. 

3.1 Extraction of ROI 

The breast regions of mammograms contain unwanted labels and background which are not 

desirable for the analysis of texture. Hence, mammogram is cropped to extract Region of Interest 

(ROI) which has suspicious abnormality. However, IRMA database consists of normal and 

abnormal ROIs of resolution 128*128.  

3.2 Local Binary Pattern (LBP) and its variants 

3.2.1 LBP 

Local binary pattern is an efficient rotation invariant technique for texture analysis. LBP has 

been presented by many authors in many applications because of its computational efficiency, 

high discriminative power and less vulnerability to illumination changes. This technique is first 

introduced by Ojala [59] considering statistics of gray level differences. In this technique, LBP 

operator assigns the binary code i.e., 0 or 1 to each pixel based on gray level difference of that 

particular pixel and its neighborhood. The neighboring pixel values which are not at the center 

are obtained by interpolation. For a center pixel gc, LBP code is defined by the following 

equation (3.1) as given below 
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                          LBP(P,R) = ∑ 𝑠(𝑔𝑝 − 𝑔𝑐)2
𝑝𝑝=𝑃−1

𝑝=0                                                                     (3.1) 

                           where    s(x)    =   1 for, x>=0 

                                                 =   0   for, x<0 

In equation 3.1, gc  represents the center pixel and g0, g1,...........gP-1 represents the neighboring 

pixels, where  P corresponds to quantization of angular space(number of neighbors) and R 

(Radius of the neighborhood) corresponds to spatial resolution. If the center pixel gc have co-

ordinates (0,0), then the exact coordinates of neighbor pixels are given by 

(−𝑅sin(
2𝜋𝑝

𝑃
)  ,   𝑅𝑐𝑜𝑠(

2𝜋𝑝

𝑃
 )). Now the LBP descriptors are calculated from the histogram H(k) 

of labeled image obtained by applying LBP(P,R) on all the pixels of image. The histogram H(k) 

for k=1,2,3…K for the image of size M*N is given below in equation (3.2). 

     𝐻(𝑘) = ∑ ∑ 𝐼(𝐿𝐵𝑃(𝑃,𝑅)
𝑁
𝑗=1

𝑀
𝑖=1 (𝑖, 𝑗))                                                                              (3.2) 

where, K is the maximum label value in the LBP(P,R) image Figure 3.1a shows the circularity 

symmetric neighbor sets for P=8 and R=1 and Figure 3.1b shows illustration of LBP operator. 
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55 54 35 
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Figure 3.1: a) Circular symmetric neighbor 

for P=8 and R=1 

b) Illustration of LBP operator 

Binary code: 11000001 
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There are many variants of LBP based on encodings, shape of neighborhood and transitions in 

binary code generated for each pixel. LBP variants which are based on transitions and rotation 

invariance include uniform LBP, rotation invariant LBP, rotation invariant uniform LBP. The 

LBP variants which are based on shape of neighborhood include EBP (Elliptical binary pattern) 

and HBP (Hyperbolic binary pattern), and these variants are considered to detect anisotropic 

features [60]. The LBP variants which are based on encoding include Local ternary pattern 

(LTP) and Local quinary pattern (LQP). The features are calculated using LBP variants based on 

encodings (LTP, LQP) and transitions in binary code (uniform, rotational invariant and uniform 

rotational invariant). LBP variants based on encodings are discussed below.  

3.2.2 Local Ternary pattern 

In LTP variant, the difference between the gray value of center pixel gc and gray value of 

neighborhood pixel gp is encoded into three values with the user threshold (𝜏) and they are {1, 0,-

1}.  LTP coding for a given pixel is given below in equation (3.3) 

                                  LTP(P, R)  =  ∑ 𝑠(𝑔𝑝 − 𝑔𝑐)2
𝑝𝑝=𝑃−1

𝑝=0                        (3.3) 

Where    s(x)    = 1 for   x > = 𝜏 

                             = 0 for  −𝜏< x < 𝜏 

                      = -1 otherwise 

3.2.3 Local Quinary pattern 

The difference between the center pixel and the neighborhood pixel is encoded into five values 

{2,1,0,-1,-2} with user thresholds (𝜏1, 𝜏2). LQP coding for a pixel is given by equation (3.4) 
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                            LQP(P,R)=∑ 𝑠(𝑔𝑝 − 𝑔𝑐)2
𝑝𝑝=𝑃−1

𝑝=0                  (3.4) 

s(x)    = 2  for   x > = 𝜏 

            = 1 for  𝜏1< x < 𝜏2 

              = 0 for  −𝜏1 ≥ x < 𝜏1 

                = -1 for – 𝜏2 ≤ x < −𝜏1 

                                                                    = -2 for other wise 

The local ternary pattern is split into two binary patterns by using three codes {1, 0,-1} and it is 

shown in Figure 3.2. First and second binary patterns are generated by considering the code =1 

and -1 respectively. Further the histogram generated by this two LBP patterns are concatenated 

to form feature vector. In the same way, LQP is split into four LBP patterns and the histogram 

features of these four pattern forms feature vector and it is shown in Figure 3.3. 

 

1 0 -1 

1  -1 

-1 -1 -1 

 

1 0 0 

1  0 

0 0 0 

 

0 0 1 

0  1 

1 1 1 

Figure 3.2: Splitting of LTP pattern into two different LBP codes 
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3.3 Segmented Fractal Texture analysis (SFTA)  

SFTA method [34] involves two steps: In first step, the input gray level images are decomposed 

into a set of binary images using Two-Threshold Binary Decomposition (TTBD). In second step, 

features like fractal dimensions, mean and size are computed for each binary image.  

In step 1, TTBD takes input as gray level image I(x, y) and multilevel Otsu’s algorithm is 

implemented to obtain binary images. This algorithm calculates a set of threshold values (T) 

 

1 0 -1 

2  -2 

-1 -1 1 
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0 0 1 

 

 

0 0 1 

0  0 
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0 0 0 

0  1 

0 0 0 

 

Figure 3.3: Example for splitting of LQP into four LBP patterns 
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based on minimization of intra-class variance and is applied to each image recursively until the 

desired number of threshold values (nt) is reached. Initially, first set of binary images are 

obtained using the thresholds calculated from Otsu’s algorithm. Hence, the total number of 

binary images is nt in the first set. In the second set, the binary images are obtained by selecting 

pairs of thresholds from T. The gray level image I(x, y) is then decomposed into binary images 

applying adjacent thresholds from T = {tl, nl} where nl is maximum gray level intensity in the  

image I(x, y) and tl is set of thresholds obtained from Otsu’s algorithm and given by tl = {t1,t2,t3, 

…..t nt} First set of binary images Ibl(x, y) is given by 

                                                   Ib1(x, y) =     1    if I(x, y)>=t1∈ 𝑇 

                                                               =       0     otherwise                                                (3.5) 

Second set of binary images are computed from pairs of thresholds, (T= {t1, ...  tnt, nl}) and they 

are given as follows 

Ib2(x, y)         = 1      if   tlo <I(x, y)≤ tu 

                                                                      = 0   otherwise                                             (3.6) 

 

where tlo and tu are upper and lower thresholds. 

In step 2, SFTA feature vector which includes mean of the gray level values, number of pixels 

and fractal dimension from the boundary are calculated from binary images obtained from step 1. 

3.4 Rotational Invariant Local Frequency (RILF)  

RILF method [61] is a rotation invariant texture classification method based on local frequency 

components. In this method, local circular function LCF (N,R)(x, y) is defined at each pixel to 
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obtain features. This local circular function considers N neighboring samples on a circle at each 

pixel (x, y) with radius R as in LBP. In LBP, thresholding the neighborhood pixels loses some 

textural information. To overcome this problem 1D Fourier transform is applied on LCF(N,R)(x, 

y) = (t0, t1, t2....... tN-1) and is given below in the equation (3.7) 

     𝑓𝑛 = ∑ 𝑡𝑘𝑒
−
2𝜋𝑖(𝑛−1)

𝑁𝑁−1
𝑘=0 ,   (𝑛 = 1 𝑎𝑛𝑑 2)                                                                  (3.7) 

The low frequency components f1 and f2 are considered to obtain features [62]. The reason for 

considering only the low frequency components f1 and f2 is that they have 90% of the texture 

energy and they do not contain noise information which appears in high frequencies [62]. 

Further, the magnitude based features are extracted from these two frequency channels (f1 and f2) 

by computing circularly shifted 2D Fourier transform. The 2D spectrum of each frequency 

channel CHn , (where n=1 and 2) is given in the equation (3.8)  

       𝐶𝐻𝑛(𝑘, 𝑙) =  ∑ ∑ |𝑓𝑛(𝑥, 𝑦)|. 𝑒
−2𝜋𝑖(

𝑥𝑘

𝑊
+
𝑦𝑙

𝐻
)𝐻−1

𝑦=0
𝑊−1
𝑥=0                                                            (3.8) 

where, W and H are width and height of the image. To have rotation invariance property for 

these features, circular band-pass disk shape filters are applied on the spectrum of frequency 

channels and these filters are defined below in equation (3.9)  

  𝐷𝑟1,𝑟2(𝑥, 𝑦)     = 1       if    𝑟1 ≤ √𝑥2 + 𝑦2 ≤  𝑟2    

                              =   0      other wise                                                                                        (3.9)     

where r1 and r2 are inner and outer radius of disk shape filters. The rotation invariant local 

frequency magnitude descriptors (RILFMD) are computed in equation (3.10) which is given 

below 
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    𝑅𝐼𝐿𝐹𝑀𝐷(𝑟1, 𝑟2, 𝑛)      =   
∑ ∑ |𝐶𝐻𝑛(𝑘,𝑙)|.𝐷𝑟1,𝑟2(𝑘,𝑙)

𝐻
2
−1

−𝐻/2

𝑊
2
−1

𝑘=−𝑊/2

∑ ∑ 𝐷𝑟1,𝑟2(𝑘,𝑙)

𝐻
2
−1

−𝐻/2

𝑊
2
−1

𝑘=−𝑊/2

                                                  (3.10)       

The range of 2D spectrum changes from [0: W-1, 0: H-1] to [–W/2: W/2-1,-H/2: H/2-1] when 

the spectrum is circularly shifted.  

3.5 Implementation of Feature Extraction techniques 

The different feature extraction techniques discussed in the above sections 3.2, 3.3 and 3.4 are 

applied on mammogram ROIs using three different methods. The extracted features from these 

three methods are fed to a SVM classifier (linear kernel) via ten-fold cross-validation method to 

assess the significance of these feature extraction techniques. 

3.5.1 Method 1 

In this method, the features are extracted from ROIs using LBP, SFTA and RILF techniques and 

these features are fed to SVM classifier for further classification. The block diagram for this 

method is shown in Figure.3.4. 

LBP: In LBP, different variants based on encodings (LTP and LQP) and transitions in binary 

code (uniform (u2), rotational invariant (ri) and uniform rotational invariant (riu2)) are 

considered for feature extraction. The histograms of all these variants are taken as feature vectors 

for further performance evaluation.  

SFTA: In SFTA technique, texture features have been extracted from ROIs by considering 

different values of nt (number of thresholds). These features are further fed to SVM classifier for 

performance evaluation. 
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RILF: In RILF technique, the magnitude descriptors (RILFMD) are calculated from the low 

frequency channels that are channel 1(ch1) and channel 2(ch2). These magnitude descriptors are 

considered as feature vectors and passed to SVM classifier for performance evaluation.  

 

Figure 3.4: Block diagram for the classification of ROIs using method 1 

3.5.2 Method 2  

In this method, ROI is sub divided into NXN blocks. LBP and its variants (LQP and LTP), SFTA 

and RILF features are extracted for each block and concatenated to form feature vector and fed 

to SVM classifier for further validation. The block diagram of this method is shown in Figure 3.5 

The feature extraction techniques used in this method are named as block wise-LBP (BLBP), 

block wise-LTP(BLTP), block wise-LQP (BLQP), block wise-SFTA( BSFTA) and block wise-

RILF (BRILF) techniques. 
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Figure 3.5: Block diagram for the classification of ROIs using method 2 

3.5.3 Method 3 

In this method, ROI is decomposed into image pyramid via Gaussian filter [62] which is also 

known as scale space representation of the image. The scale space equation of an image is given 

below in equation (3.11) 

𝐺𝑘(𝑥, 𝑦)    =    𝑚𝑛𝑊(𝑚, 𝑛)𝐺𝑘−1(2𝑥 +𝑚, 2𝑦 + 𝑛)  𝑓𝑜𝑟    𝑘 > 0 

                                                 =         𝐼     𝑓𝑜𝑟                                 𝑘 = 0             (3.11) 

where x and y are spatial co-ordinates of image I, 𝐺𝑘(𝑥, 𝑦)  represents k
th

 level image pyramid 

and W(m, n) is a  pyramid filter (Gaussian) of size m X n.  

LBP and its variants, SFTA and RILF techniques are used to extract features from two levels of 

Gaussian pyramid and further concatenated to form feature vector for evaluation. The block 

diagram of method 3 is shown in Figure 3.6 and these techniques are named as pyramidal-LBP 

(PLBP), pyramidal-LTP (PLTP), pyramidal-LQP (PLQP), pyramidal-SFTA (PSFTA) and 

pyramidal-RILF (PRILF). 
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3.6 Classification 

Evaluation of our study is carried out using SVM classifier via ten-fold cross validation. In this 

validation method, feature data is divided into ten groups randomly. Among these groups, one 

group is selected for testing and other groups are for training. In this procedure each group will 

undergo testing and the mean of all evaluation parameters from ten groups is calculated to get 

final accuracy, sensitivity and specificity.  

 

. 

Figure 3.6: Block diagram for the classification of ROIs using method 3 
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3.7 Summary 

In this chapter, LBP, SFTA, and RILF feature extraction techniques are used to distinguish 

normal and abnormal (mass and microcalcifications) ROIs using three different methods. Among 

these feature extraction techniques, RILF works in frequency domain and it does not consider 

noise part of the image. This property aids RILF features to get high classification accuracy 

when compared to LBP and SFTA techniques. In summary, RILF has given best accuracy, 

sensitivity and specificity when compared to other techniques. The results obtained are discussed 

in chapter 5. 
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Chapter 4 

Mammogram classification to benign and malignant 

using contour based features 

Masses are the most common abnormality present in breast cancer patients. It is formed when 

healthy cells grow abnormally at one place. Masses can be characterized by various descriptors 

like shape, size and margins according to breast imaging reporting and data system (BI-RADS). 

Benign (non-cancerous) masses usually have oval, lobulated, and round shapes with smooth 

circumscribed margins but whereas malignant (cancerous) masses have irregular, ill-defined and 

microlobulated shapes with spiculated margins. We can classify breast masses as benign or 

malignant based on shape characteristics. The mass is differentiated by its gray scale, margin and 

its shape characteristics. Many texture based methods were also introduced to classify masses as 

benign and malignant. Gabor transforms, spherical wavelet transforms, contourlet transforms, 

wavelet transforms, local energy based descriptors, beamlet transforms and fractal dimensions 

are some proposed texture methods in the literature for classification of breast masses [63-71]. 

These texture methods generates high dimensional feature vector which increases the 

computational complexity of CAD (Computer aided diagnosis) system. In order to decrease the 

length of feature vector, many methods have been introduced for classifying breast masses using 

2D contour or shape characteristics of masses. In this chapter we have studied contour based 

methods to classify masses into benign and malignant. The features are extracted from contours 
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using geometry properties, polynomial regression, beam angle statistics and triangular area 

representation. Subsequently, these features are given to different classifiers for validation. 

The chapter is organized as follows: The extraction of mass contour from mammogram using 

ground truth information is described in section 4.1. Section 4.2 outlines about the features 

extracted from mass contours using the geometric 2D shapes. The procedure for feature 

extraction from mass contours using polynomial regression, beam angle statistics (BAS) and 

triangular area representation (TAR) are described in sections 4.3, 4.4 and 4.5. The classification 

of these mass contours using different classifier is outlined in section 4.6 followed by summary 

of the proposed work in section 4.7. 

4.1 Extraction of mass contours 

The mammography images used in this work are taken from “Digital Database for Screening 

Mammography” (DDSM).a publically available database. The database has overlay file for each 

patient. The information related to particular patient such as type of abnormality, number of 

abnormalities and its location is in overlay file. The outline of mass contour is given by chain 

code in overlay file. The database contains normal, benign and cancer volumes. For our research, 

we require benign and malignant mass contours.  

4.2 Geometric features 

Geometric features of mass contour can be used to characterize malignant or benign mass. Six 

morphologic features were extracted from each mass to describe features such as shape, contour, 

and size as in [72-74]. The following are the geometric features used on the mass contours. 

Area (A): Number of pixels contained inside the mass contour.  

Perimeter (P): Circumference of the mass contour.  

P: A: It is the ratio of perimeter to the area of the mass.  
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Circularity Index: Circularity index is the ratio of the area of a mass to the area of a circle 

having the same perimeter. It is shown below 

𝐶 =
𝐴𝑠
 𝐴𝑐

 

Where As is the area of the mass and Ac is the area of the circle. 

L: S Ratio: It is the length ratio of the major (long) axis to the minor (short) axis of the 

equivalent ellipse of the mass. If L: S ratio is more, it is likely that the mass is malignant.  

E: N (Elliptical normalized circumference): Anfractuosity is a common morphological feature 

for malignant contour. ENC is circumference ratio of the mass and its equivalent ellipse. 

Anfractuosity of a mass contour is characterized by ENC.  

𝐸𝑁𝐶 = 
𝐴𝑠
𝐴𝐸

 

where As is area of the mass and AE is the area of its ellipse . 

4.3 Polynomial regression  

A polynomial regression fit by gradient descent algorithm is used to extract features from 1D 

signal. Hence, mass contour is transformed into 1D representation of boundary known as 

signature. It is a plot of the distance from the centroid to the boundary as a function of angle. 

Figures 4.1a and 4.1b. shows the contours of benign and malignant mass respectively. Figures 

4.1c and 4.1d show the signatures of these contours. 
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(a) (b) (c) (d) 

Figure.4.1: a) Benign, b) Malignant, c) Signature of  benign, d) Signature of malignant 

 

4.3.1 Polynomial regression fit using gradient descent algorithm 

In this algorithm n
th

 degree polynomial that fits signature of mass contour is generated by 

considering polynomial hypothesis with n random coefficients. The polynomial hypothesis 

considered with n random coefficients is given by the below equation (4.1)  

𝐻(𝜃) = 𝑎0 + ∑ (𝑎𝑛𝜃
𝑛)∞

𝑛=1                                                                         (4.1) 

where θ is the angle measured from the vertical direction in the anti-clockwise direction and a0, 

a1,a2,a3…an are the coefficients of the n
th

 order polynomial hypothesis. The degree of polynomial 

is to be chosen such that the signature of benign contour is close to polynomial hypothesis A 

function is required in order to minimize the distance between the polynomial hypothesis and the 

signature of benign contour The function which measure the difference between the generated 

𝐻(𝜃) and signature 𝑟(𝜃) is called cost function (J) or mean square error. The equation of the 

cost function is shown below in equation (4.2) 

𝐽(𝜃) =
1

𝑚
∑ (𝐻(𝜃(𝑖)) − 𝑟(𝜃(𝑖)))

2𝑚

𝑖=1
                                                                     (4.2) 
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where r(θ) is the actual radial distance of the boundary from the center at an angle θ and m is the 

number of samples.  𝜃(𝑖)is a sample angle of the i
th 

pixel on the boundary which varies from 

1…m and θ varies from -π to π. 

All the polynomial coefficients a0, a1,a2, a3....an are iteratively updated to optimize the 

hypothesis so that the cost function reaches the minimum value as shown in equation (4.3). 

𝑎𝑛 = 𝑎𝑛 − 𝛼
𝜕

𝜕𝑎𝑛
𝐽(𝜃)                                                                                                         (4.3) 

Where 𝛼 is known as the learning rate, n is the degree of the polynomial hypothesis. If 𝛼 is too 

low then it takes a huge number of iterations for J (𝜃) to converge. If 𝛼 is too high then J (𝜃) 

might not even converge, therefore a medium value must be chosen. This procedure is continued 

until J (𝜃) converges. The degree of polynomial is selected empirically such that polynomial 

hypothesis perfectly fits the signatures of benign and under-fit the signatures of malignant 

tumors.  

4.3.2 Extraction of features 

Mean absolute error and correlation between polynomial hypothesis H (θ) and signature r (θ) are 

the features extracted from benign and malignant contours to classify them. The correlation 

coefficient (CC) between two data sets A = H (θ) and B= r (θ) is given below in equation (4.4) 

𝐶𝐶 =       
∑ (𝐴𝑚−𝐴𝑚𝑒𝑎𝑛)(𝐵𝑚
𝑚
𝑖=1 −𝐵𝑚𝑒𝑎𝑛)

√∑ (𝐴𝑚−𝐴𝑚𝑒𝑎𝑛)2
𝑚
𝑖=1 √∑ (𝐵𝑚−𝐵𝑚𝑒𝑎𝑛)2

𝑛
𝑖=1

                                                 (4.4) 

Where 𝐴𝑚 𝑎𝑛𝑑 𝐵𝑚 is the individual sample point on signature and polynomial hypothesis and 

index m represents number of points on signature. 𝐴𝑚𝑒𝑎𝑛𝑎𝑛𝑑 𝐵𝑚𝑒𝑎𝑛 indicates mean of H (θ) and 

r(θ) respectively.  
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𝑚𝑒𝑎𝑛 𝑎𝑏𝑠𝑜𝑙𝑢𝑡𝑒 𝑒𝑟𝑟𝑜𝑟 =
1

𝑚
∑ |𝐻(𝜃(𝑖)) − 𝑟(𝜃(𝑖))|𝑖=𝑛
𝑖=1                                                             (4.5) 

Equations 4.4 and 4.5 gives two features, that are correlation coefficient and mean absolute error 

of the signature r(𝜃) (green curve) shown in Figure 4.2a and its corresponding polynomial  

fit H(𝜃)(Red curve )shown in Figure.4.2b. We have applied polynomial fit with gradient descent  

 algorithm with different degrees of polynomial to fit the signatures of benign masses. 

Correlation coefficient and mean absolute error were computed between signature of test image 

and polynomial hypothesis obtained by gradient descent algorithm for classification. Block 

diagram for the extraction of features is shown in Figure 4.3. 

 

 

Figure 4.3: Block diagram for the extraction of features and classification using polynomial regression 

 
 

(a) (b) 

Figure.4.2: a) Malignant signature and its 15 degree polynomial hypothesis,b) Benign Signature and its 15 

degree polynomial hypothesis 
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4.4 Beam Angle Statistics 

The 1D signature obtained by radial distance is sensitive to the noise in the contour. So, we 

proposed Beam angle statistics (BAS) [74] method to transform 2D contour of a mass into 1D 

signature and find the property of the regularity in benign and malignant masses. BAS method is 

insensitive to noise and it preserves concave and convex points of mass contours. Another 

advantage of this method is that its affine transforms and is invariant to size, orientation and 

position. At first, the contours have been taken from DDSM database using ground truth 

information. Second, we transform 2D contour into 1D signatures using BAS method. This 

signature gives spiculation degree and roughness of breast mass. Then, in the next step a 

compact feature vector is built, which retains the information in the BAS functions. The compact 

features have been extracted using different approaches, which are Discrete Fourier Transform 

(DFT) and Discrete Wavelet Transform (DWT). Along with these features, we also extracted 

root mean square (RMS) roughness, RMS slope, mean to standard deviation ratio of the 1D BAS 

functions. At the end, these feature vectors are fed to different classifiers. The block diagram of 

the proposed model is shown in Figure 4.4. 

 

Figure 4.4: Block diagram for the extraction of features and classification using BAS 
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4.4.1 Conversion of 2D contour to 1D signature using (BAS) 

Benign masses have smooth contours which gives simple signature. But, where as malignant 

contour have many spicules which results in rough signature. Figures.4.5a and.4.5b shows 

malignant and benign contours of breast masses. 

Any 2D contour is formed by orderly points and can be mathematically represented by 𝐵 =

{𝑝(1), 𝑝(2), 𝑝(3 )…𝑝(𝑖)… . . 𝑝(𝑁)}, where N gives number of points on the contour and 𝑝(𝑖) =

𝑝(𝑖 + 𝑁). Each point on the contour have x and y coordinates which is given by [𝑝(𝑖) =

(𝑥𝑖, 𝑦𝑖)]. In BAS method, for each point 𝑝(𝑖), angle between two pair of beams are computed to 

obtain topological structure of contour. The beams of 𝑝(𝑖)   are set of vectors, given by equation 

(4.6) and it is shown in Figure 4.6a 

𝐿(𝑝(𝑖)) = {𝑣(𝑖 + 𝑗), 𝑣(𝑖 − 𝑗)}                                                                                                   (4.6) 

In the above equation 𝑣(𝑖 + 𝑗) 𝑎𝑛𝑑 𝑣(𝑖 − 𝑗) are called forward and backward vectors connecting 

𝑝(𝑖) with neighborhood points that are 𝑝(𝑖 + 𝑗) 𝑎𝑛𝑑 𝑝(𝑖 − 𝑗) on boundary with  𝑗 =

1,2,3, …… .𝑁/2. K
th

order neighborhood system is defined as  

𝑝(𝑖 ± 𝑘) ∈ 𝑛𝑘𝑝(𝑖)  ,   𝑤ℎ𝑒𝑟𝑒  𝑛𝑘𝑝(𝑖)  𝑖𝑠 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟ℎ𝑜𝑜𝑑  𝑜𝑓 𝑝(𝑖) 𝑎𝑛𝑑 𝑘  𝑣𝑎𝑟𝑖𝑒𝑠 𝑓𝑟𝑜𝑚 1…𝑁/2  

 

 

 

 

(a) (b) 

Figure 4.5: a) Malignant ,b) Benign 
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In K
th

 neighborhood system, there exists one pair of beams that connects  𝑝(𝑖) 𝑡𝑜 𝑝(𝑖 +

𝑘)𝑎𝑛𝑑 𝑝(𝑖 − 𝑘). Figure.4.6b shows pixel 𝑝(𝑖)  connecting to 3 neighborhood systems. 

The slope of each beam is given by equation (4.7) 

𝜃𝑣𝑖±𝑙 = tan
−1 ∆𝑦𝑖±𝑙

∆𝑥𝑖±𝑙
        𝑤ℎ𝑒𝑟𝑒  𝑙 =  ±𝑘                                                                                (4.7)                                                                 

For point, 𝑝(𝑖)  the angle between two forward and backward beam vectors for K
th 

neighborhood 

system is shown below in equation (4.8) 

𝐶𝑘(𝑖) = (𝜃𝑣𝑖−𝑘 − 𝜃𝑣𝑖+𝑘)                                                                                                         (4.8) 

 

Beam angle for any neighborhood system K varies from 0 to 2π. For each point 𝑝(𝑖) , on the 

contour with the Kth neighborhood system 𝐶𝑘(𝑖) can be taken as random variable with the 

probability density function 𝑃(𝐶𝑘(𝑖)). The plot of beam angles 𝐶𝑘(𝑖) at any point 𝑝(𝑖) for any 

given neighborhood k vs i (number of points on contour) can result in any stochastic process 

which describes the shape at different scales. The beam angle statistics gives information on 

spiculation or fluctuations present in the contour at each point on the mass contour. The m
th

 

moment of random variable 𝐶𝑘(𝑖) is given by 

 

 

 
                            (a)                                  (b) 

Figure.4.6: a) The beams of point p(i),b) The 3-curvature and the beam angle at the neighborhood system 3 for 

the boundary point p(i) 
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𝜏(𝑖) = [𝐸1(𝐶𝑘(𝑖)), 𝐸
1(𝐶𝑘(𝑖)), 𝐸

2(𝐶𝑘(𝑖)), 𝐸
3(𝐶𝑘(𝑖))…… . . ] 

The shape description of the mass contour is given by moments of 𝐶𝑘(𝑖) and is represented 

by 𝜏𝑚(𝑖). The first two moments of this random variable 𝐶𝑘(𝑖) for the contours in 

Figures.4.5a&4.5b is shown in Figures.4.7a&b. 

 

 
(a) 

 

 
(b) 

Figure 4.7: a) First and second order statistics  of malignant contour, b) First and second order statistics of benign 

contour 

 

 

 

 



57 
 

4.4.2 Extraction of features from BAS moments 

After transforming 2D contour into 1D BAS functions, we need to reduce the size of the feature 

vector, as BAS shape descriptor is computationally expensive. We need to retain the information 

of BAS function with a compact feature vector. Thus, we applied two different approaches, 

which include DFT and DWT. We also extracted root mean square roughness, RMS slope, mean 

to standard deviation ratio of the 1D BAS functions. 

Discrete Fourier Transform (DFT): Fourier descriptors (FD) are extracted by applying DFT to 

1D BAS functions. They describes shape boundary. FD for a given m
th

 moment 1D BAS 

function, 𝜏𝑚(𝑖) is defined by  

𝑎𝑛
(𝑚)

=   1/𝑁 ∑ 𝜏𝑚(𝑖)exp (
−𝑗2𝜋𝑖

𝑁

𝑁−1
𝑖=0 )              m= 1, 2, …….., M 

The magnitude of 𝑎𝑛
(𝑚)

 are considered as feature vectors to achieve invariance in the starting 

point of the boundary. Then first N low frequency FD are normalized by DC component and 

submitted as feature vector to classifier for further classification. 

Discrete Wavelet Transform (DWT): 1D BAS functions 𝜏𝑚(𝑖)  are decomposed into four 

levels using Daubechis wavelet transform. Wavelets Detail coefficients or Wavelet Descriptors 

(WD) are used as feature vector. The reason for choosing only detail coefficients is that they 

contain high frequency information [76]. Higher magnitude of detail coefficients indicates large 

fluctuations. Large fluctuations indicate malign and small indicates benign.  

Root mean square (RMS) features 

RMS roughness: 1D BAS function 𝜏𝑚(𝑖) is considered as 1D signal. Root mean square 

roughness [77] specifies the regularity degree of 𝜏𝑚(𝑖). RMS roughness is defined as  𝑤 =

√〈ℎ2〉 − 〈ℎ〉2, where h is the magnitude in vertical direction of 1D BAS signal. The symbol 〈𝑎〉 
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indicates the statistical average of any variable 𝑎. If, the value of 𝑤 is low, shape of the contour 

is more regular and tends to be circle or ellipse. So, the mass can be more benign than malignant. 

RMS slope: The slope at each point on the contour describes the smoothness. The slow variation 

of slope indicates contour’s smoothness and large variation of slope implies that the contour has 

more spicules [80]. After transformation of 2D contour into 1D BAS function. The slope of 1D 

BAS function at each point is obtained in the vertical direction and RMS slope is evaluated. High 

value of slope in vertical direction indicates malignant contour and small value of slope value 

describes benign. RMS slope is defined by  

S= √〈
𝑑ℎ

𝑑𝑖
〉2 

Where h indicates variation of 1D BAS function in vertical direction and i indicates points on 

contour and it varies from i=1, 2, 3 …N. 

Mean to standard deviation ratio (M/sd): The ratio of mean value to standard deviation of the 

1D BAS function in vertical direction is taken as one of the features. This ratio is small, if the 

standard deviation (sd) of 1D BAS function is high. Malignant masses have many spicules, 

which indicate that there is a major variation in beam angles at each boundary point. This 

indicates that M/sd ratio is small for a malignant and high for benign mass. 

4.5 Triangular area Representation 

4.5.1 Triangular area representation (TAR) signatures 

Let three consecutive points on mass contour be (xn−ts, yn−ts), (xn, yn), and (xn+ts, yn+ts ), where 

n ∈ (1,N) and ts ∈ (1,Ts) is the triangle side. The signed area of the triangle formed by these 

points is given below in equation (4.9)  
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TAR (n, ts) =   
1

2
|

𝑥𝑛−𝑡𝑠 𝑦𝑛−𝑡𝑠 1

𝑥𝑛 𝑦𝑛 1
𝑥𝑛+𝑡𝑠 𝑦𝑛+𝑡𝑠 1

|                                                                                (4.9) 

ts= 1,2,3,4………….Ts, where the maximum Ts depends on periodicity of N.  

When we traverse the contour in counter clock wise direction positive, negative and zero values 

of TAR signature represents convex, concave and straight line points on contour [78]. The 

triangle side length value (ts) depends on the value of number of points (N) on contour. Equation 

(4.10) gives values of TAR with respect to N. 

𝑇𝐴𝑅(𝑛, 𝑡𝑠) =  

{
 
 

 
 −𝑇𝐴𝑅(𝑛,𝑁 + 1 − 𝑡𝑠)                 𝑡𝑠 = 1… ⌊

𝑁−1

2
⌋

0                       𝑎𝑡  𝑡𝑠 =
𝑁

2
   𝑎𝑛𝑑 𝑁 𝑖𝑠 𝑒𝑣𝑒𝑛      

   𝑑𝑜𝑒𝑠 𝑛𝑜𝑡 𝑒𝑥𝑖𝑠𝑡   𝑡𝑠 =
𝑁

2
   𝑎𝑛𝑑 𝑁 𝑖𝑠 𝑒𝑣𝑒𝑛                      

                              (4.10) 

4.5.2 Conversion of 2D contour into 1Dsignal and feature extraction 

We have applied triangular area function to study the complexity of mass contours. TAR 

converts 2D contour into 1D signal. It uses all boundary points in mass contour to measure the 

convexity and concavity of each point at different scales. This 1D TAR signature is invariant to 

translation, rotation, and scaling. The block diagram for classification using TAR is shown in 

Figure 4.8. 

 

Feature Extraction from TAR Signature: As TAR signature values give number of concave 

and convex points. The ratio of number of concave points to number of convex points (R) is 

taken as a feature descriptor for different values of ts and it is given below in the `equation (4.11) 

 

Figure 4.8: Block diagram for the extraction of features and classification using TAR 
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𝑅 =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑛𝑐𝑎𝑣𝑒  𝑝𝑜𝑖𝑛𝑡𝑠

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓  𝑐𝑜𝑛𝑣𝑒𝑥 𝑝𝑜𝑖𝑛𝑡𝑠
                                                                                (4.11) 

The malignant mass contour is very complex and benign contour is smooth. From the value of R 

we can discriminate mass contour or boundaries. To give more discrimination power to feature 

descriptors we calculated area, perimeter and eccentricity to mass contours. Figures 4.9a and b 

shows TAR signatures of malignant and benign mass contours. From the TAR signatures we can 

observe that they are many convex and concave regions in malignant TAR signature and many 

straight lines in benign TAR signature.  

 

 

 

(a) 
 

 
 

(b) 
Figure. 4.9: TAR signatures for benign contour and malignant contour 
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4.6 Classification 

K-Nearest-neighbor (KNN), support vector machine (SVM), adaboost decision tree classifier and 

artificial neural network (ANN) are used as classifiers in this work to delineate benign and 

malignant masses of breast. 

4.7 Summary 

In this chapter, we study the application of different shape descriptors for classification of 

masses into benign and malignant. For classification, two types of features are extracted from 

mass contours. One type is, features computed from 2D contours using their geometric 

properties. Second type is, two dimensional contours are transformed into one dimensional 

signatures using radial distance from the center, BAS and TAR to extract fluctuations in contour. 

Then, statistical methods, polynomial regression etc. are the methods used to compute features 

from these 1D signatures. Further, several classifiers are used to classify masses to 

benign/malignant. The results of all these methods are discussed in chapter 5 
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Chapter 5 

Experimental Results and analysis 

The algorithms developed for early detection of breast cancer in chapter 2, 3 and 4 are evaluated 

to depict the image processing techniques which help in the CAD system. Validation of the 

algorithms has been performed for image enhancement, segmentation, feature extraction and 

classification. In this chapter, simulation results of different algorithms and their analysis have 

been discussed. 

5.1 Image Enhancement 

The proposed image enhancement method is evaluated on 14 mammographic images taken from 

Krishna Institute of medical sciences (KIMS) and 9 images from DDSM database. The original 

and enhanced mammograms using the proposed and other methods such as unsharp masking 

[18] and contrast limit adaptive histogram equalization (CLAHE) [19] are shown in Figures 5.1 

a-d. Figure 5.1a (column wise) shows images of four different patient out of which above two 

images are taken from KIMs database and the below two images are considered from DDSM 

database for image enhancement and Figures 5.1b to 5.1d (column wise) shows the enhanced 

images using the proposed and other methods. From the figures, we can observe that our 

proposed method mammogram (Figure 5.1b) shows better contrast compared to original 

mammogram (Figure 5.1a). The quality of the proposed method is evaluated using enhancement 

quantitative measures like edge based contrast measure (EBCM) [79] and entropy (E) [80]. The 

quantitative measures (EBCM and entropy) are tabulated in Tables 5.1 & 5.2 for mammograms 

taken from KIMS and DDSM database  
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                  (a) (b) (c) (d) 

Figure 5.1: a) Original mammogram image, b) proposed method image, c)unsharpened image, d) CLAHE image 
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Table 5.1: EBCM values of mammographic images (Images from SNO 1 to 14 are from KIMS and images from 

SNO 15 to 23 are from KIMS) 

SN

O 

Sample 

mammographic 

images 

Original  Proposed 

method 

Unsharp  CLAHE 

1 Image 1 48.89 103.76 46.59 92.70 

2 Image 2 46.50 92.55 43.97 85.00 

3 Image 3 32.88 93.33 31.30 87.80 

4 Image 4 56.61 101.33 53.92 89.34 

5 Image 5 66.61 112.46 64.39 98.31 

6 Image 6 70.21 114.48 67.85 101.00 

7 Image 7 53.53 91.81 50.97 85.65 

8 Image 8 39.38 98.57 37.99 92.17 

9 Image 9 96.06 92.53 89.57 78.03 

10 Image 10 43.43 102.45 42.18 95.17 

11 Image 11 56.55 102.55 54.02 92.36 

12 Image 12 37.80 97.32 36.20 90.82 

13 Image 13 31.23 90.27 29.58 85.86 

14 Image 14 33.93 97.89 32.68 91.37 

15 Image 15 11.02 43.19 11.10 37.56 

16 Image 16 17.05 48.87 17.01 44.91 

17 Image 17 16.53 42.51 16.53 43.92 

18 Image 18 25.99 46.60 27.01 55.12 

19 Image 19 4.31 30.91 4.32 29.47 

20 Image 20 11.56 19.96 11.44 20.30 

21 Image 21 2.33 36.04 2.34 35.35 

22 Image 22 2.10 22.03 2.10 16.85 

23 Image 23 9.50 35.65 9.57 34.97 
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In order to validate our method, we have compared EBCM and entropy values obtained from our 

method with the unsharp masking and CLAHE methods. The higher values of EBCM show that 

the contrast has been increased at the edges and low values indicate that edges are not preserved. 

From the table 5.1 we can observe that EBCM values are high for all cases compared to unsharp 

masking and CLAHE methods. Another measure that we have used to show the performance of 

the proposed method is entropy. The entropy values indicate, how the enhanced image preserves 

the information of original image without any variation. The quantitative measures shown in 

Tables 5.2 indicate that the entropy values of enhanced image with our method are slightly 

Table 5.2: Entropy values of KIMS mammographic images (Images from SNO 1 to 14 are from KIMS and 

images from SNO 15 to 23 are from KIMS) 

SNO Sample 

mammographic 

images 

Original Proposed 

Method 

Unsharp CLAHE 

1 Image 1 3.09 3.39 3.08 3.45 

2 Image 2 3.23 3.57 3.22 3.61 

3 Image 3 2.47 2.79 2.45 2.83 

4 Image 4 3.54 3.88 3.53 3.93 

5 Image 5 3.84 4.11 3.83 4.22 

6 Image 6 4.10 4.33 4.09 4.45 

7 Image 7 3.75 4.07 3.74 4.11 

8 Image 8 2.69 2.91 2.68 2.96 

9 Image 9 5.83 6.16 5.83 6.20 

10 Image 10 2.86 3.05 2.85 3.16 

11 Image 11 3.65 3.94 3.64 4.00 

12 Image 12 2.65 2.91 2.64 2.96 

13 Image 13 2.43 2.71 2.42 2.74 

14 Image 14 6.46 7.06 6.50 7.00 

15 Image 15 6.46 7.06 6.50 7.00 

16 Image 16 6.74 7.23 6.76 7.28 

17 Image 17 6.21 6.94 6.28 6.94 

18 Image 18 5.79 6.90 5.90 6.70 

19 Image 19 5.79 6.77 5.86 6.61 

20 Image 20 5.15 6.14 5.25 5.87 

21 Image 21 5.76 6.94 5.84 6.86 

22 Image 22 5.41 6.53 5.46 6.27 

23 Image 23 5.46 6.59 5.54 6.31 
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higher compared to original image. The difference of entropy values of original and proposed 

method enhanced images is approximately 0.14 for KIMS database and approximately 1.3 for 

DDSM database. These values clearly indicate that the KIMS mammograms have less variation 

from original images when compared to DDSM database after image enhancement. But, in case 

of CLAHE and unsharp method the difference is almost 0.2 for KIMS and 1.4 for DDSM 

database. The above results confirm that our method is better when compared to the state of art 

methods. In our work, for the implementation of proposed enhancement method we have used 

Daubechies wavelet and max-max method for the wavelet fusion. In CLAHE, we have used 

uniform distribution, 256 bins and 8*8 tiles. We have used vision assistant in LABVIEW for 

implementing Gaussian pyramid and Matlab R2015b for wavelet fusion.  

5.2 Image Segmentation 

The proposed method for image segmentation is evaluated on seventeen mammograms with 

mass as abnormality. In these mammograms, six images have benign masses and eleven images 

have malignant masses. These are taken from DDSM database. The overlay file in database gives 

the information of mass location in mammogram which is segmented by expert radiologist. 

Objective evaluation is performed with the segmented mass of the proposed method against the 

ground truth mass. Dice coefficient is used as an evaluation measure for segmentation. It is 

defined in equation (5.1)  

𝐷𝑖𝑐𝑒 𝐶𝑜𝑒𝑓𝑓𝑖𝑐𝑒𝑛𝑡 =   
𝐺𝑇&𝑆𝐼

𝐺𝑇|𝑆𝐼
                                                                           (5.1) 

where GT indicates the ground truth and SI indicates the segmented image. The original 

mammogram, ground truth mass and output segmented mass are shown in Figure 5.2. The Dice 

coefficient of each image is tabulated in Table 5.3. In Table 5.3, quantitative results show that 

the proposed method achieved average dice coefficient of 0.5654 and 0.6249 for benign and 



67 
 

malignant masses respectively. In the proposed method, thresholding and morphological 

techniques have been applied to segment mass in the mammogram. The advantage of our method 

is that the segmentation process is carried out from a complete region of mammogram. 

 

   

   

 

 

 

 

 

 

(a) (b) (c) 

Figure 5.2: (a) Original images selected from DDSM,(b) Ground truth segmented 

mass ,(c) Output Segmented mass 
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5.3 Analysis of mammograms into normal-abnormal 

In this section, we have studied the implementation of LBP, RILF and SFTA feature extraction 

techniques to classify mammogram ROIs into normal-abnormal. These extracted features are 

then fed to a SVM classifier (linear kernel) via ten-fold cross validation method to assess the 

significance of the feature extraction techniques. 

5.3.1 Database 

The dataset used in this work is taken from Image retrieval in medical applications (IRMA) 

project database. The database comprises of ROIs taken from digital mammogram images of 

selected patients from the Radiological Diagnosis Department of the University of Aachen. 

IRMA database contains 2777 ROIs of which 932 are normal, 1157 are mass and 688 are 

microcalcification. The images in the dataset are of 128*128 pixel size and at 256 gray levels.  

Table 5.3: Dice Coefficients of benign and malignant mass 

Patients Dice Coefficients 

Benign 1 0.623 

Benign 2 0.2745 

Benign 3 0.6192 

Benign 4 0.6554 

Benign 5 0.6086 

Benign 6 0.6118 

Average of benign 0.5654 

 

Malignant 1 0.6843 

Malignant 2 0.4771 

Malignant 3 0.4198 

Malignant 4 0.693 

Malignant 5 0.903 

Malignant 6 0.8021 

Malignant 7 0.5006 

Malignant 8 0.6015 

Malignant 9 0.6027 

Malignant 10 0.6787 

Malignant 11 0.511 

Average of malignant 0.6249 
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These ROIs undergo feature extraction process using RILF, LBP and SFTA techniques. Then, 

these features are given to classifiers to detect abnormal ROIs. There are two types of 

classification. First type separates ROIs into mass-normal and second type delineates ROIs into 

microcalcification-normal. To carry out these classifications, we have considered two datasets 

from IRMA database. Dataset 1 contains 1157 mass and 932 normal ROIs. These ROIs are used 

for both testing and training in mass-normal classification. Dataset 2 encompasses 688 

microcalcification and 932 normal ROIs for microcalcification-normal classification.  

5.3.2 Results of Method 1  

In this method, ROIs are tested using different LBP and its variants, SFTA and RILF techniques 

and the results are discussed below. 

LBP and its variants: In the implementation of LBP
riu2

, LBP
ri
 and LBP

u2
, we have used 

different neighborhoods ((8, 1), (12, 2) and (16, 2)) and different encoding (LTP and LQP) for 

testing. The superscripts riu2, u2 and ri indicates rotation invariant uniform, uniform and rotation 

invariant patterns respectively. 

Results for mass-normal classification: In LBP, uniform LBP resulted in best values (accuracy 

of 88.18%, sensitivity of 93.50% and specificity of 83.88 %) with (16,2) neighborhood as shown 

in Figure 5.3. In LTP, uniform LTP (LTPu2) gave best values (accuracy of 91.47%, sensitivity of 

99.22% and specificity of 85.23%) with (8,1) neighborhood as shown in Figure 5.4. In 

Figure.5.5, we can observe that in LQP, LQP
ri
 resulted in best values (accuracy of 91.83 %, 

sensitivity of 99.16 % and specificity of 85.92 %) with (12,2)  

Results for microcalcification-normal classification: In LBP, uniform LBP resulted in best 

values (accuracy of 82.52%, sensitivity of 86.51% and specificity of 77.12%) with (8,1) 

neighborhood as shown in Figure 5.6. In LTP, uniform LTP (LTP
u2

) has obtained the best 
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accuracy of 87.80%, with 97.03% sensitivity and of 75.32% specificity using (8,1) neighborhood 

as shown in Figure 5.7. In LQP, uniform rotation invariant LQP (LQP
riu2

) has resulted best 

values (accuracy of 86.41%, sensitivity of 94.44% and specificity of 75.56 %) with (16,2) 

neighborhood as shown in Figure 5.8. Among all the LBP variants, rotational invariant LQP 

(LQP
ri
) gave highest accuracy of 91.83% for mass-normal classification. Uniform LTP gave 

highest accuracy of 87.80% for microcalcification-normal. The highest accuracy is achieved 

using LTP and LQP then standard LBP because they are more robust to noise due to their 

encodings.  

SFTA 

Results for mass-normal: Figure 5.9 shows that SFTA method has achieved the best accuracy 

of 89.70%, sensitivity of 95.31% and specificity of 41.10% with nt=3. 

Results for microcalcification-normal:Figure.5.10 shows the accuracy attained by SFTA 

method is 86.44%, sensitivity of 88.94% and specificity of 81.28% for microcalcification-normal  

classification with nt=3.  

RILF: The rotation invariant local frequency magnitude descriptors are calculated by 

considering 2D spectrum of two low frequency channels. This method is tested on ROIs by 

considering five neighborhoods ((N,R) = (8,1), (16,2), (24,3), (28,4) and (32,5)). We have 

extracted features from both channel 1(ch1) and channel 2 (ch2). Figure 5.11 shows that RILF 

method gives best values (accuracy of 93.53%, sensitivity of 99.52% and specificity of 88.71%) 

with neighborhood (8,1) and both channels for classifying mass-normal ROIs. Figure 5.12 shows 

the results for microcalcification-normal classification. It depicts that the RILF gives best values 

(accuracy of 91.11%, sensitivity of 97.45% and specificity of 82.50 %) with neighborhood (8,1) 

and channel 2. 
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Figure 5.3: Results of LBP ( mass-normal) 

 

 
Figure 5.4: Results of LTP (mass-normal) 

 

 
Figure 5.5: Results of LQP (mass-normal) 
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Figure 5.6: Results of LBP (microcalcification-normal) 

 

 
Figure 5.7: Results of LTP (microcalcification-normal) 

 

 
Figure 5.8: Results of LQP (microcalcification-normal) 
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Figure 5.9: Results of SFTA(mass-normal) 

 

Figure 5.10: Results of SFTA(microcalcification-normal) 

 

Figure 5.11: Results of RILF (mass-normal) 
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Figure 5.12: Results of RILF (microcalcification-normal) 

 

5.3.3 Results of Method 2 

In this method, ROIs are subdivided into N*N blocks. Then the features are extracted from each 

block and fused together to form a feature vector. LBP, RILF and SFTA techniques are used to 

implement this method and the results are given below. The parameters considered to implement 

these techniques are same as that of method 1. 

Blockwise local binary pattern (BLBP): Uniform rotation invariant LBP (LBP
riu2

) was tested 

using this method 2 with number of blocks (N= 2, 4, 8 and 16). 

Results for mass-normal: The best accuracy of 87.67% is achieved by BLBP with 2*2 blocks 

per ROI and neighborhood of (8,1). Figure 5.13 depicts the sensitivity and specificity with BLBP 

is 94.74% and 81.99% respectively 

Results for microcalcification-normal: In this classification, best accuracy of 79.25% is 

achieved with 4*4 blocks per ROI and neighborhood (8,1). From Figure 5.14 we can observe 

that BLBP features achieved sensitivity of 82.26% and specificity of 75.17% respectively. 
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Blockwise segmentation based fractal texture analysis (BSFTA): SFTA is applied to each 

block of ROI to extract features using method 2 with N=2, 4, 8. The features extracted from each 

block are concatenated to form enhanced feature vector.  

Results for mass-normal: The results shown in Figure.5.15 makes it clear that BSFTA gives 

best accuracy of 88.47%, sensitivity of 89.163%,and specificity of 42.54% with N=2 and number 

of thresholds (nt) =3 for mass-normal. 

Results for microcalcification-normal: From Figure 5.16, we can observe that BSFTA has 

achieved accuracy of 88.55%, sensitivity of 84.88% and specificity of 77.24% with N=2 and 

nt=3 for microcalcification-normal. 

Block wise rotational invariant local frequency (BRILF): RILF is used to extract features 

using method 2 with N=2 and N=4. The features extracted using this method is given to classifier 

for further validation. 

Results for mass-normal: BRILF method has achieved the best accuracy of 92.49%, sensitivity 

of 98.96% and specificity of 87.26% using channel 2(ch1), N=2 and with neighborhood of (16,2) 

as shown in Figure 5.17  

Results for microcalcification-normal: From Figure 5.18, we can observe that BRILF method 

has achieved accuracy of 90.42%%, sensitivity of 96.55% and specificity of 82.15% with N=4, 

and used channel 2(ch2) with (8,1) neighborhood. 
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Figure 5.13: Results of BLBP (mass-normal) 

 
Figure 5.14: Results of BLBP (microcalcification-normal) 

 

 
Figure 5.15: Results of BSFTA (mass-normal) 
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Figure 5.16: Results of BSFTA (microcalcification -normal) 

 

 
Figure 5.17: Results of BRILF(mass-normal) 

 

 
Figure 5.18: Results of BRILF(microcalcification-normal) 
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5.3.4 Results of Method 3 

Method 3 utilizes LBP, SFTA and RILF techniques to classify ROIs. In this method, ROIs are 

decomposed into different levels and features extracted from each level are combined to form 

feature vector. The results obtained by method 3 using these techniques are given below 

Pyramidal local binary pattern (PLBP): PLBP features are extracted from ROIs using three 

decomposition levels 2, 3 and 4 with three neighborhoods (8,1), (12,2) and (16,Blo2). 

Results for mass-normal: PLBP resulted in best accuracy of 83.35% with neighborhood (8,1) 

and three level decomposition. From Figure 5.19, we can observe that it has sensitivity of 

86.52% and specificity of 80.79%. 

Results for microcalcification-normal: In PLBP, the best accuracy of 76.94% is obtained when 

ROIs are decomposed into three levels and with neighborhood of (8,1). PLBP method achieved 

sensitivity of 79.38% and specificity of 73.62% as shown in Figure 5.20 

PSFTA: SFTA has been applied to three decomposition levels that are 2, 3, 4 and considered 

number of thresholds (nt =3, 4, 5, 6, 7, 8) for evaluation. 

Results for mass-normal: Figure 5.21 shows that PSFTA gives best accuracy of 91.98%, 

sensitivity of 97.29%, and specificity of 87.70% by decomposing the images into two levels and 

selecting nt =3 for SFTA feature extraction.  

Results for microcalcification-normal: From Figure 5.22, we can observe that PSFTA has 

achieved the accuracy of 89.82%, sensitivity of 91.60% and specificity of 83.90% at 

decomposition level 3 and number of threshold nt =4 . 

From the statistics obtained from three methods, we have observed that specificity in case of 

mass-normal is very less because SFTA method gave inconclusive results for many normal ROIs 
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for all the thresholds (nt =3, 4, 5, 6, 7, 8). The reason for such results is, SFTA method performs 

global segmentation and does not consider illumination and local changes in the image. 

Pyramidal rotational invariant local frequency (PRILF): PRILF features are extracted by 

decomposition of ROIs using pyramidal filters. Then RILF is applied to three levels  

Results for mass-normal: PRILF gives best accuracy of 94.36%, sensitivity of 99.45%, and 

specificity of 90.26% by decomposing the images into three levels and selecting channel 2 with 

neighborhood (16,2). It is shown in Figure 5.23. 

Results for microcalcification-normal: 

The best accuracy of 91.59%, sensitivity of 98.19% and specificity of 82.67% is achieved using 

PRILF with decomposition level equal to three and selecting both the channels with 

neighborhood (8,1). The results of PRILF are shown in Figure 5.24 

 
Figure 5.19: Results of Pyramidal Local binary Pattern (mass-normal) 
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Figure 5.20: Results of Pyramidal Local binary Pattern (microcalcification-normal) 

 

 
Figure 5.21: Results of Pyramidal SFTA ( mass-normal) 

 

 
Figure 5.22:Results of Pyramidal SFTA (microcalcification-normal) 

7
6

.9
4

 
7

9
.3

8
 

7
3

.6
2

 

0.00

20.00

40.00

60.00

80.00

100.00

(8,1)2 (12,2)2 (16,2)2 (8,1)3 (12,2)3 (16,2)3 (8,1)4 (12,2)4 (16,2)4Ev
al

u
at

io
n

 P
A

ra
m

e
te

rs
 (

%
) 

(Neighborhood,Radius) Decomposition Level 

Pyramidal Local binary Pattern Accuracy Sensitivity Specificity

9
1

.9
8

 
9

7
.2

9
 

8
7

.7
0

 

70.00

75.00

80.00

85.00

90.00

95.00

100.00

2(3) 2(4) 2(5) 2(6) 3(3) 3(4) 3(5) 3(6) 4(3) 4(4) 4(5) 4(6)Ev
al

u
at

io
n

 P
ar

am
e

te
rs

 (
%

) 

Decomposition level (Number of thresholds) 

Pyramidal SFTA Accuracy Sensitivity Specificity
8

9
.8

2
 

9
1

.6
0

 
8

3
.9

0
 

0.00

20.00

40.00

60.00

80.00

100.00

2(3) 2(4) 2(5) 2(6) 3(3) 3(4) 3(5) 3(6) 4(3) 4(4) 4(5) 4(6)

Ev
al

u
at

io
n

 P
ar

am
e

te
rs

 (
%

) 

Decomposition Level (Number of thresholds) 

Pyramidal SFTA Accuracy Sensitivity Specificity



81 
 

 
Figure 5.23: Results of Pyramidal RILF( mass-normal) 

 

 
 

Figure 5.24: Results of Pyramidal RILF (microcalcification-normal) 

5.3.5 Summary 

The experimental results of the three well known techniques show that RILF gives highest 

accuracy with all the three methods mentioned in sections 5.3.2, 5.3.3 and 5.3.4. RILF not only 

dominates in the number of features compared to LBP and SFTA techniques, but also RILF 

technique is more robust to noise [61]. This robustness to noise is achieved by selection of low 

frequency channels which has maximum texture energy and less noise information. In LBP, 

thresholding and binomial factor 2
n 

on neighbors compromise textural information. To preserve 

this information in RILF method the gray level values surrounding the center pixel are converted 
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into frequency components. In LBP, by changing N and R values, the number of features 

exponentially increases. However, RILF features can be extracted at different scales with same 

number of features. In case of SFTA, the local features of the image are not considered, as the 

thresholding is performed globally using Otsu’s method and number of thresholds are to be 

manually selected .We observed that in SFTA method as the number of thresholds increases, the 

performance is reduced drastically. Many cases were unpredicted in SFTA method as no extra 

texture patterns were identified with the increase in number of thresholds. 

5.4 Analysis of mammograms into benign-malignant 

Mass contours are defined by its shape. Malignant contours have ill-defined and spiculated 

shape. But, where as benign masses have well-defined and circumscribed shape. To describe the 

properties of masses, contour based features have been extracted to classify masses into benign-

malignant. Polynomial regression, TAR, BAS and geometric features based methods are 

implemented on contours to extract features. Then, these features are submitted to different 

classifier for analysis.  

5.4.1 Geometric features  

Geometric features of 2D mass boundary such as area (A), perimeter (P), P:A ratio, circularity 

Index, L:S (ratio of the major (long) axis to the minor (short) axis of the equivalent ellipse of the 

mass), E: N (Elliptical normalized circumference) were extracted and evaluated using different 

classifiers. 

5.4.2 Polynomial Regression  

In this frame work we have applied polynomial fit with gradient descent algorithm. It yielded 

different degree of polynomial to fit the signatures of mass contours. Correlation coefficient and 

mean absolute error were taken as features for classification with different values of n (degree) = 
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7, 10, 15, 25 and 60. Performance evaluation measures were calculated by using three different 

classifiers 1) SVM classifier using radial basis function with sigma=0.7, 2) Linear discriminate 

analysis and 3) Bayes Linear classifier. Evaluation of the proposed method is carried out using 

57 mammograms from DDSM database. Among them, 32 images were malignant and 25 were 

benign contours. These were randomly selected and separated into two sets: 29 images for 

training and 28 images for testing. The evaluation of our mass detection algorithm is performed 

by applying a hold-out methodology. The proposed new feature extraction method for 

delineating malignant and benign masses is evaluated by accuracy, sensitivity, specificity, 

confusion matrix, positive predictive value, negative predictive value and AUC  

D Table 5.4: Evaluation Parameters With SVM (%) 

Accuracy Sensitivity Specificity PPV NPV AUC 

7 89.28 93.33 84.6199 87.5 91.666 0.927083 

10 85.71 92.86 78.57 81.25 91.666 0.90625 

15 96.42 100 92.31 93.75 100 0.9739 

25 82.1429 86.67 76.92 81.25 83.333 0.927083 

60 60.71 72.72 52.94 50 75 0.5494 

D: Degree of Polynomial Hypothesis 

D Table 5.5: Evaluation Parameters With LDA (%) 

Accuracy Sensitivity Specificity PPV NPV AUC 

7 89.2857 83.33 93.75 90.9091 88.2353 0.9583 

10 89.2857 100 84.21 75 100 0.9792 

15 92.85 91.67 93.75 91.667 93.75 0.9688 

25 89.28 75 100 100 84.21 0.9635 

60 64.2857 33 87.5 66.667 63.63 0.6458 

 



84 
 

 

Tables 5.4, 5.5 & 5.6 show the performance evaluation parameters of three different classifiers. 

Among this, polynomial hypothesis of degree 15 gives good recognition accuracy greater than 

90% with all three classifiers. The best result for recognition accuracy (96.42%) is attained by 

Bayes classifier with polynomial hypothesis of degree 15. We have observed that, if the degree 

of polynomial increases the accuracy decreases. Figure.5.25 illustrates performance evaluation 

parameters of three different classifiers  

 

Figure 5.25: Plot of performance evaluation parameters with different classifiers  
 

96.42 

100 

92.31 
93.75 

100 

92.85 
91.67 

93.75 

91.667 

93.75 

96.29 

91.67 

100 100 

93.75 

86

88

90

92

94

96

98

100

102

Accuracy Senstivity Specificity PPV NPV

Ev
al

u
at

io
n

 P
ar

am
e

te
rs

 (
%

) 

Evaluation parameters 

Evaluation Parameters with different classifiers SVM LDA Bayes

D Table 5.6: Evaluation Parameters With Bayes Linear Classifier 

Accuracy Sensitivity Specificity PPV NPV AUC 

7 92.59 100 84.16 87.5 100 0.9505 

10 88.88 85.71 92.31 92.3077 85.7143 0.9560 

15 96.29 91.67 100 100 93.75 0.9833 

25 85.18 82.35 90 93.333 75 0.9353 

60 51.85 100 7.14 50 100 0.6703 
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The better recognition accuracy (96.29%) and area under curve (0.9833) with our new proposed 

feature extraction framework is achieved with Bayes classifier. 

5.4.3 Triangular area representation (TAR) 

 
To extract shape complexity feature from the mass contour, TAR method is employed to convert 

2D mass contour to 1D signature and then features are extracted from 1D signature to classify 

masses into benign and malignant. This method is tested on 148 mass contour images taken from  

DDSM database. For evaluation, hold-out methodology is applied on 126 images for training and 

22 images for testing using different classifiers. The simulations have been carried out using 

MATLAB 2015a .The personal computer has an Intel Core i7-6500U processor and 8 GB 

Random Access Memory (RAM). 

As TAR signature values gives number of concave and convex points, the ratio of number of 

concave points to number of convex points is taken as a feature vector for different values of ts (ts  

is the distance between the two points on boundary) and the ratio is represented as R which is 

given below in equation (5.2)  

𝑅 =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑛𝑐𝑎𝑣𝑒  𝑝𝑜𝑖𝑛𝑡𝑠

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓  𝑐𝑜𝑛𝑣𝑒𝑥 𝑝𝑜𝑖𝑛𝑡𝑠
                                                                                              (5.2) 

From the value of R, we can discriminate mass contour or boundaries. To give more 

discrimination power to feature vector, we have calculated the area, perimeter and eccentricity to 

mass contours. 

We have extracted feature vectors by considering values of ts as ts=1 to3, ts=1 to5, ts=1 to7, ts=1 

to 10 and ts= 1 to 20 where ts is the distance between two neighbors. R values are extracted for 

each value of ts and given to classifiers for further validation. We obtained highest accuracy of 

90.9% with ts=1 to 7. The length of this feature vector for each mass contour is ten. This feature 

vector includes seven R values which are calculated from TAR signatures and other three values 
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are area, perimeter and eccentricity of mass contour. Table 5.7 gives the accuracies of all five 

cases using SVM (linear), SVM (quadratic), simple tree, weighted KNN and ensemble adaboost 

classifiers. 

We also considered different ratios of testing/training mass contour images in Table. 5.8 with 

feature descriptor obtained from ts=1 to 7. The distribution of 148 mass contours for training and 

testing of the SVM model were performed in four different ways: first, we have used 15% for 

testing and 85% for training(composed of 148 mass contours with 22 testing images and 126 

training images) and obtained accuracy of 90.9% with SVM (quadratic kernel). Second, we have 

used 30% for testing and 70% for training (composed of 148 mass contours with 45 testing 

images and 103 training images) and obtained accuracy of 82.2% with SVM (quadratic kernel). 

Third, we have used 50% for testing and 50% for training (composed of 148 mass contours with 

74 testing images and 74 training images) and obtained accuracy of 82.4% with SVM (quadratic 

kernel) and finally we have used 40% for testing and 60% for training (composed of 148 mass 

contours with 59 testing images and 89 training images) and achieved accuracy of 83.1% with 

SVM (quadratic kernel). Therefore, from Table 5.8, we can conclude that the accuracies obtained 

with different number of testing images is above 80% 

 
Table 5.7: Accuracies in(%) with different classifiers 

 

Classifiers ts=1 to3 ts= 1to5 ts= 1 to7 ts=1 to10 ts=1 to20 

SVM(linear) 54.5 72.7 86.4 54.5 63.6 

SVM(Quadratic) 54.5 72.7 90.9 54.5 50 

Simple tree 63.6 63.6 81.8 59.1 72.7 

Weighted KNN 72.7 59.1 81.8 63.6 63.6 

Ensemble Adaboost 59.1 63.6 81.8 59.1 77.3 
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From the above Tables 5.7 & 5.8, and as shown in Figure.5.26, we can infer that our proposed 

method achieved best accuracy of 90.1% using SVM (quadratic kernel) classifier and AUC value 

of 0.950413 with 15% of testing images and 85% of training images Figure. 5.27 gives confusion 

matrix i.e., True negeative (TN), true positive (TP), false positive (FP) and false negative (FN) 

with our classifier. This figure indicates that we have obtained sensitivity of 90.9% and specificity 

of 90.9% with SVM classifier.  

 

 
Figure.5.26: ROC analysis with SVM classifier 

 

Table 5.8: Results achieved with different testing/training configuration using 148 mass contours 

Acc: Accuracry  

 

Testing/Training: (No. of images used for 

testing)/(No of images for training) 

Acc(%) Classifier TN TN FP FN 

15/85:(22)/(126) 90.9   SVM 

(quadratic) 

10     

 

10 1 1 

30/ 70 :(45)/(103) 82.2 SVM 

(quadratic) 

19     18 3 5 

50 /50:(74)/(74) 82.4 SVM 

(quadratic) 

26  

 

35 11 2 

40 /60:(59)/(89) 83.1 SVM 

(quadratic) 

21    

 

28 8 2 
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Figure 5.27: Confusion matrix of our SVM(Quadratic) classifier 

 

5.4.4 Beam angle Statistics (BAS)  

Beam angle statistics have been performed to convert 2D contour into 1D signature. This 

procedure describes contour features and irregularity of mass contours. We extracted features 

from the whole 1D signatures including Fourier descriptors (FD), detail wavelet coefficients or 

wavelet descriptors (WD), root mean square slope, root mean square roughness, and ratio of mean 

to standard deviation to classify masses. 

In this method, we have analyzed the performance by compressing first two moments of 1D BAS 

function using Fourier descriptor, root mean square (RMS) features and wavelet coefficients. 

Then, performance of features extracted from 1D signatures of BAS and Centroid distance 

function (CDF) are compared using different classifiers and these classifiers are given in Table 

5.9 and we have compared our method with state of the art methods for the classification of 

malignant-benign contours. 

The proposed method was tested on 148 contours, which include 74 benign and 74 malignant 

contours. These contours were taken from digital database of screening mammography (DDSM) 

database. 
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Performance evaluation of compact features extracted from BAS descriptor: Table 5.10 

presents the effect of compact (Fourier, wavelet and RMS) feature vectors. These are obtained 

from first and second order moments of BAS shape descriptor in selected database. These features 

are fed to SVM classifier for further classification. In the first case, we have truncated Fourier 

spectrum after ‘T’ Fourier coefficients. The different values that are taken for T are 8, 16, 32 and 

64. We have obtained the highest accuracy of 80.55% for second order BAS moment with T=8 

and both moments with T=64. In second case, i.e. in discrete wavelet transform method, we have 

considered only detail wavelet coefficients as feature vector. The reason for considering detail 

wavelet coefficients is that, they give high frequency content of a signal. These values are high, if 

they are many concave and convex points in the contour which was extracted by BAS descriptor. 

Too many concave and convex points illustrate the fluctuation of malignant contour. In this case 

also, we have truncated the wavelet coefficients to ‘T’ which can have values of 8, 16, 32 and 64. 

The highest accuracy achieved with wavelet coefficients is 80.55% for first order BAS moment 

with T=64. 

Comparison of BAS and CDF: We have extracted compact feature vectors from 1D BAS 

moments and 1D CDF signature. Out of BAS and CDF, the results in Table 5.11 shows that the 

compact features extracted by BAS method gave better results than CDF using SVM classifier. It 

is observed that the highest accuracy achieved by CDF and BAS are 83.33% and 88.88% 

respectively. The reason is that 1D BAS function gathers information at all scales and gives 

global discriminative features to each boundary point by using all the other boundary points. In 

addition to that, it is insensitive to noise by preserving concave and convex points. So, it is very 

helpful in discriminating benign and malignant contours 
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Performance of 1D BAS functions Compact features with different classifiers: Table 5.12 

shows the performance of three compact feature extraction methods of 1D BAS functions with 

four different classifiers. FD (T=16, 1
st
 and 2

nd
 moment of BAS) features with SVM classifier 

achieved highest accuracy of 83.33%. WD (T=64, 1
st
 moment of BAS) features achieved highest 

accuracy of 86.11% with KNN classifiers. RMS features (rms slope, rms roughness and mean to 

standard deviation ratio (M/sd)) (1
st
 and 2

nd
 moment of BAS) achieved highest accuracy of 

88.88% with SVM classifiers. Out of all the three types of features, RMS features gave better 

accuracy with all classifiers. Among all the classifiers SVM gave better accuracies for FD and 

RMS features. 

Summary: This section gives the summary of the method used to classify benign and malignant 

contours. This work focus is on the study of 1D shape descriptor that distinguishes benign and 

malignant masses. At first, the 2D mass contours are converted into one dimensional BAS 

moment functions. These 1D BAS functions give perceptual information using statistics of beam 

angles. The valleys and hills of the first moment of BAS function correspond to concavities and 

convexities of the object shape [75]. The 1D BAS function are further compressed into FD, WD 

and RMS features (rms slope, rms roughness and M/sd ratio). These features are fed to different 

classifiers for further validation. The proposed method achieved an accuracy of 88.8% for benign-

malignant classification with RMS features and SVM classifier. To further evaluate our quality of 

work, we have compared BAS with CDF method. CDF is another method which transforms 2D 

contour into 1D signature. It is the only one dimensional transformation method applied on mass 

contours till now in the literature [74].  
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Table 5.9: Different Classifiers and its input parameters 

 

Table 5.10: Accuracies of 1D BAS functions with FD, DWC and RMS 

 

Table 5.11: Comparison of accuracies with 1D BAS and CDF functions with FD, WD and RMS features 

Serial No Classifiers and its parameters 

1 SVM(Gaussian kernel size=5, Box constraint =0.61) 

2 KNN, distance  metric =square inverse, correlation, number of neighbors  =10 

3 Adaboost decision tree, number of learners=100, learning rate=0.2 

4 ANN, scaled conjugate gradient back propagation network, Number of hidden neurons=10 

Feature 

Descriptors 

Parameters 1
st
 moment of 

BAS 

2
nd

 moment of 

BAS 

Both 

Fourier 

Descriptor 

T=8 72.22 80.55 77.77 

 T=16 69.44 77.77 72.22 

 T=32 66.667 75 75 

 T=64 75 80.55 80.55 

Wavelet 

Descriptors 

T=8 58 52.77 72.22 

 T=16 72 72.22 75 

 T=32 69.44 66.66 63.88 

 T=64 80.55 63.88 77.77 

RMS RMS 

roughness 

69.44 66.66 72.22 

 RMs slope 55.55 63.88 66.66 

 M/sd 66.667 52.77 58.33 

 All 80.55 77.77 88.88 

Compact features from 

BAS 

Parameters CDF (%) Both moments of BAS 

(%) 

Fourier Descriptor(FD) T=8 69.44 77.77 

 T=16 66.66 72.22 

 T=32 72.22 75 

 T=64 70 80.55 

Wavelet Descriptors T=8 66.66 72.22 

 T=16 63.88 75 

 T=32 58.33 63.88 

 T=64 61.11 77.77 

RMS RMS roughness 50 72.22 

 RMs slope 83.33 66.66 

 M/sd 80.55 58.33 

 All 75 88.88 
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Table 5.12: Classification accuracies with different classifiers 

Classifiers RMS FD(T=16,1
st
 moment) WD(T=64, 1

st
 moment) 

SVM(Gaussian kernel size=5, Box 

constraint =0.61) 

88.8 80.55 80.55 

KNN 80.55 72.22 86.11 

Adaboost decision tree 83.33 72.22 83.33 

ANN 83.8 75  T=16 78.4 

 

5.4.5 Comparison between all the developed methods 

In this section, we have compared all the developed methods in sections 5.4.1, 5.4.2, 5.4.3 and 

5.4.4 using 148 mass contours. Among them, 74 are benign contours and 74 are malignant 

contours. Different feature extraction techniques that are developed such as geometric features, 

polynomial regression, TAR and BAS methods are compared and it is shown in Tables 5.13. 

Tables 5.13 show the comparison of the developed methods. The evaluation for comparison is 

carried out with training to testing ratio which is equal to 70:30. Different classifiers such as 

SVM, KNN, adaboost decision tree and simple tree have been implemented to classify mass 

contour into benign-malignant. From the Table 5.13, we can observe that TAR method achieved 

highest accuracy of 90.9% using SVM classifier.  

5.4.6 Comparisons of our developed methods and other existing methods 

To validate the efficacy of our proposed methods for benign-malignant classification, we 

compared the accuracy of our methods with the existing methods. These comparisons are shown 

in Table 5.14. 
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5.5 Implementation of above algorithms on complete mammograms 

In all the above sections, we have presented results by considering complete mammograms for 

image enhancement and segmentation. Individual ROIs and mass contours were manually 

extracted for the feature extraction and classification. In this section, we have developed a 

method for automatic identification and analysis of mass with image enhancement, 

segmentation, feature extraction and classification methods discussed in chapters 2, 3 and 4. We 

have considered ten mammograms taken from DDSM database for implementation of the above 

process. Figures 5.28 and 5.29 gives the block diagram for this complete process and shows the 

output of all the methods for only three mammograms respectively. The ROIs are manually 

cropped from enhanced mammograms and features are extracted using LBP, SFTA and RILF 

techniques to classify mammograms ROIs into normal-abnormal and achieved highest accuracy 

of 100% using BRILF as shown in Table 5.15. The geometric, polynomial regression, TAR and 

BAS techniques are used to classify contours of segmented masses into benign-malignant and 

achieved highest accuracy of 100% using TAR and it is shown in Table 5.16.  
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Table 5.13: Comparison of benign-malignant feature extraction techniques 

 

 

Classifiers Methods Accuracy Parameters 

with specific values 

SVM 

 

GEO 62.2 Kernel: Linear 

Boxconstraint:1.2 

POLY 81.3 Kernel :Linear 

BoxConstraint:1.2 

TAR 90.9 Kernel: Linear 

Boxconstraint:1.2 

BAS 88.8 Gaussian kernel size=5, Box constraint =0.61 

KNN 

 

GEO 73 Number of neighbors  = 4 

Distance Weight= Euclidean distance 

Distance Metric = Square Inverse 

POLY 75.7 Number of neighbors  = 10 

Distance Weight= Euclidean distance 

Distance Metric = Equal 

TAR 81.8 Number of neighbors  = 4 

Distance Weight= Euclidean distance 

Distance Metric = Square Inverse 

BAS 80.55 Distance metric =square inverse, correlation, 

number of neighbors  =10 

Adaboost Decision tree 

 

GEO 64.9 Number of Learners= 175 

Learning Rate=0.2 

POLY 73 Number of learners =200 

Learning Rate=0.2 

TAR 81.8 Number of Learners= 175 

Learning Rate=0.2 

BAS 83.33 Number of learners=100, learning rate=0.2 

Simple Tree GEO 67.6 Maximum Number of Splits:16 

Split Criterion: Maximum Deviance 

Reduction 

POLY 73 Maximum Number of Splits:4 

Split Criterion: Twoing 

TAR 81.8 Maximum Number of Splits:16 

Split Criterion: Maximum Deviance 

Reduction 

BAS 83.8 No of splits=20 

Split criteria GDI, , surrogates=10 
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Figure 5.28: Block diagram for identification and analysis of mass in mammograms 

 

Table 5.14: Comparison  of  benign-malignant feature extraction techniques with the state of the art methods 

Feature extraction method Database Samples Acc Sens Spec AUC 

GaborPCA [92] MIAS 114 80% - - - 

Degree of spiculation of a mass and relative 

gradient orientation of pixels that correspond 

to possible spicules[93] 

DDSM 

and 

MIAS 

319 81% - - - 

Fractional concavity and spiculation index 

[94] 

MIAS 111 82%   0.79 

Fractal dimension using ruler method and 

fractional concavity [40] 

MIAS 111 - - - 0.82 

Geometric Features and ensemble classifier 

[95] 

DDSM - 72%    

LTP [28] DDSM - - - - 0.97 

Zernike moments[96] DDSM - 96.43% - - 0.97 

Proposed methods DDSM      

Geometric features  148 73    

Polynomial Regression 148 81.3    

Triangle Area Representation 148 90.0    

Beam Angle Statistics 148 88.8    
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(a) (b) (c) 

Figure 5.29:a) Enhanced Mammograms, b) Segmented Masses for benign-malignant classification, c) ROIs 

for normal-abnormal classification 
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Table 5.15 : Accuracy for the normal-abnormal classification using complete mammogram with the 

proposed methods 

Method Parameters Accuracy (%) 

LBP (16,2)u2 78.97 

LTP (8,1)u2 95.68 

LQP (12,2)riu2 94.11 

SFTA th =3 88.37 

RILF (8,1)both 84.77 

BLBP (8,1)2*2 riu2 82.86 

BSFTA 2*2(3) 88 

BRILF 4*4(16,2)ch2 100 

PLBP 3(8,1) 85.97 

PSFTA 2(3) 96.17 

PRILF 3(16,2)ch2 84.96 

 

Table 5.16: Accuracy for the benign-malignant classification using complete mammogram with the 

proposed methods  

Methods SVM(linear) 

Geo 80% 

poly (Degree =7) 90% 

BAS(RMS features from 1D BAS functions) 93% 

TAR(ts = 1 to 7) 100% 

 

5.6 Conclusion 

In this chapter, the results and analysis of all the developed methods have been discussed. The 

results include the validation of image enhancement and segmentation methods. Further, the 

performance of LBP, SFTA and RILF features extraction techniques have been tested for 

normal-abnormal classification. The performance of geometric features, polynomial regression, 

TAR and BAS methods were also tested for the classification of mass contours into benign-

malignant and finally we identified and analyzed mass automatically with all the methods 

discussed in chapter 2, 3 and 4. All these proposed methods are validated using mammograms 

taken from DDSM, IRMA and KIMS. The results are compared with the existing methods. 
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Chapter 6 

Automatic detection and analysis of abnormality in 

Mammogram 

Automatic detection and classification of masses is a key issue for breast cancer diagnosis in 

digital mammograms. It helps the radiologists in detecting the masses accurately in less time. 

In this chapter, a heuristic method is developed for detection and analysis of mammograms. A 

block diagram of the developed model is shown in Figure 6.1. For the automatic detection of 

mass, we applied Dunn index based automatic k-means (DAK) algorithm. In this method, the 

number of clusters for individual image is calculated based on the Dunn index value and the 

cluster with abnormality is detected using homogeneity and entropy without any user 

intervention. For feature extraction step modified segmented fractal texture analysis (MSFTA) 

features are extracted. The main advantage of this feature extraction method is that it generates 

less number of features to decrease computational time. The extracted features are given to SVM 

classifier for classifying the detected abnormality into mass-non-mass and benign-malignant. 

Further, three class system was also developed to classify the abnormalities into non-mass-

benign-malignant.  

The rest of the chapter is organized as follows: pre-processing of mammogram is described in 

section 6.1. Section 6.2 explains the segmentation of mass using DAK algorithm. The extraction 

of features using MSFTA is explained in section 6.3 followed by classification in section 6.4. 

Section 6.5 describes the experimental results of our developed work in this chapter and further 

conclusion is given in section 6.6. 
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Figure 6.1: Block diagram of the proposed model for automatic detection and analysis 

6.1 Preprocessing 

Mammogram preprocessing helps to detect abnormalities in less time. Mammograms contain 

noise during the acquisition process and some portions of breast regions contain labels and 

background which is superimposed with mammogram. Thus, mammograms require initial pre-
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processing to remove the noise and to extract breast area. The following preprocessing steps are 

used and explained below. 

6.1.1 Breast area region extraction and label removal 

Mammograms cover only 30% of breast area. The computation time for analysis increases, if the 

complete mammogram is considered. Due to this, breast area is segmented by applying global 

thresholding technique for further processing. A label in mammogram also affects the results of 

mass detection method. So, these labels are removed during the global thresholding process. 

Figure 6.2a shows the original mammogram. 

6.1.2 Pectoral muscle removal 

Pectoral muscle is a dense region in mammogram which is attached to the chest wall. The 

pectoral muscle possesses high intensity values as that of mass which results in a higher rate of 

false positives. Thus, removal of pectoral muscle is an important step. The pectoral muscle is 

removed by identifying the breast orientation and then using connected component labeling 

algorithm [82]. 

6.1.3 Noise removal 

The mammograms contain noise during acquisition. So, the noise is removed by applying 

wavelet denoising, guided filter and adaptive histogram equalization. Along with the removal of 

noise, mammogram edges are also enhanced by morphological operations to highlight abnormal 

areas in mammogram. The matlab code for mammographic enhancement is taken from [83]. The 

preprocessed mammogram with all these three steps is shown in Figure 6.2b 

6.2 Segmentation of suspicious areas 

In this study, suspicious areas are segmented using Dunn index based automatic k-means (DAK) 

algorithm. It uses the traditional unsupervised k-means clustering algorithm for segmentation 
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[84]. The two advantages that separate k-means and DAK algorithm are, (i) the number of 

clusters and the dense cluster with mass is selected without any manual help and (ii) the 

clustering was carried out according to the local conditions (3*3 neighbourhood) of the image. 

The three steps for DAK algorithm is discussed below. 

 In the first step, for each pixel p in the image, 3*3, sliding window is placed such that the 

pixel p coincides with the center location of the window. Intensity based features (mean, entropy 

and skewness) were calculated inside the window of each pixel. The mean, entropy and 

skewness were chosen because mass pixels and its surrounding values are brighter and mass 

regions have very little contrast. This results in high mean value, positive skewness and low 

entropy values in that mass region. The size of the window 3*3 was selected because, we 

observed that the shape, size and texture of the mass depend on its surrounding pixels. The three 

intensity based features were calculated for each pixel in 3*3 neighbourhood region. At the end, 

matrix (M) of size L*3 is obtained, where L is the number of pixels in the image.  

 The second step involves the selection of number of clusters (k) for grouping the matrix M. 

The value of k in this step is selected based on the Dunn index. It is defined as the ratio of 

minimal inter-cluster distance to maximal intra-cluster distance [85]. Unsupervised k-means 

algorithm is applied on the matrix (M) by varying the number of clusters in the range from 3 to 

9. At the end of each run, Dunn index is evaluated. Then optimal k is chosen as the first maximal 

peak of Dunn index values and further matrix M is grouped using k-means clustering with 

optimal k value. The output of k-means clustering is shown in Figure 6.2c. The graph of Dunn 

index vs no of clusters is shown in Figure 6.3.  

 Third step involves the selection of a dense cluster with mass. The selection of dense clusters 

involves the concept of homogeneity and entropy. Each cluster obtained from DAK algorithm is 
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analysed by homogeneity and entropy features. Homogeneity measures the presence of intra-

regional changes in the cluster and entropy reflects the non-uniformity and complexity in the 

cluster [86]. The expression for homogeneity and entropy are given below in equations (6.1) and. 

(6.2) Figure 6.2d shows the dense cluster with mass.  

Homogeneity= ∑ ∑
𝑐𝑜𝑜𝑐(𝑖,𝑗)

1+|𝑖−𝑗|

𝐺
𝑗=1

𝐺
𝑖=1                                                (6.1)                                                                                                               

Entropy =     ∑ ∑ 𝑐𝑜𝑜𝑐(𝑖, 𝑗) log(𝑐𝑜𝑜𝑐(𝑖, 𝑗))𝐺
𝑗=1

𝐺
𝑖=1                                                            (6.2)     

Where cooc(i,j) is a co-occurrence matrix of image with maximum gray level value of G. First 

the two clusters whose homogeneity values less than other clusters were selected. In the next 

step, the cluster with high entropy value is selected as a dense cluster having mass. Usually the 

dense cluster has more texture information and less local changes inside the cluster. Hence, the 

dense cluster has maximum entropy and minimum homogeneity than other clusters.  Flow chart 

in Figure 6.4 explains the process of selecting dense cluster with mass. 

 

 

 
 

 
 

 
 

 
 

(a) (b) (c) (d) 

Figure 6.2: a) Original mammogram, b)Pre-processed  mammogram, c) Output after DAK 

algorithm, d) Dense cluster with mass 
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Figure 6.3: Plot of Dunn index values vs number of clusters 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6.4: Flow chart for the selection of Dense cluster 

Clusters obtained from DAK 

algorithm 

Calculate Homogeneity and 

entropy values to all clusters 

Select first two clusters whose 

homogeneity values are higher 

and name them as A and B 

Calculate entropy values (E) to A 

and B clusters 

E of A > E of B   

A is selected as dense cluster 
B is selected as dense 

cluster 
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Figure.6.5: Original mammogram, dense cluster, suspicious areas selection from dense cluster 

 

6.3 Feature extraction 

The dense cluster obtained from DAK has many segmented structures along with mass as shown 

in Figure.6.5. These are to be analysed for further to classification of segmented structures into 

mass-non-mass and mass in dense cluster into benign-malignant. This section gives the 

description of MSFTA feature extraction method.  

6.3.1 MSFTA 

MSFTA method uses the basis of segmented fractal texture analysis (SFTA) for feature 

extraction which is discussed in chapter 3. The main advantage of SFTA is it gives texture 

information from both interior and exterior regions of segmented structures. We have 
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implemented SFTA with some changes and named it as MSFTA. The procedure for MSFTA 

method is discussed below. 

Step 1: The steps for extraction of features using MSFTA is almost the same as SFTA method. 

First step involves decomposing of segmented structures into binary images using Otsu 

thresholding, which is similar to SFTA. However in the second step, additional features have 

been extracted in order to add more discrimination power to our feature vector. 

Step 2: Features like fractal dimension using box counting method, pixel count from binary 

images and mean gray value from the original image were computed in SFTA method. But in 

MSFTA method along with SFTA features, we also extracted standard deviation as an extra 

feature from gray-level values of original. We can obtain only three feature vectors from 

decomposed binary images (fractal dimension, pixel count and mean gray-level value) using 

SFTA method. So, the size of feature vector in SFTA method is nt*6 (nt is number of thresholds). 

But, after applying MSFTA, the size of the feature vector is nt*8 as we have computed extra 

features from binary images and segmented gray level image.  

6.3.2 Feature extraction for mass-non-mass classification 

Mass is more circular and thicker where as non-mass is thinner and longer [87]. MSFTA features 

were computed to extract texture information from segmented structures. Further geometric [88], 

polynomial regression and fractal features [89] were also calculated to define shape 

characteristics of segmented structures. The following are the different types of features used for 

mass-non-mass classification 

MSFTA features: MSFTA features are extracted from segmented structures by considering nt 

=3. The best value of nt was selected empirically by testing with different values in range from 3 

to 8. The reason for considering this range is that, as the number of thresholds (nt) increase, no 
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extra texture patterns were identified and accuracy had reduced drastically with MSFTA method. 

The number of features obtained with MSFTA for mass-non-mass is equal to twenty four.  

Polynomial regression Features 

Polynomial regression features give the shape characteristics of mass. So, we have computed 

polynomial regression features with 1D signature of segmented structures boundary and the 

method was discussed in section 4.3 of chapter 4 

Geometric Features: The geometric features were extracted to distinguish segmented structures 

into mass-non-mass. The geometric features are area, perimeter, solidity, maximal radial length, 

bending energy and thinness ratio to quantify shape characteristics of the segmented structures. 

Fractal Features: Fractal analysis of a contour or boundary helps to find roughness and 

complexity of contours. So, we have calculated fractal features from the boundary of segmented 

structures. The following three fractal features from segmented structures are 

1. 2D Hausdroff dimension 

2. 1D fractal dimension using box counting method 

3. 2D fractal dimension using box counting method 

6.3.3 Feature Extraction from breast masses for malignant-benign 

classification 

Breast masses show different gray-level characteristics and shapes. A typical benign mass is 

round with smooth and well-defined (well-circumscribed) boundary, whereas a malignant mass 

is spiculated and rough with a blurry boundary. However, for any breast mass, the characteristics 

of its interior and exterior parts are different [90]. So, MSFTA features are extracted from 

masses to classify them. The main advantage for these features is the computation of gray-level 

characteristics from interior and exterior regions of mass with multithreshold segmentation. In 
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addition to MSFTA features, we also calculated geometric features to extract shape information. 

The following are the features extracted to classify benign and malignant masses 

MSFTA features: MSFTA features are extracted from masses with nt (number of thresholds) 

values equal to 3 and 8. The nt was chosen after many tests by varying the values from 3 to 8. 

We obtained better accuracy by fusing the MSFTA features obtained with two nt values that are 3 

and 8 with geometric features. The number of MSFTA features computed for each mass is equal 

to eighty eight. 

Geometric features: The extracted geometric features and their definitions are given below  

Solidity(S) is the ratio of the area within shape to the ratio of convex hull area and it is given by 

equation (6.3) 

       𝑆 =  
𝐴𝑟𝑒𝑎

   𝐶𝑜𝑛𝑣𝑒𝑥 ℎ𝑢𝑙𝑙 𝐴𝑟𝑒𝑎
                                                                                                    (6.3) 

Maximal radial length (MRL) is the maximum Euclidean distance from the centroid of mass to 

the pixel on the boundary and it is given by the equation (6.4)  

MRL= max(𝑟(𝑘))                                                                                                                                   (6.4) 

r(k) is the Euclidean distance from the centroid of mass to the pixel on the boundary. In the 

above equation k varies from 1, 2, 3....N and N is the number of points on the contour. 

Bending Energy (BE) is the energy stored in the contour and it is given by equation (6.5) 

BE =1/𝑁∑ (𝐾(𝑠))𝑁−1
𝑠=0                                                                                                             (6.5) 

Where K(s) denotes the curvature of the shape parameterized by arc length. N is the number of 

points on a boundary and s is the arc length parameter [91]. 

Thinness ratio (TR): It distinguishes line from other shapes.  

TR   =
4∗𝜋∗𝐴𝑟𝑒𝑎

𝑝 𝑒𝑟𝑖𝑚𝑒𝑡𝑒𝑟2
                                                                                                                      (6.6) 
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6.4 Classification 

Three types of classification have been carried out for the automatic detection and analysis of 

abnormality in mammogram. One classification, distinguishes the segmented regions into mass-

non-mass. Second classification delineates the segmented mass regions into benign-malignant. 

Third classification distinguishes segmented structures into three classes that are non-mass-

benign-malignant. 

6.5 Experimental analysis  

6.5.1 Data set 

To evaluate the proposed CAD system, we have considered data set of 120 abnormal 

mammograms having at least one mass. From the data set, mass was detected only in 85 

mammograms. The accuracy of detecting actual mass was 70.8% with DAK. In other 35 

mammograms, the mass was detected, but it was connected to other high density structures. 

Further, 352 segmented structures (88 masses and 264 non-masses) are separated out from  85 

high density clusters obtained from DAK algorithm Hence, we have considered 88 segmented 

structures with mass and 264 segmented structures with non-mass for further classification In 

addition to segmentation of high density cluster, features are extracted from segmented structures 

and submitted to SVM classifier for validation. The classification was performed using ten-fold 

cross validation method. The best classification rate for mass-non-mass is obtained by using a 

combination of features shown in Table 6.1 

Table 6.1: Features for mass-non-mass 

 

Features Parameters 

Modified SFTA Number of threshollds (nt=3) 

Geometric, Fractal 1D, 2D - 

Polynomial Regression Degree=15 
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6.5.2 Evaluation for mass-non-mass classification 

Two class classification for mass-non-mass: To evaluate the effectiveness of our developed 

method we have computed accuracy, sensitivity, specificity and AUC (Area under curve). Six 

different feature sets were calculated for the 352 segmented structures. Those feature sets are 

polynomial regression features (P), geometric features (G), fractal features (F), MSFTA features 

(nt=3), OSFTA-PGF (original SFTA combined with polynomial, geometric and fractal features) 

and MSFTA-PGF (MSFTA combined with polynomial, geometric and fractal features). The 

average accuracies with all these feature sets were calculated and shown in Table.6.2 These 

computed accuracy values are 71.77%, 80.76%, 80.07%, 87.45%, 93.02%, and 97.93 % for 

above mentioned six feature sets respectively. Sensitivity and specificity values of six feature 

sets were compared in Figure.6.6. 

As seen in Table.6.3, we can observe that our method has achieved 98% sensitivity, 97.75% 

specificity, 97.93% classification accuracy and from Figure.6.7 the AUC value obtained from 

ROC curve is 0.9921. These values are obtained with the MSFTA-PGF feature set.The reason 

for attaining the highest accuracy with MSFTA-PGF features because of the additional gray level 

characteristics of MSFTA features. However, geometric, polynomial regression and fractal 

features gave shape information which added more discriminative power to our feature set. Thus, 

the combined feature set (MSFTA-PGF) performed well compared to other feature sets. 
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Figure.6.6: Plot of sensitivity and specificity for different feature sets 
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Table.6.2: Average classification accuracy(%) with different features sets using tenfold cross validation with SVM 

for mass-non-mass 

Classifier folds Poly10(P) Geo(G) 

Modified 

SFTA 

(MSFTA) Frac (F) 

Original 

SFTA+P+G+F 

(OSFTA-PGF) 

Modified SFTA+P+G+F 

(MSFTA-PGF) 

Proposed 

1.Fold 71.88 81.82 80.65 96.88 100.00 100.00 

2.Fold 70.31 80.00 84.13 92.19 92.06 100.00 

3.Fold 68.75 80.41 82.98 91.67 92.63 100.00 

4.Fold 70.31 80.62 80.16 90.63 91.34 98.43 

5.Fold 71.88 80.25 78.48 88.75 92.50 98.11 

6.Fold 75.00 79.90 79.58 89.06 91.10 97.38 

7.Fold 72.77 81.33 79.37 89.33 91.93 97.32 

8.Fold 71.88 81.71 78.52 89.88 92.55 96.88 

9.Fold 72.47 80.97 78.13 90.63 93.03 96.18 

10.Fold 72.50 80.63 78.75 90.63 92.81 95.00 

Average 71.77 80.76 80.07 87.45 93.02 97.93 

Table. 6.3: Average classification accuracy ,sensitivity and specificity with MSFTA-PGF feature set (%) 

Fold Accuracy1 Sensitivity1 Specificity1 

1fold 100.00 100.00 100.00 

2fold 100.00 100.00 100.00 

3fold 100.00 100.00 100.00 

4fold 98.43 98.91 97.14 

5fold 98.11 98.26 97.73 

6fold 97.38 97.10 98.11 

7fold 97.32 97.53 96.77 

8fold 96.88 96.76 97.18 

9fold 96.18 96.15 96.25 

10fold 95.00 95.26 94.32 

Average 97.93 98.00 97.75 
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Figure 6.7: ROC analysis for mass-non-mass  

Comparison of with the existing methods: To evaluate the efficiency of the developed method, 

it is tested with existing algorithms with our dataset using ten-fold cross validation. However, 

different methods use different database and number of images for evaluation. The selected 

methods are Local binary pattern (LBP) [27] and Haralick method [45]. The evaluation 

parameters used for effective comparison were accuracy, sensitivity, specificity, and AUC and 

computational time. The computational time is calculated for a personal computer with Intel core 

i7-4770K CPU, 64-bit operating system and 12GB Random Access Memory (RAM). The 

evaluation process for this comparison is carried out using MATLAB 2015a. 

The comparison for mass-non-mass classification is done with LBP [27] and Haralick [45] 

methods. For LBP, variants specified in paper were tested on manually cropped regions of the 

mammogram which does not include segmentation step. Moreover, only gray level 

characteristics of segmented structures are calculated using LBP method. 
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In Haralick method [45], GLCM and shape based features were extracted with different 

orientation scales and directions. This method includes segmentation step to extract features 

from multiple orientations. Due to this long process, it requires high computation time. Tables 

6.4 and 6.5 shows that classification performance in terms of accuracy, sensitivity, specificity 

and AUC is high for the developed method. Table 6.6 reveals that the time taken by the 

developed method for extracting features from one image is slightly greater than LBP method 

and the difference is 0.0028s which is acceptable and is better than Haralick method. 

 

 

6.5.3 Evaluation for benign-malignant classification 

Two class classification for benign-malignant: The developed method was implemented on 88 

segmented structures for mass classification. These segmented structures contain 35 benign and 

53 malignant masses. For mass classification, ten-fold cross validation is carried out using SVM 

classifier. The best classification rate for benign-malignant is obtained by using a combination of 

Table 6.6: The computational time evaluation (mass-non-mass) 

 Time in seconds/ image No of features 

LBP 0.2008 1888 

Haralick 77.8908 291 

Proposed 0.2036 37 

Table 6.4: Comparision for benign-malignant classification in (%) using SVM (linear) kernel with different 

methods 

Methods Accuracy Sensitivity Specifivity 

LBP   81.33 93.7 48.8 

Haralick +Geo 78.5 79.15 76.79 

Proposed method 97.93 98.00 97.75 

Table.6.5: AUC with different methods for mass-non-mass 

Feature extraction Methods AUC 

LBP 0.814 

Haralick 0.836 

Proposed 0.9915 
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features shown in Table 6.7. The developed feature set consists of MSFTA features with a 

number of thresholds (nt= 3 and 8) and geometric features. We classify our segmented structures 

using four feature sets and they include: geometric features, MSFTA features, original SFTA-

geometric features (OSFTA-G) and MSFTA-geometric features (MSFTA-G). The performance 

of our approach is validated by determining accuracy, sensitivity and specificity. The average 

classification accuracies of all these feature sets are 78.17%, 55.05%, 76.99% and 88.67 % 

respectively as shown in Table 6.8. The comparison of sensitivity and specificity with these four 

feature sets is shown in Figure.6.8. From Table.6.8, we can observe that average classification 

rate is 78.17% with MSFTA features. However, by the addition of geometric features to the 

MSFTA features, classification accuracy had increased significantly by 10%, i.e 88.67% 

respectively as shown in Table.6.8. The reason for attaining the highest accuracy with MSFTA-G 

features can be explained as follows: MSFTA gave more texture information compared to 

original SFTA due to the computation of extra texture feature i.e, standard deviation. Moreover, 

MSFTA extracts texture information from both interior and exterior regions of mass and 

geometric features contribute mass shape information which added more discriminative power to 

our feature set. Thus, the combined feature set (MSFTA-G) attained the highest accuracy, 

sensitivity and specificity than other feature sets. We obtained the highest average accuracy of 

88.67%, sensitivity of 93.30% and specificity of 85.51% from ten-fold classification as shown in 

Table 6.9. Figure 6.9 shows that AUC value for benign-malignant is 0.8551. 

Classification scheme for non-mass-malignant and non-mass-benign: Two class systems 

were developed to classify 352 segmented structures into non-mass-malignant and non-mass-

benign. The feature set used for this classification is shown in Table. 6.7. We have plotted ROC 

curves in Figures 6.10 and 6.11. From these figures, we can observe that the AUC values are 
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0.9921 and 0.9979 for non-mass-malignant and non-mass-benign classification respectively. To 

further validate our method, ten-fold cross validation is applied using SVM classifier. As shown 

in Tables 6.10 and 6.11, it is evident that our method has achieved higher average values for all 

parameters. We obtained accuracy of 93.00%, sensitivity of 91.38%, specificity of 100% for 

non-mass-malignant and accuracy of 94.62%, sensitivity of 93.82%, specificity of 100% for 

benign-non-mass using SVM (linear kernel). 

Three class study (non-mass-malignant-benign): Three class system was also developed to 

classify 352 segmented structures into non-mass-benign-malignant. We have used the same 

feature set as shown in Table 6.7 for three class classification. Ten-fold cross validation is 

applied on five classifiers for average classification accuracy and it is shown in Table 6.12. We 

have attained accuracy of 88.16%. by considering SVM classifier (RBF: radial basis function 

kernel and sigma=4.5). 

Comparison of feature extraction methods for benign-malignant: In mammograms, 

malignant masses have homogeneous texture and benign masses have heterogeneous structure. 

So, gray level characteristics of mass region plays significant role for analyzing masses. In 

addition to this, masses also present shape characteristics. Thus, mass shape and gray level 

characteristics in the features help to analyze masses accurately. For comparison of benign-

malignant classification, Zernike moments [96] and LQP [28] were tested with our 88 segmented 

mass regions. For, Zernike moments method, lower order moments were extracted from 

segmented mass regions. This method considers shape and margin features only. In, LQP 

method, different variants were tested to obtain texture features from segmented mass regions. 

Tables 6.13 and 6.14 reveal that our method achieved good performance in terms of accuracy, 

sensitivity, specificity and AUC. Table 6.15 shows that our proposed method takes less 
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computational time for extracting features from single image than LPQ method. The number of 

features and time taken to calculate Zernike moments is less compared to our proposed method. 

However, the difference in time is very less and is acceptable. The reason for high classification 

accuracy of our proposed feature set is that, it has both gray level and shape characteristics of 

mass. The additional advantage of MSFTA feature set is, it extracts gray level characteristics 

from interior and exterior regions of mass with multithreshold segmentation. 

Table. 6.7: Features for benign-malignant 

Features Parameters 

MSFTA nt=3 and 8 

Geometric - 

Table 6.8: Average classification accuracy with different features using tenfold cross validation with SVM for 

benign-malignant (%) 

Classifier 

Fold 

Modified 

SFTA(nt=3,8) 

(MSFTA) Geo (G) 

Original 

SFTA(OSFTA) 

(nt=3,8)+GEO 

(OSFTA-G) 

Modified SFTA (nt=3,8)+GEO 

(MSFTA-G) 

1.Fold 88.89 55.56 77.78 100.00 

2.Fold 76.47 55.56 77.78 88.89 

3.Fold 72.00 55.56 73.08 88.89 

4.Fold 80.00 55.56 74.29 91.67 

5.Fold 81.40 54.55 75.56 93.18 

6.Fold 78.85 52.83 77.78 90.57 

7.Fold 78.69 54.84 79.03 85.25 

8.Fold 75.71 53.52 80.00 84.29 

9.Fold 74.68 55.70 78.48 83.33 

10.Fold 75.00 56.82 76.14 80.68 

Average 78.17 55.05 76.99 88.67 
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Figure 6.8: Plot of sensitivity and specificity for different feature sets 

 

 

 

Figure 6.9: ROC analysis for benign-malignant 
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Figure 6.10: ROC analysis for non-mass-malignant classification 

 

Figure 6.11: ROC analysis for non-mass-benign classification 

 

Table. 6.9: Average classification accuracy, sensitivity and specificity with MSFTA-PGF feature set (%) 

Classifiers fold Accuracy1 Sensitivity1 Specificity1 

1fold 100.00 100.00 100.00 

2fold 88.89 100.00 81.82 

3fold 88.89 100.00 81.25 

4fold 91.67 100.00 85.71 

5fold 93.18 100.00 88.46 

6fold 90.57 95.45 87.10 

7fold 85.25 88.00 83.33 

8fold 84.29 85.71 83.33 

9fold 83.33 83.87 82.98 

10fold 80.68 80.00 81.13 

Average 88.67 93.30 85.51 
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Table 6.10: Mean evaluation parameters for  non-mass-

malignant 

Table 6.11: Mean evaluation parameters for non-mass-

benign 

 

Classifier 

folds Acc(%) Sens(%) Spec(%) 

1fold 

 

100.00 

 

100.00 

 

100.00 

2fold 96.49 95.65 100.00 

3fold 94.12 92.75 100.00 

4fold 92.98 91.30 100.00 

5fold 90.85 88.70 100.00 

6fold 90.64 88.49 100.00 

7fold 91.5 89.57 100.00 

8fold 90.79 88.71 100.00 

9fold 91.02 89.00 100.00 

10fold 91.58 89.66 100.00 

Average 93.00 91.38 100.00 
 

Classifier 

folds  Acc(%)   Sens(%) Spec(%) 

1fold 

 

96.15 

 

95.65 

 

100.00 

2fold 96.23 95.65 100.00 

3fold 96.25 95.71 100.00 

4fold 95.33 94.62 100.00 

5fold 94.07 93.16 100.00 

6fold 93.83 92.86 100.00 

7fold 94.15 93.25 100.00 

8fold 93.93 93.01 100.00 

9fold 94.17 93.3 100.00 

10fold 92.13 90.95 100.00 

Average 94.62 93.82 100.00 
 

Table 6.12 : Average accuracies for three class study using ten fold cross validation using different classifier in (%) 

 

Classifiers 

fold SVM(RBF) SVM(Linear) KNN LDA Bayes 

1fold 93.75 93.75 60.61 75.76 75.00 

2fold 84.85 81.25 71.88 81.25 81.25 

3fold 93.55 77.42 69.7 75.00 61.29 

4fold 87.1 80.65 62.5 68.75 63.64 

5fold 78.79 87.5 68.75 78.13 42.42 

6fold 87.1 87.5 68.75 81.25 54.84 

7fold 96.88 82.35 61.29 74.19 64.52 

8fold 84.38 75.76 74.19 81.25 63.64 

9fold 84.38 80.65 71.88 90.63 63.64 

10fold 90.91 87.5 65.63 90.63 70.97 

Average 88.16 83.43 67.52 79.69 64.11 

Table 6.13 : Comparison for benign-malignant classification in (%) with different methods 

Methods Accuracy Sensitivity Specificity 

Zernike Moments [35] 61.68 81.49 48.63 

LPQ[11] 65.56 51.06 74.96 

Proposed method 88.67 93.30 85.51 
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6.5.4 Discussion 

This section gives the summary of our developed computer aided detection and diagnosis system 

of mammograms. In this study, we developed a heuristic method that detects suspicious areas in 

mammogram using DAK algorithm without any user intervention. It also analyses the detected 

area as mass-non-mass and benign-malignant. Our work also focuses on the method that 

generates less number of features, which does not require feature selection process. In addition to 

that, an automatic three class system is developed to classify segmented structures into non-mass 

-malignant-benign. The developed method achieved an accuracy of 97.93% for mass-non-mass 

and 88.67% accuracy for benign-malignant classification. The accuracy obtained for three class 

system is 88.16%.  

To further evaluate our quality of work, the comparison is done in two ways: one way is, testing 

with well-known selected methods using our dataset (352 segmented structures). The selected 

methods are: LBP and Haralick methods described in [27], [45] for mas-non-mass classification. 

Zernike moments method (Ref [96]) and LQP method (In Ref. [28]) for benign-malignant 

classification. For comparison, we have determined accuracy, sensitivity, specificity, number of 

features, AUC and computation time. The results in Tables 6.4, 6.5, 6.6, 6.13, 6.14 and 6.15  

Table 6.14 : Comparaison of AUC with different methods (benign-malignant) 

benign-malignant AUC 

Zernike 0.5672 

LPQ 0.6025 

Proposed 0.8551 

Table. 6.15: Computational time Evaluation (benign-malignant) 
 Per one image(s) No of features 

Zernike 0.239413 32 

LPQ 1.380255 26880 

Proposed 0.45464 92 
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show that our proposed method performed well. Other way is, we compared our presented results 

with other state of the art methods. However, there exists difficulty in direct comparison of our 

proposed method with existing methods because they use different database, number of the 

images, preprocessing steps and classification methods. Tables 6.16 and 6.17 summarize the 

performance of our method along with existing methods. We can see Table 6.17 that our 

method’s accuracy is less than some methods in case of benign-malignant. But, these methods 

investigated on manually cropped regions without any previous segmentation (a more 

challenging task).  

The main contribution of the present investigation is as follows  

 Adaption of DAK algorithm and MSFTA for detection and analysis of suspicious areas 

without any user intervention.  

 MSFTA features extract information from the interior and exterior regions of mass with 

Otsu’s multithresholding technique. 

 This approach generates less number of features compared to many multiresolution 

methods like wavelets, curvelets, spherical wavelets etc. which are developed in recent 

works of breast cancer[97,41,98,92,66] 

  Many works in literature have implemented two class systems. Only few research papers 

worked on the three-class system for classification of normal-benign-malignant [99, 65]. In 

this work, we have developed three class system for non-mass-benign-malignant.  
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Table 6.16: Comparison of feature extraction methods for the classification of mass-non-mass 

Method Database Detectio

n 

Manual 

interventio

n 

Sampl

es 

Acc 

(%) 

Sens 

  (%) 

Spec 

 (%) 

AUC 

Local seed 

region growing 

spherical 

wavelet 

transform 

shape, local 

seed region 

growing, 

spherical 

wavelet 

transform, 

SVM [41] 

2013 

MIAS Yes yes 60 96 - - - 

Contourlet-

based 

mammography 

mass 

classification 

using the SVM 

family [98] 

2010 

DDSM Yes No(algorith

m 

applicable 

for bigger 

size 

masses) 

90  96.6 - - - 

LBP+SVM 

[27] 2009 

DDSM No Yes 1792   - - 0.94 

GLCM texture 

features, 

Neural 

network 

architecture[10

0] 2011 

DDSM No Yes  96 - - - 

K-means, 

GLCM and 

SVM [45] 

2009 

DDSM Yes Yes 1177 92.63 86 94.61 - 

Shape features 

[88] 2010 

DDSM   300 95 - - - 

Quality 

thresholding, 

correlogram 

and shape 

features [25] 

2014 

DDSM Yes Yes 2033 83.53 92.3 82.2 - 

Proposed 

method 

DDSM Yes No 352 97.93 98 97.75 0.99 
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6.6 Conclusion 

In this chapter, we have developed heuristic method consisting of preprocessing operations, 

DAK and MSFTA methods for detection and analysis of suspicious areas in mammograms 

without user intervention. We also presented three class system for the classification of 

mammograms into non-mass-benign-malignant. DAK algorithm generates number of clusters for 

k-means and selects dense cluster with mass automatically without any user intervention. The 

segmented structures of dense cluster are further analysed to reduce false positives. MSFTA 

feature extraction method is applied to the segmented structures for further classification. 

 

 

 

 

 

 

Table.6.17: Comparison of benign-malignant feature extraction techniques 

Feature extraction method Database Samples Acc Sens Spec AUC 

GaborPCA [92] MIAS 114 80 - - - 

Degree of spiculation of a mass and 

relative gradient orientation of pixels 

that correspond to possible 

spicules[93] 

DDSM and 

MIAS 

319 81 - - - 

Fractional concavity and spiculation  

index [94] 

MIAS 111 82   0.79 

Fractal dimension using ruler method 

and fractional concavity [40] 

MIAS 111 - - - 0.82 

Geometric Features and ensemble 

classifier [95] 

DDSM - 72 - - - 

LTP [28] DDSM - - - - 0.97 

Zernike moments[96] DDSM - 96.4 - - 0.97 

Proposed method DDSM  88.67 93.3 85.51 0.8551 
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Chapter 7 

Conclusions and Future Work 

7.1 Introduction 

In this section, the work accomplished during the research is summarized. The main objective of 

the research is to develop a simple software algorithm that detects abnormalities in mammogram 

and classify them into cancer (malignant)-non-cancer (benign) without any manual intervention. 

The research has been started with the intention of assisting radiologists to decrease inter-

observer and intra-observer variability. The other advantage of the software algorithm developed 

is that it can also help the people in rural area, where there is inadequate medical facility and the 

accessibility of expert radiologists is very less compared to urban areas. In this thesis, new 

algorithms have been developed and validated on image enhancement, segmentation, feature 

extraction and classification techniques. 

7.2 Implementations of the developed methods and future work 

The developed methods contributions have been distributed in six chapters. In chapter 2, a 

mammogram enhancement and segmentation for abnormality detection schemes have been 

developed to assist radiologists. The image enhancement scheme employs Gaussian pyramid and 

wavelet fusion methods. In chapter 3, feature extraction techniques such as LBP, SFTA and 

RILF techniques have been studied. These features are further submitted to SVM classifier to 

delineate mammogram ROIs into normal-abnormal. Chapter 4 deals with classification of 

mammogram into benign-malignant using mass contours. Different feature extraction methods 

based on geometric, poly regression, BAS and TAR techniques have been implemented. The 
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features extracted from the above methods are given to different classifiers such as SVM, KNN, 

adaboost and ANN to classify mammograms into benign-malignant. All the above chapters 

utilize ROIs of mammograms as a dataset for validation. Chapter 5 deals with the simulation 

results of image enhancement, segmentation, feature extraction methods for mammogram 

classification into normal-abnormal and benign-malignant. To validate image enhancement 

method, quality measures such as EBCM and entropy are calculated for original and enhanced 

mammograms. Along with the image enhancement method, we also developed mage 

segmentation for the detection of mass using thresholding and morphological techniques. Dice 

coefficient has been calculated to compare the segmented mass with the ground truth information 

of mass. The results obtained by the proposed feature extraction techniques in chapter 3 and 

chapter 4 are good. Among them, RILF performed well compared to LBP and SFTA techniques 

and TAR achieved best result compared to geometrical, polynomial regression and BAS 

techniques for the classification of mammograms into normal-abnormal and benign-malignant 

respectively. In the end of this chapter, we implemented the proposed techniques in chapter 2, 

chapter 3 and chapter 4 on complete mammogram and the results were presented. In chapter 6, a 

complete mammogram is submitted to software algorithm for automatic detection and 

classification of masses. It helps the radiologists in detecting the masses accurately in less time. 

This chapter presents heuristic method for segmentation, feature extraction and classification of 

masses in digital mammograms for computer aided diagnosis (CAD) system. The primary 

advantage of this method is to automatically detect and analyze the abnormalities. This algorithm 

helps the radiologists when confronting with more number of mammograms. It also helps to 

make accurate evaluation without any manual intervention. The proposed algorithm is a three 

step method. First step is to detect abnormality in mammogram using Dunn index based 
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automated k-means algorithm(DAK), Second step incorporates the novel modified-segmented 

fractal texture analysis(MSFTA) algorithm which we developed for feature extraction and third 

step involves classification of abnormalities as mass-non-mass and benign-malignant using 

support vector machine (SVM). The training and testing samples taken to validate are not  the 

same for all proposed methods. However, comparison between our methods and also with the 

existing methods is performed on the same dataset 

The objective of each scheme suggested in this thesis is to classify only one type of abnormality. 

It does not consider the other type of abnormalities such as microcalcification, architectural 

distortion and bilateral asymmetry. The abnormalities in mammograms such as mass and 

microcalcifcation have different morphology. The masses have different shapes like lobular, 

circumscribed speculated, ill-defined, lobulated etc. The microcalcifications are ring shaped, 

punctuate, linear, needle shaped etc. The detection of morphology of mass or microcalcification 

assists the radiologists in detecting the grade of the tumor in CAD system which is one of the 

limitations of this thesis. In future, we would like to work on multi class classification of masses 

and microcalcification. 
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