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PREFACE 

According to the plans of the editors and the publishers, this is 

the first of a series of volumes intended to provide a medium in 
which recent significant discoveries or advances in Colloid Science, 
either experimental or theoretical, may be presented in a more com¬ 

prehensive and unified fashion than is possible in the regular technical 
periodicals. Since in each instance the author (or authors) will 

have been closely identified with the development under discussion, 
it is to be expected that the contributions should have an individual¬ 
istic point of view, and should show a definite emphasis upon the 
author’s own part in the development in question. The contribu¬ 

tions are thus not intended to be reviews or compilations from the 
literature in the usual sense, and the editors are willing to share any 

censure that readers may be inclined sometimes to level at an author 
because he has apparently failed to do adequate justice to other 
investigators in the field. 

The present is an unfortunate time, in a sense, to launch a project 
of this sort. It was the natural hope of the editors that '‘Advances 

in Colloid Science” could cover world-wide developments. Very 
much to their regret, they found it impossible to realize their hopes 

in this first volume, but they shall attempt to maintain an optimistic 
attitude, and shall look forward to the day when the artificial barriers 

of nation and race will disappear in the domain of science. 

With reference to this first volume, the editors wish to express their 
appreciation for the cordial and cooperative manner with which the 

various contributors have accepted the spirit and purposes of this 
venture. Especial thanks are also due the publishers for the gener¬ 

osity of their efforts in aiding to bring these contributions together. 
The editors further gratefully acknowledge the granting of per¬ 

mission by the American Chemical Society, American Institute 
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of Physics, American Society for Testing Materials, Long Island 

Biological Association, The Williams & Wilkins Company and by the 

publishers of the Biological Bulletin and the Journal of Biological 
Chemistry to reprint illustrations from their publications. 

Inasmuch as the editors plan for additional volumes when the 

conditions warrant them, they would find it very helpful if authors 

would favor the editors with reprints of important papers in Colloid 

Science, particularly if published outside the United States. 

E. 0. K. 
December, 1941 F. E. B. 

S. S. K. 
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1. Introduction 

The idea of measuring surface areas of solids by means of gas ad¬ 
sorption is not new; both physical and chemical types of adsorption 
have been so employed in the past. 

One of the earliest attempts to use activated {i. e., chemical) ad^ 
sorption for this purpose was that of Benton (6) on Pt catalysts. 
More recently de Boer and Dippel (19) estimated the surface of vac¬ 
uum sublimed CaF2 from the chemisorption of water on the surface 
of the tiny CaF2 crystals. Similarly, Emmett and Brunauer (21) 
have made use of the chemisorption of CO at —195® C, to measure 
the surface areas of iron synthetic ammonia catalysts. These ex¬ 
amples serve merely to illustrate instances in which surface areas 
can be estimated by chemisorption or activated adsorption. In gen¬ 
eral, the use of chemical adsorption for this purpose is not widely 
applicable because of certain limitations inherent in the method. 
In the first place, one must find a gas that will be chemically adsorbed 
♦ Present address: Mellon Institute, Pittsburgh, Pa. 
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2 P. H. EMMETT 

by the surface and must find a means of ascertaining the volume of 
gas corresponding to a complete monolayer. Furthermore, if the 
solid contains more than one constituent it is very probable that 
the surface area obtained will be that of only one of the two or more 
substances of which it is composed. 

Physical or van der Waals adsorption of gases has been used 
hitherto for determining the relative but not the absolute surface 
areas of certain solid?. For example, Russel and Taylor (44) used 
the adsorption of carbon dioxide at 0® C. and 1 atmosphere pressure 
to compare the surfaces of promoted and unpromoted nickel catalysts. 
Without doubt such measurements were useful fot'rough comparisons 
but could not yield accurate results in the absence of assurance that 
the same fraction of the surface was covered with the adsorbed gas on 
the one adsorbent as on the other, at a given temperature and pres¬ 
sure. Benton and White (7) suggested that “breaks” in one of their 
adsorption isotherms for nitrogen on iron catalysts at —191.5° C. 
and pressures of 13 and 48 cm. might indicate the completion of a first 
and second layer of molecules, respectively, on the adsorbent. Sub¬ 
sequent work (21) has shown that these particular “breaks” disappear 
as soon as correction is made for the deviation of the adsorbate ni¬ 
trogen from the perfect gas laws in the dead space surrounding the 
adsorbent. Nevertheless, the idea of trying to use low temperature 

./isotherms for absolute surface area measurements arose, as far as 
' the author's participation in this work is concerned, largely from the 
work of Benton, 

About seven years ago it became desirable to measure the surface 
area of porous iron synthetic ammonia catalysts, in order to decide 
whether the increase in activity resulting from promoter additions 
could best be attributed to an increase in the total surface area or to 
an increase in the activity per unit area. A search of the literature 
revealed that no method for measuring the absolute surface areas 
of such metallic catalysts without at the same time exposing them 
to air or to liquids had been described. Accordingly, work was under¬ 
taken to investigate further Benton and White’s (7) suggestion as to 
the point corresponding to a monolayer on the adsorption isotherms of 
an inert gas, such as nitrogen, near its boiling point. The method 
resulting from the ensuing research will be described in the present 
chapter. The experimental method, the empirical and theoretical 
means used to select a point on the isotherms corresponding to a 
monolayer, the general theory of such adsorptions and the con- 
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firmatory evidence that has been obtained to substantiate the method 
by comparing the results that it yields with those obtained by en¬ 
tirely different methods, will all be discussed. 

11. Experimental Apparatus and Procedure 

The adsorption apparatus used in making the low temperature ad¬ 
sorption measurements is of standard design. A typical set-up is 
shown in Fig^ 1. It includes an adsorption bulb, a calibrated gas 

buret, a manometer, a high-vacuum oil pump and Langmuir diffusion 
pump, and a McLeod gauge. The method of operation will be clear 
from the following brief description: The adsorption bulb containing 
a sufficient sample of adsorbent to furnish a total area of at least 2 
square meters is sealed to the rest of the system by 2-mm. capillary 
tubing as indicated in Fig. 1. At the beginning of an experiment. 
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, the adsorbent is evacuated in situ at a temperature sufficient to re¬ 

move water vapor and physically adsorbed gases (usually 110° C.). 

(The dead space in the adsorption bulb up to the stopcock is then de- 

^termined with pure helium. To make this dead space determination 

la volume of purified helium is admitted into the buret, the stopcock 

to the evacuated adsorbent being closed. The volume of helium is 

measured in an obvious manner with the calibrated buret and manom¬ 

eter. After placing the desired cold bath around the sample bulb 

(liquid nitrogen at about 77 7S° K. or liquid oxygen at 90° K. are 

convenient baths) one opens the stopcock between the sample and the 

buret and determines the volume of helium required to fill the ad¬ 

sorption bulb. Such a calibration assumes, of course, that helium is 

iKjt adsorbed by the adsorbent but merely fills in the space around it. 

This assumption is justified because at adsorption .temperatures of 

77° K. or higher the adsorption of helium will always l>e very small 

compared to that of the adsorbate being used.* After the dead space 

is calibrated, one again evacuates the system to remove the helium 

and then, after closing the stopcock to the adsorbent, admits to the 

buret the adsorbate to be used (nitrogen for example) and measures 

the quantity taken. The stopcock to the sample bulb is then opened 

and the sample let stand long enough to effect equilibration. The 

volume of gas (S.T.P.) adsorbed is given by the equation 

Va - V, - VhH -f a) - n (1) 

where is the volume of gas adsorbed, is the total volume of ad¬ 

sorbate that has been admitted to the system, is the volume of ad¬ 

sorbate required to fill the dead space to the pressure p of the experi¬ 

ment, a is the correction factor required to take into account the gas 

imperfection of the adsorbate at the low temperature being used and 

Ffe is the volume of adsorbate remaining in the buret at the time of 

measurement. By repeatedly adding successive amounts of adsorb¬ 

ate through the buret system one can obtain a series of values for ad¬ 

sorption as a function of pressure at a given bath temperature of the 

adsorbent and thus obtain the data for an adsorption isotherm. 

The corrections (21) for the deviation of various simple gases from 

'the perfect gas laws are as follows: nitrogen at —195.8°, 5% and at 

-183°, 2.87%; oxygen at -183°, 3.17%; argon at -195.8°, 8.7%, 

and at —183°, 3.0%; carbon monoxide at —183°, 2.68%; methane 

at -140°, 5.92%; NO at -140°, 4,0%; N2O at -78°, 5.84%; 
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CO2 at —78®, 2.09% and at 25°, 0.58%; ammonia at —36°, 2.64% 
and at 25^ 1.185%; n-butane at 0°, 10.8%, and at 25°, 3.2%. All 
deviations refer to 760 mm. and are assumed to vary linearly with 
pressure. 

The type of isotherm obtained for nitrogen at —195.8° C. on a 
typical iron synthetic ammonia catalyst (21) is illustrated in Fig. 2. 
Obviously the use of such an isotherm in measuring the surface area 
of the catalyst entails (a) selecting the point on the curve correspond¬ 
ing to the completion of a monolayer of adsorbed molecules and (5) 

Fig. 2.—Adsorption isotherm for nitrogen on a Fc-AhOg 

catalyst at 77.3® K. 

assigning a value for the average area covered by each adsorbed 
molecule. The selecting of the point corresponding to a monolayer 
on the isotherms is the crux of the entire problem of using adsorp¬ 
tion isotherms for measuring surface areas. Both an empirical 
method arrived at from several converging ty|>es of evidence and a 
theoretical method for accomplishing this have been developed and 
will be discussed in the next two sections. In assigning a value to the 
average area occupied by an adsorbed molecule on the surface it has 
seemed reasonable (21) to calculate the diameter of the adsorbed 
molecules from the densities of the liquefied or of the solidified 
adsorbate. If the physically adsorbed molecules are close-packed 
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on the surface one arrives at the following equation for the average 
area per molecule: 

r M 1V3 
Area per molecule 4(0,866) —-r— (2) 

L4>/2iVpJ ^ 

where M is the molecular weight of the gas, iVis Avogadro’s number 
and p is the density of the solidified or liquefied gas. This equation 
is derived on the assumption that the molecules are hexagonally 

200 400 600 800 

Pressure, mm. 

Fig. 3.—Low temperature adsorption isotherms on 

a sample of pure iron catalyst. Solid circles, squares 

and triangles are desorption points. 

close-packed in the solidified and in the liquefied gas. For solid 
nitrogen, argon, carbon monoxide and a number of other gases such 
close packing is known to exist since these gases when solidified have 
face-centered cubic structures. The assumption is believed to be 
reasonable for all molecules that are approximately symmetrical. 
In Table I are listed values for ‘‘Area (5)” obtained (21) for the dif¬ 
ferent adsorbates by inserting in the above equation the values for 
the density of the solidified gas, and “Area (L)“ obtained by using the 

density of the liquefied gas. 

m* The Adsorbed Monolayer 

Before -^fc-theory for the S-shaped adsorption isotherms was de¬ 
veloped a conclusion as to which point on the isotherm corresponded 
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to a monolayer was reached (10, 21) empirically on the basis of a 
large number of adsorption experiments on iron catalysts. It was 
decided that point B on isotherms such as shown in Fig. corre¬ 
sponded approximately to the completion of a monolayer of adsorbed 
gas. The evidence for this selection was threefold: 

1. The earliest carbon monoxide adsorption experiments on pure 
iron catalysts (21) gave a valuable clue to the point on the isotherms 
corresponding to a monolayer of physically adsorbed gas. It was 
noted that the isotherm for the total adsorption of carbon mon¬ 
oxide corresponded to much larger adsorptions at a given tem¬ 
perature than those for nitrogen (Fig. 3). Further investigation re¬ 
vealed that part of the adsorbed carbon monoxide was readily re¬ 
movable by evacuation at —78°, whereas the remainder was tightly 
bound by the iron catalyst. Repetition of a —183° run after an 
intervening evacuation at —78° yielded curve 1^, Fig. 3, designated 
as the isotherm for physically adsorbed carbon monoxide. The ra¬ 
pidity of the irreversible adsorption is evidenced by the fact that the 
desorption point shown at about 80 mm. on curve \A agrees closely 
with the corresponding adsorption point taken several hours sooner. 
The volume of this tightly bound or chemisorbed carbon monoxide 
was considered to be the difference between curves \A and \B and 
was approximately the same as the volume of gas at point B, the be¬ 
ginning of the long linear part of the isotherm for the physical ad¬ 
sorption of nitrogen or carbon monoxide. The formation of what 
appeared to be a monolayer of tightly bound carbon monoxide over 
the entire iron surface constituted the first concrete evidence that 
the volume of gas corresponding to point B on the isotherm for physi¬ 
cally adsorbed carbon monoxide was approximately a monolayer. 
Detailed consideration of the possible spacing of the iron atoms on the 
Various crystal faces that might be exposed by the tiny iron crystals 
of which the catalyst is composed showed that the volume of chemi¬ 
sorbed carbon monoxide required to cover the surface might be 3 per 
cent less than the physically adsorbed monolayer, or 19 or 68 per cent 
greater depending on whether the exposed iron faces were 111, 110 or 
100 planes. Actually the average observed value for chemisorbed 
carbon monoxide on pure iron catalysts is 15 to 25 per cent greater 
than the volume of physically adsorbed carbon monoxide at point 5, 

2. A determination of the adsorption isotherms for a number of 
gases, such as nitrogen, argon, carbon monoxide, oxygen, carbon di¬ 
oxide and butane, showed that the calculation of a catalyst area on 
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the assumption that point B corresponded to a monolayer gave better 
agreement between surface area values obtained by one gas compared 
to another than if any of the other possible points C, D or E was 
selected (Fig. 1). The details of this comparison have been presented 
elsewhere (21) for ten different samples of iron synthetic ammonia 
catalysts. With point B assumed as the monolayer, the maximum 
deviation for the surface calculated for one gas from the average of 
the values calculated from all the gases was about 10 per cent. This 
evidence not only favors the choice of point B for a monolayer but is 

Table I 

Area Occupied by Each Adsorbed Molecule 

Gas 
Density of 
solidified 

gas. g./cc. 
Temp., ® C. Area (S), 

sq, A. 

Density of 
liquefied 

gas, g./cc. 
Temp , ® C. Area (L), 

sq. A. 

N, 1.026 -252.5 13.8 0.751 -183 17.0 
0.808 -195.8 16.2 

O2 1.426 -252.5 12.1 1.14 -183 14.1 
A 1.65 -233 12.8 1.374 -183 14.4 
CO -252.5 13.7 0.763 -183 16.8 
CO2 1.565 - 80 14.1 1.179 - 56.6 17.0 
CH4 -253 15.0 0.3916 -140 18.1 
C4H,0 ... 32.0 0.601 0 32.1 
NH, ! - 80 11.7 0.688 - 36 12.9 
NO 1.269 -150 12.5 
NjO 14.4 1.199 - 80 16.8 

in agreement with the assumption that there are no marked differ¬ 
ences in the packing of the various adsorbed molecules ofi the sur¬ 
faces and that the area values per molecule given in Table I form a 
suitable basis for calculating the absolute areas of the catalysts. 

3. A plot of the difference between the heat of adsorption of the 
adsorbate and its heat of liquefaction yielded curves of the type 
shown in Fig. 4. These heats of adsorption were calculated in the 
usual fashion with the help of the Clausius-Clapeyron equation. 
For curves 1, 2 and 3 the point B values are 125, 116 and 6.5 cc., 
respectively. It is evident that the selection of a point corresponding 
to a volume of adsorbed gas 25 per cent smaller than that at point 
B yields a heat of adsorption that has the high value characteristic 
of first layer adsorption whereas the selection of a volume 25 per cent 
greater than point B corresponds to a heat of adsorption a few 
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hundred calories greater than the heat of liquefaction of the gas and 
probably characteristic of adsorption in second and higher layers. 
This is a further confirmation of the selection of point B as corre¬ 
sponding approximately to the monolayer of adsorbed gas. 

On the basis of this empirical evidence the method of measuring 
surface areas has been extended to a variety of porous or finely di¬ 
vided solids other than iron catalysts (11, 22, 23). The interpre- 

100 120 140 160 Curves 1 and 2 
4 6 8 10 Curve 3 

Volume adsorbed, cc. S.T.P. 

Fig. 4.—Variation of with volume of 

gas adsorbed. 

tation of the isotherms is assumed to be the same for these miscellane¬ 
ous materials as for iron, provided the curves are S-shaped. Before 
presenting detailed examples of such applications it will be well to 
review and summarize briefly the development of a theory to ex¬ 
plain the S-shaped curves since with the help of the theory it has 
become possible to plot the adsorption data in such a manner as to 
obtain directly a value of the volume of gas necessary to form a 
monolayer of adsorbed gas on a given adsorbent, and thus to supple¬ 
ment the purely empirical selection of point B as representing the 
monolayer. 

IV. Theory of the Adsorption of Gases in Multimolecular Layers 

In a recent paper (12) a theory for the S-shaped adsorption iso¬ 
therms has been developed, which postulates the building up of multi- 
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molecular adsorption layers on the catalyst surface. In the intro¬ 

duction to their paper the authors show that the formation of multi¬ 

layers of gases, such as nitrogen, argon, etc., at low temperatures on 

solids by virtue of polarizing effects (9, LS) transmitted from the first 

layer to successively higher layers is not to be expected. Such trans¬ 

mitted polarization effects will be very small. They then carry out 

a derivation of an isotherm equation for multimolecular layers that is 

similar to Langmuir’s (35) derivation for unimolecular layers. The 

equations obtained appear to represent the vS-shaped adsorption iso¬ 

therms and at the same time to yield reasonable values for the heat 

of adsorption in the first layer and for the volume of gas required to 

form a unimolecular layer on the adsorbents. 

In carrying out the derivation, the authors let so, Si, S2 ... . Sj 

represent the area of the adsorbent covered by 0, 1, 2, 3 ... . and i 

layers of adsorbate. By considering the detailed balancing between 

the adsorption and desorption from the various layers they then ar¬ 

rive at a series of equations as follows: 

aipso — (3) 

where ai and bi are constants, p is the pressure and Ei is the average 

heat of adsorption of the gas in the first layer. This equation states 

that the rate of condensation of molecules on the bare surface at 

equilibrium is equal to the rate of escape of molecules from the first 

layer. vSimilarly, 

a2ps\ == b2S2e~t::i/RT (4) 

a%pS2 = 6353^-^*/^^' (5) 

a,psi-i = biSiC — («) 

where £2, £3, £j are the heats of adsorption in the second, tliird and 

ith layer. The total surface area of the catalyst is given by 

(7) 

and the total volume adsorbed by 

(8) 

where Fo is the volume of gas adsorbed on one square centimeter of 
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the adsorbent surface when it is covered with a complete unimolecular 
layer of adsorbed gas. It follows that 

A Vo 

where is the volume of gas adsorbed when the entire adsorbent 
surface is covered with a complete unimolecular layer. 

Fig. 5.“ Linear plots of adsorption data for nitrogen 
according to equation (10). 

The summation indicated in this last equation can be carried out as 
indicated in the original paper (12) if one makes the simplifying as¬ 

sumptions that £2 = £3 = . • • • = ^3/^3 — 
.di/a^. When terms are appropriately transformed the follow¬ 

ing equation is obtained: 

^ ^ _1_ . (g - Dp 
V{pld VmC VrnCPo 

(10) 
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where />o is the liquefaction pressure of the adsorbate, and c is ap¬ 
proximately 

The application of this equation to determine for various iso¬ 
therms is illustrated (12) by the curves in Fig. 5 representing adsorp¬ 
tion data for nitrogen on a number of different adsorbents at 90,1 ° K. 
As will be noted, the plots of the left side of the above equation against 
p/pQ yield straight lines over the relative pressure range 0.05 to about 
0.35. From the slope and intercepts of such plots both c and F^ can 
be evaluated. 

Table II 

Volume of Adsorbed Nitrogen in a Monolayer on Various Adsorbents* 

Substance Vm. 
cc./g. 

Point B, 
cc./g. 

Unpromoted Fe catalyst 973 I 0.13 0.12 

Unpromoted Fe catalyst 973 II 0.29 0.27 

Fe-AljOa catalyst 954 2.86 2.78 

Fe-AhOa catalyst 424 2.23 2.09 

Fe-AljOs-KaO catalyst 931 0.81 0.76 

Fe-AhOa catalyst 958 0.56 0.55 

Fe-KaO catalyst 930 0.14 0.12 

Fused Cu catalyst 0.05 0.05 

Commercial Cu catalyst 0.09 0.10 

Cr208 gel 53.3 50.5 

CfaOa glowed 6.09 6.14 

Silica gel 116.2 127.0 

* The values shown in columns 2 and 3 were obtained from nitrogen adsorption 

isotherms at about 77° ^ 

The application of this theory to the data previously obtained and 
the comparison of the resulting values of F^ with the values for point 
B on the isotherms previously selected afford a fourth type of evidence 
that tends to support the use of low temperature isotherms for sur¬ 
face area measurements. A comparison (12) of the volume of gas 
required to form a monolayer as judged by point B and by F^ are 
shown in Table II. It is evident that the agreement between the 
values for the volume of gas required to form a monolayer as obtained 
in the two different ways is excellent. This linear type of plot has 
supplanted the empirical method of obtaining the volume of gas re¬ 
quired for a monolayer because it is easier to use and is not susceptible 
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to the uncertainty that is involved in selecting point 5, the lower 
extremity of the long linear part of the S*shaped isotherms. 

The linear equation of the type illustrated in Fig. 5 has one distinct 
advantage over the empirical method of judging the point corre¬ 
sponding to a monolayer. If a material is known to give an S-shaped 
low temperature nitrogen adsorption isotherm, only a few adsorption 
points need to be determined in the relative pressure range 0.05 to 

Pressure, mm. 

Fig. 6.—Adsorption isotherms for various gases on silica gel (11). 

0.3 to fix approximately the slope of the plots of equation (10) and 
hence to yield a value for In fact, a single adsorption point 
taken at about 0.3 relative pressure will, when connected with the 
origin on such a plot, give a line whose slope will usually differ by less ^ 
than 5 per cent from that drawn with the help of a number of adsorp-*' 
tion points. In practice, therefore, it has proved convenient to fix the 
slope of the linear plot by determining only 3 or 4 adsorption points 
and then to calculate the value of and hence the surface area of 

the adsorbent. 
On some solids, the adsorption isotherms for butane at 0® are al¬ 

most linear from the ofigin to a fairly high relative pressure. Such a 
curve is shown (11) in comparison with the i^therms for nitrogen, 
argon and other gases on silica gel in Fig. 6. On a cmve such as that 
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for butane in this figure it is obviously impossible to select a point B. 
It has been found, however, that plotting the data for butane accord¬ 
ing to equation (10) yields a straight line from which a value for 
can be evaluated that corresponds to an area for the silica gel in satis¬ 
factory agreement (12) with that obtained from other gases (Table 
III). The slightly lower value for the surface area as judged by the 
butane isotherms is not unreasonable since the larger butane molecule 
is in all probability excluded from some of the surface accessible to the 
smaller molecules. 

If the summation of the multi molecular layers is limited to layers 
n molecules thick, one obtains in place of equation (10) the following 
relationship: 

_ V„cx[l - (n -f l)x^ -h /.o\ 
(1 ~ x)ll'+ ic - l)x - 'cx-^^ ^ ^ 

where x is the ratio of the pressure at which the adsorption is V to the 
saturation pressure po, and and c have the same meaning as in 
equation (10). 

Table III 

Value of Constants for Adsorption Isotherms on Silica Gel 

1 

Vm. 
cc./g. 

Surface in sq. m /g. 
Point B, 

cc./g. 
Ei-El, 

cal. per mole Gas Temp., ° C. Solid 
packing 

Liquid 
packing 

Nj -195,8 127.9 477 560 135.3 719 
Nj -m 116.2 434 534 127.0 794 
A -183 119.3 413 464 122.0 594 
O2 -183 , 125.1 410 477 132.0 586 
CO -183 121.2 449 550 132.0 97,r 
CO2 - 78 1 99.0 378 455 102.3 1335 
C.H10 1 44.7 387 387 28.1 930 

Equation (12) has two important limiting cases. When w == 1, it 
reduces to the Langmuir equation (35) in the form 

/>/V = Po/cVm + P/Vr. (13) 

The usual arbitrary constants of the Langmuir equation are here re¬ 
placed by c and Vm, It thus becomes possible to use the Lang¬ 
muir equation in this form to calculate isotherms at one temperature 
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from those at another by taking into consideration the manner in 
which pa, c and change with temperature. Such an application 
of the equation is illustrated by the curves of Fig. 7 for some of the 
data of Goldraann and Polanyi (12, 28) for ethyl chloride on charcoal. 
By plotting the 0® isotherm according to equation (13), c and Vm are 
evaluated. Neglecting the slight change that V^i would undergo 
with temperatures one can calculate the isotherms for —15.3 and 20^ 
as shown by the solid lines in Fig. 7. The agreement with the ex¬ 
perimental values in the higher pressure portion of the isotherms 

Fig. 7.—Adsorption of ethyl chloride on charcoal. Isotherms for 

— 15.3° and 20.0° are calculated (11) from the 0.0° isotherm. 

seems quite satisfactory. In the region below p/p^ — 0.1, deviations 
from the calculated curve exist that are similar to those below about 
0.05 relative pressure in the general S-shaped isotherm plots. 

The second limiting case of equation (12) is for w = oo. Equation 
(12) in this instance becomes the same as equation (10). Further¬ 
more, for values of p/po smaller than about 0.4, equation (12) becomes 
identical with equation (10) if w is as large as 4 or 5. It has been 
pointed out in an earlier publication (12) that by evaluating and 
c for a low temperature isotherm by equation (10) and then deter¬ 
mining n by fitting the curve to equation (12), it becomes possible 
to calculate isotherms at one temperature from those at another. 
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It should be emphasized at this point that the development of 
equation (12) makes no assumption as to the physical reason for the 
thickness of the adsorption being limited to n layers. One likely ex¬ 
planation would be that cracks, crevices and capillaries in the ad¬ 
sorbent are of such a size that no more than n layers can be adsorbed 
without the two layers from the opposite walls meeting. Such an 
interpretation, however, would naturally lead one to conclude that 
in charcoal, for which n = 1, the capillaries are only a few Angstrom\ 
units in diameter—a conclusion that seems at variance with many of 

l®0 P» P* 

Fig. 8.—Five types of van der Waals adsorption iso¬ 

therms. 

the adsorption data in the literature. Accordingly, for the present 
it seems best to reserve final judgment as to the reason for the num¬ 
ber of layers being restricted to 

In a second paper on multimolecular adsorption (13), the theory 
outlined above has recently been extended so as to make it include 
the region between p/p^ = 0.35 and 1. It should be understood at the 
outset that this extension in no way affects the validity of the treat¬ 
ment so far presented for the use of equation (10) in the relative pres¬ 
sure range 0.05 to 0.35 for determining Nevertheless, the pic¬ 
ture that this second paper affords leads to some interesting conclu¬ 
sions as to the reason for the shape of some of the S-shaped isotherms 
in the regions of higher pressure and will be briefly discussed at this 

point. 
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All known types of physical adsorption isotherms can be divided 
into the five classes (13) shown in Fig. 8. T)^es I and II are, ob¬ 
viously, the Langmuir and the standard S-shaped varieties that are 
adequately accounted for on the basis of equations (13) and (10), 
respectively. Type III represents the isotherms such as are ob¬ 
tained for bromine and iodine on silica gel. For bromine it is known 
that the heat of adsorption is only slightly higher than the heat of 
liquefaction. By assuming as a first approximation that £i = 
for bromine on silica gel it was shown (13) that, according to equation 
(10) and the data of Reyerson (42), would be 3.62 millimoles per 

Fig. 9.—Adsorption of bromine by silica gel (Reyerson 

and Cameron). Isotherms at 58®, 99.9° and 137.7° calculated 

(13) from 79° isotherm by equation (10) on the assumption 

that El = El and » » . 

gram at 79 Using the simple form of the multimolecular p.dsorption 
equation (assuming w = oo) the authors (13) obtained the results shown 
in Fig. 9. The solid curves were all calculated from the 79® isotherm 
assuming that the area of the monolayer of adsorbed bromine ex¬ 
pands according to the two-thirds power of the coefficient of expan¬ 
sion of liquid bromine. For iodine, it is necessary to assume that the 
heat of adsorption is less than the heat of liquefaction by about 3500 
calories. With this assumption the data for iodine (43) also are com- 
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pletely explained by the multimolecular layer adsorption theory, as 

shown in Fig. 10, the isotherms at 137.6°, 158.3° and 108.5° being 

calculated from the 178.4° isotherm. 

Type IV isotherm is a very common one that frequently has been 

found to represent the adsorption of vapors on silica gel (26), titania 

gel (31), iron oxide gel (34, 41) and similar porous materialSk. To ex¬ 

plain such isotherms for the very special case in which the capillaries 

are assumed to be bounded by plane parallel walls, the authors (13) 

Fig, lO.—Adsorption of iodine by silica gel 

(Reyerson and Cameron). Isotherms at 137.6°, 

158.3° and 198.5° calculated (13) from 178.4° 

isotherm by equation (10), taking as 2.98 

millimoles, n =* coand Ej, ~ E\ — 3500 cal. 

carried out a detailed statistical analysis that takes into account the 
fact that the last layer of molecules going into a crack will be at¬ 
tracted by the multimolecular layer on both walls and hence will have 
a heat of adsorption that is Q calories higher than that of the next 
lower layers. A very complicated equation results that, with consid¬ 
erable labor, can be applied to experimental data. In Fig. 11 is shown 
the type of fit obtained, for example, when this equation is applied tA 
the data of Lambert and Clark (34) for the adsorption of benzene on 
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ferric oxide gel. The agreement between the calculated curves and 
the experimental points is certainly very satisfactory. 

It must not be supposed, however, that the above theory consti¬ 
tutes the only or even the most plausible explanation of the 

Fig 11 — Adsorption of benzene on feme oxide 

gel (Lambert and Clark) The isotherms for 40° 

and 60° were calculated (13) from the data and 
constants for the 50° curve. 

higher pressure portion of type IV isotherms. Indeed it offers no 
explanation for the well-known hysteresis that characterizes the de¬ 
sorption cf gases and vapors from many porous solids. Other ex¬ 
planations of such type IV isotherms are not lacking in the literature. 
Foster (26), for example, believes that multilayer adsorption explains 
satisfactorily the portion of the type IV isotherms in the lower pres- 
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sure range but that the upper part of the curve is influenced by the 
existence of capillary condensation. Strictly speaking, there is no 
very satisfactory basis as yet for comparing the theory of capillary 
condensation with the above-outlined extension of the multimolecular 
hypothesis because the theory used in explaining the curves in Fig. 6 
assumes plane parallel walls as the boundaries of the adsorption re¬ 
gion, an assumption which precludes capillary condensation until the 
pressure reaches the liquefaction pressure po (16). For cylindrical 
capillaries to which the capillary condensation theory is usually ap- 

P/Po 

Fig. 12.—The adsorption of nitrogen on porous glass at 79® K. 

plied the multilayer hypothesis has not yet been extended to the 
higher pressure regions. 

Cohan (16) has recently pointed out that the well-known hysteresis 
that usually accompanies type IV isotherms (Fig. 12) gives a definite 
clue to their possible interpretation. For open-end cylindrical capil¬ 
laries, he has shown that the relation between the minimum pressure 
at which capillaries of radius r would fill, in consequence of the deposi¬ 
tion of successive layers of the liquid (not by condensation at a menis¬ 
cus), is given by equation 

In p/p^ 
—w 

fRt (14) 
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where v represents the molal volume of the condensed adsorbate, ^ 
its surface tension and R, T, p and have their usual significance. 
On the other hand, in desorption, evaporation must be from a menis¬ 
cus from which, according to the well-known Kelvin equation, the 
relation between evaporation and radius r' is 

In pfp, = (15) 

It is evident from equations (14) and (15) that for a given cylindrical 
capillary the partial pressure of desorption, should be equal to the 

Fig. 13.—Adsorption data for nitrogen on carbon blacks at 79® K. 

plotted according to equation (10). Curve 1, Wyex; 2, Micronex; 

3, Arrow black; 4, Thermax; 5, Thermatomic; and 6, P-33. Weights 

of samples as in Table IV. 

square of the adsorption pressure, pa> Investigation of some re¬ 
cently obtained isotherms for nitrogen on porous glass* shows that 
such a relationship between the adsorption and desorption curves 
exists for adsorption pressures as low as about 0.80 relative pressure. 
(Fig. 12.) 

• To be published. 
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A reasonable picture of an isotherm (such as shown in Fig. 12) that 
is consistent with all known phenomena seems to be the following. 
In the lower part of the curve, multilayer adsorption occurs on all the 
capillaries that are large enough to permit the adsorption of more 
than a single layer of molecules. Above a relative pressure which has 
a definite value for each adsorbate, condensation will occur in open- 
end cylindrical capillaries of a given radius r according to equation 
(14) and in various other capillaries according to equation (15). 
On the larger capillaries multilayers will continue to build up until 
the point of condensation is reached. The leveling off of the curve 
at high relative pressures indicates a definite upper limit to the size of 
the capillaries present. In desorption, the emptying of capillaries can 
follow equation (15) though Foster suggests that the radius of the 

Table IV 

Surface Area Measurements on Carbon Black Samples 

Materiel Weight, g. Vm, CC. 

Area, 
sq. m./g. 

Diameter of average 
particle 

By 
adsorp* 

tion, 
microns 

By ultra- 
microscopic 

count, 
micronsA 

Micronex 3.08 75.2 106.7 0.031 0.061 

P-33 2.86 14.42 22.12 0.151 0.159 

Arrow black 3.29 84.8 112.7 0.029 .., 
Wyex 2.95 74.2 110.2 0.030 ... 

Thermax 4.44 7.8 7.69 0.43 ... 

Thermatomic carbon 5.497 8.54 6.81 0.49 1.12 
Acetylene black 0.792 11.68 ,64.5 0.052 0.130 

® Gehman and Morris (27). 

meniscus must be calculated not from the cross section of the entire 
capillary but from that portion not occupied by the multimolecular 
layer expected for the particular relative pressure involved (26). 
According to the postulates of Cohan (16), hysteresis wilj be absent 
and the desorption and adsorption curves will superimpose if the 
capillaries are wedge-shaped, closed-end cylinders or cylinders having 
at least one constriction whose diameter is as small as four molecular 
diameters. It is also possible that incomplete wetting of the capil¬ 
laries by adsorbate as proposed by Zsigmondy (48) and by Patrick 
(39) and the existence of conical or bottle-shaped pores as suggested 
by Kraemer (33) may play a part in hysteresis phenomena. 
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V. Particle Size Measurements 

A fifth type of evidence tending to show the reliabihty of the low 
temperature adsorption isotherm method for measuring surface 
areas is found in some recent studies on carbon black (24), zinc oxide 
pigments and microscopic glass spheres.* The average particle 
size, da, calculated from the surface area measurements by the equa¬ 
tion 

Area 
pdi 

where p is the density of the solid particles, is in excellent agreement 
with average particle diameters calculated by a variety of other 
methods. It is, of course, realized that an accurate comparison of 
particle sizes calculated from the surface area as obtained by ad¬ 
sorption cannot be made with those obtained from microscopic or 
ultramicroscopic counts until the size distribution curve for the par- 

Table V 

Surface Area Measurements on ZnO Pigments 

F-ieoi K4602 G-1603 j KH-ie04 

Area by adsorption, sq. m./g. 

Av. particle size, microns 

9.48 8.80 3.88 0.66 

By direct microscopic count 0.21 0.25 0.49 1.40 

By adsorption of methyl stearate 0.19 0.24 0.55 j 4.50 

By ultramicroscopic count 0.135 0.16 0.26 0.82 

By permeability 0.12 0.15 0.25 1.25 

By adsorption of nitrogen (L) 0.115 0.124 0.28 1.68 
By adsorption of nitrogen (5) 0.135 0.145 0.33 1.97 

tides in the sample is known (40, 29). For simplicity the influence 
of shape factors and size distribution curves on the cross-compari¬ 
sons among the various methods will be neglected. 

The linear plots for the adsorption isotherms on six standard carbon 
blacks are shown in Fig. 13. The surface areas and calculated par¬ 
ticle sizes of these blacks are summarized in Table IV. In the last 
column is shown for comparison the average particle size for some of 
the same commercial black as determined by the ultramicroscopic 
method (27) about eight years prior to the time at which the samples 

To be published. 
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were selected for the adsorption runs. The largest deviation is by a 
factor of about 2.5. Considering that the nitrogen runs and ultra- 
microscopic measurements were made on samples of the standard 
blacks purchased at widely separated times, the agreement seems 
satisfactory. 

Two of the six carbon blacks referred to above have been examined 
by an electron microscope and assigned average particle diameters in 
remarkable agreement with those deduced from the nitrogen isotherms. 
The diameter of the average particles of Micronex is 2.8 X lO"*® cm. 
according to the electron microscope results (40) and 2.8 to 3.1 X 10""® 
from the adsorption method, the smaller value being obtained if the 
carbon density is assumed to be 2.0 and the larger one if it is assumed 

Table VI 

Surface Area Measurements on Sized Glass Beads 

Area by adsorption of nitrogen (L) 

Av. diameter calculated from adsorption of nitrogen (L) 
Av. diameter calculated from adsorption of nitrogen (S) 
Diam. by microscopic observation 

Areji after cleaning the beads with cIeaningj?olution _ 

0.5.32 sq. ni./g. 

4.50 microns 

5.30 microns 

7.00 microns 

0.748 sq^m^^. 

to be l.S. Furthermore, in the recent A.S.T.M. symposium on par¬ 
ticle size held in Washington, D. C., in March, 1941, it was pointed 
out that electron microscope values for a commercial acetylene black 
yield particle diameters of 5.0 X 10“® cm. compared to the value 

5.2 X as per Table IV for a density of 1.8. This agreement is 
certainly very much closer than one would consistently expect, for it 
must be borne in mind that we have no way of knowing whether the 
correct value for the area covered by a nitrogen molecule adsorbed 
on the surface is 1G.2 sq. A., as judged from the density of liquid ni¬ 
trogen, or 13.8 sq. A. as judged by the density of solid nitrogen. 
Even an approximate agreement between the two methods is very 
reassuring. 

Through the courtesy of the New Jersey Zinc Co. it has been pos¬ 
sible to compare measurements by several different methods on four 
standard samples of ZnO pigments. The results of such comparisons 
are shown in Table V. It will be noted that the average particle 
sizes as judged by the nitrogen adsorption isotherms are in excellent 
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agreement with those obtained by permeability measurements (15, 47) 
and ultramicroscopic counts for samples F-1601, K-1602 and G- 
1603. The results on sample KH-1604 are really not comparable 
with each other since the sample is a reheated zinc oxide that was 
treated differently for the ultramicroscopic tests than for the adsorp¬ 
tion runs. The latter runs were made on the sintered oxide; the 
ultramicroscopic count was made on a sample that has been dispersed 
in rubber with a resulting breaking up of many of the larger sintered 
agglomerates. This is discussed in detail in the original paper (24). 

The particle size values shown in Table VI, as determined by the ad¬ 
sorption of methyl stearate (25) and by direct microscopic count, are 
a little larger than those obtained by the nitrogen adsorption method. 
This is not surprising since direct microscopic count will miss some 
of the smaller particles and adsorption from solution would be ex¬ 
pected to give slightly smaller surface areas than adsorption from 
the gas phase because of the improbability of large organic molecules 
diffusing into very small cracks or capillaries that might exist. 

vStill another test of the low^ temperature adsorption isotherm 
method for measuring surface areas has been made with the help of a 
sample of sized glass beads, prepared by Bloomquist and Clark (8). 
Microscopic examination showed the particles to average about 7 
microns in diameter. The surface area of a sample of these beads 
was determined by the low temperature nitrogen isotherm as 0.532 
sq. meters per gram (Table VI). The average particle size, using 2.51 
as the density of the beads, calculated to be 4.5 microns if the Area 
{L) value for the nitrogen molecule is taken and 5.30 if the Area (5) 
value is taken. In other words, the surface area is a little larger than 
one would calculate on the basis of the microscopic examination of 
the beads. This is consistent with the probable etching produced 
by cleaning the beads with cleaning solution after their preparation. 
Any roughening or etching of the surface would make the surface area 
measured by nitrogen adsorption too large and the resulting calcu¬ 
lated diameter too small. To show that this was a probable ex¬ 
planation, the beads were given an additional treatment with cleaning 
solution and were then measured again by nitrogen isotherms. The 
area was found to be 40 per cent higher after this treatment. Thus, 
the agreement between the nitrogen adsorption values of Table VI 
and the microscopic examination becomes excellent if one assumes 
that the initial treatment with cleaning solution produced about a 40 
per cent increase in surface area by slightly etching the glass. 
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As a final comparison of the adsorption isotherm method with other 
methods for measuring surface areas, attention is called to the work 
of Palmer and Clark (38) who determined the adsorption isotherms 
of acetone, benzene, and other organic vapors on samples of vitreous 
silica whose total surface area has been measured by comparing the 
initial rate of solution in hydrofluoric acid with the rate of solution of 
a known geometric area of the same glass. If one plots the acetone 
isotherms according to equation (10), one obtains a very good 
straight line whose slope corresponds to a value of 50.6 micromoles 
of acetone on a 14.67 g. sample of vitreous silica. The specific surface 
of this sample was 4690 sq. cm. according to Palmer and Clark’s meas¬ 
urements of the rate of solution in HF. If one uses for the area oc¬ 
cupied by one acetone molecule on the surface the value 26.9 sq. A. 
(which is obtained from the density of liquid acetone at 25°), one 
obtains from the above value a specific surface of 5640 sq. cm., 
which is about 20 per cent larger than Palmer and Clark’s value. 
If, on the other hand, one uses for the area occupied by an acetone 
molecule the value 20.5 sq. A. obtained by N. K. Adam for close- 
packed films on water of long chain compounds terminating in the 
—CO—CHj group one obtains for the specific surface 4290 sq. cm., 
which is about 8 per cent smaller than the value of Palmer and Clark. 
These data appear therefore to indicate a very good agreement be¬ 
tween the two methods, and to confirm further the reliability of the 
method of measuring surface areas by means of adsorption isotherms 
of gases taken near their boiling points. 

The evidence cited thus far in the present chapter represents the 
experimental and theoretical basis upon which the method rests. 
Taken as a whole it appears to leave little doubt as to the wide 
applicability of the adsorption method to the measuring of surface 
areas of finely divided and porous materials. It will now be well 
to summarize briefly some of the applications as well as limitations 
of the method. 

VI. Applications and Limitations of the Method 

The applications that have been made of the low temperature 
isotherm method for measuring the surface areas of iron synthetic 
ammonia catalysts fall into three groups according to whether they 
have been related to (a) a study of promoter distribution on the 
catalyst surface, (b) a study of the relative activities of the inner 
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and outer part of the catalyst surface or (c) a study of the chemi¬ 
sorption of various gases on iron. 

The rapid irreversible chemisorption of carbon monoxide on iron 
catalysts referred to above has proved very useful. It provided a 
means of measuring, for the first time, the fraction of an iron catalyst 
surface covered by promoters (20). In Fig. 14 are reproduced curves 
showing the total adsorption of carbon monoxide on pure iron, and 
on iron promoted with potassium oxide and aluminum oxide. The 

Fig. 14.—Adsorption of carbon monoxide at —183® C. 

on a doubly promoted and a pure iron catalyst. 

difference between the curves marked “total CO” and those marked 
“van der Waals CO” represents the volume of chemisorbed carbon 
monoxide in each instance. The small ratio of chemisorbed carbon 
monoxide to physically adsorbed carbon monoxide in a monolayer 
on the promoted catalyst in comparison with the approximately 1:1 
ratio on pure iron suggests that only about 40 per cent of the surface 
of the promoted catalyst is made up of iron atoms, about 60 per cent 
being covered with the one or two per cent of promoter present. 
This has been discussed in detail elsewhere (14). Experiments bn the 
adsorption of carbon dioxide at —78^ on these catalysts confirmed 
this interpretation relative to the accumulation of promoter in the 
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surface of the iron catalyst by showing that only the catalysts con¬ 
taining alkali chemisorb appreciable amounts of carbon dioxide 
(Fig. 15). The volume of this chemisorption is consistent with the 
interpretation given above relative to the fraction of the surface of a 
doubly promoted iron catalyst covered with alkali. 

A second application (22) of the surface area method to ammonia 
catalysis has been made in connection with experiments to determine 
to what extent the “inner” surface is active, compared to the outer 
or geometric surface. It has been found possible to measure the 

Fig. 15.—Adsorption of carbon dioxide at —78‘’ C. 

on a doubly promoted and a pure iron catalyst. 

activity of an ammonia catalyst of two widely different mesh sizes 
toward ammonia decomposition and to show that the activity per 
unit weight of catalyst remains constant, as does the total surface, 
even though the outer surface changes several-fold. On/a is led to 
the conclusion that all of the inner surface or some given fraction of it 
is able to participate in the ammonia decomposition at a rate sub¬ 
stantially the same as that possessed by the outer part of the catalyst. 

In a recently published (14) series of experiments on the chemi¬ 
sorption of CO, O2, N2, H2, and CO2 on iron ammonia catalysts, the 
measurement of the total surface area and of the fraction of the 
surface covered by promoter permitted a very intimate picture to be 
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Table VII 

Specific Surface of Various Adsorbents 

Adsorbent 
Specific 
surface, 

sq. m./g. 
Adsorbent 

Specific 
surface, 

sq. ra./g. 

1. Fe304 catalyst (unre- 17. NiO catalyst supported 
duced) 0.02 on pumice, 89.8% 

2. Fe catalyst 973, sam- pumice 4.28 
pie I (unpromoted). 18. Cr^^Os gel 228 
0.15% AI2O3 impur- 19. Cr203 “glowed" 28.3 
ity 0.55 20. Glaucosil 82 

3. Fe catalyst 973, sam- 21. Silica gel I (non-elec- 
pie II (unpromotcd). trodialyzed) 584 
0.15% AhOa impur- 22. Silica gel II (electro- 
ity i 1.24 dialyzed) 614 

4. Fe-AlaOs catalyst 954. 23. Dried bacteria 0.17 
10.2% A1,0, • 11.03 24. Dried bacteria (pul- 

5. Fe-AlaOs catalyst 424. verized) 3.41 
1.03% AUOa, 0.19% 25. KCl (finer than 200 

ZrOa 9.44 mesh) 0.24 
6. Fe-AhOj-KaO catalyst 26. CUSO4.5H2O (40-100 

931. 1.3% AI2O,, mesh) 0.16 
1.59% K2O 4.78 27. CuSOi anhydrous 6.23 

7. Fe-Al20s-K20 catalyst 28. Granular Darco B 576 
958. 0.35% AI2O5, 29. Granular Darco G 2123 
0.08% K2O 2.50 30. Cement 1.08 

8. Fe-KaO catalyst 930. 31. Cuprene 20.7 
1.07% K2O 0.56 32. Paper 1.59 

9. Cecil soil, 9418 32.3 33. ZrSi04 2.76 
10. Cecil soil, colloid, 9418 58.6 34. Graphite 30.73 
11. Barnes soil, 10,308 44.2 35. TiOz 9.88 
12. Barnes soil, colloid, 36. BaSOi 4.30 

10,308 101.2 37. Lithopone—before cal¬ 

13. Fused copper catalyst 0.23 cining and grinding 34.8 
14. Commercial copper Lithopone — calcined 

catalyst 0.42 1 but not ground 1.37 
15. Pumice 0.38 Lithopone — calcined 

16. Ni catalyst supported and ground 3.43 
on pumice, 91.8% 38. Porous glass 125.2 

pumice 1.27 

Examples 1 to 29 are .from References (11) and (21); 30 to 37 from 

Reference (24); and 38 from unpublished work. 

obtained of the relative disposition of the various adsorbed gases on 
the metal surface. Similar experiments on steel sheets recently 
undertaken by Armbruster and Austin (1) appear to be very promis- 
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ing and ought to reveal a great deal of information in regard to the 
adsorption and diffusion of gases through steel. The use of low 
temperature nitrogen isotherms in studying surface areas has now 
been extended to a variety of materials. These include paint pig¬ 
ments, inorganic salts, clays, carbon black, soils, soil colloids, cement, 
cuprene, paper, iron catalysts, copper catal)>^sts, supported nickel 
catalysts, bacteria, porous glass, glass beads, powdered glass, pow¬ 
dered silver, as well as a number of metals and alloys, including 
tungsten powder, Fe-Co, Fe-Ni, Co-Ni, Pd and Ag-Pd. A partial 
list of such determinations is shown in Table VII. The correlations 

Pressure, mm. 

Fig, 16.—Low temperature adsorption isotherms on charcoal. 

that have been effected between the surface areas and properties of 
industrial products are for the most part not as yet published. In 
the field of carbon blacks, however, a paper by Smith, Thornhill 
and Bi;ay (46) has shown some very interesting results obtained by 
measuring the surface area of the carbons by the nitrogen adsorption 
method. Up to the present time the method has been applied suc¬ 
cessfully in the author's laboratory to more than five hundred different 
samples of solids. In addition, it is known that similar measure¬ 
ments are being made by a number of industries. 

On only two substances have the low temperature nitrogen adsorp¬ 
tion isotherms failed to show the characteristic S-shape illustrated 
in Figs. 2 and 3. On a sample of coconut shell charcoal (Fig. 16) 
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a Langmuir type curve has been found (11). The corresponding 
Langmuir plots are given in Fig. 17. On partially dehydrated chab- 
azite the method has been found inapplicable. In some work as 
yet unpublished, it has been shown that a sample of chabazite 50 
per cent dehydrated by evacuation at about 100° C. will adsorb 
hydrogen at 77° K. and nitrogen at 195° K., but no nitrogen at 
77° K. The capillaries in this instance seem to be so small that 
nitrogen molecules at liquid nitrogen temperature cannot enter. 
With chabazite that is 95 to 100 per cent dehydrated, nitrogen iso- 

Fig. 17.—Linear plots, according to equation (13), of low temperature 

adsorption data for gases on charcoal. 

therms are obtained that resemble those for charcoal. However, 
there is one marked difference between the adsorption characteristics 
of charcoal and chabazite: no butane is adsorbed by a sample of 
chabazite that is able to adsorb about 200 cc. of nitrogen per gram. 
This conforms to the experiments of Schmidt (45) who showed that 
dehydrated chabazite was capable of adsorbing only small molecules. 
Cliarcoal, on the other hand, adsorbs about 80 per cent as much 
butane as one would expect from the size of the butane molecules, 
compared to N2, A, O2 and similar gases. 

In conclusion it may be well to bring up to date a recent critical 
discussion (17) of all isotherms as regards their conforming to the 
theory of multilayer adsorption. Barrett, Birnie and Cohen (5) 
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have recently obtained S-shaped curves for the adsorption of water 
vapor on crushed fused silica. The isotherms of Armbruster and 
Austin (1) for the adsorption of ethyl iodide by steel are likewise 
S-shaped, though the upper pressure limit of their runs was only a 
small fraction of the saturation pressure. Orr (36) has recently 
made a number of experimental determinations of the adsorption of 
O2, A and on surfaces of alkali halides to test certain theoretical 
conclusions that he has reached (37) relative to the heats and nature 
of the adsorption on these materials. His results and calculations 
appear to give an excellent picture of the low temperature adsorption 
on alkali halides; the experiments appear to confirm his theoretical 
conclusions. His experimental isotherms are definitely S-shaped 
and indicate the formation of multimolecular layers on the non-porous 
halide crystals. Askey and Feachem (2) point out that argon can 
be used for measuring the relative surfaces of a given kind of material 
by comparing the zero pressure extrapolations of the dong linear 
portions of the S-shaped adsorption isotherms, such as illustrated in 
Fig. 2. In fact, their procedure is equivalent to comparing the point 
A values on the various isotherms (see Fig. 2). According to them, 
this method was used by the I.C.I. (Alkali) Limited for about five 
years before their 1938 publication. Bangham and Mosallam (3) 
determined the adsorption of benzene vapor on smooth squares of 
mica of known geometric area. Their isotherms are S-shaped and 
yield point B values that appear consistent with the expected ad¬ 
sorption of benzene, 0.3 cc. of vapor being adsorbed as a monolayer 
by about .1.8 sq, meters of surface. In some of their experiments, 
superimposed upon the general S-shape of the isotherms is a series 
of breaks similar to those that have been reported by a number of 
workers. The explanation of such minor breaks is not at present 
clear. These breaks, together with minor irregularities in the shapes 
of the S-shaped curves that have been mentioned in the literature 
from time to time, must, it seems, all evencually be accounted for by 
suitable refinement of the general theory that explains the over-all 
shape of the isotherms. 

Only a few isotherms have been reported that would definitely not 
fit into any of the five types of isotherms shown in Fig. 8. A paper 
by Harbard and King (30) presents a number of isotherms obtained 
for the adsorption of CCI4 on chromium oxide that are extremely 
hard to understand. vSome of them seem to show no multilayer 
formation but break directly at a relative pressure of about 0.5 from 
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monolayer adsorption into what the authors term capillary condensa¬ 
tion. These results are, accordingly, extremely baffling if real. The 
measurements of Barrer (4) on the adsorption of H2, N2 and NHj on 
various zeolites give Type I isotherms similar to those obtained by 
Dr. Thomas DeWitt and the author on chabazite.* The curves 
appear to conform to the modification of equation (11) that has been 
obtained when w = 1. Borghs and Itterbeek (32) measured the 
adsorption of nitrogen, neon and hydrogen at low temperature on 
sheets of electrolytic copper whose geometric surface areas were 
known. The measurements were carried up to only a small fraction 
of the saturation pressure so that it is impossible to judge the true 
surface area of their samples. However, the curves for neon and 
nitrogen were clearly for physical adsorption and were not incon¬ 
sistent with the S-shaped curves. The conclusion that they reach 
to the effect that, even at the low relative pressure used, 7 and 11 
layers, respectively, of nitrogen and neon are formed definitely 
depends upon the sample being non-porous. The authors are careful to 
state that these calculations are based on the “apparent macroscopic 
surface." It would seem that the true surface of the copper samples 
is larger than the macroscopic surface, by a factor of more than 10, 
since it seems certain that under the experimental conditions as 
much as a monolayer of neither nitrogen nor neon was formed. 

In conclusion, it may be well to tabulate the possible uses and 
limitations of the method that have been described in the present 
chapter for measuring the surface area and particle size of colloids 
or other porous or finely divided solids. The following characteristics 
of the method should be kept in mind by those contemplating its use: 

1. It can be used for measuring the surface areas of either porous 
or non-porous solids, but can yield values for the particle size only if 
the material is non-porous. Furthermore, in order to calculate ac¬ 
curately the particle size from the surface area, one must know the 
true density of the solid, must make assumptions relative to the 
influence of shape factors (29) and must know the approximate 
shape of the size distribution curve (40, 33a). 

2, The method as described in the present chapter is limited to 
solids with a sufficiently large surface area to yield an adsorption 
value well beyond the experimental errors involved. This means 
that a sample of 50 cc. of the finely divided solid should have a total 

To be published. 
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surface area of at least 20,000 sq. cm., corresponding to non-porous 
particles smaller than about 20 microns. There is no known lower 
limit to the particle size to which the method can be applied, although 
up to the present the smallest particles studied by the author have 
been Micronex carbon black (about 0.031 microns in diameter). 

3. Modifications of the method to make it applicable to samples 
having smaller surface areas have been carried out by using as a 
measuring gas some substance that at the temperature of the runs 
has a vapor pressure lower than 1 mm. and by employing high 
vacuum technique. Such work has already been published recently 
by Armbruster and Austin (1) who measured the adsorption of ethyl 
iodide on steel sheets at room temperature. 

4. Layers of chemisorbed nitrogen, oxygen, carbon monoxide 
and similar impurities will not, it has been found, alter appreciably 
the volume of an inert gas needed to form a monolayer on a finely 
divided solid. Of course, if a material contains a sufficient number 
of very small pores, it is conceivable that such chemisorbed gases 
might effectively block some of the capillaries and thus change the 
apparent surface area of the sample. It should be kept in mind in 
this connection that the gas used for the adsorption measurements 
should be entirely inert toward the solid adsorbent; otherwise a 
mixture of chemisorption, physical adsorption and possibly chemical 
reaction will all be involved. 

5. One must expect the surface areas of porous materials as 
measured by gas adsorption to depend somewhat upon the size of 
the molecules of adsorbate since the smallest capillaries can probably 
not be entered by larger molecules. For non-porous finely divided 
solids this factor should be of little importance except in so far as 
large molecules may, as a rule, be adsorbed in several different 
orientations and may therefore entail some uncertainty as to the 
actual area covered by each adsorbed molecule. 

6. Due cognizance must be taken of liquid water or other sub¬ 
stances that may be clogging the capillaries of porous solids. Evacua¬ 
tion at temperatures sufficiently high to remove such condensates 
must be employed if the total surface area of the porous solid is 
desired. Unfortunately it may sometimes be impossible to remove 
such liquid films without altering the structure of the solids. Evacua¬ 
tion at 110° C. to remove water sometimes produces a larger surface 
and sometimes a smaller one than if the evacuation had been carried 
out at 26° C. (23). 
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7. The method is believed to be applicable to all systems in which 
the isotherm near the boiling point of the adsorbate is S-shaped. 
Fortunately on only two substances, charcoal and chabazite, have 
Langmuir type isotherms been encountered for such physical adsorp¬ 
tion up to the present time even though hundreds of samples of 
various materials have been studied. Even with physical adsorption 
isotherms of the Langmuir type a value of can be obtained by 
plotting the data according to equation (13), but up to the present 
time the selection of in this way seems open to question, espe¬ 
cially in those instances in which the pore size does not seem to be 
small enough to cause the adsorption to be restricted to a single layer. 

8. The six or seven independent types of evidence that seem to 
support the proposed method for measuring surface areas by low 
temperature adsorption isotherms lend a feeling of security to its 
employment. However, the author prefers to consider the method 
as still being in its test period and hopes that all users will be critical 
of it and will employ it with care. 
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I. Introduction 

A knowledge of the amount of surface associated with a given vol¬ 
ume of a finely divided material is of first importance in many proc¬ 
esses. For instance: rates of solution, rates of chemical activity, 
coverage of pigments, "‘finish” of lacquers, “setting” of cement, fric¬ 
tional forces on fibers in yarn, adsorption of dyes, filtering action of a 
granular bed—these all depend to a considerable extent upon the 
specific surface of the finely divided phase of the material. The great 
need for satisfactory methods of measuring particle surface rather 
than an “equivalent particle size” has become more and more evident 
in technical literature during the last few years. 

During the past decade much progress has been made in the inter¬ 
pretation of results of fluid flow through porous media, particularly 
with regard to the correlation of the permeability and the specific 
surface of the media. Permeability measurements now appear to 
provide a method of specific surface determination which is satis¬ 

factory in many respects. 

37 
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’In this chapter certain aspects of the theory underlying the flow 
of fluids through porous media will be reviewed. Data of various 
workers will be given to show the validity and range of the equations 
developed for the determination of the specific surface from perme¬ 
ability measurements. Certain aspects of the experimental technique 
will be considered and desirable precautions pointed out. An at¬ 
tempt has been made to make the list of references at the end of the 
chapter fairly complete. 

II. Theoretijcal Considerations 

The mathematical difficulties involved in obtaining a rigorous and 
detailed solution of the hydrodynamical equations for the general case 
of fluid flow through porous media have remained insurmountable. 
The equations used for relating the flow to the properties of the media 
have therefore been obtained either by approximate solutions of the 
hydrodynamical equations or by the correlating of experimentally 
determined relationships with theoretical deductions based on quali¬ 
tative reasoning. An excellent review of the whole field has* been 
given by Carman (24, 25, 20), who has also supplied many data for 
confirmation of the relationships obtained. 

Two different types of flow are recognized for smooth straight 
channels: (1) viscous flow, (2) turbulent flow. For viscous flow, some¬ 
times called laminar flow, the fluid elements flow along fixed stream¬ 
lines which are parallel to the walls of the channel. For turbulent 
flow, however, the streamline pattern is broken up, and the fluid 
elements flow through the channel in an irregular manner. The only 
forces to be overcome in viscous flow are those of the internal friction 
of the fluid, whereas, for turbulent flow, inertial forces dominate. 
Since viscous forces depend upon the first power of the fluid velocity 
(relative to the channel boundary), and inertial forces depend upon 
the second power of the velocity, the two types of flow in straight 
channels may be characterized by this dependence.* 

However, when the flow is through a curved channel, a channel of 
non-uniform cross section or a bed of granular particles, the flow may 
still follow a fixed streamline pattern (laminar flow) and yet not be 
purely viscous, since inertial forces are involved in the movement of 

* Except for rough channels, turbulent flow in actual pipes where viscous forces 

are still present usually results in the changing of the pressure gradient approxi- 

niately with the 1,75 power of the velocity (88). 
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the fluid along the curved streamlines. For this reason, the drawing 
of analogies between flow through porous media and flow through 
straight channels, such as pipes of constant cross section, has been 
criticized by certain workers (6). 

Perhaps the most fundamental law regarding the flow through po¬ 
rous media is the empirical relation deduced by Darcy, in 1856, from 
measurements of the flow of water through sand and through sand¬ 
stone (34). His law expressed in equation form is 

where Q is the volume rate of flow through the bed, Ap is the pressure 
drop across the bed, A is the area of the bed and L is the depth of the 
bed. The similarity between Darcy's law for porous media and the 
Hagen-Poiseuille law for viscous flow through a circular capillary. 

Q 
r*A Ap 
8m L 

(2) 

where r is the capillary radius and n is the coefficient of viscosity, 
makes it appear profitable to disregard the objections raised in the 
last paragraph, and to draw further comparisons between flow 
through porous media and flow through straight channels. As will 
appear later, these comparisons prove highly valuable where the flow 

is viscous. 
The law of mechanical similarity, or the equivalent method of di¬ 

mensional analysis introduced by Osborne Reynolds (94), has been 
useful in representing the character of flow through pipes, both for 
laminar and for turbulent flow. The law of mechanical similarity 
states that two different motions taking place in two geometrically 
similar vessels are mechanically similar when they have the same value 
for the ratio of inertial force to frictional force at points similarly situ¬ 
ated with respect to the two vessels.* The ratio of the inertial to the 
frictional force becomes {p/^i)Va (see, for instance, Prandtl and 
Tietjens, ‘'Applied Hydro- and Aero-Mechanics,” p. 8), where p is 
the fluid density, m is the coefficient of viscosity, V is the fluid velocity 
and a is a characteristic linear dimension associated with the geome¬ 
try of the vessel. For pipes, a is taken as the radius of the pipe and 
V the macroscopic velocity of flow. The expression (p/p) Va is called 

* Gravitation and other body forces are neglected in this formtilatlon. 
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Reynolds’ number aifter Osborne Reynolds, and is denoted by R, 
Reynolds’ number, being the ratio of two forces, is a dimensionless 
quantity and is therefore independent of the units used. Reynolds’ 
number, therefore, applies equally well to large and to small systems 
which are geometrically similar. Thus, “if in two different flows 
around geometrically similar bodies the quantity (p/ju) Va is the same, 
it is to be expected that the streamlines themselves are also geometri¬ 
cally similar’’ (92). Hence, for geometrically similar channels or 
vessels the character of the flow is determined by Re3molds’ number, 
R. For smooth pipes it is found that small initial disturbances are 
damped out and the flow through pipes becomes laminar for values of 
R equal to or less than about 1000. The smallest value of R for which 
turbulence is maintained is called the critical value of Reynolds’ 
number. Where great care is exercised in avoiding the initial dis¬ 
turbances at the entrance and also disturbances at the exit of a pipe 
critical values of R as high as 20,000 or higher have been observed 
(92). 

The dimensionless character of R and its usefulness in representing 
types of flow have led to the formation of other dimensionless groups 
associated with flow (14, 15, 63, 102, 104, 113, 128, 131). A common 
procedure has been to plot on logarithmic paper the dimensionless 
group aApj2pLV^, called the friction factor, as a function of Reyn¬ 
olds’ number, R. Due to the dimensionless character of the quanti¬ 
ties plotted, a unique curve is obtained for all channels or vessels of 
similar geometry. From the Hagen-Poiseuille law for capillaries and 
the Darcy law for porous media it is observed that, in either case 
where viscous flow is present, one should have the friction factor in¬ 
versely proportional to Reynolds’ number, and that when the flow is 
no longer viscous the simple inverse proportionality should no longer 
hold. Setting the friction factor inversely proportional to R, 

A' = R-i * 
p Va 

Ap 
2m L ’ 

alsoQ * A'V 
2m L 

(3) 

which agrees with either the Hagen-Poiseuille or the Darcy law, al¬ 
though it amplifies the Darcy law somewhdt. A' is the cross-sectional 
area open to flow and is proportional to A for homogeneous porous 
media. The K’' depends upon the type of geometrjr of the channel, 
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but on the basis of the law of meclianical similarity it should be con¬ 
stant for any particular type of geometry. Tests over wide ranges 
have shown this to be the case. Thus, if the friction factor is plotted 
against Reynolds’ number on logarithmic paper it should yield a 
straight line of slope —1, for cases of viscous flow. Curves for all 

Fig. 1.*—Friction factor vs, Reynolds’ number for porous carbon. D « 

mean effective pore diameter, ft.; g = acceleration of gravity — 32,2 ft./sec.*; 

Ap = pressure drop, lb,/in.*; p =» fluid density, ib./ft.*; L ~ thickness 

of porous piedium, ft.; = niean fluid velocity, ft./sec.; p = viscosity, 

lb./ft.-sec. 

channels having the same value ofX" will be coincident. Figure 1, 
reproduced from the work of Hatfield (59), shows such a curve for the 
flow of various fluids tlirough different samples of porous carbon. A 
range of fluid density of 1140 fold, a viscosity range of 31,000 fold, a 
sample thickness of 5 fold, a pore diameter of 40 fold, a pressure dif¬ 
ference of 214 fold and a superficial velocity range of 600,000 fold were 
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covered by the data plotted in Fig. 1. The excellent agreement of the 
points with the straight-line portion of the curve is at once proof of 
the relationship expressed by equation (3) for viscous flow, and also 
is indicative of the essential constancy of for the samples of porous 
carbon used in the experiment. It appears from this curve that the 
value of R for which the flow through pyorous carbon ceases to be 
viscous is about i? = 4. 

For porous media, equation (3) is frequently written 

KA Ap 

n L 
(4) 

The K of equation (4) now is defined as the permeability of the me¬ 
dium and is equal to the “volume of a fluid of unit viscosity passing 
through a unit cross section of the medium in unit time under the ac¬ 
tion of a unit pressure gradient” (88). 

When equation (3) is to be applied to straight channels of non-cir¬ 
cular cross section, the radius of the channel can no longer be used for 
the characteristic linear dimension associated with the cross section 
of the channel. It has become customary in such cases to use the 
mean hydraulic radius, m, as the characteristic linear dimension. The 
mean hydraulic radius is by definition the cross-sectional area normal 
to flow divided by the perimeter presented to fluid, or, alternatively, 
m is the volume of fluid in the channel divided by the surface pre¬ 
sented to the fluid. Equation (3) may then be written for the case of 
flow through a straight channel. 

V 
w* Ap 
kofJL L 

(5) 

where V is the macroscopic velocity of flow through the channel and 
ko is a dimensionless quantity, called a shape factor, which depends 
only upon the shape of the channel. 

In general, h must be found by experiment. There are, however, 
several special cases for which the value of ko may be determined 
rigorously from the laws of hydrodynamics and viscosity. Examples 
of these special cases are (1) smooth circular pipes and (2) pipes with 
cores. One special case of particular interest in connection with porous 
media is that treated by Emersleben (38), where the channel was 
comprised of the inter-spaces in a bed of long equally spaced cylin¬ 
ders. The multiply connected channel thus formed has more in com¬ 
mon with the multiply connected region in a porous medium than do 
the simply connected channels of pipes. Emersleben*s treatment 
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(38)|Consisted in solving the hydrodynamical equations for the viscous 
flow of an incompressible fluid through the bed of cylinders parallel 
to their axes, where the equally spaced cylinders were all alike and 
nearly circular in cross section. From his solution, values of the shape 
factor ^0 for different relative spacings of the cylinders have been de¬ 
termined (114). Curve A of Fig. 2 gives values of ko for different 
porosities of the arrangement. Table I gives values of feo for various 
singly connected channels. 

Fig. 2.—Shape factors are shown for different values 

of porosity. Curve A is for the theoretical case treated 

by Emersleben. Curves C, D, E and F are experi¬ 

mental curves for Welsh wool, fine noil wool, B-38-^/i-in. 

cotton, B-38-l*/n-in. cotton and Sea Island~C-38 cotton, 

respectively. 

When attempting to compare the viscous flow through porous 
media with the laminar flow through straight channels, one is at once 
confronted with the situation that the streamlines for the flow 
through a porous medium are in general not straight but represent 
tortuous paths through the inter-spaces in the medium. It would ap¬ 
pear, however, that for the flow which follows Darcy’s law, inertial 
effects are quite negligible, and the chief effect of the tortuosity of the 
flow paths is to divert the directions of microscopic flow away from 
the direction of macroscopic flow and hence away from the direction 
of the applied pressure gradient. Since equation (5) holds for viscous 
flow through the multiply connected channel of the Emersleben case, 
it might be expected to hold for the viscous flow through a cylindri- 
cally confined porous medium where the inter-connected void of the 
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medium constitutes the multiply connected channel. The net ra^je of 
flow in the direction of the cylinder axis along which the pressure 
gradient is applied would be somewhat modified, however, by the 
tortuosity of the streamlines. 

Consider a streamline at a point P (Fig. 3) making an angle d with 
the :r-direction (taken as the direction of the cylinder axis) and hence 
with the applied pressure gradient, A/?/£. TKe pressure gradient will 
have a component (A/>/T) cos along the streamline. The actual 
velocity along the streamline must furthermore be multiplied by cos 6 
to obtain its x-component. Thus the x-component of the velocity 

Table I 

Values op for Streamline Flow in Various Cross Sections'* 

Shape ko Remarks 

1. Circle 2.0 Hagen-Poiseuille’s law 

2. Ellipses 

(a) 2.13 Major axis = 2 X minor axis 

(b) 2,45 Major axis = 10 X minor axis 

3. Rectangles 

(n) 1.78 Length ~ breadth 

(6) 1.94 Length == 2 X breadth 

(«) 2.65 Length =* 10 X breadth 

id) 3.00 Length = infinite 

4. Triangle 1.G7 Equilateral 

5. Pipes with cores 

ia) 2.0-3.0 Cores set concentrically 

ib) 1.7-3.0 Cores set eccentrically 

(c) 1.2-2.0 

(eccentricity <0.7) 

Cores set eccentrically 

(eccentricity > 0.7) 

'* These values taken from Carman’s paper (24). 

of flow at the point P will be cos- 6 times what it would have been 
had the streamlines not been tortuous. (In this connection see 
Fowler and Hertel (47).) Thus if equation (o) is to give the over-all 
axial rate of flow through the void in a cylindrically contained porous 
medium, its right-hand member should contain <cos- 6>^iy as a 
factor, where <cos^ is the average value of cos- $ for all points 
P throughout the medium. The exact orientations of the streamlines 
are not known except in the trivial case of flow through a straight 
channel. It appears likely from symmetry considerations, however, 
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that where inertial effects are negligible the value of <cos^ 
will be well represented by the value of f ^ <sin'^ <t>>Av where 
<sin2 </>>AV is the average of sin^ ^ over the whole of the fluid-solid 
interface, <#> being the angle a normal to the interface makes with the 
^c-direction. 

Fig. 3.—A portion of a cyiinarically con¬ 

tained porous medium. The ac-direction is 

parallel to the axis of the cylinder. The di¬ 

rection of the streamline at point P makes an 

angle B with the x:-direction. 4> is the angle 

between a normal to the fluid-solid interface 

and the x-direction. 

In adapting equation (5) for flow through a porous medium, the 
alternative definition of m is used. Thus, m is the volume of void 
divided by the total surface of particles. Let 6 be the porosity of the 
medium, defined as the total volume of void divided by the gross 
space occupied by medium. Then m ~ e/5o (1 — e), where 5o is 
by definition the specific surface of the particles and is their total sur¬ 
face divided by their total volume. The rate of volume flow Q 
through the medium will ba AeV where A is the area of cross section 
and V is the average value of the x-component of velocity in the inter¬ 
spaces of the medium. This presupposes the medium to be of such 
a nature that the ratio of open area to total area in a cross section is 
sensibly constant and the same as the ratio of void volume to total 
volume occupied by the medium. With the foregoing considerations 
imposed on equation (5), the relationship for viscous flow of an incom¬ 
pressible fluid through a porous medium becomes 

> n „ -A 
^ mW’ koL ’(1 -€)* 

(6) 
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Equation (6) is a relationship which has come into fairly extensive 
use in the study of flow tlirough porous media where, however, in 
most cases the disentanglement of the orientation factor f and the 
shape factor feo has not been accomplished, but rather a proportion¬ 
ality factor ^ (= feo/f in this case) has been used to care for the com¬ 
bined effect of both quantities. The value of the development here 
given, where k has been separated into feo and 1/f, is twofold: On the 
one hand, a physical picture of the viscous flow through porous media 
and its relationship to laminar flow through straight channels is given; 
on the other hand, the flow through media where the particles have 
preferred orientations appears to verify experimentally the correctness 
of the orientation factor (114, 115). The usefulness of the separation 
of k into h and 1/f hinges upon the fact that h as so used is practi¬ 
cally constant and numerically equal to 3 for several multiply con¬ 
nected channels of practical interest. 

In the work where orientation factors were not introduced, the 
equation for flow corresponding to equation (6) was 

n » jLI ** 
^ L (1 - €)* (7) 

Equation (7) is equivalent to the relationship arrived at by Kozeny 
in 1927 and by Fair and Hatch in 1933. Kozeny obtained the rela¬ 
tionship by considering the flow through a porous medium to be 
equivalent to that through a group of similar parallel channels for 
which the total internal surface and the total internal volume were 
equal, respectively, to the particle surface and pore volume of the 
medium. A correction factor was then applied to take care of the 
extra length of the sinuous channels in the medium. The work of 
Fair and Hatch appears to have paralleled that of Kozeny. 

Bartell and Osterhof (8) obtained a value of = 4.9 by regarding 
the equivalent channels as circular {h == 2) and using 7r/2 for the fac¬ 
tor by which their lengths should be increased. Carman (24) be¬ 
lieved that the correction for channel length should be \/2 and thus 
obtained a value of = 2.5, since his average experimental value for 
k for certain types of media was 5.0. Although corrections based on 
simple increases in length of flow channels might properly apply to 
consolidated materials where actual, discrete, singly connected chan¬ 
nels exist, such a correction appears to be fundamentally wrong for 
unconsolidated materials where the whole of the void space is inter¬ 
connected and transverse pressure gradients do not exist (47). SuUi- 
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van and Hertel (115) found experimental values of k to be 3.07, 
4.50 and 6.04 for flow through (1) a bed of glass fibers approximately 
parallel to flow (c == 0.82), (2) a compact bed of glass spheres (c == 
0.39) and (3) a bed of glass fibers approximately perpendicular to 
flow (e == 0.80), respectively. 

Since a large part of the usefulness of equation (7) for a specific 
surface determination is dependent upon an advance knowledge of 
the value of k in any particular case, any aid, even though not rigor¬ 
ously formulated, which will help predict k for the given case is of 
value. It was noted from Fig. 2 that values of the shape factor ko 
for the multiply connected channels occurring in wads of textile fibers 
do not vary over a wide range when the porosity is restricted to the 
lower values shown in the figure. Table I shows that several of the 
singly connected channels have values of ko comparable to those of 
the multiply connected channels. The differences in the values of k 
for beds of spheres and for beds of fibers noted in the last paragraph 
may, therefore, be regarded as largely due to differences in f rather 
than in ko. Theoretically, f = 1, 3,^/7 for the cases, (1) flow parallel 
to cylinders, (2) flow through a bed of spheres and (3) flow perpen¬ 
dicular to circular cylinders, respectively. Using these values of 

the experimental values of ko will be 3 in each of the cases. ^ 
The difference between the average value of 5.0 for k, found experi¬ 

mentally by Carman (24) for the flow of liquids through a wide variety 
of sands, powders, etc,, and the value of 4.50 found by Sullivan and 
Hertel, or the value of 4.65 found by Muskat and Botset (87) for the 
flow of air through beds of glass spheres, may perhaps be accounted 
for on the same basis. Sand particles and, in fact, most other parti¬ 
cles not particularly selected, will not be perfectly round and will in 
any natural settling process show a preferred orientation transverse 
to ^e direction of settling. When the flow measurements are made 
transverse to this orientation the measured value of k (equation 7) 
will be higher than if flow measurements were made parallel to the 
orientation. Additional evidence of this effect is the case noticed by 
Muskat and Botset (87), where the flow perpendicular to the bedding 
plane of a piece of natural sandstone was only 70% as great for the 
same pressure drop as was the flow parallel to the bedding plane. 

The foregoing theory has dealt rather exclusively with the flow of 
incompressible fluids. When a gas is used as the fluid, equation (6) 
must be altered to include the compressibility of the gas. An excel¬ 
lent discussion of the flow of gases through porous media has been 
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given by Muskat, “Flow of Homogeneous Fluids Through Porous 
Media," 1937, Chapter XL From Muskat’s treatment it is found 
that for viscous flow, 

(?* 
(1 4* y)(p2 — pi)pi^) 

(8) 

where Q* is the volume of gas delivered per second tlirough a porous 
medium as measured under the pressure pi; Q is the volume per 
second which would have been delivered for flow with constant den¬ 
sity equal to that at p2 (L e., had the gas been non-compressible); 
7 is a quantity which is determined by the thermodynamic character 
of the flow, and is equal to unity for isothermal flow; y is, on the 
other hand, given by 

-- specific heat at constant volume 
^ specific heat at constant pressure 

for adiabatic flow; p2 is the higher pressure while pi is the lower pres¬ 
sure (L e.t Ap = p2 — pi). 

It follows from equations (8) and (6) that the rate of volume 
delivery of a gas through a porous medium acting under a pressure 
difference Ap = p2 — pi is given by 

j (p,i^r p,I ^y I 

L (1 - Kl ^ y){p2 - piW) 
(9) 

where y is unity for isothermal flow, or y is equal to the ratio of the 
specific heats for adiabatic flow. In practical cases, where the pres¬ 
sure difference p2 — pi is quite small, the bracketed term of the 
right member of equation (9) may be sufficiently well approximated 
by unity, thus recovering equation (6) for use. Where p2 — pi is not 
small, however, it will be necessary to determine the nature of the 
flow (isothermal or adiabatic) and use equation (9). ^ 

III, Experimental Confirmation of Theory 

In order to verify equation (6) for porous media it is desirable to 
answer the following questions: 

1. Is <2 proportional to A Apl^iL when all other quantities are 
constant? 

2. Is Q proportional to €^/{l — c)^ when all other quantities are 
constant? 

3. Is Q proportional to f when all other quantities are constant? 
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4. Is Q proportional to iSo“^ when all other quantities are con¬ 
stant? 

These questions wiH be considered in the order listed. 

The first question deals with the validity of Darcy’s law along with 
a test of the effect of /x on the flow. The range of validity of Darcy's 
law is best represented in terms of a modified Reynolds’ number. 
Reynolds’ number was given as (p//x) Vd (see page 39). For a porous 
medium, the average forward velocity f)f flow V through the inter¬ 
spaces is given by uj^ where u is the macroscopic velocity of flow 
(37). In the case of a porous medium the characteristic linear di¬ 
mension, a, is taken as the ratio of the pore space to the surface of the 
particles. Thus the modified Reynolds’ number, i?', becomes jR' 
= pu/[/i5o(l — €)]. As pointed out by M. King Hubbert (66), there 
are three values of the modified Reynolds’ number which are “of 
particular significance: R' = 0, corresponding to zero flow; i?' = 
R'*, the point at which inertial forces become effective; and R* = 
jR'crit.f where the flow becomes turbulent.” It is the value of i?'* 
which should be the,upper limit of R' for the range of Darcy’s law. 

Lindquist (79) employing a medium composed of uniform lead 
shot with a porosity of 38 per cent found R'* to be about 4 for differ¬ 
ent experiments for which the particle diameter ranged from 1 to 5 
mm. Referring to Fig. 1, it will be seen that this agrees well with the 
value indicated by Hatfield’s data (59) over a wide range of con¬ 
ditions of flow through porous carbon. Carman (24) indicates that 
R'* is slightly in excess of 2. 

Carman also discmsses the fact, first pointed out by King (71), and 
later reviewed by Siegel (108), that for very low values of R' the flow 
sometimes increases faster than the drop in pressure. The explana¬ 
tion advanced for this was that when velocities were very low the 
fluid might form adsorbed stagnant layers whose thickness would de¬ 
crease with increased velocity. Carman cited the work of Sven 
Erikson (40), who measured the actual velocity in the inter-spaces of 
a bed of sand by injecting a salt solution into water flowing through 
the bed and taking the time for the salt to appear at the outlet. By 
taking e' as the ratio of the macroscopic velocity to the velocity in the 
inter-spaces, Erikson found c' increased steadily from 0.14 to a final 
steady value of about 0.47 at R'=0.006, the porosity 0.47 being the 
true porosity of the sand. Erikson further found that wherj the bed was 
drained and air was passed through, the fractional volume of water 
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retained by the wet sand was 0.33. It is noted that 0.33 = 0.47 --- 
0.14. The work of Darapsky is then cited. Darapsky (33) suggested 
that a small stationary ring of liquid is retained at each point of con¬ 
tact of the particles, the size of the ring being controlled^ by the veloc¬ 
ity of the fluid. It has also been found that surface forces enter into 
the problem. Bozza and Secchi (17) found that a very fine quartz 
sand gave permeabilities about 1.3 times greater for aqueous solu¬ 
tions than for certain organic liquids, although the surface tensions 
of the organic liquids were lower than those of the aqueous solutions. 
The ratio of the permeabilities was increased further by the use of a 
bed of finely ground galena. In the work of Bozza and Secchi, values 
of i?' ranged from about 1 X 10""* to about 1 X 10“®. 

The use of air as a fluid is desirable for very fine media, since the 
formation of stagnant rings and layers is either absent or less pro¬ 
nounced. The following values, obtained by Lea and Nurse (78), 
using air and water in permeability measurements on fine pow¬ 
ders, are examples which appear to indicate the decrease of permeabil¬ 
ity that may be occasioned by liquid layers: 

Sample 

Sq. cm. per gram by method: 

(1) Air 
permeability 

(2) Water 
permeability 

(3) Andreasen 
(sedimen¬ 
tation) 

Sand 120-150 B.S. sieve 290 270 
Washed sand 80-25 /x 604 613 660 
Washed sand 35-15 m 1350 1640 1320 
Washed sand 45-7.5 /x 1880 2210 1920 
Washed sand 45-5 ju 1930 2360 

' Washed sand 22,5-7.5 n 2270 2940 2230 
Washed sand 17.5-7.5 ax 2790 3900 2720 
Ground sand 45-0 a* 10,800 14,700 

In applying Darcy's law to a porous medium it is tacitly under¬ 
stood that the medium does not undergo a mechanical deformation 
during the experiment; For deformable media care should be exer¬ 
cised (1, 126), 

That the effect of viscosity is as given by equation (6) is indicated 
by the data of Fig. 1. Additional data for the effect of viscosity is 
given by Carman, who studied the flow of various liquids and of air 
through the same bed of sand. His results are presented in Table 11. 
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In discussing Questions 2, 3 and 4 it is, of course, impossible to 
know precisely in all cases that the shape factor, h, is being held 

Table II 

Relationship Between Permeability and Viscosity 

Sand, 60-90"Mesh I.M.M. Sieve Fraction, Used in All Experiments 

Fluid Porosity 
of sand, < 

Kinematic 
viscosity, p, 
cm.*/*ec. 

Measured value* 
of Kt - QL/Ah, 

cmJ/sec. X 10» 

Ether 0.385 0.00342 0.0655 1.474 
tt 0.446 0.00342 0.1251 1.47 

Acetone 0.383 0.00417 0.0552 1.555 
<1 0.386 0.00417 0.0582 1.575 

Carbon tetra¬ 0.3705 0.0063 0.0312 1.52 
chloride 0.391 0.0063 0.0399 1.655 

n 0.411 0.0063 0.047 1.475 
** 0.434 0.0063 0.0613 1.605 

0.463 0.0063 0.0815 1.48 
Benzene 0.40 0.0068 0.0399 1.515 

<< 0.378 0.0078 0.0274 1.52 
0.383 0.0078 0.0279 1.47 

ii 0.427 0.0078 0.0451 1.475 
it 0.466 0.0078 0.0689 1.556 

Water 0.382 0.0116 0.01855 1.465 
** 0.420 0.0116 0.0289 1.51 

0.460 0.0116 0.0484 1.50 
T etrachloroe thane 0.38 0.0119 0.0186 1.515 

0.464 0.0119 0.0462 1.67 
Ethyl alcohol 0.38 0.0162 0.0136 1.525 

it 0.405 0.0162 0.0168 1.45 
0.427 0.0162 0.0226 1.525 

i 0.449 0.0162 0.0287 1.545 
i 4 [ 0.466 0.0162 0.0328 1.48 

40% Glycerol 0.396 0.0371 0.00685 1.495 
solution 0.450 I 0.0371 0.01238 1.515 

Aniline 0.376 0.0478 0.00422 1.476 
<< 0.408 0.0478 0.00626 1.555 

0.47 0.0478 0.0121 1.57 
Air 0.39 0.157 0.00151 1.49 

0.422 1 0.157 0.00225 1.61 

• In the equation for h is the head of the liquid which causes the liquid to 
flow. 

constant. One can only rely upon the evidence that shape factors for 
various types of channels, under certain conditions, have very nearly 
the same values. The demonstrated correctness of various relations 
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Table III 

Relationship Between Permeability and Porosity 

Material of bed Fluid Porosity, c KiP X 10* 

Calculated 
value for 
specific 
surface, 

5n, cm,*’* 

Ethyl alcohol 0.260 0.054 340 

Mixture fine sand B, 0.280 0.0715 340 

and coarse sand C; lit 0.320 0.1245 333 

39% sand B 0.334 0.145 338 
<< 0.351 0.175 338 

Mixture fine sand B, fit ii 0.314 0.426 173 

and coarse sand C; “ 0.344 0.635 171 

13.3% sand B 
[ 0.376 0.907 170 

Carbon tetra- 0.371 0.197 356 

chloride 0.391 0.252 358 

Sand A j <4 4i 0.411 0.296 363 

0.434 0.386 359 
4t $i 0.463 0.513 361 

Water 0.425 0.493 303 
n 0.437 0.560 302 

Sand D 0.460 0.720 300 
<< 0.486 0.932 301 

0.502 1.06 303 

[ Air 0.375 0.0001305 14,200 
Silica powder, mixed 

0.447 0.000287 14,100 
sizes, 2-80 /u 1 •' 

0.493 0.000499 13,500 

Water 0.452 0.217 527 

0.483 0.285 536 

Flaky flint sand, tt 0.496 0.350 519 

0.0277 cm. 0.516 0.418 524 

0.523 0.417 543 

' ** 0.544 0.563 520 

f Air 0,574 0.000481 20,600 
Black slate powder 0.621 0.000733 21,100 

mixed sizes, 2~80 fx 1 “ 0.660 0.00115 20,600 

Glycerol solu¬ 0,681 36.8 125 
tion 0.722 61.6 122 

Wire crimps ii ii 0.757 85.0 126 
ii it 0.765 100.0 123 

0.685 954.0 24.6 
0.6 cm. porcelain ) 4t 4i 0.714 1§60 23.9 
Berl saddles 5.01 cm. 1 " “ 

0.746 1970 23.8 
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Table III (Continued) 

Material of bed Fluid Porosity, e X 10* 

Calculated 
value for 

specific 
surface 

5o, cm. 

Glycerol solution 0.727 1285 24.9 

0.6 cm. porcelain .. 0.750 1690 24.6 

Berl saddles 2.39 cm. M it 0.765 2020 24.5 

0.794 2870 24.3 

0.6 cm. porcelain J 0.794 2310 24.6 

Berl saddles 1.38 cm. 1 0.832 3840 23.7 

6.6 cm. nickel Les¬ •• 0.870 1670 61.1 

sing rings i 1 
1 0.8815 2190 59.1 

[ " '■ 0.889 2730 59.4 

being tested under assumed constancy of h is, in a way, evidence that 
is essentially constant under the given range of conditions. 

Concerning the correctness of the porosity factor eV(l — «)*» 
Donat (36) has tested it over a range of e of 0.45 to 0.54 for a flint 
sand and found it to apply. Traxler and Baum (123) took data on 
the flow of air through fine silica powder and through pulverized 
black slate, which also confirmed the eV(l — relationship for the 

range used. Their results are: 

Range of permeability 
Substance Range of « (observed) (calculated) 

Black slate powder 0.574-0.660 1 : 2.39 1 : 2.39 

Silica powder 0.375-0.493 1 3.59 1 I 3.47 

Table III, taken from Carman’s paper (25), shows a wide range of 
data for various materials, which are tabulated in a form to show that 
the function eV(l is sufficiently accurate to care for the effect 
of porosity, within errors of the experiments from which the data 

were taken, over a range of 0.26 to 0.889 for c. 
Hatch (58) has used the same porosity function successfully in his 

studies of the viscous flow of water through beds of sand where the 
sand particles differed considerably in size and in size distribution. 

The range was 0.324 to 0,437 for €. 
Fowler and Hertel (47), for values of t of 0.54 to 0.80, found cV 

(1 — e) 2 to be sufficient to account for the effect of porosity on the 
flow of air through wads of cotton fibers, kapok fibers, rayon fibers, 
glass wool and wool fibers, where the fibers were all packed in the same 
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manner. Their data are summarized in Fig. 4, where the linearity of 
the curves attest the correctness of the porosity function. 

Sullivan (114) has shown that values of the shape factor, h, no 
longer can be considered constant in the case of flow through beds of 
cotton or of wool fibers for values of porosity greater than about 
0.87. If, however, the porosity function — e)'^ is assumed, then 

Fig. 4.—Wads of fiber were compressed to different 

values of tube length L in a given flow tube. When this is 

done (Z-V vs. L should yield a straight line over the 

range of validity of the porosity function e^/{i — e)^ pro¬ 

vided the shape factor ko and the orientation factor of 

equation (fi) remain constant. 

calculated values of ko are in qualitative agreement with the theoreti¬ 
cal values for the Emcrsleben case and vary in about the same way. 
In this connection, curves 5, C, Z>, E and F are to be compared with 
curve A in Fig. 2. 

For good results a porous medium should be fairly homogeneous 
with respect to porosity. This is exemplified by the works of Blaine 
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(13), Roller and Rouiidy (90) and others who find anomalies with very 
fine or with very hetero-disperse systems where agglomeration or 
channeling and bridging of particles may readily occur. Blaine 
noticed that the anomalies tended to disappear when the materials 
were compacted more strongly, thus destroying somewhat the possi¬ 
bility of large local values of porosity. Carman (24), using Coulson’s 
data (31), found a variety of values for k (equation 7) when different 

Table IV 

Comparison of Rates of P'low for PTbers Parallel, and for Fibers Perpen¬ 

dicular TO THE Direction of P'low. Pressure Drop == 398.67 Dynes/Cm.* 

Tube Cross-sectional Area = 3.12 Cm4 Cotton Fibers and Glass Wool 

Fibers Were Used 

Wad length 
L, cfti. 1 Porosity, < 

Fibers parallel 
C)|j , cc./.scc. 

Fibers 
perpendicular 
OjL» cc./%ec. 

Ratio 

Oil/Ox 

Cotton fiber staple 1 Vie in., St ) = 4.22 X 103 

7.9G 0.9941 75.3 1 38.5 1.96 

7.45 0.9937 73.2 i 37.2 1.97 

6.70 0.9930 69.9 35.6 1.96 

5.95 0.9921 66.6 33,7 1 1.97 

5.21 0.9910 62.8 31.7 1.98 

4.46 0.9895 59.9 [ 30.0 1.99 

3.72 0.9874 55.3 1 27.4 2.01 

2.98 0 9843 51.0 24.6 2.07 

2.235 0.979i 45.0 21.2 2.12 

1.49 0.9686 35.8 17.4 2.06 

1.117 0.9581 30.2 15.5 1.95 

0.745 0.9372 21.9 12.2 1.80 

0.372 0 8741 12.48 ; 6.24 2.00 

Glass wool fibers, == 5 .25 X 10* 

5.00 0.8025 0.2094 0.1064 1.97 

percentages of the larger size spheres were used in mixtures of 
spheres where the two sizes of spheres present had diameter ratios of 
1:5. Thus, for such mixtures it appeared that k, and hence h (for 
spheres, f has the constant value of f = ^/s) varied with mode of 
packing. However, Coulson’s spheres, which were of Vie-in. and 
Vie-in. diameters, respectively, were packed, in a tower of 24nch 
diameter, and since the nature of the wall correction in such a case is 
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somewhat uncertain (see page 61) the interpretation to be placed 
upon the anomaly mentioned in this case is none too clear. 

In connection with Question 3 it may be said that not many ma¬ 
terials lend themselves to a direct test of the effect of particle orienta¬ 
tion. Fibers and spherical particles are exceptions, although a posi¬ 
tive knowledge of shape factors is not available even for beds of 
these substances. The approximately constant value of k for flow 

Table V 

Schriever’s Data for Small Glass Spheres 

Diameter of 
spheres, cm. Porosity, < 

specific surface 
by permeability 

(using k 5.0 in 
eq. (7)), cm. 

Specific surface 
calculated from 
diameter, cm. 

0.1025 ’ 0.387 50.64 50.84 

0.3777 49.96 50.84 

0.3653 49.90 50.84 

0.3533 49.81 50.84 

0.0528 1 0.3889 112.96 113,63 

0.3779 j 114.78 113.63 

0.3689 1 112.85 113.63 

0.3603 112.63 113.63 

0.0443 0.3958 135.98 135.44 

0.3849 133.84 135.44 

0.3715 136.12 135.44 

0.3552 133.57 135.44 

0.0252 0.3934 241.9 238.1 

0.3806 236.7 238.1 

0.369 239.3 238.1 

0.3597 234.4 238.1 

The hot gas-free oil used (Nujol) had a viscosity at 99° C. equal to 0.05 poise. 

(Recalculated from Carman's paper, values not corrected for wall effect.) 

through a fairly compact bed of glass spheres, lead shot, randomly 
mixed sand grains, powders and other porous media where the parti¬ 
cle surfaces are oriented at random and where f, therefore, has the 
theoretical value of lends support to the use of a constant value 
for an orientation factor where f has a constant value. The experi¬ 
mentally demonstrated fact (114) that, over a range of 0.80 to 0.994 
for €, the flow through a bundle of textile fibers parallel to the fibers 
is twice as great (see Table IV), other things being equal, as is the 
flow through a bundle of textile fibers whose axes are perpendicular 
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to the direction of flow but otherwise at random, is in agreement with 
the ratio of the f’s for the two cases. Further support for the essen¬ 
tial correctness of form of the orientation factor is obtained when 
shape factors calculated for the two cases (by use of equation 6 com-. 

Table VI 

Carman’s Data for Wires, Saddles and Rings 

Material 
of bed 

Diam¬ 
eter of 

con¬ 
tainer, 
D, cm. 

Porosity, 
c 

Kinematic 
viscosity, v 

5o 
(un¬ 

corr.), 
cm. 

Wall 
corr., 
cm. > 

5o 
(corr.), 
cm, 

(true 
value), 
cm. 

2.39 0.688 0.84 125.2 2.7 123 126 
2.39 0.722 0.84 124 8 3.0 122 126 

Steel wire 2.39 0 765 0.84 120.2 3.6 123 126 
crimps 1.91 0.681 0.0386 128.5 3.3 125 126 

1,91 0.731 0 038f) 128 0 3.9 124 126 
1.91 0.757 0.0386 130.2 4.3 126 126 

5.01 0.685 3.10 25.9 1.3 24.6 24.5 
5.01 0.714 3.12 25.3 1.4 23.9 24.5 
5.01 0.746 3.18 25.4 1.6 23.8 24.5 
2,39 0 724 2 98 28.0 3.1 24.8 24.5 
2.39 0.750 2 97 28.0 3.4 24.6 24.5 

0.6 cm. 1 2.39 0.765 1 3.00 28.1 3.6 24.5 24.5 
porcelain 2.39 0.714 1 0.87 27.7 2.9 24.8 24.5 
Berl sad¬ 2.39 0.725 0.87 27.4 3.0 24.4 24.5 
dles 2.39 0.738 0.87 28.4 3.3 25.1 24.5 

2.39 0.754 0.87 27.4 3.4 24.0 24.5 
2.39 0.771 0.87 : 28.7 3.7 25.0 24.5 
2.39 0.794 0.87 28.4 4.1 24.3 24.5 
1.38 0.794 0.85 31.6 7.0 24.6 24.5 

, 1.38 0.832 0 85 32.2 8.5 23.7 24.5 

0.6 cm. [ 2.39 0.870 2.96 67.6 6.5 61.6 59.5 

nickel 2 39 0.8815 2 96 66.2 7.1 59.1 59.5 

Lessing 
rings 

[2.39 0.889 2.96 67.0 7.6 59.4 59.5 

The values of So (uncorr.) were obtained with equation (7), a value of ife " 5.0 
being used. 

The wall corr. was 2/D(l — e), i. e., half the wall surface per unit volume of 
solid medium is subtracted from the permeability value of So, 

The true value of specific surface was obtained from the geometry of the particle. 

bined with f = <sm^ <I>>av) are found to be in good qualitative 
agreement with the Emersleben case. The two cases of flow through 
bundles of textile fibers, however, represent only the end points of the 



Table Vll 
Carman’s Da'i a for Specific Surface by Method of Mixtures (See Text) 

Material of bed Porosity, e 
JCinemutic 
viscosity, v 

Specific 
surface 
(calc.), 
cm. “1 

Specific 
surface 

(true value), 
cm. 

0.402 0.0103 072 
0.431 0.0103 070 

Sand B 
0.4.30 0.0103 080 
0.474 0.0103 009 

0.359 0.113 88 
0,304 0.113 88 

Sand C 0.370 0 11.3 f)0 
0.420 0.113 90 

[ 0.424 0.113 89 

f 0.351 0 0149 120 121 
Mixture 5.5% B 

and 94 5% C 
0.370 0.0149 120 121 

0.0149 121 121 
0.314 0.0147 173 107 

Mixture 1.3 3% B 
0.344 0.0147 171 107 

and 80.7% C 
0.370 0.0147 170 107 

0.288 0.0149 222 224 
Mixture 23% B ().32ti O.OM9 228 224 

and 77% C 0.349 0.0149 231 224 

0 200 0.0103 340 317 
0 280 0.0103 i 340 317 

Mixture 39% B 
and Gl% C 

0 320 0.0103 333 317 
0.3.34 0.0103 1 338 317 

^ 0.351 0.0 H)3 338 317 

0.425 0 0108 303 
0.437 0.0108 302 

Sand D < 0.400 0.0108 300 
0.480 0.0108 301 

1 0.502 0.0108 [ 303 

1 0.374 0.0109 ! 178 
Sand E j 0.401 0.0109 178 

0.444 0.0109 177 

( 0.395 0.0114 214 219 ’ 
Mixture33.3% D j 0.401 0.0114 221 219 

and 00.7% E 1 0 424 0 0114 219 219 

1 0.401 0.01J4 219 219 

f 0 405 0 0149 241 240 
Mixture 55% D 

0.429 0.0149 242 240 
and 45% E 

0.405 0 0149 240 240 

The specific surface (calc.) is obtained directly from the permeability measure¬ 
ments using equation (7) with k = 5.0. The specific .surface (“true value”) is 
obtained by combining, with proper weighting, the specific surfaces (calc.) for the 
two sands of which the mixture is composed. 
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range of f. Additional confirmation of the correctness of the orienta¬ 
tion factor is obtained by use of the given form and calculation of 
shape factor for the bed of glass spheres (115), A value of io = 3 is 
obtained, which is in excellent agreement with the value of the shape 
factor for the cases of flow through beds of fiber of medium porosity. 

In connection with Question 4 many experiments have been di¬ 
rected at the all-important problem of whether the flow through a bed 
of particles is inversely proportional to the square of the specific sur¬ 
face. Because of the nature of the substances composing porous 
media it has not always been possible to test this relationship directly. 
It should be remarked that in some of the tests previously described 
the accuracy of the relation Q ^ was tacitly assumed. Flows 

VALUES OF POROSITY 

Fig. 5.—ExperiiiK'nlal vahu*s of yp, for clifTereiit values of e. 

through beds of spheres where different beds consist of different sizes 
of spheres, and flows through wads of textile fibers where different 
sizes of fibers may be used, allow direct tests on these substances. 
In other cases where the specific surfaces of the substances are known, 
use may be made of the answers to the three previous questions to 
show whether or not this factor of equation (6) is correct. With the 
exception of data for fibers, Carman’s papers give very extensive data 
along these lines. Table V gives Schriever’s data for spheres. Table 
VI gives data for wires, saddles and rings. The “method of mixtures” 
also has been used (25) to show that mixtures of different-sized parti¬ 
cles give final values of specific surface as measured by permeability 
methods, which agree with the calculated value for the mixture based 
on specific surface measurements on each fraction entering into the 
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mixture along with a knowledge of the per cent of a fraction of a given 
size in the mixture. Table VII gives data for mixtures. 

Representative data obtained for textile fibers (115, 116) are given 

in Table IX. 
The experimental failure, under laboratory conditions, of the simple 

Q oc relationship for cotton and for wool fibers for high values of 

€ is shown in Fig. 5. Thus, if the appropriate power of So is designated 
by ^ ^ ^(e), there exists the empirical relationship Q « So^ for cotton 
and for wool fibers where Ap, L, jjl and f are held constant (114). 
The apparent failure of the simple Q a So~^ relationship is ascribed 
in this case to the varying value of ko shown in Fig. 2. It is not clear 
why ko should vary from wads of fiber of one size to wads of fiber of 
another size at the same porosity in such a way that Q is proportional 
to a power, different from —2, of the specific surface. The relation¬ 
ship was found to hold, however, for wool and cotton fibers simul¬ 

taneously. 
On the basis of all these experiments it may be safely concluded 

that equation (6) reprCvSents the viscous flow through porous media 
• with sufficient accuracy for many purposes. When the porosity is 
less than about 0.87 and nothing is known concerning the shape or 
orientation of the particle surfaces, the extensive evidence compiled 
by Carman and others indicates that a value of ^ = 5.0 may be used. 
When, however, as in the case of spheres or in the case of fibers oc¬ 
curring within the tested range of porosities, the orientations of the 
particles are well enough known to allow the calculation of f, it should 
be so calculated and used with = 3. For arrangements of particles 
or ranges of porosity which do not include those previously tested, the 
value of ko may be somewhat different and it may be necessary to 
determine the appropriate value before accurate specific surface de¬ 
terminations can be made. As an example, the value of for parallel 
flow through a bed of equal circular cylinders arranged in the tightest 
mode of parallel alignment (e = 0.093) appears to be 0.81. 

IV. Experimental Considerations 

In a specific surface determination by the permeability method it 
is necessary to know accurately the length and cross-sectional area of 
the porous medium, the pressure drop across the medium, the porosity 
of the medium and the macroscopic rate of volume flow through the 
medium. 
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The choice of a fluid depends to some extent upon the medium. 
Many workers have used liquids of various types. In the choice of a 
liquid care should be exercised to select one which will not form 
stagnant layers on the particle surface. Lea and Nurse (78) and also 
Blaine (13) found air to be particularly useful for flow through Port¬ 
land cement and through ground sands. Fowler and Hertel (47) and 
Sullivan and Hertel (116) used air exclusively in their studies on tex¬ 
tile fibers, where, however, in view of the hygroscopic nature of the 
fibers, due regard was given to the moisture content of the air. Lea 
and Nurse also tried hydrogen, nitrogen and dry carbon dioxide for 
their cements and obtained the same results as with air. They found, 
however, that the flow of water through carefully selected sand gave 
lower permeabilities and, hence, higher specific surfaces than did the 
use of air (see page 50). When a gas is used under such a pressure 
difference that it cannot be considered a non-compressible fluid, 
equation (9) should be used. 

When permeabilities for beds of large particles are being deter¬ 
mined, the wall surface of the container may contribute an appreci¬ 
able amount to the total surface exposed to the flow. A perfectly 
general method of correcting for wall surface has not been developed. 
The wall surface contributes to the total surface in contact with the 
fluid, it alters the type of packing in its neighborhood and its orien¬ 
tation usually is different from that of the medium. Although some 
experimenters have simply added the wall surface to the particle sur¬ 
face for use in equation (6) or in equation (7), Carman has pointed 
out (25) that this is an over-correction and has concluded that it is 
more nearly correct to add half the wall surface to the surface of the 
particles. Sullivan and Hertel (115) measured the effect of the wall 
surface for the particular case of small glass spheres of diameter about 
0.07 cm., in tubes of diameters 3.86 cm. and 0.821 cm., and found that 
the wall surface must be multiplied by 0.67 and added to the particle 
surface if the results for the two tubes were to be brought into agree¬ 
ment. For fine powders and for fine textile fibers in ordinary contain¬ 
ers, however, the container wall surface is such a small fraction of the 
total surface present that it may be neglected. 

The apparatus necessary for permeability measurements depends 
upon the type of porous medium and also upon the fluid to be used. 
Figure 6 shows a sketch of the apparatus used by Carman for study¬ 
ing the flow of liquids through powders. “The material constituting 
the bed is packed in the tube. A, and rests on the metal gauze, B, 
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carefully cut to fit into the tube. The gauze is supported horizontally 

by a loosely wound spiral, 6", which is made from a rectangular piece of 

thin copper sheet, and, owing to its tendency to expand, fits neatly 

into A. Just below C is the manometer tube, />, graduated in cm., 

and below this again is a standard ground 

joint, E. This connects it by the bent tube, 

j F, to the tap, G, which controls the flow, 

and delivers to a beaker. According to the f viscosity of the liquid used, and to the 

« nature of the grains it was required to study, 

the dimensions of A varied considerably, both 

' in length and in diameter and in the type of 

: ■: t gauze. Care was always taken to use a 

’ ; gauze which was sufficient to retain the bed 

’ * ■- efiicientl}^ but gave no measurable resistance 

^ ; when tested at the same rate of flow with- 

A ^ out the bed. Thus they varied from Vs-in. 

* J *1 * holes to 100-mesh. In the case of every tube, 

® A, the area of the cross section was tested for 

• - constancy along the whole length of the tube, 

-* : and calibrated, by running out water and 

'• weighing, and following the change in level 

B jjiiiB / Yj in A with a traveling microscope” (25). 

PMUd * J was a constant-head apparatus, 

•’ Figure 7 shows a sketch of the appara- 

M ^ tus used by Blaine (13), which is similar to 

E J F^ that of Lea and Nurse (78), for determining 

^ specific surface by means of air perrne- 

l] / ability. “The permeability cell,^4, was made 

of 1-in. (outside diameter) brass tubing and 

had an inside diameter of 2.38 cm., as com- 
Mg. G.-"Cariiian s pared to 2.54 cm. for the Lea and Nurse 

Sw nKuLrcmon'tr*' (Norton porous filter 
RA 225) sealed between the upper and lower 

parts of the cell with Duco cement was used in place of a perforated 

metal disk and filter paper. The outside edge of the filter disk 

was also sealed to insure against leakage. The plunger, j8, used 

to compact the powder in the cell to a definite volume, had an 

adjustable collar with a set screw. The plunger was made to fit 

snugly inside of the permeability cell. The manometers, C and 

Ell F 

Fig. G,—Carman's 

apparatus for liquid 

flow nieasurcniciits. 
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/), 50 cm. long and half filled with kerosene, were used to measure the 

pressure drop across the bed of cement and that across the capillary, 

respectively. The capillary tube, E, was made of four 3-ft. lengths of 

capillary tubing having an average internal diameter of 0.675 mm. 

Brass P/unger 

Fig. 7.—Blaine's apparatus for air permeability measure¬ 

ments on fine powders. 

This average diameter was calculated from the weight and length of a 

column of mercury in the capillary. The value reported is the average 

for each of the capillary tubes. The several lengths were connected 

in series with rubber tubing and .sealed with a rosin-paraffin mixture. 

The capillary was calibrated against a flow meter at pressures of from 



64 R. R. SULLIVAN AND K. L. HERTBL 

4 to 27 cm. of kerosene. The equation constant, C, of the apparatus 
was 1.252 X 10“■®, as compared to 3.47 X 10~® for the capillary used 
by Lea and Nurse. A constant pressme difference was obtained by 
use of a water aspirator and a kerosene release valve, F' (13). 

The equation used by Blaine for his apparatus was 

14 / €« Ahi VA 

p' V(i - €)*lcw 
(10) 

which is a reduced form of equation (7) where k = 5.0, and the rate of 
flow Q, the pressure drop Ap and the coefficient of viscosity n all are 
represented indirectly by the manometer reading ^2 across the capil¬ 
lary, the manometer reading hi across the medium and the calibra¬ 
tion constant C for the apparatus. In equation (10), p' is the density 
of the material which makes up the particles of the medium. The 
value of the left-hand member of equation (10), therefore, is 

5 = 5o/p' (11) 

and is not the specific surface (surface per unit volume) but is the sur¬ 
face per unit mass of the material. To know the surface per unit mass 
may frequently be more desirable than to know the surface per unit 
volume, since the mass of a quantity of the material is determined 
more easily than the volume. In using equation (10), care should be 
taken that the gas is not too greatly compressed; otherwise, the addi¬ 
tional term given by equation (8) must be used. 

An interesting apparatus for air flow through powders has been de¬ 
scribed by Gooden and Smith (53). It is calibrated to give directly 
the “siudace-weighted average particle diameter''* for a powder. 

An apparatus found convenient for specific surface measurements 
on textile fibers (116) is given in Fig. 8. A sample of fiber weighing 
0.1 gram is rendered very fluffy and then placed in the tube. By 
means of piston A it is compressed from a wad length of about 16 
cm. down to a wad length of 0.5118 cm. The same wad length for all 
wads is assured by the collar, B, which is rigidly attached to the pis¬ 
ton. The tube in which the piston moves has an inside diameter of 
0.8165 cm. The position of the compressed wad of fiber is indicated 
by C. Light mineral oil, G, is allowed to flow through the jet, K. 
The pressure drop caused by the flow of air through the fiber wad is 
obtained from the kerosene manometer by riding with a traveling 

* The “surface-weighted average particle diameter" is given by six times the 
total solid volume of the medium divided by its total surface. 
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microscope the rise of the meniscus, and then multiplying by a 
factor to take care of the kerosene density and the fall of level in the 
large bulb, F. The rack and pinion, 
Jf allows a constant head to be manu¬ 
ally maintained as the supply of mineral 
oil, G, is decreased. Oil is delivered 
from the jet, to a volumetric flask 
(50 ml.), the time necessary to fill the 
flask being obtained with a stopwatch. 
Z> is a thermometer. 

V. Accuracy and Reproducibility of 
Results 

In his paper entitled “Determina¬ 
tion of the Specific Surface of Pow¬ 
ders” Carman (25), considering the 
flow of liquids, states that the per¬ 
meability method gives “an accuracy 
within d= 5% down to an average par¬ 
ticle-size of 2-3 /A,”. whereas, in his 
paper presented before the A.S.T.M. 
(28) he says: “While the present ex¬ 
perimental evidence is inconclusive it 
would appear that the method tends 
to give somewhat high values of 
specific surface for very fine particles, 
particularly for very hetero-disperse 
powders extending down to collodial 
dimensions.” 

Hatch (58) concludes, from his work V ^ 

with the flow of water through sands, 
“For normally accurate work over a Fig. 8.—Sketch of apparatus 

substantial range of particle assem- Sullivan and Hertel for 

Wage, the margin of error may well ex- “ measurements 

ceed dt 10 per cent.” 
Lea and Nurse (78) found a high reproducibility for their air-per¬ 

meability measurements on Portland cement. Table VIII gives their 
measurements for three cements where each value represents results 
of a single determination on a separate sample in each case. 

Blaine (13) reports an average variation of only ds 1.1 per cent from 
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the grand average for the results of eight operators, each of whom 
made five determinations on each of four cements which ranged from 
S = 2490 to 5130 cxii.^/gram. 

Sullivan and Hertel (116) report a probable error of less than 2% 
per determination for relative values of specific surface for cotton 
fibers where the fibers were always oriented in the same manner, and 
where air was the fluid used. They estimated the specific surface 
values to differ from the true values by a probable error of =^3%. 

Table VIII 

Lea and Nurse's Data for Reproducibility of Surface per Gram Measure¬ 

ments ON Portland Cemen't 

Cement Surface per f'Ta.m, 
cin.Vg 

Mean value of 
surface per gram 

P 

B 

4220 
4180 
4230 
4240 
4240 
4240 

3430 
3430 
3450 
3440 
3430 
3410 

4225 

3432 

C 2790 
2790 
2800 
2730 
2780 
2770 2777 

VI. Comparison with Other Methods 

It is to be remembered that the permeability method gives the 
total exposed surface of the medium divided by the total solid volume 
of the medium, or divided by the total mass of the medium, depending 
upon whether the specific surface or the surface per unit mass is ob¬ 
tained.. Where the medium is composed of particles of diflFerent sizes, 
therefore, the permeability method does not give the arithmetic 
average of the specific surfaces of the various particles. This is made 



SPECIFIC SURFACE OF FIBERS AND POWDERS 67 

clear as follows: If 5 refers to surface, v to volume and subscripts to 
the various particles, then the value of specific surface obtained by 
permeability is, for n particles, 

Vi V2 Ifi .*f“ "■« 
(12) 

Table IX 

Sullivan and IIxcrtki/s Data for Specific Surface of Spheres and of Tex 

TILE Fibers 

Material Porosity, ( So, permeability method 
(equation ((•) used) 

So, calculated from 
microscopic values 

Glass spheres" 0.390.8 85.00 cni.~^ 85.50 cm.~ ^ 
0.3904 85.51 “ 85.50 “ 

Glass fibers** (± flow) 0.8075 5.10 X 10^cm.“' 5.25 X iO^cm 
0.8025 5.07 " 5.02 “ “ 

Glass fibers** (|i flow) 0.8601 5.02 5.27 “ “ “ 
“ “ 0.8179 4.77 “ “ 4.92 “ “ “ 

Cotton (J_ flow) 

(B-38-V« in.) 0.706 3.72 X l(Pcm.-i 3.09 X 10»cm 
(R-;18-P/32 in ) 0.702 3.99 3.83 “ “ “ 
(B-38-IVi6 in.) 0.750) 4 21 “ " " 4.41 “ “ “ 
(Pima) 0.758 4,0)4 •' “ 4.50 “ “ 
(Sea Island S-38) 0.75t3 5 20 “ “ 4.93 “ “ 
(B-38-S-1Vj« in.) 0.758 4.33 “ “ 
(Sea Island-C~38) 0.758 0.40 “ “ " 
(Sacaton No. 7) 0.700 4.40 " “ 
(Hopi) 0.754 4 32 “ “ 

Wool fiber'' (X flow) 
(Welch wool) 0.709 1.205 X 10H‘m.-i 1 1.107 X 10* cni."^ 
(Fine Noil wool) 0.710 1.910“ “ ! 2.008 “ “ 

® Precision (lelcriHinatioii fur spheres (115). 
^ Results are averages of six determinations (115). 

Flow determinations are averaged from three samples. Microscope deter¬ 
minations are averaged from live slides of 500 fibers each for each cotton or wool 

(110). 

whereas the arithmetic average of the specific surfaces of the n parti¬ 

cles would be 

4* " H—~ 
V2 V3 

(13) 

With the distinction indicated by equations (12) and (13) in mind, 
values of specific surface by the permeability method have been 
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compared for fibers (116) and for spheres (115) with those calculated 
from microscopic measurements upon the fibers and the spheres. 
The microscopic method consisted of obtaining the cross-sectional 
perimeter and the cross-sectional area for the fibers, and the pro¬ 
jected diameter for the spheres. From these measurements the value 
of 5o for a given medium was then calculated in conformity with 
equation (12). This comparison is set forth in Table IX where So 
by the permeability method is calculated from equation (6) using ko 
equal to 3 and f equal to 1, ^/s or V2 for fibers parallel to flow, beds of 
spheres or fibers perpendicular to flow, respectively. 

Other cases where the specific surface of the bed could be calcu¬ 
lated from its geometry were given in Table VI for wires, rings and 
saddles. 

Specific surfaces by water permeability have been calculated from 
Hatch’s data on sands (58) and are shown in Table X along with the 
mesh of the screens used in selecting the sands. 

Carman (25), using acetone and ethyl alcohol as the fluids, meas¬ 
ured the specific surface of *‘Asarco” zinc dust and then obtained an 
'^equivalent size” {d,n = G/Sq) of = 371 /x. He then pointed out 
that a ‘Combined elutriation and microscopic examination of a sample 
of the same material had given an equivalent size of 3.6 The spe¬ 
cific surface of a sample of Merck’s zinc dust was found by the same 
permeability method to have an equivalent size of 5.5 m- 

Lea and Nurse (78) have compared the values of surface per gram 
indicated by various methods, for Portland cement and ground sand. 
The comparison is set forth in Table XL 

Table XII gives Blaine’s (13) comparison between air permeability 
and Wagner turbidimeter (J.29) values of surface per gram for various 
materials. Blaine also points out that a sample of hydrated lime 
which had an air permeability value for the surface per gram of 
10,700 cm.^/g. gave a value of 12,000 cm.^/g. when tested by means 
of a sedimentation apparatus used by Bishop (12). 

Table XIII, taken from the work of Roller and Roundy (99), shows 
a comparison of results obtained by different methods of specific sur¬ 
face determination. The values in the column headed '‘Statistical 
calculation” were obtained by a statistical treatment (98) of the re¬ 
sults from an air-stream particle analysis (96) in which an oscillating 
U-tube, containing 15 grams of the cement, passed air whose velocity 
was regulated in accordance with Stokes’ law for the fraction de¬ 
sired. The values in the column labeled "Air permeability” were 
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obtained by Gooden, using the air permeability method in the manner 

of Gooden and Smith (53). The values for the Wagner turbidimeter 

were calculated from size distribution data obtained by use of the 

turbidimeter. 

Table X 

Comparison of Screen Mesh, and Measured Size with Permeability Meas¬ 

urements FOR Sands. (Reduced from the Data of Hatch (58)) 

Screen mesh* Measured^ 
size, mm. 

Porosity j 
range, c 

Average** 
specific sur¬ 

face by water 
permeability. 
So, cm.Vcm.* 

Surface-weighted • 
average diameter, 

dm, by water 
permeability, mm. 

20-28 1.00 0.373-0.415 86.2 0.696 

28-35 0.685 0.386-0.428 124.3 0.482 

3&-48 0.417 0.396-0.438 202.0 0.297 

48-60 0.359 0.406-0.443 224.5 0.267 

60-100 0.215 0.391-0.439 383.0 0.157 

20-100^ 0.406 0.324-0.354 217.0 0.276 

20-60' 0.455 0.385-0.428 186.6 0.322 

20-(10* 0.486 0.340-0.373 173.5 1 0.346 

* Samples passed by screen of lower mesh but retained by that of the higher 

mesh. 

^ Measured size refers to values obtained by projection methods where the 

particles lie at random and the linear measure is always parallel to a given direc¬ 

tion and is the maximum value in this direction for the particle being measured. 

® Several runs were taken at different values of porosity. 

^ Average for all runs on the particular fraction considered. Equation (7) used 

with k = 5.0. 

* Obtained from — 6/So. 

^ Equal portions of (20-28), (28-35), (35-48), (48-60), (60-100) unstratified 

packing. 

^ Equal portions of (20-28), (35-48), (48-60) stratified packing. 

* Equal portions of (20-28), (35-48), (48-60) unstratified packing. 

A very favorable comparison between the surface-weighted average 

diameter of particles of silica powder as determined from microscopic 

measurements and from air permeability measurements is given in 

Table XIV,, where the results of Gooden and Smith (53) are set forth. 

VII. Conclusions 

From the rather extensive data supplied by the various workers in 

the field, it appears that where proper technique is employed, the 
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Specific surface, the surface per grain or the surf ace-weigh ted average 

particle diameter may be calculated with high reproducibility and 

good accuracy from permeability measurements on powders, sands, 

textile fibers and other non-consolidated porous media. Where the 

Table XI 

Comparison of Various Methods for Determination of Surface per Gram. 

(Lea and Nurse (78)) 

Surface per gram by method: (cm.Vg ) 

Sample 
(1) Air 

permeability 

(2) Andreasen 
cubical 

dimension^ 

(3) Spherical 
dimeusionfr 

(4) Wagner, 
Stokes' law 
dimension ** 

Portland cement A 3895 3860 3110 2270 
B 3430 3425 2760 1890 

C 2775 2860 2310 1790 

D 2430 2540 2045 1540 

E 3045 3045 2450 1710 

F 2130 2205 1770 1290 

G 1270 1350 1085 

H 2675 2780 2240 1500 

Ground sand J 3900 3920 3145 2160 

K 604 660 532 

L 1880 1920 1550 .... 
M 1 2270 2230 1800 .... 
N 2970 2720 2190 .... 
O 1350 1320 1065 .... 

Average ratio of (1) to (2)   0.98 

Average ratio of (1) to (3)   1.22 

Average ratio of (1) to (4)   1.70 

Average ratio of (1) to (2)   0.98 

Average ratio of (1) to (3)   1.22 

Average ratio of (1) to (4)   1.70 

® Values given are for surface per gram of a cube with the same volume as 

that of a .sphere haMing a density and a falling velocity equal to those of the ac¬ 

tual particles in the sedimentation pipette. 

^ Values given are for surface per gram of a sphere having a density and fall¬ 

ing velocity equal to those of the actual particles in the sedimentation pipette. 

® Values given are for surface per gram of spheres of same density and falling 

velocity as the particles in the Wagner photo-electric turbidimeter. 

media are consolidated (such as porous carbon, natural sandstone and 

the like) or where the media contain bridging, agglomeration or con¬ 

siderable channelling, it is not certain how much of the surface is 

actually exposed to flow. Therefore specific surface calculations for 

such media are likely to be in error or of doubtful significance. 
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A correct interpretation of permeability measurements made on 

highly porous media (c > 0,88) will not always be possible, since for 

higher values of e, changes rapidly with e and also with the type of 

medium (see Fig. 2). 

Table XII 

Comparison of Surface per Gram by Two Methods (Blaine (TS)) 

Material 

Surface per gram by method: 
(cm.Vg) 

(1) Air 
permeability 

(2) Wagner 
turbidimeter 

Ratio, 
(1) to (2) 

Cement A 3720 1940 1.92 
B 2490 1320 1.89 
C 2980 1050 1.81 
D 5130 2890 1.77 

White Portland cement 3120 1020 1.92 
Raw Mix No. 1 ‘ 5100 2900 1.74 

' No. 2 5100 ! 2980 1.73 
No. 3 4860 2850 1.70 

Potters flint 4710 3100 1.52 

Table XIII 

Comparison of Surface Area* Values by Different Methods (Roller and 

RoundY (99)) 

Cement 
Statistical 
calculation 

Air 
permeability 

Warner 
turbidimeter 

L 2200 ± 110 2130 1790 

N 2380 ± 180 2320 1800 

M 2780 * 190 2310 1880 

H, 3/40 ± 150 3040 2860 

H, 5200 =*= 270 3740 2940 

* The expression, surface area^ abbreviated as S. A., has been used by some 
authors to designate the cin.^/g. of the material. 

Where the medium is not too hetero-disperse the permeability 

method used with an appropriate fluid (preferably air for the smaller 

fraction) appears to be suitable for particles ranging in average di¬ 

ameter from 1 or 2 /X upward. 
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The permeability method does not give information concerning the 

distribution of particle size in the medium. 

Table XIV 

Comparison of Diameter Measurements by Air Permeability and by Micro¬ 

scope Measurements. (Gooden and Smith (53)) 

(a) On separate fractions of silica powder 

Microscope method 
(original values adjusted for third dimension) 

Air permeability method 
(original readings), 

surface-weighted average, 
microns Range, microns Surface-weighted 

average, microns 

33-97 59 52 

27-59 43 40 

7-27 15 14 

f^l2 8 7 

3-9 5 5 

0.3-3 i 1.2 1.9 

(b) On mixtures of fractions of silica powder: (Equal parts by weight) 

Diameter of component fractions Average diameter of mixture 
by air permeability method 

Microscope Air permeability Calculated Observed 
range, microns (average), microns microns microns 

7-27 13.6 i 
7 1 A Q 

3-9 4.8 ) > O. v 

27-59 40 i f 
0.3-3 1.0 j 

O. U o. f 

All fractions [ 
combined 4.8 4.7 
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97. P. S. Roller, Ibid., 38, 458 (1938). Concerning limiting values for Wagner 

turbidimeter method. 
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110. W. O. Smith, Physics, 3, 139-146 (1932). Summarizes and revises 
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Adsorption methods are of great importance in preparative or¬ 
ganic and bio-chemistry. The differentiation of various enzymes by 

Willstatter and his school and, perhaps still more, the rapidly increas¬ 

ing application of the Tswett chromatographic analysis in various 

branches of organic chemistry demonstrate the usefulness of such 

procedures* The recent development of carotinoid chemistry is to a 

large part based upon the successful application of adsorption meth¬ 

ods. 
In the following an account will be given of some considerations and 

experiments which represent an attempt to widen the scope of applica¬ 

tion of adsorption analysis and to put it on a more quantitative basis 
than has been possible before. This work had as its origin the search 

for improved methods for the differentiation and separation of split 

products of proteins. The strikingly high specificity of the adsorption 
methods, as demonstrated in the work referred to above, made it 

seem worth while to investigate their application in this field. The 

procedure developed for this purpose appears to have a very wide 

applicability in the study of mixtures in various solvents, but so far 

81 
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our experiments have been limited mainly to amino acids and pep¬ 
tides, and only a few orientation experiments have been made with 
other substances. A brief description of the method and its applica¬ 
tion has been given in a number of recent publications (32, 33, 14, 

15). 
Previous investigators have shown that the chromatography of 

colorless substances is possible in a number of cases by means ot ob¬ 
servations of the various layers in the Tswett column by their fluores¬ 
cence, or by testing with different specific reagents, either on the 
column directly or after it has been cut into sections and extracted 
(see the monographs by Zechmeister and von Cholnoky or by Strain 
(7, 18)). In the present work a new method of observation possessing 
a more general applicability has been developed. After passing 
through the column of adsorbent and before any mixing has taken 
place, the solution is allowed to flow through an arrangement for 
determining continuously the total concentration of each volume 
element passing through. This can be done by connecting to the out¬ 
let of the column a suitable cell (of a small volume as compared to the 
total volume of solution to be investigated) in which the refractive 
index, light absorption, conductivity or some other suitable property 
of the solution is observed continuously. The readings are plotted 
against the volume of flow. An arrangement of this type is referred 
to below, using conductivity observations, and a similar arrangement 
with interferometric registration is now being built. A comparatively 
simple observation method, however, may be based upon the optical 
arrangement (the Toepler schlieren method and its modifications) 
used in electrophoresis (2, 5, 8, 9, 10, 11). Immediately after leaving 
the column, the solution enters the bottom of an optical cuvette with 
rectangular cross section, in which it is allowed to rise slowly. The 
variation of concentration (or rather the variation of refractive index) 
with height in the cuvette, whi^h is recorded on the schlieren photo¬ 
graph, is equivalent to the concentration-volume function as obtained 
in the first-mentioned arrangement. Each component gives rise to a 
separate boundary in the cuvette, the distance of which from the 
meniscus depends upon the degree of adsorption, 

I. Theory of the Procedure 

The last-mentioned process lends itself to a particularly simple 
theoretical tr^tment. It represents the initial stage (before develop- 
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ment) in ordinary chromatography, as “transferred^' to the liquid 
phase. (A general treatment of the phenomena in the chromato¬ 
graphic column has been given recently by Wilson (17).) 

Figure 1 shows diagrammatically the adsorption process with a 
solution containing only one component. The left figure shows the 
solution just about to enter the adsorbent layer (dotted); in the next 
figure it has advanced so far that the boundary of the solute has 
reached the upper end of the filter, leaving a layer of pure solvent in 
the bottom of the cuvette. If the permeation of an adsorbable sub¬ 
stance takes place with a sharp boundary (see (17)) a relation between 
the “retardation" and the adsorp¬ 
tion is easily deduced in the follow¬ 
ing way. Suppose the layer of ad¬ 
sorbent has a cross-section area of 
1 sq. cm. and a length of a cm., a 
weight per cc. of s grams and a pore 
volume of Acc. Also suppose the 
adsorbent is initially completely 
wet with solvent and that the top 
boundary of the solution of adsorbable substance A is in contact 
with the lower svirface of the adsorbent layer. Let us assume that 
when the boundary of A sweeps through the entire length a of 
the column, the meniscus in the observation tube on top of the 
column will have to rise Z cm. (/ ^ A). If is the concentration 
per cc. of A in the solution, this means that the quantity Ic^ has 
entered into the column from below, which therefore represents the 
total increase of A in the column. Of this, Ac^ is in solution and 
the rest (/ — A)ca in the adsorbed form. The adsorbed quantity per 
gram of dry adsorbent is therefore 

(/ - A)ca 
--—- 

CIS 

IfntA = oiA^^A (^A adsorptioncoefficientfor A, and will of course 
vary with the concentration) we obtain 

/ = A -f- OAds 

This equation gives a significant meaning to the volume (Z — A) 
(which may be called the “retardation volume") as this volume multi¬ 
plied by the concentration Ca is the amount cxaCa^s of A adsorbed in 
the column. If the Langmuir adsorption isotherm is valid, and, 
therefore, the retardation volume are independent of concentration 

Fig. 1.—Diagram of adsorption 

analysis with only one component. 
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at low concentrations. If in a mixture of several components the ad¬ 
sorption isotherms are mutually independent, the retardation volumes 
are also independent and the boundaries and concentrations in the 
observation region are simply the superposition of those observed in 
experiments with single components. Usually, however, there is a 
mutual influence so that the adsorption coefficient for A when it is 
alone in the solution is different from its value in presence of 
another substance, B. Let us consider the conditions in the solutions 

when an experiment similar to 
that demonstrated in Fig. 1 is per¬ 
formed with a mixture of A and B, 
in which B is more strongly ad¬ 
sorbed than A. We assume that 
the boundary of B has just reached 
the top of the adsorption layer 

and is at a distance Ib from the 
meniscus, whereas the A boundary is higher up in the observation 
tube at a distance from the meniscus. (Fig. 2.) The volume 
between and Ib contains only A and we will assume that its concen¬ 
tration is Cji whereas the concentrations of A and B in the original 
solution are and Cb, respectively. By^reasoning as above we ob¬ 
tain: 

1 
Wk 

El m H 
Fig, 2.—Diagram of adsorption 

analysis with two components. 

IbCa = Aca + asa'cA -f {Ib - Ia)c'a 

from which it follows that 

c^A __ /g — ( A -h asa') 

ca /b “ Ia 

As expected, this gives == Ca for a = a', but c*a will usually 
exceed Ca since the adsorption of A is generally smaller in the pres¬ 
ence of the more strongly adsorbed B. The solution following the B 
boundary in the observation tube will, however, have the same com¬ 
position as the original solution. 

It has been assumed above that the adsorption equilibrium is 
established sufficiently rapidly as compared to the rate of flow. This 
is a necessary assumption in any simple theory of chromatography. 
In the experiments to be described below the following observations 
justify this assumption: the retardation volume is independent of 
the rate of flow (within an interval of 30 min. to 10 hours for glucose 
solutions on active charcoal), the boundaries are reasonably sharp 
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and show a symmetrical concentration gradient, and the concentra¬ 
tion gradient drops to zero between the boundaries. A direct verifi¬ 
cation was obtained in the case of glucose and lactose solution on 
charcoal, as direct measurements of the amounts adsorbed gave the 
same isotherms as obtained from the retardation volumes determined 
at a number of different concentra¬ 
tions (see below). 

It may be seen from the last equa¬ 
tion that a quantitative analysis of a 
mixture may be performed by deter¬ 
mining the total concentration for 
each layer between two adjacent 
boundaries and taking the successive 
differences, provided that for each 
component c ^ c'. This is the case 
only if adsorption displacement is 
negligible, that is, for low concentra¬ 
tions or for adsorbents with low affin¬ 
ity and large adsorption area. Even 
when the conditions do not allow a 
quantitative analysis, detailed infor¬ 
mation is obtained about the adsorp¬ 
tion properties of the mixture which 
is valuable as a guide for detecting 
the presence of unknown components 
and in attempts to make separations 
by adsorption. 

Fig. 3.—Apparatus for ad¬ 

sorption analysis of aqueous 

solutions. 

II. Experimental Arrangement 

The apparatus used in most of the experiments to be described is 
shown in Fig. 3. The solution to be investigated (volume of 25-50 
cc.) is filled into the container to the left, and is pressed at a rate of 
about 50 cc. per hour through a ‘‘filter cell’’ packed with the adsorb¬ 
ent. The optical observation cell or cuvette is a rectangular vessel 
made of a transparent resin (Perspex, Lucite or Plexiglas) with 5 X 
50-mm. cross section and 150-mm. height. The top surface of the 
filter cell is pressed against the bottom plate of the observation cell, 
which has a circular hole of the same diameter as the filter. After 
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passing through the apparatus the solution may be collected in a con¬ 
tainer connected to the outlet shown on top of the cuvette. 

A number of filter cells have been used with diameters of 20, 10 
and 6 mm., and lengths of 40, 20, 10 and 5 mm. For most experi¬ 
ments with amino acids in the apparatus described, a quantity of 
about 1 g. of charcoal is sufficient (corresponding to a filter cell of 20 
mm.-diam. and 10 mm.-length). Figure 4 shows a diagram of a filter 
cell. It is also made of transparent resin, the adsorbent being packed 
between filter papers supported by perforated disks. 

Fig. 4.—Filter cell for the 
apparatus of Fig. 3. Fig. 5.—Schlieren photo¬ 

graph of the adsorption 
analysis of a mixture of 
1% NaCl, 1% glucose and 
1% lactose. 

Pressures of about 0.1-1 atm. give a suitable rate of flow for the 
filter cells described with various active carbons as adsorbents. Dur¬ 
ing an experiment the apparatus is kept in a water thermostat. 

The optical arrangement is identical with that described earlier 
in connection with electrophoresis work (2, 5, 8, 9,10,11). Figure 5 
shows a photograph obtained by the Toepler schlieren arrangement 
(a larger cuvette than that described above was used in this case); 
Fig, 6 shows a gradient-curve photograph by the Philpot-Svensson 

method. 
The above apparatus cannot be used with organic solvents. For 

this purpose, Claesson in the author’s laboratory has constructed an 
apparatus made entirely of metal and glass, shown in Figs. 7 and 8. 
The filter cells are made of metal. The glass windows are remov- 
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able, and are sealed with thin Cellophane or Mipolam gasket rings. 
As in many cases the solution may have a lower density than the 
solvent, the apparatus may be arranged for the solution to enter at 
the top of the cuvette instead of at the bottom. 

III. Typical Results Obtained by the Method 

/. Verification of the Relation Between the Adsorption Isotherm and 
the Retardation Volume 

For this purpose adsorption measurements were made directly by 
the ordinary method on solutions of glucose or lactose of varying con- 

A A 
Fig. 6.—Gradient-curve photograph of the adsorption 

analysis of a mixture of 0.5% NaCl (right side) and 0.5% 

glucose (left side). 

centration, using Kahlbaum’s Carbo Active as adsorbent. The 
samples were shaken for about one hour at 20®. Parallel with these 
experiments retardation volumes were determined by the new method 
and the adsorbed quantity calculated by the relation deduced above. 
In Fig. 9 the amounts adsorbed, as determined by the two independ¬ 
ent methods, have been plotted against the equilibrium concentra¬ 
tions. Evidently the agreement is satisfactory, indicating also that 
there is no appreciable lag in the establishment of equilibrium during 
the flow of the solution through the filter. Naturally this cannot al¬ 
ways be expected to be the case. Apparently the various active car¬ 
bons tried are very satisfactory in this respect, whereas other ad¬ 
sorbents in certain cases may react more slowly, e, g., aluminium 

oxide in aqueous solutions. 
It has been found advisable to start an experiment with a moist 

filter; a dry filter may give diffuse boundaries. Instead of correcting 

for the volume of solvent thus contained in the filter a suitable sub¬ 
stance of negligible adsorption may be added as a reference substance, 
e, g., sodium sulfate or sodium chloride. The retardation distances 
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are thus measured from 
the salt boundary rather 
than from the meniscus. 

Figure 10 shows the 
specific retardation vol¬ 
umes (cc. per gram ad¬ 
sorbent) for lactose and 
glucose, as measured with 
Carbo Active Kahlbaum. 
In agreement with the 
shape of the adsorption 
isotherm, the retardation 
volume of lactose shows 
a large increase at low 
concentrations. Measure¬ 
ments on the mixtures 
show a marked displace¬ 
ment effect on the more 
weakly adsorbed glucose, 
whereas the lactose values 
are not appreciably 
changed. 

Evidently the method 
can be used for determina¬ 
tions of adsorption, the 
adsorbed amount being 
obtained from distance 
measurements which can 
be performed with great 
accuracy. 

2. Quantitative Adsorption 
Analysis 

Table I gives the results 
of concentration determi- 

Fig. 7.—Apparatus for adsorption analy¬ 

sis in organic solvents. 

nations on the layers in 
the observation cuvette 
in a number of experi¬ 

ments with glucose-lactose mixtures of different total concentrations. 
Comparison of the last and the first columns shows the increased 
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concentration in the glucose layer, resulting from the displacement 
effect as predicted by the theory (see above). Only at concentra¬ 
tions below 0.2% is this effect negligible. It is a definite drawback 
of the present arrangement that experiments at lower concentrations 
than 0.1% are difficult on account of the low stability of the boun¬ 
daries. From the results in the table it would appear that the dis¬ 
placement correction is roughly proportional to the concentration, 
so that a linear extrapolation to zero concentration might be permis¬ 
sible. It is also possible, of course, to make an empirical calibration 
of the observed and the true values for a given adsorbent; in this 
way mixtures of leucine and valine of total concentrations up to 2% 
have been analyzed with satisfactory results. 

Table I 

Adsorption Analysis of Glucose and Lactose Solutions 

Sp. retard, vol., cc./g Observed concentration in 

Concns of glucose 
and lactose, % 

glucose lactose 
1 lactose -f 

glucose 
layer 

glucose 
layer 

0. 10 -f 0. 10 5.04 76.0 0.20 0.10 

0.22 -h 0.22 4.51 48.2 0.41 0.21 

0.60 -f 0.60 4.01 25.0 1.21 0.64 

1.00 -f 1.00 3.32 15.2 1.98 1.16 

2.00 + 2.00 2.92 9.75 4.02 2.61 

3, Examples of Applications on Various Solutions 

In the following, the specific retardation volume, y, is given in cc. 
per gram of adsorbent at 20°. 

Saccharides show strong adsorption on various active charcoals, 
e. g., Carbo Active Kahlbaum, Carboraffin, Supranorit, Carbo ani- 
malis (Merck), blood charcoal (Merck). The retardation volumes 
vary surprisingly little for these adsorbents (less than 50%) and the 
relative order for the different saccharides is the same. Mono- and 
disaccharides are separated easily, and also di- and trisaccharides 
(raffinose). Otherwise the specificity is not so great as for other sub¬ 
stances, c. g., the aliphatic acids (sefe below). Thus it is not possible 
to separate sucrose and lactose, or glucose and fructose. Glucose and 
arabinose give a small but distinct separation. 
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It should be observed that the displacement effects referred to above 
also tend to merge the boundaries of two substances of nearly the same 
retardation volume into each other, so that the resulting diagram is 
not simply the superposition of the diagrams obtained for each com¬ 
ponent alone. This is in analogy to the simplest case of adsorption 
displacement, namely, when a substance displaces itself, which may 

I 

Fig, 8.—^Apparatus for 

adsorption analysis in or¬ 

ganic solvents 

Equilibrium concentration in per cent 

Fig. 9.—Adsorption isotherms for glucose 

and lactose obtained by equilibrium measure¬ 

ments (O S) and calculated from the ob¬ 

served retardation volumes (X +). Lower 

curve—glucose; upper curve—lactose. 

be said to be the reason for the deviation of the adsorption isotherm 
from a straight line (supposing the adsorption affinity to be constant). 
Thus, in one experiment, a 1% solution of glucose gave a retardation 
distance of 20 mm.; in 2% solution, 14 mm. A 1% solution of galac¬ 
tose gave 19 mm., but a mixture of 1% glucose and 1% galactose gave 
only one boundary at 14 mm. instead of two boundaries at 20 and 19 
mm., respectively. Evidently the glucose and galactose molecules 
are so similar in their adsorption behavior that they may substitute 
for each other in the isotherm. Such effects do not seem to depend 
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upon a similarity in adsorption isotherms solely; much smaller dis¬ 
placement effects are observed in mixtures of chemically dissimilar 
substances of nearly the same adsorption, e. g., in mixtures of saccha¬ 
rides with amino acids. It is reasonable to assume that the active sur¬ 
face of the adsorbent con¬ 
tains affinity patterns of 
a large number of types 
and that displacement ef¬ 
fects occur most markedly 
when there is a competi¬ 
tion for similar patterns, 
as must be the case in 
mixtures of substances of 
similar constitution. One 
may perhaps even use the 
adsorption analysis in the 
manner described for de¬ 
tecting similarities in con¬ 
stitution, since the effects 
like those just described 
for the glucose-galactose 
mixture are very marked 
and easy to observe. 

A number of organic acids and their mixtures have been investi¬ 
gated. Some of the results are given in Table II below. A number of 
mixtures were also tried, e. g., acetic and succinic acids, which gave a 
nice separation. The higher fatty acids were investigated in various 
organic solvents with the metal and glass apparatus (Figs. 7 and 8). 
The differences were most marked in ether solutions; non-polar sol¬ 
vents like hexane give good adsorption but poor differentiation (Claes- 
son, to be published). 

Table II 

Specific Retardation Volumes in Cc. per Gram of Carbo Active for Acids 

IN 0.5% Aqueous Solutions 

Fig. 10.—Specific retardation volumes for 

glucose (lower curve) and lactose (upper 

curve) alone (G) and mixed (X). 

Acetic acid. 5.5 

Propionic acid. 7.6 

Butyric acid.11.0 

Succinic acid.13.0 

Tartaric acid (rac.).11.4 

Tartaric acid (meso). 7.0 
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It is interesting that mesotartaric acid and the racemic form show 
a difference in retardation volume sufficient to make a separation 
possible (Fig. 11). This is in agreement with adsorption data in the 
literature (see, for example, Ref, 6). It should therefore be expected 
that some difference might be observed in the adsorption of salts of 
optically active acids with alkaloids, but this has not yet been tried. 

In adsorption analysis of electrolytes the dissociation may influence 
the result. The salts of organic acids are adsorbed much less than the 
acids themselves; sodium acetate, for example, does not give any ap- 

Fig. 11.—Adsorption analysis of a mixture of 

0.5% rac. tartaric acid -f- 0.5% mesotartaric acid 

-f- 0.08 iV sulfuric acid (left to right). 

preciable retardation volume. Therefore the experiments on acids 
were mostly made in 0.05-0.1 N sulfuric acid medium, in which the 
dissociation is negligible. The sulfuric acid itself is not markedly ad¬ 
sorbed. In a mixture of sodium chloride and acetic acid some sodium 
acetate goes with the salt boundary and a weak hydrochloric acid 
boundary may be discovered, as hydrochloric acid shows a small but 
measurable adsorption. 

The results on amino acids and peptides are summarized in 
Table III and in Fig. 12, The pH dependence of the retarda¬ 
tion volume for leucine is shown in Table IV. 

It is known from earlier work of Abderhalden and Fodor (1) and 
of Warburg and Negelein (4, 16) that many amino acids are markedly 
adsorbed by charcoal. The latter authors found that the carbon may 
catalyze the oxidation of amino acids. In order to avoid difficulties 
of this kind a trace of hydrocyanic acid was added to all solutions 
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investigated in the present work, and only air-free water was used as 
a solvent. As the retardation volume is strongly dependent upon con¬ 
centration all experiments were made with 0.5% solutions, unless 
otherwise stated. The amino acids and peptides were preparations 

Table III 

Specific Retardation Volumes in Cc. per Gram of Adsorbent for 0.5% 

Solutions of Various Amino Acids and Peptides 

Substance 'Medium Adsorbent Sp. retard, vol. 

Glycine 0.1 MNaCl Carbo Active 0 
Alanine “ “ a ti 0.3 
Valine it ii 3.2 
Leucine it it 7.7 
Iso-leucine a M 9.2 
Proline 2.5 
Oxy-proline (< 1 i 1.9 
Asparagine O.OSiWNajSO, n tt 2.0 
Betaine-H Cl i( a 

2.3 
Phenylalanine 0.1 A/NaCl 62.5 
Tryptophane “ “ 76.5 
Hippuric acid (0.29%) 0.1 MNa2S04 122 
Histidine-HCl 0.1 AT NaCl ! “ “ 15.1 
Aspartic acid (satd. soln.) Glycine buff. />H 2 9(> 4 4 4 4 1 3.6 
Glutaniic acid “ “ “ “ 5.5 
Glycyl-glycine 0 1 MNaCl 3.5 
Leucyl-glycine . 18.2 

Leucyl-glycyl-glycine .< .. 
29.8 

Ornithine Glycine buff. pYi 9.92 Eponit 3n 2 7 

Lysine 4. 4. 9.7 

Histidine 4. .4 4. .4 44 <4 15.4 

Arginine “ 
44 .4 23.6 

Table IV 

Specific Retardation Volumes in Cc. per Gram of Adsorbent for 0.5% 

Leucine Solutions at Different />H’s. Adsorbent: Eponit 3n 

Medium /)H of soln. Sp. retard, vol. 

0.2iVH2SO4 1.08 7.9 

0.1 iV glycine + d -1 -IV H2SO4 2.18 11.2 

M/40 Na2HP04 + M/4Q NaH2P04 6.87 12.5 

M/40 Na2HP04 + 0.01 JV NaOH 11.0 12.2 

0.2 iVNaOH 13.2 7.2 
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from Fraenkel and Landau and from Kahlbaum, the adsorbent was 
Carbo Active Kahlbaum, except for the experiments at alkaline and 
acid reactions, in which some material was dissolved from this ad¬ 
sorbent. Therefore a steam-activated carbon (Eponit 3n, Lurgi 
Gesellschaft, Frankfurt a. M.) was used in these cases. Of the other 
adsorbents tried Frankonit showed marked effects with the basic 
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Fig. 12.—Retardation volumes for amino acids 

and peptides. 

amino acids, but did not give as sharp boundaries as were obtained 
with charcoal. 

Obviously the amino acids show great individual variation in their 
adsorption properties, which indicates that the adsorption analysis 
may be a valuable tool for their differentiation. The carbon chain 
length has a decisive influence and a difference of only one CH2 

group is sufficient to cause a marked difference in retardation volume 
(see leucine, valine, and lysine, ornithine, and aspartic acid, glu- 
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tamic acid). The appreciable difference between leucine and iso-leu¬ 
cine should also be noted. The aromatic and heterocyclic groups 
cause very large adsorption, in accordance with general experience 
(see phenylalanine and tryptophane. Tyrosine could not be investi¬ 
gated at neutral reaction on account of its insolubility). The mono- 
amino-dicarboxylic acids and the di-amino-mono-carboxylic acids 
were investigated in buffer solutions in the neighborhood of their 
respective isoelectric points, as their retardation volumes show 
strong dependence upon /?H, whereas the neutral amino acids could 
be studied in simple salt media (NaCI, Na2S04), the influence in 
this case being marked only at extreme acidity or alkalinity (see 

Fig. 13.—Gradient-curve diagram for a mixture of 0.6% 

leucine, 0.5% valine and 0.5% alanine (arranged in this 
order from left to right). 

Table IV). This is in agreement with the well-known fact that the 
latter show a much more flat dissociation residue curve (Michaelis, 3) 
than the former. 

Only the following dipeptides have so far been investigated: 
glycyl-glycine, leucyl-glycine and leucyl-glycyl-glycine. They gave 
excellent diagrams and seem to fit well into the general scheme (Fig. 
12). Of all the amino acids investigated only glycine showed no 
measurable adsorption, in agreement with earlier findings (1). Gly¬ 
cine buffers could therefore be used with advantage in those experi¬ 
ments in which a definition of was required. (Acetate and citrate 
buffers are not so suitable since the corresponding acids are markedly 
adsorbed.) The ethyl ester of glycine, however, gave a marked effect 
(not shown in the figure; specific retardation volume in 0.5% solu-- 
tion on Carbo Active: 5.1 cc.). 
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In Fig. 13 a gradient diagram for a mixture of 0.5% leucine, 0.5% 
valine and 0.5% alanine is shown. These amino 
acids, belong to a group in which separation by 
ordinary methods is rather troublesome. The 
adsorption method easily gives a distinct sepa¬ 
ration. Integration of the diagram gives the 
following concentrations: leucine 0.45%, valine 
0.59%, alanine 0.48%. The high value for 
valine indicates that displacement effects play 
a role at this concentration and an experiment 
was tried using only 0.25% concentrations with 
the following result: leucine 0.24.%, valine 
0.26%, alanine 0.25%. In these experiments as 
well as with mixtures of saccharides or acids it 
was found that low concentrations of the more 
strongly adsorbed component were difficult to 
detect in the presence of high concentrations of 
components of low adsorption, the boundaries 
of the former usually becoming rather diffuse. 
This is also probably a consequence of the dis¬ 
placement effect. On the other hand, a small 
amount of a poorly adsorbed substance is easily 
discovered, even in the presence of a very large 
excess of a more strongly adsorbed component. 

Only a few orientation experiments have 
been made with proteins. Surprisingly, the 
retardation volumes for egg albumin and casein 
on charcoal are small (smaller than that for 
leucine); probably the molecules are too large 
to enter into the finest pores of the adsorbent. 
Frankonit and floridin seem to be more suitable 
adsorbents in this case, but so far it has not been 
decided to what an extent real equilibrium is at¬ 
tained. 

The investigation of digests obtained with 
proteolytic enzymes has only just begun. Fig¬ 
ure 14 shows a diagram obtained after digest¬ 
ing a 5% casein solution with trypsin for 80 

hours at 37^^. A number of partially separated peaks may be observed, 
cxjrresponding to a very complicated mixture. 
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It is a definite drawback of the method outlined here that the “de¬ 
velopment’' as used in ordinary chromatographic analysis cannot be 
applied. A layer of lower density would follow each band in the 
column and would give rise to convection currents in the observation 
tube. Attempts are now being made to work out an arrangement 
which is independent of the density differences according to the 
general principle mentioned in the introduction to this paper. If 
sensitive enough such an arrangement would also make possible 
the study of more dilute solutions. A microconductivity cell con¬ 
nected to the outlet of the filter provides the simplest arrangement 
of this type, and has been found to work satisfactorily with mixtures 
of acids {e, g., acetic acid and succinic acid), but it has, of course, a 
rather limited field of application. A micro-interferoffietric arrange¬ 
ment for the same purpose is now being constructed. 

Thus our experiments have not yet led us to a procedure which is 
sufficiently free from complications to be capable of general applica¬ 
tion. On the other hand, it was thought that the results obtained so 
far might be of some interest as a demonstration that adsorption 
analysis methods may become of great importance in many fields in 
which they have hardly yet come into use. This is particularly true 
for protein degradation products with molecular sizes between those 
of native proteins and amino acids. 

The work described here has been supported by a grant from the 
Swedish National Tuberculosis Association. 
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!• Introduction: Detergency a Complex of Many Diverse Factors* 

Detergency is a broad term, covering many factors, some of which 
may be trivial while others are most intriguing and of the greatest 

• An important symposium on Wetting and Detergency was held in London in 

1937. American publisher: Chemical Publishing Co., New York, N. Y* 
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scientific interest. The American Society for Testing Materials 
defines a detergent as “any material which cleans.^ Thus water, 
through solvent and especially mechiahicai action, is an important 

detergent. 
However, it is much more interesting to turn to little known but 

important factors. For example, many surfaces, such as glass or 
cellulose, are not wetted by water or aqueous solutions unless they 
are suitably charged. Thus, if the surface is made isoelectric by 
previous treatment with a very dilute solution of a polyvalent cation, 
water will simply roll off. A dilute solution of a cation-active agent, 
for this reason, does not wet glass, whereas lower concentrations and 
higher concentrations do so readily. Thus one of the first functions 
of a detergent or textile assistant or wetting-out agent is suitably 
to charge the surface. Non-aqueous detergents will be only briefly 
referred to in this review, but here we are confronted with such 
facts as that metals are preferentially wet by non-polar compounds, 
which agrees with studies of adhesive action. 

It appears then that for most purposes there must be some affinity^ 
between the surface to be cleaned and the detergent used, in addition 
of course to some interaction between detergent and soil. The main 
inquiry here is as to the nature of this interaction. 

We may leave to treatises on erosion such prominent factors in 
detergency as mechanical dislodgment, frictional carrying away by 
moving liquid, chemical attack and direct solution. This still leaves 
us with at least four important factors in detergent action, each of 
which calls for scientific recognition and much further study. 

IL Early Studies of the Theory of Detergents * 

Earlier theoretical writers gave their attention almost exclusively 
to ordinary soaps. The only alternatives at that time were the 
Turkey red oils and the saponins, whereas now we have thousands 
of synthetic and other substances, ranging from laboratory curiosities, 
such as nonyl glucoside, through the innumerable patented products 
to the physiologically vital substances, such as bile salts and blood 
proteins. 
' ChevreuI (10), Berzelius (8), Persoz (69), von Bussy (89), Waren- 
Delarue (93), Knapp (34), Stiepel (82) and Moride (67) empha¬ 
sized the emulsifying powers of soap solutions and of soap foam 

♦ See Rderence 43. 
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toward fats and fatty materials. The capacity of soap solutions to 
wet oily matter was also emphasized, while the unknown amount 
of hydrolysis alkali was credited with powers of saponification, 
x/Hirsch (28), in 1898, showed experimentally that fatty oils were 
not more readily emulsified than were various other organic liquids, 
and he demonstrated also that the large amoimt of oil emulsified was 
quite out of proportion to the small amount of soap present. This 
showed that the effects produced were ascribable to the soap itself 
and not to any alkali present. 
.^y Donnan (13) in 1899 showed experimentally that emulsification 
and lowering of surface tension went hand in hand in the case of 
solutions of different soaps. However, Plateau (72) had pointed 
out that, in general, formation of solid surface films might be quite 
as effective as low surface tension in emulsification. 
^/Hillyer (27) in 1903 showed experimentally that the emulsifying 
properties of soap could not be attributed to hydroxyl ions from 
hydrolysis alkali, nor did alkali possess the power of wetting oily 
matter that soap did. Hence both these factors in detergent action 
must be due to the soap itself. Of course, as Donnan had pointed 
out, the free fatty acid contained in all natural fats and fatty oils 
could be neutralized with formation of soap. This would be quite 
different from saponification of glycerides, which is an extremely slow 
reaction. Hillyer demonstrated again the parallelism of low sur¬ 
face tension and emulsification in the case of soaps, and incidentally 
showed that saponin emulsified through formation of solid surface 
film instead of through low surface tension. Hillyer also demon¬ 
strated the power of penetration into capillary interstices which is 
supposedly conferred upon soap solutions by their very low surface 
tension. 

There was then eJ5»erimental proof of the operation of two factors 
of (fetergent actiot^Wmulsification (parallel to low surface tension) 
aiictwetting power, both ascribable to the undecomposed soap itself. 
A third suggested factor,J"^e action of soap in making tisstrer'and 
impurities less adhesive to one another, was also put forward again 
by Hillyer, but the experimental evidence was entirely due to Spring 
(k)) in 1909. Goldschmidt (21) had already postulated a pro¬ 
tective action of the colloidal soap upon dirt particles, since Zsig¬ 
mondy (98) had shown that the gold number of sodium stearate (the 
minimum quantity to protect 10 cc. of red gold sol from color change 
upon addition of 1 cc. of 10% sodium chloride solution) was 10 mg. 
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at 60° and 0.01 mg. at 100°. The value for sodium oleate was 0.6 
to 1 mg. 

Spring pointed out that all previous workers had been imbued 
with the conception of dirt as being of a fatty or oily nature, or covered 
with a coating of such nature. In his experiments, therefore, he 
carefully eliminated all fatty matter, which leaves the detergent 
action of soap quite unimpaired. His striking and original experi¬ 
ments dealt with purified lampblack, silica, alumina and iron oxide, 

y Spring’s conception was that carbon promotes the hydrolysis of a 
JSoap solution and forms a stably non-adhesive sorption compound 
with the acid soap produced. Dirt upon a fabric he.,4n^garded as 
being combined with the fabric in an analogous wayr| Cleansing by 
soap is simply the formation of a sorption compound of dirt and soap 
in place of the sorption compound of dirt and fabric by direct sub¬ 
stitution. A more logical alternative proposed by the present writer 
was that of double decomposition in which two sorption compounds 
are formed, fabric.soap and dirt.soap: / 

J 
fabric. dirt + soap = fabric. soap + dirt. soap 

As a matter of fact it is often extremely difficult to remove soap from 
a fabric after the operation of washing. Spring pointed out that 
alcoholic solutions possess poor detergent power because hydrolysis 
is not so great; this is not true if the alcoholic soap is used in water. 
However, he found that while lampblack took up acid soap, ferric 
oxide, silicic acid and cellulose take up soap containing an excess of 
alkali, so that his results in some cases might be more logically at¬ 
tributed to soap itself. The basic soaps of which he spoke do not 
in fact exist. The poor detergent action of alcoholic soaps on this 
view would simply be ascribable to the fact that in alcohol the soap 
contains only traces of colloid. 
y Jackson (31) in 1908 called attention to the influence which soap 
exerts upon the state of subdivision of the dirt, and he observed under 
the microscope dirt particles and fibers of linen being brought first 
into oscillation and then completely loosened by a soap. This spon¬ 
taneous action was best exhibited by an alkaline oleate. He also 
pointed out that the presence of glycerine in soaps had only an un¬ 
important influence upon their detergent action. 

y Krafft (36) insisted that the soaps must be in solution to exhibit 
appreciable detergent action. Thus in cold water sodium palmitate 
and stearate are insoluble, while the soluble ole^e is an ideal deter- 
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gent, and even the only moderately soluble laurate and rosinate 
wash fairly well. The potassium soaps are distinctly more soluble. 
This necessity that the detergent itself be soluble is frequently over¬ 
looked. It is worth while emphasizing that it should always be held 
in mind in selecting detergents either for aqueous or non-aqueous 
applications. The colloidal nature of the lower soaps does not per¬ 
sist into very dilute solutions and is even less kt high temperatures, 
which explains why stearate soaps are the best at the boiling point. 
.,/Moride (67) in 1909 emphasized the importance of wetting 
power. In particular he emphasized that soap solutions penetrate 
between the surface of the material to be cleansed and the layer of 
dirt or grease thereon. This conception was again emphasized by 
N. K. Adam (1) in 1937. Next to mechanical scraping, this wetting 
action may be the most important factor of detergency in removing 
thick layers of grease, as in washing dishes. 

!"!r./This earlier discussion may be summed up as a conclusion that 
detergent action of soap involved at least five factors: first, the 
necessity of having the soap in solution; second, p>ower of emulsi¬ 
fication, which goes parallel with low surface tension and the forma¬ 
tion of surface films; third, wetting power whkh, like the last, is 
ascribable to the undecomposed soap itself and brings about pene¬ 
tration of the fabric and also detachment of grease therefrom; fourth, 
the formation ot non-adhesive colloidal sorption compounds with 
tissue and impurities due sometimes to acid soap, but more often to 
soap itself, and capable of remaining in stable suspension; and fifth, 

colloidal state of soap in solution. 

III. Three Classes of Detergents 

The three main classes of detergents are anion active, cation active 
and non-electrolytic. 

/Soaps are the best known examples of anion active detergents. 
Here the negative radical is responsible for the surface activity and 
for the colloidal behaviop. The sulfonated or sulfated soaps, or 
Turkey red oils, are similar and have been known and used for a 
century. A decade ago synthetic substitutes were introduced to 
avoid hydrolysis or formation of insoluble heavy metal soaps. Inci¬ 
dentally some of the latter effect is not due to great insolubility, but 
partly to the action of the detergents themselves upon such products 
of reaction with baird water, ^he best known naturally occurring 
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examples, other than soap, are the salts of the bile acidy^ such as 
sodium deoxycholate. .All of these are colloidal electrolytes, ^ 

originally defined by the writer from 1912 onward, ^£hie of the 
ions is simple, say, sodium ion, while the other is partly or largely;/ 
replaced by one or more kinds of colloidal particle or micelle by asso¬ 
ciation of ions or ion pairs. The equilibria between the various forms 
in solution depend upon concentration and temperature and size of 
radical. In extreme dilution at low temperature, or in less dilution 
at higher temperature, even the substances of highest molecular 
weight dissociate into simple ions, save for effects of hydrolysis as 
in ordinary soaps and some other detergents. 

iThe cationic analogs, such as cetyl ammonium chloride, were first 
studied by Krafft (36) in 1896 and later by Reychler (74) in 1913, 
who studied diethyl cetyl ammonium chloride and io^de, and now 
they may be typified by alkyl substituted pyridinium or ammonium 
chlorides, bromides or iodides., These again are colloidal electrolytes, 
but with the positive ion surface-active. 

y The non-electrolytic detergents are of the type of polyglycerol 
esters of fatty acids, or of condensation products of ethylene oxides 
with other substances. They therefore cannot be called colloidal 
electrolyte^ and indeed the constitution of their solutions in water 
and other solvents has scarcely begun to be investigated. The same 
comment applies to the study of the constitution of the colloidal 
electrolytes in non-ionizing and other non-aqueous solvents. This 
leaves a vast field open for investigation. The substances, such as 
triethyl cetyl ammonium cetyl sulfonate prepared by Reychler 
(74), which have both positive and negative radicals of high molec¬ 
ular weight, are as a rule insoluble in water, but they have not been 
investigated in non-aqueous solvents.^ 

Since the term “colloidal electrolytes^ does not include the third 
group, several other terms have been suggested, such as “paraffin 
chain salts*' or “amphipathic" substances (Hartley, 25), a sub-group of 
what have been commonly referred to as polar substances. ‘‘Nearly 
all organic ions are to some extent amphipathic, but no others in so 
high a degree as the paraffin chain ions*' (25). The term “paraffin 
chain salts" is no longer applicable to large categories of the newer i 
much more complicated detergents, or indeed to bile salts or proteins. 
Similarly, although the term “amphipathy" reminds us that these 
chemicals must serve two masters, or have affinity for both solvent 
and soil, it is not general enough to describe the numerous com- 
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plicated molecules with all sorts of groupings in various positions 
serving different purposes, some but little understood; while the 
term “polypathic’* would have an unfortunate connotation. “Polar,’* 
although inadequate, is probably still the best general term. Prob¬ 
ably there will be no satisfactory designation until we understand 
such facts as that in a five-ring system a very slight change in a few 
atomic groupings changes a colloidal electrol3rte such as sodium de- 
oxycholate from a typical solubilizing detergent to sodium dehydro- 
cholate which is not. 

To suggest the manifold variety of the many thousands of sub¬ 
stances to which we are referring, and their applications in industry, 
we may list some of the terms in common use; detergents, solubil¬ 
izers, aquasolufacients, additives, emulsifiers, protective colloids, 
textile assistants, scouring, dyeing or finishing agents, wetting or 
wetting-out or spreading agents, penetrants, soaps. The terms 
solutizer and hydrotropic substances refer to a different class of 
substances which must be added in larger amounts and change the 
nature of the solvent to be effective; whereas a typical detergent is 
fully operative at a concentration of only one- or two-tenths of one 
per cent. This will be discussed more fully in a later section. 

IV, Four Selected Factors in Detergent Action 

There appear to be four inherently different factors in detergent 
action, all of which may or may not be exhibited by a single soap or 
detergent. Even when they occur tog^er, it is important to dis¬ 
criminate between themr, ^hey areX^otective actio^ij^^iolubili- 
zatioi^^ase exchange and^spending action. Of these, protective 
action has been longest recognized; Engler and Dieckhoff (16) gave 
prima facie evidence of solubilization in 1892, although it was not 
proved until very recently; base exchange as a factor was discovered 
at Stanford University in 1940; and suspending action has only been 
discussed theoretically in a radio broadcast by the author (“Un¬ 
limited Horizons”) in 1941. All are related to sorption. 

OTotective action and suspending action both imply pre-existing 
particles or such particles or droplets as may be formed by me¬ 
chanical action. In protective action they are coated with a film 
supplied by the colloid. In suspending action no colloid need be 
present^the particle is chargetTknd its sedimentation under the 
influeii^ of gravity is^retarded by the free ions of opposite sign which 
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are held ih its neighborhood by electrostatic attraction. Protective 
action enables fine particles to go through a filter, whereas mere 
suspending action has no essent^ effect upon the dimensions or 
filterability of those particles. -Protective action may be brought 
about by non-electrolytes, but suspending action requires free iony 
/Base exchange and solubilization are far more drastic. They take 

away the dirt, ion by ion or molecule by molecule, instead of taking 
pre-existing particles or droplets. A glass surface that has been 
stained with a polar dye is rendered colorless by exchange with an 
appropriate ion of a colloidal electrolyte such as a soap or a saponin. 
However, it may equally well be removed by sodium chloride, where 
there is no colloid^ Solubilization can occur where there are no 
ions, i. e,, with a fion-electrolyte or in non-ionizing media. In solu¬ 
bilization, molecules or ions are attached to the colloidal particles of 
detergent or sometimes definitely incorporated within them. The 
solubilization or enhancement of solubility of a hydrocarbon under 
reduced pressure can by no stretch of terminology be called pepti¬ 
zation. 

V. Protective Action 

Spring’s (80) experiments^on protective action of soap make a good 
lecture demonstration, ^tampblack or iron oxide, even though very 
finely subdivided, is not carried through filter paper by water, whereas 
when soap is present the filtrate is deeply colored. . Alford (17) has 
emphasized the importance of such protective action, even in ultra- 
filtration, in coating not only particles or large molecules so as to 
render them independent of each other (peptization), but in similarly 
coating the pores of the ultrafilter to make them also indifferent. 
Again we are reminded of the equation 

fabric, dirt + soap = fabric, soap + dirt, soap 

However, Spring showed that it is not always quite so simple, 
since some materials take up an excess of acids and some others an 
excess of base, while still other detergents may be taken up un-> 
changed. The equation is correct only if we remember that the word 
soap on the right-hand side often refers largely to the surface-active 
portion or derivatives thereof, formed by hydrolysis or base exchange. 

Innumerable examples of protective action are to be found in the 
literature bn emulsions and protected colloids, although in the greater 
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number of cases this factor has not been isolated from the others 
mentioned. 

VI, Suspending Action 

:A11 suspensions and all emulsions should sediment under the in¬ 
fluence of gravity. If they are lighter than the liquid system, they ‘ 
should cream, if heavier they should go to the bottonL"' If they can 
coalesce or stick to the bottom, the system should be progressively 
impoverished. If they cannot, the system should exhibit a logarith¬ 
mic gradient of concentration upwards or downwards. All this is 
in accord with the well-known principles and equations worked out 
for the gravitational field by Mason and Weaver (66) and by many 
writers for the ultracentrifuge. 

However, this is not commonly observed. Unless the particles 
are very coarse and heavy or the droplets large and light, the system ^ 
may appear sensibly homogeneous for long periods. This, as has 
been shown, for example, by McDowell and Usher and by Johnston 
and Howell (65), is due to convection and stirring caused by vibration 
and especially by even minute irregularities of temperature. Thus 

^Aht finer particles are kept mixed in spite of the forces that are con¬ 
tinually tending to sediment them. For example, even for the heavy 
particles in a gold sol free of vibration, stirring is effective whenever 
thejpe is a temperature change of more than 0.001 ® per hou/ (65). 

iNow we approach the problem as to how coarse heavy particles 
may be miade to behave like fine particles without changing their 
actual size. The answer is simple. It depends merely upon im¬ 
parting a charge to the particle so that charges of opposite sign to 
those on the particle must remain in the vicinity through electrostatic 
attraction, ' It is not even necessary that all the charges on the par¬ 
ticle have the same sign. Then when the particle tries to settle, it 
must carry along with it all its atmosphere of free ions. Then the 
effective weight of each discrete unit in the system, that is, particle 
plus each ion, is the average of all. For example, if there are n 
charges on k particle, say 100, and n corresponding free ions, the 
average weight would be approximately l/(n -f- 1) or Vioi of that 
of the original uncharged particle, since the ions are so small in com¬ 
parison^ with the particle that their individual weights can be neg- 
lecte^f The effect is similar to a stone falling in water, but attached 
to a large number of small floats not sufiicient actually to buoy it 
up, but enough to keep it held up in eddy currents. 
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We have to turn to some such explanation of suspending action in 
the numerous cases where such suspension is observed in the absence 
of colloids, as, for example, with various powders in sodium hydroxide 
or other ordinary electrolytes. Naturally soap can combine protec¬ 
tive action vrith this suspending action and therefore be much more ^ 
effective. This hypothesis, while apparently inevitable, needs 
quantitative investigation, for it is of the greatest importance in all 
suspensions, emulsions and lyophobic colloids. 

Concentration of Na laurate in water 
phase, mols/liter 

Fig. 1.—Emulsificatiou of a hydrocar¬ 

bon oil in water. 

Per cent excess KOH, relative to soap con¬ 
centration 

Fig. 2.—Influence of added alkali upon 

the suspending power of 0.0125 Nw (or 

3.22 per cent) solutions of potassium 

myristate at 16® C. 

Suspending action is not perfectly simple, for it is influenced by 
any change affecting the charge or charges, such as change in ionic 
concentrations, which may also drive back the dissociation of surface 
molecules or sessile ion pairs, and it is always steadily lessened by 
presence of increasing amounts of other indifferent ions. 

Thus it is not surprising that Spring found the rate of sedimenta¬ 
tion to be a function of the concentration of soap, or indeed of alkali, 
present. Lampblack sedimented as fast in 2% soap solution as in 
water; whereas in 1% solution it remained suspended for months, 
and in V2% solution for days. For ferric oxide the optimum con¬ 
centration was Vs% soap, and for potter’s clay Vi4% soap. Alumina 
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showed remarkable periodic optima in Vs and Vi«% soap, with 
a similar numerical periodicity of coagulation. Such phenomena 
have not been adequately studied or explained. 

Donnan and Potts (14) found a similar optimum concentration in 
the emulsification of paraffin oil by soap solutions of N/dOO, In 
laundry practice optimum results are often obtained with 0.1 to 
0.2% soap, although this has sometimes been found as high as 0,2 
to 0.4%. 

It is worth presenting diagrams showing, respectively, a maximum 
emulsifying power for oil in 0.9% sodium laurate (14), an extremely 
sharp optimum concentration of added alkali in the carbon number 
of 3.22% potassium myristate 
(49); and the broad optimum at 
0.4% sodium oleate for the sus¬ 
pension of manganese dioxide 
(16) (Figs. 1, 2 and 3). 

VII. Some Properties That 
Have Been Taken as In¬ 

direct Measurements 
of Detergent 

Power 

Frothing (both as regards 
amount and stability of foam) 
lowering of surface tension, gold 
number, carbon number, dye 
number, Congo rubin number, 
etc., and similar properties 
have been put forward as in¬ 
dexes of detergent power. However, the foregoing discussion makes 
it obvious that no one property is likely to reflect all the compli¬ 
cated factors of detergency. 

Gold number, for example, is a single number for a single soap. 
It is the number of milligrams added to ten cubic centimeters of 
standard red gold sol which just fails to prevent change to blue on 
the addition of one cubic centimeter of 10% sodium chloride solution. 
This one number omits all reference to effects of concentration, of 
the value of the detergent without salt or in other solutions, and all 
other factors. 

Soap and beer are popularly appraised by the amount and stability 
of the foam they produce.» However, some good detergents do not 

Concentration of Na oleate, per cent 

Fig. 3.—Suspension of manganese di¬ 

oxide particles by aqueous sodium oleate 
solutions. 
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foam. Other detergents may be excellent foamers, but exhibit no 
washing power under laundry conditions, because of cation-active 
effects. •Foam may be of mechanical importance in C3arr3ing off 
loosened dirt. There are, of course, definite relations between foam 
and some other properties of detergents, and Dr. R. D. Void has 
pointed out relations to unsaturation and chain length of ordinary 
soaps. 

In this connection attention may be called to the remarkable paral¬ 
lelism which the writer has noted between the reagents used in tan¬ 
ning, and in the treatment of drilling muds, and in the control of 
foam. 

The carbon number has been extensively investigated by the writer 
and his collaborators (49), using refinements of Spring's technique, 
although the work of Maggs is still unpublished. It is only necessary 
to call attention to the complexities of the factors in carbon number— 
the effects of suspended carbon, of the excess of carbon, and of the 
filter paper upon the soap solution, as well as the interplay of pro¬ 
tective and suspending actions. The optimum carbon number is 
observed at a much higher concentration of soap than that for laundry 
practice and still higher concentrations often show recurring op¬ 
tima. 

The extensive measurements of dye numbers by McBain and Woo 
(61) are of great interest in themselves, but they used such finely 
divided dye that suspending action, protective action and solubiliza¬ 
tion are superimposed in the same numbers. In some cases this may 
be of more direct importance than a separate evaluation of each of the 
factors. Naturally they refer strictly to this one specific soil only. 

The “launderometer” is a method of obtaining definite numerical 
values for detergent solutions with all their factors together, includit 
mechanical effects, but only at 60° C. with one particular fabric a: 
one standardized soil. If any one of these factors is varied, ar 
practical applications, the results can be very different. The effect 
of choice of fabric is illustrated by certain detergents which are re¬ 
markably efficient for wool but are of little value for cotton. Such 
specific effects still go unexplained. For their examination a break¬ 
down of the detergent action into its separate factors will be 
requisite. 

The surface tension relations of detergents open up whole fields of 
investigation, as yet very incompletely explored. Nearly everything 
here still remains to be done. 
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Careful measurements of surface tension of many alkyl sulfates 
have been made by Lottermoser and collaborators (42), a few with 

intriguing multiple maxima and minima for different concentrations 
of the same detergent, but sometimes with only one or none (E. K, 
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Washburn and collaborators (95) report similar effects). References 
to a hundred such cases are given by McBain and Mills (56). Other 

typical data are given by Powney and Addison (73), Wark (94), Cup- 
pies (12) and in International Critical Tables. Establishment of the 
surface tension is often practically instantaneous, but, also, often ex- 
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ceedingly slow. Sometimes for one range of concentrations it is in¬ 
stantaneous, but in another, for the same substance, requires very 
long periods. (For a recent paper on the still unexplained phe¬ 
nomena, see Alexander (3) or McBain and Sharp (59).) 

Interfacial tensions against such a hydrocarbon oil as kerosene have 
been found, in unpublished work by Ts-Ming Woo at Stanford, 
usually to parallel the surface tension against air, with, of course, 
lower values. However, for ordinary soaps the curves differ greatly 
since the interfacial tension gradually sinks toward zero. We here 
reproduce some typical otherwise unpublished surface tension meas¬ 
urements made by Woo and H. D. Bruce with the du Nouy tensi¬ 
ometer at approximately 25^, mostly at an age of five minutes (Figs. 4 
and 5). 

Triethanolamine is not a detergent and has a Type I curve, in 
which the surface tension is steadily lowered with increase in concen¬ 
tration. Diethylene glycol is not a detergent and has a Type II 
curve, in which the surface tension of water is raised; so has mono¬ 
ammonium phosphate. The non-electrolytic detergents are nonyl 
glucoside, methyl cellulose, polyglycerol ester, “X,'' Product P and 
diglycol laurate. Aquasol AR, Monosulph and Morpel oil are Turkey 
red oils. The per cent refers to grams of the material as received in 
100 cc. of water. Some of the substances were pure; some of the 
commercial materials contain a large proportion of diluents, such as 
water and salt. 

All the t3pical detergents have Type III curves; that is, in very 
dilute solutions the surface tension of water is drastically reduced, 
sometimes to a third of its value, sometimes passing through a mini¬ 
mum and then remaining roughly constant with further concentra¬ 
tion. For many applications this is most valuable. The non-electro- 
lytic detergents lower the surface tension similarly but without the 
minimum, most of the curve, like those for Lottermoser's saponin, 
gelatine or gums, running appreciably horizontal. It is now notorious 
that the adsorption in the surface may in some concentrations differ 
from that calculated from the Gibbs equation as usually applied, 
sometimes even in sign (20, 62). According to that theorem, when 
the surface tension concentration ciu^e is horizontal and therefore 
has no slope, the substance that is lowering the surface tension to a 
fraction of the value for the solvent (or for the well-mixed or dynamic 
surface tension) is not even adsorbed in the surface. The mystery is 
not lessened if one assumes adsorption upon the surface, because 
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then the theorem demands that for some unknown reason a very deep 
layer of solution below it is correspondingly impoverished as com¬ 
pared with the main bulk of the liquid below that. 

VIIL The Perfect Triangle in Detergency 

It takes three materials to make a complete example of detergency: 
namely, soap solution, dirt and fabric. Each then can react with, and 
compete for, the others and their products. Likewise, it is then easy 
to add the mechanical effects, thus to evaluate these as well. It can 
be demonstrated that an equilibrium, either static or dynamic, can be 
attained. For example, excess dirt could be extracted or deposited 
from the soap solution by fresh fabric; similarly, more deeply soiled 
fabric will give up some dirt to the soap-dirt solution. The effects of 
concentrations, temperature, added substances, so-called builders 
(such as silicates or phosphates) can be systematically studied, and if 
the experiment is properly carried out, the result is a complete em¬ 
pirical answer corresponding to the conditions chosen. Both time 
effects and equilibria need study. However, to establish a theory, 
the factors must be separately isolated. For scientific elucidation 
each side of the triangle must be separately studied, the solvent being 
taken for granted. Moreover, a complete scientific grasp of the field 
can hardly be obtained without appropriate variation of the solvent. 

The fundamental approach must be applied in turn to each of the 
separate factors in detergency and to the influence of typical added 
substances on each. It appears self-evident that in this way each 
and every factor may not only be discovered and recognized but 
quantitatively characterized and formulated. 

This systematic investigation is necessary because the theory is so 
incomplete and some of that which is universally taught has been 
demonstrated to be erroneous. We have already mentioned the con¬ 
flict between the formulation of the Gibbs theorem and some care¬ 
fully established facts. Again, under the influence of Langmuir's 
classical studies of insoluble films and of his simplified interpretation 
in terms solely of short range, unrelayed forces, it has been commonly 
considered impossible to lower the surface tension of paraffins and 
similar derivatives because their exterior already consisted of in¬ 
different methyl groups. However, surface tensions of paraffins 
actually do differ greatly from each other; and M. E. L. McBain and 
Perry (64) showed that the surface tensions can be considerably re¬ 
duced, even below that of any insoluble film on water. Likewise, we 
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have barely alluded to the many anomalies in surface behavior found 
in the writer's laboratory (48), often much delayed in publication, and 
now confirmed in many other places, especially in England, none of 
which fit into accepted theory or have received adequate explanation. 

IX. Ion Exchange 

In attempting to set up this detergent triangle for soap, dye and 
glass or cotton, confining it to the factor of solubilization alone by 
using a soluble dye, we (51) immediately discovered that ion exchange 
is a factor in detergency. When a large glass flask is wetted with a 
solution of methylene blue or crystal violet and then rinsed out with 
water until the washings are colorless, a bright blue solution is ob¬ 
tained with one further rinsing of soap solution or of sodium chloride 
or other ordinary electrolyte. Thus ion exchange is a real factor in 
removing soil that is in itself electrolytic or is derived from ionizable 
material. Cation-active and anion-active substances both are ca¬ 
pable of ion exchange. Commercial detergents that are non-electro¬ 
lytes may produce ion exchange by virtue of their contamination or 
dilution with electrolytes. 
/ton exchange is not a cleansing in the sense of absolute removal of 

all material from the surface, but is merely a process of substitution. 
This again gives still further content to the diagrammatic equation 

fabric.dirt -f- soap = fabric.soap + dirt.soap 

We have found that salts most commonly used as soap builders, 
although themselves devoid of solubilizing power, are among the most 
effective in ion exchange. 

In one per cent solution, sodium oleate, lauryl pyridinium iodide or 
synthetic detergent sulfates extract more dye than these salts, because 
the detergents havf the additional advantage of solubilization as well 
as ion exchange. Basic dye^ are more affected by anion-active de¬ 
tergents than are acid dyes/ 

After soaps and other synthetic detergents, the best salts for re¬ 
moving dyes from cotton or glass are aluminum chloride or hydro¬ 
chloride, followed by barium chloride, several sodium silicates and 
hexametaphosphate (Calgon), then sodium sulfate or potassium 
hydroxide and trisodium phosphate, borax, hypo, potassium bromide, 
sodium chloride and potassium chloride. This shows the usual 
effects of valency and of preferential sorptibn of and OH~. Of 
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course, such solutions as sucrose and methyl cellulose are completely 
non-effective unless a salt is added. 

Dyes which are sodium salts, such as Congo Red, Calcomine Orange 
2R, Calcomine 5RS and Pontamine Sky Blue 6BX, are very weakly 
sorbed by ordinary glass, or, if so, are almost completely removed by 
rinsing with distilled water. 

However, all these acid dyes are sorbed if the glass is first exposed 
to aluminum ions. As long as there is any aluminum chloride in 
solution no basic dye is sorbed. Even after several rinsings the glass 
sorbs very little of the basic dyes. The aluminum ions are very 
slowly removed by rinsing, but the glass is readily changed back to 
normal by washing with sodium oleate or with sodium carbonate 
followed by oleate. 

This process of ion exchange is rendered much more important by 
^^the recent findings of Harris, Steinhardt, Sookne and others (79, 81), 

who showed that the acid and base binding capacities of cotton and 
wool are determined by their content of electrolytic ash. 

Consideration of the factors here discussed should lead to an expla¬ 
nation of the difference in detergents toward cotton and wool, respec¬ 
tively. Some suggested cases of ion exchange may finally be inter¬ 
preted as instances of coacervation dispersed by salts. 

Finally, it may be pointed out that an important application of a 
detergent, especially a cation-active one, is the opposite of that here 
discussed. It consists of the fixation of the opposite ion of soluble 
dyes by forming insoluble salts on the fabric. Similarly, instead of a 
detergent ion replacing charged particles in the delustering of rayon, 
it is used to attach such particles. 

/ X. Solubilization 

^/i)efinition.—Solubilization consists in the spontaneous passage 
of molecules of a substance insoluble in water into a dilute aqueous 
solution of a detergent, to form a thermodynamically stable solution. 
The thermodynamic stability is attested by the fact that the same 
equilibrium is attained from the side of undersaturation and of super¬ 
saturation; that is, a stable reversible equilibrium is attainable. 
Furthermore, the thermod3mamic stability of such a system is proved 
by its being formed from the components with a decrease of free 
energy. 

McBain and O’Connor (57) showed that when a volatile, insoluMe 
hydrocarbon is solubilized or dissolved in an excess of aqueous de- 
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tergent, the vapor pressure is far less than that of the volatile liquid 
alone. It is clear th^t under these conditions there can be no droplets 
of emulsion present The partial pressure of the hydrocarbon rises to 
approximately that of the volatile liquid only at saturation, and 
above this, emulsion may appear, if excess of hydrocarbon is mechani¬ 
cally dispersed in the saturated solution. Clearly, then, there is a 
sharp distinction between solubilization and mere stabilization of 
droplets as emulsion. Both processes, of course, can occur simul-1 
taneously. 

Incidentally, it may be mentioned here that emulsification can be 
spontaneous without external mechanical agitation or work. McBain 
and Woo (60) provided a number of new demonstrations of this 
little-known phenomenon, which was discovered in 1878 by Gad (19). 
It occurs when diffusion across an interface drives solvent with it, or 
when a detergent is being formed in the interface. Such spontaneous 
emulsification naturally overshoots any equilibrium and must be 
partly or wholly reversed before true equilibrium is attained. 

O'Connor investigated solubilization of hexane, methylcyclo- 
pentane, petroleum ether and diethyl ether, showing both the increase 
in solubility and the lowering of vapor pressure. It is significant 
that highly unsaturated vapor is dissolved by soap solution with 
further reduction in vapor pressure. Using potassium oleate, 100 
cc. of solution containing 5.62 g. solubilized nearly 2 cc. of hexane or 
methylcyclopentane at 25"^ C. This amount is definitely increajjed 
by very small additions of either potassium hydroxide or of sodium 
silicate of ratio Si02/Na20 = 3.19. 

Historical Development.—It has been known since 1874 (see 
reference 15) that concentrated soap solutions dissolve cresols and tar 
oils. In 1892 Engler and Dieckhoff (15) published an important 
paper which appears to be known only in very restricted circles. 
They made a clear distinction between solution and emulsification, 
relying solely on the visual appearance of their systems. They made 
numerous measurements of the dissolving power of soap solutions for 
hydrocarbons, fatty acids, phenols and mixtures, some of the latter 
enhancing each other’s solubilization. 

Pickering’s often quoted experiments (70) in 1917 were inconclusive 
because he used mechanical working of concentrated pastes of semi- 
solid soap., In 1918 and 1921 McBain, Beedle and Bolam (46, 7) 
made the obvious suggestion that a water-soluble substance could be 
sorbed by a soap particle in aqueous solution. In 1932, Lester 
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Smith, in a series of important and significant papers (77), showed 
that the solubility of various liquids was much increased by the pres¬ 
ence of 10% of soap, and, like Weichherz (96) in 1929, he suggested 
that the increase was sorbed upon the soap micelles, possibly displac¬ 
ing water of hydration. The results depended upon the procedure 
and did not strictly demonstrate the existence of any true reversible 

equilibrium. 
Lester Smith’s explanation of solubilization has been repeatedly 

misquoted (25) in recent years. Ilis actual words are, “The results 
are explained by postulating adsorption of the dye on the colloidal 
soap,“ and “the solvent powers of soap solution can only be accounted 
for by postulating adsorption of the organic solute on the colloidal 
soap particles.’' On page 1(582 Smith cites the present references 46 
and 7 as an example of this. 

In Smith’s second paper of 1932 he used a water-insoluble indicator 
dye, methyl yellow (0.32 part in 10^ water), but (p. 1673) he first dis¬ 
solved it in ether along with free fatty acids, and afterward produced 
soap by adding aqueous alkali and more ether (and usually methyl 
alcohol). This procedure too closely resembles von Weimarn’s 
technique of forming unstable colloids in situ to carry any conviction 
as to the spontaneous formation of an inherently stable protected 
colloid. 

McBain and McBain (52) in 1936 were the first to show that stable 
reversible equilibria are involved, and that dilute soap solution will 
extract water-insoluble dyes not only from pure crystals but even 
from unsaturated solutions thereof in kerosene, medicinal paraffin oil, 
paraffin wax or benzene. Each of the latter solvents will extract some 
of the dye from the soap solution. 

XI. Mechanism of Solubilization 

There are five general suggestions to explain solubilization, one or 
more of which may be true. First is hydrotropy; second, the 
“choleic acid principle” of the bio- and organic chemists; third, sorp¬ 
tion upon or by micelles of detergent; fouHh, ordinary solution in the 
hydrophobic portion of the micelles; and fifth, layers within lamellar ^ 
micelles of detergent. Each of these must be discussed in turn, 
eliminating the first,' casting doubt upon the second and fourth, and 
giving conclusive x-ray evidence that the fifth suggestion definitely 
occurs with soaps and lecithin. 
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/. Hydrotropy, or Change in Solvent 

In 1916 Neuberg (68) introduced the term *‘hydrotropy’' as a 
designation for the effect of large additions of various substances to 
water in increasing the solubility of other substances therein., 
Twenty-five per cent solutions of various sodium salts, such as benzoate, 
salicylate, benzene sulfonate and forty others, increased the solubility 
of twenty-one organic liquids, such as amyl alcohol, aniline and tolu¬ 
ene, and the solubility of magnesium carbonate and phosphate. Von 
Hahn (90) showed that such substances as ethyl alcohol, acetone, 
p3rridine, acetic acid and propyl alcohol increase these solubilities to 
the same extent as does benzoate or salicylate. Lithium iodide and 
triethanolamine borate are strongly hydrotropic. Sodium benzene 
sulfonate in 2 iV or 50% solution (18) increases the solubility of ben¬ 
zoic acid from 0.29 g. per 100 g. water to 0.87. 

Contrast with these cases of hydrotropy in concentrated solutions 
our statement that a good detergent should be effective even in a 
concentration as low as one- or two-tenths of a per cent. 

It would indeed be miraculous if slight additions could greatly 
change the thermodynamic environment or essential properties of a 
solvent, so that substances which were previously insoluble therein 
now could dissolve in large amounts as ordinary simple molecules in 
true solution. It does not happen. M. E. L. McBain (61) found 
that the water-insoluble dye, Yellow AB, is still insoluble in 1% ethyl 
alcohol, or 5% ethyl alcohol, and it is still only 0.1% in 30% alcohol. 
Only above 50% alcohol does the solubility rise rapidly to substantial 
amounts, to become 2.4% in pure alcohol. Triethanolamine behaves 
similarly. On dilution with water, both of these soon deposit almost 
all their dye, whereas a good detergent would not. 

To show that solubilized hydrocarbon does not go into true molecu¬ 
lar solution, S. A, Johnston measured the freezing-point lowering of 
potassium oleate, finding that it was not affected when iso-octane was 
solubilized therein. 

When glass stained with methylene blue is rinsed with 3% acetone, 
no dye is removed and the rinsing liquid is colorless, whereas the rins¬ 
ing with 1% salt is blue through ion exchange, and a rinsing with a 
dilute detergent is blue through both ion exchange and solubilization. 

Large additions of a good solvent are required to give appreciable 
solvent action to a non-solvent. Conversely, a comparatively small 
amount of diluent spoils a good solvent. 
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Attempts to explain hydrotropy either on the basis of surface ac¬ 
tivity or the formation of chemical reactions or addition compounds 
have been incompletely successful. It seems unreasonable to postu¬ 
late complex compounds between sodium benzoate and such widely 
different substances as cetyl alcohol, aniline, uric acid, ethyl acetate, 
toluene and acetophenone. 

All cases of heterogeneous equilibrium, no matter what the mecha¬ 
nism involved, may be represented by phase rule diagrams. It is 
remarkable that some think, following Lindau (41), that hydrotropy 
can be “explained’' by the phase rule! All that is emphasized is that 
the systems are so concentrated that they fall well within a ternary 
diagram, in the same way that large additions of alcohol render ben¬ 
zene less immiscible with water. 

Albert (2) in 1939 prepared clear systems of oil of eucalyptus, pine, 
citronella, tea tree and clove in concentrated soap solutions, of which 
the best was a Turkey red oil consisting of ammonium ricinoleo- 
sulfate. These were distinguished from similar solutions in strong 
aqueous alcohol because they remained clear on dilution instead of 
being redeposited. In certain instances cyclohexanol, menthol and 
oil of turpentine were likewise incorporated and occasionally in¬ 
creased the solubilization. 

2. The Choleic Acid Principle* of Wieland and Sorge 

/Wieland and Sorge (97) found in biliary choleic acid approximately 
^ne molecule of higher fatty acids (palmitic, stearic and oleic) to 

about eight molecules of deoxycholic acid. They conceived it to be a 
new kind of coordination compound,* supporting this by the fact that 
it had a higher melting point than either deoxycholic acid or the fatty 
acid. Over one hundred substances are listed as giving similar com¬ 
pounds with deoxycholic acid, including hydrocarbons, alcohols, 
ethers, acids, esters, ketones, etc., and the so-called coordination 
number is usually 4, 6 or 8, and occasionally 2 and 3. “Choleic acids 
contain on the average 88-95% by weight of the bile acid and 12-5% /acholic component.” 

“The formation of compounds of this nature was connected with the 
important physiological function of the bile acids to render all sorts of 
water-insoluble substances water-soluble. Since the alkali salts, e. g., 
of naphthalene choleic acid or camphor choleic acid, are water-soluble, 

* Scse Reference 78. 
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naphthalene, camphor, etc., can thus be held in aqueous solution.** 
/^The capacity of free bile acids to keep fatty acids and other ^holic 

components in aqueous solution, whether due to the formation"of co¬ 
ordination compounds or to other forces, is confined to the alkaline 
side of the neutral point;^* that is, to the bile salts and not to the bile 
acids. The bile acids and choleic acids proper are completely in¬ 
soluble in water. 

The binary diagrams adduced for choleic "probably indicate 
some form of combination with those acids in spite of many thermo¬ 
dynamic impossibilities in the diagrams as recorded. Even though 
such acid compounds may exist in the crystalline state, the corre¬ 
sponding salts can scarcely be responsible for solubilizing action if 
they are completely dissociated in solution.'^ The phase diagram (91) 
for sodium deoxycholate and water shows that an octahydrate exists, 
which, however, is completely dissociated in the dissolved state. 

The work of the past few years on solubilizing by detergents has 
shown that this property is common to very many detergents and not 
peculiar to bile salts. Likewise our unpublished studies (50) of the 
aqueous solutions of the bile salts show, in agreement with Roepke 
and Mason (75), that they too are colloidal electrolytes in aqueous 
solution. Hence we concur with these workers and with Anson (5) 
that the bile salts are no different from all the other detergents we are 
discussing. Ordinary soap has such a universal affinity for all sub¬ 
stances tested that no completely indifferent reference substance has 
yet been found for testing such properties as hydration, glycerine being 
the best. 

3, Sorption by Micelles of Detergent 

Sorption occurs so readily at interfaces between liquids or between 
liquid and solid that it is difficult to imagine it not occurring to some 
extent on most colloidal particles, including those of soaps and other 
detergents. The only question is as to whether it is a relatively 
major or a negligible fraction of the interactions observed. 

Soap curd fibers, according to the as yet unpublished vapor pressure 
measurements of W. W. Lee, definitely adsorb water vapor. Like¬ 
wise the as yet unpublished x-ray measurements of A. de Bretteville, 
Jr., show that the addition of water causes a lengthening in the long 
spacings in the stable B monoclinic form, without appreciable altera¬ 
tion in the side spacings between the soap molecules. This shows 
that some of the water goes in between the ends of the soap molecules, 
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which are themselves laid end to end in pairs, and not between the 
soap molecules themselves.'^ Any further water must therefore be 
sorbed on the exterior of the fibers.^ Soap curd fibers bear such a 
close relation to the lamellar micelles which exist in soap solutions 
that these results must be taken as fully relevant. 

The sorption, by such curd fibers, of methylene blue from aqueous 
solution was studied by McBain, McDowell and Worden (53) and 
gave reasonable results for the size of the curd fibers, on the assump¬ 
tion that the dye was sorbed on the exterioi of the soap fibers: The 
amount of methylene blue in the curd seems to be independent of 
whether the fibers are formed before the dye is added or are allowed to 
form in the presence of the dye. It should be mentioned that the soap 
molecules lie at right angles to the soap fibers, so that a continuous 
sheet of polar groups can be exposed on each of two sides. The other 
two sides have to be hydrocarbon chain. These dyed curds are now 
under x-ray examination. 

McBain and McBain (52) pointed out that hydrophobic substances 
should as a rule tend to be incorporated within the micelle rather than 
remain in such large proportion upon the exterior as to render the 
micelles unstable.^ Brintzinger and Beier (9) assumed chemical com¬ 
bination, solution in and adsorption by colloidal particles of gelatine 
and in gum arabic, all occurring together, but their work included 

^ suspensions such as charcoal in addition to soluble acids and bases, 
j Gurwitsch (22), in showing that the amounts of oil which could be in- 
! corporated in soap solutions without turbidity were parallel to the 
known ease and extent of association of the soap molecules, assumed 
that the oil molecules formed thick coatings around the soap micelles 
and made the micelles hydrophobic (that is, unstable). Such external 
sorption is much more likely for soluble dyes than for water-insoluble 
dyes. 

4, Ordinary Solution Within the Micelle 

'Hartley and Lawrence adopted the spherical micelle (25, 39)^ 
originally proposed for soaps by Reychler (74) in 1913, and assumed 
by the writer for the small ionic micelle. They considered their 
micelle sufficiently large for the interior to be regarded as liquid 
hydrocarbon, and that this could dissolve amounts comparable 
to those soluble in an equal weight of hydrocarbon, subject to some 
modifications for the polar environment. There are considerable 
geometrical difficulties involved in this picture since soap molecules are 



SOLUBILIZATION IN DETERGENT ACTION 123 

only three to five times longer than they are thick, and every molecule 
has to have one end on the surface. ! They also assume a minimum of 
fifty such molecules to make a close packed (not hollow or vacuous) 
sphere, whose greatest diameter is not more than twice the chain 
length. All published diagrams are a travesty on well-known atomic 
and molecular dimensions. Even if such short thick rods could be 
close packed radially, which is impossible as Ward (92) admits, over 
seven-tenths of the external exposed surface would have to be hydro¬ 
carbon. Further, dimensions have to be harmonized with observed 
condi\ptivity and freezing-point lowering and with surface density of 
charge. Incidentally, their micelles have to be still larger and still 
less dissociated to conform to the conductivity of typical solutions 
(88).^ 

Miss Parsons (25) found that p-dimethylaminoazobenzene was pro¬ 
portionately five times more soluble than in pure hexadecane, accord¬ 
ing to this hypothesis. McBain and O'Connor (58) found that potas¬ 
sium oleate in solution dissolved only about one-quarter as much as 
would an equal weight of olein. In Hartley’s more careful work (26) 
there is better concordance. However, a survey of the extraordi¬ 
narily diverse nature of all the detergents that solubilize in aqueous or 
non-aqueous solutions, and of the equally remarkable variety of the 
materials w^hich they solubilize, renders it almost impossible to accept 
the solution hyp(jthesis as a general explanation. 

Most recently Ward (92) in a study of sodium dodecyl sulfate 
states, “It is shown that alcohol molecules are not in solution in the 
paraffin interior of the micelles in the mixed solvents, but are strongly 
adsorbed on the micelle surfaces.” Toms (86) in discussing hydrated 
stearanilide and palmitanilide distinguishes between two kinds of 
bound water held by hydration of the micelles in solution. “This 
‘primary’ bound water is difficult to remove by ordinary desiccation.” 
“Easily removed by ordinary drying methods, this ‘secondary’ bound 
water is probably held loosely on the outer surfaces of the swollen 
micelles.” Similarly Angelescu and collaborators (4) regard aromatic 
hydroxy compounds in soap solutions as being distributed outside 
and inside the micelles, in accordance with dipole moments and af¬ 
finity for the hydrophobic portion of the soap, respectively. 

5. X-Ray Proof for Organized Lamellar Micelles 

The existence of lamellar micelles in soap solutions was long ago 
suggested by the writer in order to harmonize the different kinds of 
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physical chemical data. These lamellar, weakly conducting micelles 
were unhappily named "neutral” to contrast them with the small, 
highly charged and very highly conducting ionic micelles. M. E. L. 
McBain (63) showed in 1924 and in 19351 that the lamellar micelle 
conducts as well as crystallized soap curd fibers; that is, about seven 
per cent as well as an equivalent concentration of sodium chloride. A 
brief statement of the writer's conception of soap solutions was given 

in 1940 (44). 
Direct x-ray evidence has been 

obtained for the presence of the 
lamellar micelles in aqueous soap 
solutions, the soap molecules 
being close-packed side by side 
and placed in pairs end to end, 
just as in soap curd, except that 
Stauff (84) finds that the side¬ 
ways packing may correspond 
to liquid crystal rather than crys¬ 
tal. His "Grossmizellen” are 
identical with McBain’s neutral 

f ? ? ? ^^r lamellar micelle. Hess, Kies- 
j I I I I I I I I I I ^»g and Philippoff (29) find further 

Xrray results in 5% solutions of 
Fig. 6.-~Schematic diagram of a mi- j^ercurv sulfosalicvlate This 

celle in 9.12 wt.% sodium oleate solu- ^ ^ 
tion with 0.791 g. benzene/g. oleate. ^ork has mostly come from 

Germany (37, 29, 84), and is 
commonly ignored by writers in England (3, 92). However, there 
is no alternative explanation if x-rays do actually produce such 
photographs. 

X-rays and electron diffraction likewise show regular spacings for 
surface-active materials dissolved in lubricating oils in the neighbor¬ 
hood of metal surfaces, as reported by Trillat (87) in France, Clark 
(11) in America and Tausz (83) in Germany. Indeed, they indicate 
that the oriented layers are many thousands of Angstrom units deep. 

Kiessig and Philippoff (32) find that the long x-ray spacings of the 
lamellar micelles correspond to the layers of soap molecules placed 
end to end at right angles to the lamellae and amount to 91 A. Com¬ 
parison with the length of the anhydrous sodium oleate molecule 
shows presence of some water which must be in sheets between the 
ends of the n^olecules as in de Bretteville's work referred to above. 

^^r lamellar micelle, 
and Philippoff (2 
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6. X-Ray Evidence for Deep Layers of Liquid W ithin Lamellar M icelles 

Now comes one of the most significant developments in the field of 
colloid and surface chemistry. When benzene is solubilized in the 
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Fig. 7.—Stereochemical formulas of certain nerve Hpides. 

^ sodium oleate solution, the lamellar micelles expand to incorporate 
sheets of the hydrocarbon, just as they normally contain sheets of 
water (32), and the x-ray spacing increases from 91 to 127 A. This is 
shown in Fig. 6. 
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Confirming these conclusions with an extremely different system 
is the x-ray work of Palmer (76, 6) on nerve lipide emulsions contain¬ 
ing cephalin. Figure 7 shows the formulation of the bimolecular leaf¬ 
lets of typical lipides and Fig, 8 shows the expansion as water is pro¬ 
gressively taken up as a layer within the bimolecular leaflet. The 
thickness of the water layer in the case of the 25% emulsion is no less 
than 85 A., since the total long spacing is 150 A., of which only 65 A. 
are accounted for by the lipide molecules. 

Fig. 8.—Schematic representation of the thick¬ 

ness of the water layers between bimolecular leaf¬ 

lets of mixed lipides as a function of the relative 

amount of water with which the lipides were emulsi¬ 

fied. Points represent values obtained when the 

water content was 0 (dry), 25, 50, 67 and 75%. 

According to Palmer and collaborators “apparently the first step 
in the recruitment into a homogeneous mixed phase of the lipides in¬ 
compatible in the dry condition is the solvation of the polar groups 
and perhaps also the unsaturated or partially oxidized double bonds 
of the fatty acids/' They also find that the side spacings point to 
lack of crystal regularity. Addition of potassium chloride reduces 
the water in the sandwich and 0.076 N calcium chloride expels it. 

All these remarkable x-ray and electron diffraction results dealing 
not only with water but especially with non-aqueous layers constitute 
a definitive proof that short range forces may be relayed over long 
distances by successive polarization,'yust tis a long row of iron filings 
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may be held to a magnet. This fully confirms the general view of Sir 
William Hardy (23) summarized at the Sixth Colloid Symposium in 
1928 to the effect that surfaces and surface forces are extremely deep 
(24, 47). Likewise for ionizing solvents all surfaces are as deep as the 
diffuse double layer (48, 56). It is of fundamental importance in 
biology that most of the water in cells and in gels and jellies is within 
the reach of surfaces, and must therefore be polarized or in a sense 
‘‘bound.’’ 

Fig. 9.—Effect of addition of potassium oleate in en¬ 

hancing the solubility of propylene in water. 

We may sum up this section by stating that it has been definitely 
proved for a few particular, but typical, cases that solubilization is 
due to sandwich-like layers between bi- or polymolecular leaflets in 
detergent micelles. Sorption is also of probably general occurrence, 
whereas compound formation or “choleic acid principle” must be 
confined to specific cases. Solution in the actual fabric of the micelles 
has not been proved; it may sometimes occur but cannot be a general 

explanation. 

XIL Measurement of Solubilization 

To set up the triangle for measuring the solubilization factor in 
detergent action, it is necessary to avoid all possibility of peptization 
or protective action or emulsification or suspension, by using either 
an unsaturated solution of soluble non-electrolytic substance or a 
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volatile vapor. Tjutjunnikow and Pleschkowa (85) used the soluble 
dye '‘Gelb echt^* as soil and charcoal as fabric with five types of soap 
as detergent. This is the only such study, and it does not exclude ion 
exchange. 

We have attempted only one side of such a triangle. The very 
simplest case is to measure the enhancement of the solubility of an in¬ 
different hydrocarbon vapor through presence of detergent. This 
has been done by McBain and O’Connor (58), supplemented by un- 
pubhshed data of A. M. Soldate. Butadiene and isobutane are 
appreciably solubilized by 1% potassium oleate. O’Connor’s data 
for the increase in solubility of propylene in water caused by progres¬ 
sive addition of potassium oleate are shown in Fig. 9. 

Soldate’s data with propylene are given in Table I, where K = 
g. propylene per g. water X 10®/mm. Hg equilibrium pressure. 

Table I 

Solubility op Propylene in Aqueous Solutions 

Liquid K Solubilization 

Water 0.034 0 

1.6% Aerosol OT 0.076 + 
16% Aerosol AY 0.09 + 
12% Potassium oleate 0.148 

0.4 to 6% Calgon 0.033-0.038 0 

The method is not sensitive enough to measure any increase due to 
additions of potassium carbonate, tetrasodium phosphate or Calgon 
to the water or to the soap solution, but O’Connor (57) had previously 
shown that silicate or alkali may have some effect on the other hydro¬ 
carbons studied in a different method. The large effects obtained by 
Woo with a dye are mostly to be ascribed to factors other than 
solubilization proper, since his dye was used in the form of very finely 

divided particles. 
The first study with recrystallized dye free from particles was made 

by Hartley (26), using cetyl pyridinium chloride, acetate, sulfate and 
bromide with transazobenzene. The solubility in water alone at 25 
was 2.4 X mols per liter, which was reduced to 2.0 and 1.8 X 
IQ-^ by 0.1 AT and 0.32 N sodiujtn chloride, respectively. One normal 

sodium sulfate brought it down to 1.0 X 10“^ The solubility in 
water was subtracted from that observed in the presence of the pyri¬ 
dinium salt with or without added sodium chloride or sulfate. The 
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lowest concentration investigated was 0.00072 N pyridinium chloride, 
which raised the solubility only to 2.6 X 10“^, while 0.00095 N and 
0.00104 N raised it to 3.5 and 4.8 X 10"^^ respectively. The highest 
concentration, 0.498 iV, raised it to 10,000 X 10~^ making the ratio 
between excess dye and added detergent 0.2. For the intermediate 
concentration, 0.05 AT, the solubility was 816 X 10“^ and the ratio 
0.16. Thus in the most concentrated solution, the ratio was still far 

Concentration of cetyl pyridinium chloride, normality 

Fig. 10.—Effect of electrolyte additions on the solubilization of azobenzene by 

cetyl pyridinium chloride. 

below the value 0.438 corresponding to the solubility in anhydrous 
pyridine. 

Hartley’s most interesting result is that although the ratio of solu¬ 
bilized dye to detergent becomes very small (although not negligible) 
in very dilute solution, it is greatly increased by the addition of elec¬ 
trolytes. This is well brought out in Fig. 10 (not identical with Hart¬ 
ley’s graph), replotted from Hartley’s numerical data, in which it 
appears that addition of 0.32 N sodium chloride brings up the ratio, 
even for 0.00031 N detergent, to that exhibited by the most concen- 
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trated solution of the detergent alone. This is explained by Hartley 
as proof of the effect of salt in forming micelles at the lowest concen¬ 
tration of detergent. R. C. Merrill, Jr., in this laboratory, suggests 
that additions of salts or builders in solutions where the detergent 

Table II 

The Solubility of Yellow AB in 1.0% Aqueous Solutions of Various Pure 

AND Commercial Solubilizing Soap>Like Detergents at 25® in Mg. of 

Dye/100 Cc. of Solution 

Soap or detergent 
From 

super* 
satn. 

From 
under* 
satn. 

pH 
M0I9 dye 

Mol solubilizer 

Merck sodium oleate 3.6 3.4 10.1 0.0042 

Sodium laurate® 

Na salt of dioctyl ester of sulfo- 

3.0 3.6 12-13 0.0034 

succinic acid 12.2 11.8 7.1 0.022 
Lauryl pyridinium iodide 32.4 31.5 6.8 0.048 
A Na naphthenate ! 

Commercial detergent of the type 

3.4 2.8 8.0 .... 

RCONHCH,CH2N(C2H,)jHa 
Commercial non-electrolytic de- 

54.0 53.0 2.5 i 

tergent ' 62.5 58.0 5.0 

Mixture of 0$ to C12 sulfonates 21.2 20.5 9.1 About 0.02 

Sulfonated castor oil 75% pure 

Sulfonated castor oil 4.3% SO3, 

83.8 77.5 7.0 

29.6% HjO 65.0 59.0 6.0 .... 
Sulfonated castor oil 30% water 

Sulfonated castor oil 32.5% SOs, 

75.0 75.0 6.5 — 

48% pure 37.2 36.5 5.1 

Sodium cholate 2.5 2.3 

Sodium deoxycholate 

Sodium deoxycholate -f excess 

6.2 6.0 B 0.011 

NaOH 7.4 7.3 9.0 0.012 

Sodium dehydrocholate 0.0 0.0 9.0 0.00 

Sodium taurocholate 6.0 5.2 6.3 0.011 

® From pure Eastman Kodak Co. lauric acid (0.0361 g. excess NaOH per 

40.0 cc.). 

would otherwise be almost fully ionized produce micelles, and there¬ 
fore solubilization, whereas in more concentrated solution, if all the 
detergent is in colloidal form, they reduce solubilisation. Hartley 
considers that salts penetrate into these micelles. 

A more careful study of the solubilization of water-insoluble dye, 
avoiding as far as possible all the sources of error in previous work, in¬ 
cluding that of Hartley, has been published by McBain, Merrill and 
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Vinograd (65). They used the water-insoluble dye Yellow AB (F. D. 
& C. Yellow No. 3) (phenyIazo-j5-naphthylamine), and also chloro- 

Table III 

The Solubility op Yellow AB in Aqueous vSodium Beoxycholate Solutions 

AT 25® IN Mo. op Dye per 100 Cc. of Solution 

Concn. NaDe, 1 
M 1 

From 
supersatn. 

From 
undersatn. 

Mols dye 

Mol NaDe 

0.45 335.5 335.5 0.0302 
0.225 165.0 0.0297 

0.090 54.9 1 51.6 0.0239 
—► 

0.063 32.6 31.9 0.0207 

0.045 15.1 0.0135 
0.027 8.6 6.0 
0.0090 0.0027 
0.0063 0.38 0.36 t 0.0024 

— i 
0.0045 0.22 0.0020 

0.0036 o.as 0.0014 

0.0027 1 0.095 0.0014 

0.0018 0.07 0.06 0.0013 

0.0009 0.03 0.027 0.0012 

Table IV 

The Solubility op Yellow AB in Mo. op Dye per 100 Cc. of Solution in 

0.009 M Aqueous Sodium Beoxycholate as Affected by the Addition of 

Salts Which Are by Themselves Non-Solubilizing 

Salt, concn. equiv. N pn From 
undersatn. 

NaDe alone 7.2 0.60 0.60 

NaCl, 0.0250 1.16 1.16 

NaCl. 0.050 7.6 1.81 1.80 

Silicate, 0.026, NajO/SiO, = 0.310 10 4 1.07 

NaNO*. 0.025 6.8 1.14 

NaBr. 0.025 7.0 1.07 1.04 

Nal, 0.025 7.1 1.18 1.18 

NajjS04, 0.025 8.2 1.17 1.12 

NasCOi, 0.025 10.5 1.20 1.25 

Na,P04. 0.025 10.9 0.74 0.84 

Urea, 0.025 7.0 0.56 0.53 

phyll. Their results are reproduced in the following tables (II-V). 
In reading all these tables, it must be remembered that the commer¬ 
cial detergents were taken '‘as is/' so that some that contain large 
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amounts of water or water and salts are being tested in correspond¬ 
ingly more dilute solution than those that are chemically pure. In 
Tables III and V the range between “critical concentrations“ for 
initiation and complete formation of micelles is indicated by arrows. 

Table V 

The Solubility of Chlorophyll in Aqueous Solutions of Sodium Deoxy- 

CHOLATE AT 25° IN Mo. PER 100 CC. OF SOLUTION 

NaDe, M From 
supersatn. 

From 
undersatn. 

Mols chlorophyll 

Mol NaDe 

0.090 4.0 3.84 0.00048 
— 

0.063 2.02 1.98 0.00035 

0.027 0,32 0.28 0.00012 

0.009 0.09 0.09 0.00011 

0.0063 0.04 0.00007 
—> 

0.0027 i 0.01 1 0.00004 

Table VI 

Solubilization of Yellow AB in Potassium Oleate 

Nw Mg. dye/100 cc. Mols dye/mol solvent 

0.134 141 0.0041 

0.067 68 0.0041 

0.033 38 0.004 

0.016 19 0.004 

0.010 5.6 I 0.002 

For comparison with the graph of Hartley’s results we reproduce 
ours for Yellow AB in aqueous lauryl sulfonic acid (Fig. 11). Both 
show measurable solubilization below the so-called “critical concen¬ 
tration for initial formation of micelles.” 

Tables VI to X are supplied from unpublished work by R. C. Mer¬ 
rill, Jr., and include not only Yellow AB but also Orange OT (F. D. 
& C, Red No. 2) (orthotolylazo-/3-naphthol). The measurements 
were made at 25*^ C. except where otherwise stated. Five per cent 
solutions of the solvents Butyl Cellosolve, Butyl Carbitol, Morpho¬ 
line, acetone and isopropyl alcohol dissolved no dye, although 5% 
pjnridine solution dissolved less than 0.05 mg./100 cc.* 

^Examples of solubilization of carvacrol, cresol, ethylene dichloride, chloroform, 

lecithin, and fungicide are given m Aerosol Wetting Agents, by American Cyanaraide 

and Chemical Corp., N. Y., 1941, p. 15. 
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An important note may be added here. M. E. L. McBain (55, 61) 
has demonstrated that when the detergent is not too concentrated or 
is not too lightly loaded with insoluble material, there always appear 
multitudes of colloidal particles visible in the ultramicroscope. This 
is true not merely with solubilized solid^ such as dyes, but also with 
unsaturated vapors of hydrocarbons, as studied by O'Connor. It 
would appear that the affinity of the detergent and the substance to be 
solubilized foi each other favors the formation of colloidal particles, 

Nw for lauryl sulfonic acid 

Fig. 11.—Solubility of recrystallized Yellow AB in 

lauryl sulfonic acid solutions at 25°. 

not only by extending the region below which they normally would 
not form in tlie detergent alone, but also by forming these coarser 
colloidal particles. Particles of the size of Hartley's spherical micelle 
only two molecules in diameter could never be seen in the ultra¬ 
microscope, even with dye dissolved within them. 

XIIL Passage of Solubilized Material Through Membranes 

The observations on solubilization open important physical chemi¬ 
cal questions in connection with the biologically vital problem as to 
the passage of material through membranes, cell walls and organisms. 
(See Sobotka's book, p. 128 (78), also H. N. Holmes (30), etc.) 

Merrill has here found that solubilizers are effective in bringing 
insoluble substances into aqueous solution, even though separated 
from them by a membrane permeable only to ions. Sudan III dis¬ 
solved in toluene, contained in a Visking cellulose sausage membrane 
swollen in 65% zinc chloride, when placed in a I % solution of sodium 
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deoxycholate, or Aerosol OT, gradually allowed the color to permeate 
the aqueous liquid. 

Similarly the dye in toluene passed through the membrane into 
fresh toluene containing a solubilizer such as Ninol 700. 

Vinograd, also in this laboratory, found that Yellow AB in 1% 
aqueous Aerosol does not pass through a Cellophane membrane into 

Table VII 

Solubilization of Yellow AB by 0.1 N Sodium Deoxycholate and Effect 

OF Added Salts 

Salt addesd 
Mg. dye/100 cc. solution 

at 26® at«2® 

Sodium deoxycholate alone 71.2 175 

+ 0.025 YNa2S04 42.2 128 

4- 0.025 NNa,P04 37.0 113 

+ 0.025 Y Na,CO| 44.0 144 

-f 0.025 YNaCl 41.5 119 

4- 0.025 N sucrose 32^ 121* 

* Sodium dec rycholate decomposed in these experiments, possibly because of 

bacterial action. 

Table VIII 

Solubilization of Yellow AB in 1% of Various Detergents 

Detergent Detergent 

Aerosol OT 12.0 Sodium dehydrocholate 0.0 

Anhydrous Wettal 60.2 Sodium deoxycholate 6.1 

Aquasol AR, 75% 62.0 Sodium laurate 3.3 

Duponal WA 20.8 Sodium naphthenate 3.1 

Igepal CTA (2%) 40.3 Sodium oleate (Merck) 3.5 

Lauryl pyridinium iodide 31.9 Sodium taurocholate 5.6 

Monosulph 75,0 Sapamine MS 63.5 

Morpeltex 36.8 Triton B 0.9 

Polysavox + 6% NaOH 3,0 Turkey red oil 76% (BKH) 80.6 

Sodium cholate 2.4 

water although the Aerosol OT does. The dye is dropped at the 
membrane. However, if instead of water 0.5% Aerosol is used, the 
dye comes through into it. 

Vinograd finds that Yellow AB does not affect the velocity of diffu¬ 
sion of Aerosol OT through water. The dye is found to move with 
the original Aerosol partner with which it was first associated and 



SOLUBILIZATION IN DETERGENT ACTION 135 

Table IX 

Solubilization of Orange OT in Various Detergents, 1% Solution Except 

Where Otherwise Noted 

Detergent Mg. dye/ 
100 cc. Detergent 

Aerosol AY 0.78 Octyl tripol3rphosphate 0.27 

Aerosol IB 0.07 Oleic acid soap (0.1%) 1.72 
Aerosol MA (0.6%) 0.40 Olive oil soap (0.1%) 1.51 
Aerosol MA (1%) 1.12 “P” (non-electrolyte) 0.82 
Aerosol MA (16%) 24.2 Palm oil soap (0.1%) 1.62 
Aerosol MA (30%) 34.1 Peregal 0 (non-electrolyte) 1.10 
Aerosol MA (40%) 48.5 Polyglycerol ester (0.5%) 3.00 
Aerosol OT 1,62 Product Q paste 17.75 
Anhydrous Wettal 10.4 Product QB liquid 1.20 
Aquasol AR 10.0 Santomerse D 4.86 
Cetyl pyridinium Santomerse 3 7.00 

chloride 22.7 Sapamine A 0.63 
Cetyl trimethyl am- Sapamine CH, 16.3% active 0.38 

monium bromide Sapamine MS 7.00 
(0.08%) 0.31 1 Saponin (Brit. Drug Houses) 0.70 

Damol 12.7 j Sodium deoxycholate 1.52 
Daxad No. 11 2.87 Sodium heptadecyl sulfonate, 
Duponal WA 8.0 50% active 1.53 
Emulphor 0 4.90 Sodium lauryl sulfate 0.35 
Emulsol 605 (0.5%) 2.51 Sodium lauryl sulfate -f Tri- 
Emulsol 606 (0.5%) ! 4.24 ton 720 (0.5% each) 0.74 
Igepal C 1.87 Sodium lignin sulfonate 0.85 
Igepal CTA 1.80 Sodium novenate 4.69 
Lamepon 4C 1.10 Sodium taurocholate 1.45 
Laurel Cone. Textile oil 9.92 Syntex 3.65 
Lauryl ester of a-alanine Tallow soap (0.1%) 2.43 

hydrochloride (0.5%) 3.98 Tergitol 4 0.38 
Lauryl ester of 2-NH2. Tergitol 7 0.94 

HCl isobutyric acid Tergitol 08 0.10 
(0.6%) 3.70 Triton B, 40% active 

Lauryl pyridinium (2.5%) 0.12 

iodide 12.40 Triton K-12 4.72 

*'M*' (non-electrolyte) 3.65 Triton 720 1.12 

Monopol oil ; 4.50 Triton K-12 -f Triton 720 

Morpel oil 8.45 (0.6% each) 4.05 

Monosulph 8.62 Triton NE (non-electrolyte) 1.67 

Nacconal FSNO 3.75 . Turkey red oil A 13.50 

Nacconal NR 16.15 (non-electrolyte) 4.87 

Ninol 656 (0,6%) 3.14 Zephiran, 10% active 0.40 

Ninol 700 (0.5%) 4.55 

Ninol 967 (0.5%) 2.97 

Nopco 1440 7.75 
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these are somewhat slowed. When dye in 1% Aerosol OT is allowed 
to diffuse into 1% Aerosol OT, its diffusion coefficient corresponds to 
that of a spherical particle of radius 34 A. This is more than six times 
slower than the net rate of diffusion of Aerosol alone into water. 

Table X 

Solubilization of Orange OT in Aerosol OT 

N Mg. dye/100 cc. Mols dye/mol Aerosol OT 

0.0330 2.45 0.00283 

0.0225 1.61 0.00273 

0.0200 1.12 0.00214 

0.0150 0.76 0.00193 

0.0125 0.58 0.00178 

0.0100 0.47 0.00179 

0.0050 0.13 0.00099 

0.0020 0.04 0.00038 

0.0010 0.02 
1 

0.00038 

These results show that solubilizing detergents can carry other¬ 
wise insoluble materials through membranes, even through such 
membranes as are molecular sieves. 

XIV, Detergents in Non-Aqueous Solvents 

So much attention has been given to aqueous systems that it is 

Table XI 

Solutions of C12H26SO3H in Hydrocarbons Showing Surface Tension of 

Solvent, ctq; of 1% Solution, <ri; at Minimum, if Any; and Type of 

Surface Tension Curve 

Solvent <ro <rj <rmin. Type 

Nujol 33.5 j 25.9 24.8 at 0.2% III 

Mineral oil 33.0 27.8 27.4 at 0.18% III 

Benzene 29.7 29.3 None I 

Xylene 27.8 27.3 None I 

Tetraisobutylene 25.3 22.5 22.3 at 0.15% III 

Hydrogenated tetra¬ 

isobutylene 25.0 19.5 19.4 at 0.8% III 
Decane 23.7 22.3 None (?) I. Ill (?) 
Heptane 22.2 22.2 None 

Iso-octane 19.5 19.2 None I 

important to remember that practically all colloid and surface phe¬ 
nomena can be observed in non-aqueous non-ionizing media. 
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M. E. L. McBain and Perry (64) found that Type III surface ten¬ 
sion curves with a pronounced minimum are to be observed in solu¬ 
tions in various hydrocarbons. Their graphs (Figs. 12 and 13) and 
table (Table XI) are quoted here, but reference must be made to 
their publication for their comments on numerous other data. The 
only explanation so far put forward to account for the minimum 
found in such Type III curves is that suggested by the writer (48), 
based upon the electrical double-layer, whether partly diffuse, as in 

Concentration, % 

Fig. 12.—Surface tension curves for hydrocar¬ 
bon solutions: Type III curves for lauryl sul¬ 
fonic acid in (a) Nujol and (b) mineral oil; Type I 
curves for (d) lauryl sulfonic acid in heptane 
and (e) butyric acid in Nujol. 

water, or the classical condensed Helmholtz type in these non-ionizing 
solvents. 

McBain, Merrill and Vinograd (54) have adduced some hundreds of 
observations which show that solubilization can occur in non-aqueous 
solvents. This has great industrial importance. For example, an oil 
may be used in an engine with a detergent to solubilize and peptize 
the sludge or other dirt, to prevent ringing, sticking, formation of 
varnish, and to keep the engine clean. Other desirable materials may 
likewise be solubilized in petroleum product. 

Pink (71) found that solutions of £thanolamine oleate in benzene 
and other organic solvents dissolve relatively large amounts of water. 
Here again small additions of substances, in this case, phenols and 
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cresols, greatly increase the amounts of water taken up by the deter¬ 
gent solution. In Kistler’s (33) experiment some of the water emulsi¬ 
fied in kerosene with aluminum palmitate that did not freeze may have 

been solubilized. 

Fig. 13.—Surface tension curves for hydrocarbon 

solutions of lauryl sulfonic acid: Type I curves for (/) 

benzene and (g) iso-octane; Type III curve for (c) 

hydrogenated tetraisobutylene, showing with ver¬ 

tical dashed line the time effect in lowering of surface 

tension in very dilute solutions only. 

XV. Engler and Dieckhoff’s Classical Paper on Solubilization 
* 

Since Engler and Dieckhofif’s interesting paper of 1892 is com¬ 
paratively inaccessible and very seldom referred to, we may conclude 
this survey of some of the factors in detergent action by quoting two 

Table XII 

Solubility in One Hundred Cc. op 10% Hot Sodium Stearate Solution 

With addition of 10 cc. phenol 

Benzene 1.6 cc. 9.2 CC. 

Toluene 1.5 cc. 13.9 cc. 

Xylene 1.0 cc. 37.0 cc 

Turpentine 0.8 cc. 101.0 cc. 

of their tables, even if some of the experiments merely serve as a 
reminder of the large number of factors that may contribute to total 
effective detergent action. 
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Table XIII 

Solubility of Hydrocarbons in One Hundred Cc. Soap Solution at Room 

Temperature 

Benzene Toluene Xylene Turpentine 

Na acetate satd. cold 0.1 cc. 2 drops 1 drop 1 drop 

Na acetate -f 13.47 g. HAc 0.2 cc. 4 drops 2 drops 1 . drop 

Na butyrate 50% 1.6 CC. 0.6 cc. 0.4 cc. 

Na butyrate -|- 46 g. butyric 

acid 58.4 cc. 47.6 cc. 38,2 cc. 19.8 cc. 

Na isobutyrate 50% 2.4 cc. 1.2 cc. 

Na isobutyrate -f 46 g. iso- 

butyric acid 50.0 cc. 41.4 cc. 31.2 cc. 17.7 cc. 

Na isovalerate 60% 3.6 cc. 2.4 cc. 1.2 cc. 0.7 cc. 

Na isovalerate -f- 45.2 g. iso¬ 

valeric acid 84.4 cc. 76 cc. 49.6 cc. 68.7 cc. 

Na stearate 10%® 1.6 cc. 1.5 cc. 1.0 cc. 0.8 cc. 

Na palmitate 10%“ 1.8 cc. 1.3 cc. 1.4 cc. 

Na oleate 10% 10 cc. 9.6 cc. 7.4 cc. 1 7 cc. 

Na rosin soap 10% 5.2 cc. 4.4 cc. 3.6 cc. 5.8 cc. 

Na rosin soap 15% 8.8 cc. 8.2 cc. 8.0 cc. 11.2 cc. 

K rosin soap 15% 8.4 cc. 8.0 cc. 6.8 cc. 9.0 cc. 

Na rosin soap 25% 20 cc. 18 cc. 17 cc. 32 cc. 

® At elevated temperature. 

Solutions in rosin soap clouded on warming, cleared again on cool¬ 
ing; e, g.f heating cold 25% sodium rosin soap saturated with 32 cc. 
of turpentine (see Table XIII) at 100® separated 20 cc. oil, which 
completely dissolved again on cooling. Excess of rosin greatly in¬ 
creased the solubility. 
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The great interest which starch holds for chemists, botanists and 
technologists accounts for the vast number of publications which have 
appeared on the subject. This rich literature, however, is of such 
perplexing variety and so full of contradictions that a clear compre¬ 
hension of the structure and reaction mechanism of starch is very 
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difficult to acquire. Part of the blame for this is due to unfortunate 
terminology which is not employed uniformly. For example, various 
authors apply the term “amylose’' to entirely different preparations. 
The chief reason, however, is that, in researches upon starch, we have 
not yet, in many cases, come to make the same demands upon the 
preparative methods and the physico-chemical investigations as have 
proved indispensable in the study of other high polymers such as 
cellulose. 

In discussing the present subject a critical survey of the methods in 
use is, therefore, absolutely necessary. At the same time such an ex¬ 
amination will naturally provide a test and contribute to the under¬ 
standing of the results, which will demonstrate how much is really 
known about starch. The picture thus produced will necessarily be 
clearer and more comprehensible than one might expect from a first 
impression of the copious literature. In our discussion we can dis¬ 
pense with a complete survey of previous investigations as Samec and 
Blinc (77, 78) have recently reported them collectively in a series 
of publications entitled “Die neueren Ergebnisse der Starkefor- 
schung” (see also (79)). Naturally, the work done recently at the 
University of Geneva was not considered in these publications. 

1. The Chemical Constitution of Starch 

/. Introduction and Synopsis 

The term starch refers to polysaccharides occurring in plants in the 
form of grains which, upon complete hydrolysis, yield glucose and, 
upon partial enzymatic hydrolysis, yield principally maltose. Gran¬ 
ules of “transitory” starch form in the green leaves as the first identi¬ 
fiable product of assimilation. Notwithstanding its considerable bio¬ 
logical importance, it has not yet been definitely characterized. 
Only the starches of the grass-like plants (cereal starches) and those 
of roots and tubers, especially of potatoes, have been investigated 
thoroughly. 

In addition to polysaccharide, the cereal starches contain small 
amounts of fatty acids, among which Taylor and Lehrmann (90) 
have identified palmitic, oleic and linoleic acids in cornstarch; Pos- 
ternak (71) has also detected a- and ^-glyceryl phosphoric acid. It is 
certain that neither class of substance is combined with the poly¬ 
saccharide by primary valence linkage, for they can be removed by 
treatment with neutraji solvents. It is probable, however, that they 
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are united with one another as fatty acid esters of glyceryl phosphoric 
acid. 

The behavior of starch toward hot water, whereby a small, rather 
sharply limited portion goes into solution homogeneously, while the. 
bulk remains as swollen grains or fragments which do not dissolve 
homogeneously, long ago led to the conclusion that starch consists of 
two different polysaccharides, water-soluble “amylose” and insolu¬ 
ble, paste-forming “amylopectin.'' Recently, to be sure, the com¬ 
posite nature of starch has been questioned by Alsberg (1) and by 
Badenhuizen (2). On the other hand, as will be fully explained later, 
the physical and chemical differences of the two constituents arise 
from differences in constitution (47). The so-called amylose con¬ 
sists essentially of a polymeric homologous mixture of unbranched 
chains (48) in which 100 to 700 glucose residues are united in a-l:4- 
glucosidic arrangement. Thus: 

CH,0H CHjOm ch,oh ch,oh ch,oh 

Section of amylose chain. 

Amylopectin consists of giant, branched molecules of 500 to more 
than 2000 glucose residues in which branching occurs on the average 
at every 25th glucose unit, as represented by the following formula: 

Accordingly we shall adopt a terminology based upon constitu¬ 
tion, in agreement with prevailing chemical usage, and shall designate 
as amylose the unbranched chains and as amylopectin the branched 
molecules. In this to be sure, we depart from common usage, for 
Maquenne (46), who introduced these terms, employed them with 
entirely different meanings. Thus, he understood amylose to be the 
part of starch decomposed by malt and amylopectin the part not 
decomposed by malt. He supposed that starch consists of 80 per 
cent amylose and 20 per cent amylopectin. We now know, however, 
that there is no constituent of starch which is unaffected by malt, the 
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unbranched part being completely broken down and the branched 
part incompletely broken down. Hence, Maquenne*s definition can¬ 
not stand in its original form. In more recent writings the term 
amylose has been used chiefly for that constituent which remains in 
aqueous solution when, after preparation of a paste with hot water, 
the bulk of the material is coagulated by freezing (Ling and Nanji 
(45)) or by electrodecantation (Samec (79, 81)). This amylose, 
called “amyloamylose” by Samec, really consists principally of un¬ 
branched constituents, although it is not entirely free from branched 
ones. For that reason we shall designate it as crude amylose. In 
many cases, however, ‘'amylose'' is also used simply to mean a de¬ 
graded starch. This is done, for example, by Baird, Haworth and 
Hirst (3). 

2. The Sepatation of Starch Into Its Components 

In order to separate and examine the components of starch grains 
without altering them chemically, it is necessary to use means by 
which the cohesive bonds (secondary valence bonds) holding the 
molecules together in the grains are severed, while leaving the pri¬ 
mary valence bonds intact. It is not altogether easy to find such 
means, for even agents which are very slow to hydrolyze the glucoside 
bonds and which have scarcely any noticeable effect upon maltose, 
for example, can nevertheless break down starch to a considerable 
degree. Thus, inasmuch as the polysaccharides of starch possess on 
the average more than 1000 glucoside links to the molecule, breaking 
0.1 per cent of the glucoside links reduces the size of every starch 
molecule, on the average, to a half, whereas under comparable condi¬ 
tions only 0.1 per cent of maltose molecules are involved. Reagents 
which are considered harmless for glucoside bonds in sugar chemistry 
can therefore be unsuitable in starch chemistry. One should, above 
all, eliminate all hydrolytic agents, the degrading action of which has 
been recognized in cellulose chemistry. Moreover, the methods of 
cellulose chemistry should be used to test for decomposition. 

A more reliable, though not very sensitive, method to test for de¬ 
composition is that of following the changes in reducing power, which 
increases in proportion to the number of bonds split hydrolytically. 
Much more delicate is the observation of the viscosity, which sur¬ 
passes in sensitivity every chemical method for estimating degrada¬ 
tion, for the ratio (i. e,, specific viscosity/concentration) is 
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approximately proportional to the molecular weight in the case of 
polymeric homologs of the same series, provided they do not differ 
too greatly. Thus, if a molecule containing 1000 glucose residues is 
broken by any agency whatsoever into two molecules of 500 units, 
only 0.1 per cent of the glucoside bonds are hydrolyzed; although the 
reducing aldehydic groups thus liberated are scarcely detectable 
analytically, the ratio falls to about one-half. Again, if, after 
a certain treatment, a starch preparation exhibits the same value of 

in a suitable solvent as before, no breakdown has occurred. 
The solvent must give a clear solution so as to be entirely homogene¬ 
ous; aqueous solutions are unsatisfactory because unstable. In our 
laboratory hydrazine hydrate is used as solvent for starches or their 
components (53). The viscosity of acetyl derivatives is determined 
in chloroform or in tetrachloroethane and that of methyl derivatives 
in chloroform or in benzyl alcohol. 

Fractionation of Starch (with Degradation). The following still 
widely used methods for separating starch into its components do not 
completely fulfill the necessary requirement of protecting the mole¬ 
cules of the starch constituents from degradation. 

Treatment with Superheated Water, Starch is only partly dissolved 
by boiling water; the bulk of it remains in the form of swollen grain 
fragments. For this reason Ling and Nanji (45), Saraec (77, 79) 
and many other investigators treat starch with water at 120° to 
140°, whereby gradual dissolution occurs or, at least, a better homo¬ 
genization or “peptization'' is obtained. However, this technique, 
which is very popular in starch chemistry, destroys the starch mole¬ 
cules by hydrolysis of glucosidic linkages. This is evident from the 
reduction of viscosity as well as from the following observations 
(63). The reducing power of a starch solution increases after two 
hours' heating at 126° with water of />H 6 by about 3 units of the 
so-called copper number. That is, additional aldehyde groups are 
liberated by hydrolysis, specifically, one to every 600 glucose units. 
The degradation goes as far as molecules about 100,000 units in 
weight (78a). 

The decomposing effect of superheated water may also be observed 
with so-called etythrogranulose, the high molecular dextrin which 
remains behind upon hydrolyzing starch with jS-amylase, being un¬ 
attacked by this enzyme. If erythrogranulose is exposed to super¬ 
heated water, it can be hydrolyzed afterward by /5-amylase (Hanes 
(21)), signifying, therefore, that new points of attack have been 
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formed; these result from cleavage of bonds within the molecules, as 
will be shown later. Products and peptized solutions obtained with 
superheated water cannot be considered, therefore, as consisting of 
intact starch components. In this category belongs, among others, 
the “erythroamylose" of Samec, which he regards as made up of un¬ 
changed starch components. 

Treatment with Acids or Acid Salts. As the hydrolyzing action of 
hydrogen ions is generally recognized, the “soluble” starches ob¬ 
tained with acids are correctly regarded as degradation products. 
However, many other substances not designated by authors as 
“breakdown products” are also the results of hydrolytic decomposi¬ 
tion. Among these is the “simplified starch” of Haworth, prepared 
with hydrochloric acid, as well as the “simplified amylose” or the 
soluble glycogen described by English writers (3, 26). Moreover, 
the preliminary treatment of starch with cold hydrochldlric acid and 
subsequent drying, whereby starch is made “peptizable,” is nothing 
else than a degradation into easily soluble fragments of lower molec¬ 
ular weight. 

Again, acidic salts like zinc chloride or mercury-potassium iodide 
act hydrolytically, as is known from cellulose chemistry and other¬ 
wise. Zinc chloride has been used, among other reagents, by Lamm 
(44) for dissolving starch, in order to determine the molecular weight 
of starch by the ultracentrifuge method. 

Alkalies, in the presence of oxygen, lead to degradation. (See 
Staudinger (87); K. H. Meyer (54).) When oxygen is excluded, even 
concentrated alkalies seem to have no degrading action. 

Superheating with glycerol degrades starch, through a soluble break¬ 
down product, the so-called “Zulkowski starch,” to lower molecular 
weight products (“trihexosane,” etc.), which have been investigated 
by Pringsheim (72) and Pictet (70). 

Hydrolytic enzymes have often been employed for breaking down 
starch, as by Naegeli and by Maquenne. Yet the amylatic enzymes 
attack all starch components; the compounds remaining after attack 
by amylases are themselves degraded (see below). 

Fractionation of Starch (without Degradation). By the following 
procedures starch is not degraded or hydrolyzed, according to our ex¬ 
perience; they can therefore be used for the isolation of starch com¬ 

ponents. 
Water below 80° effects practically no degradation, even in the 

course of several hours; it has been estimated that the velocity of 
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hydrolysis at 80° is some hundred times smaller than at 120°, so 
that the decomposition at 80° is negligible. To be sure, starch cannot 
be dissolved by Water at 80° but merely swelled; from the swollen 
starch grains crude amylose diffuses out in water-soluble form, so 
this mild treatment is satisfactory for the separation of amylose and 
arnylopectin (52). 

For the fractionation of that portion which is insoluble in hot water, 
it is satisfactory to use an aqueous solution of one part by weight of 
chloral hydrate in two parts of water (52, 53), the acidity of which has 
been neutralized by addition of bicarbonate. At room temperature 
only crude amylose dissolves, more and more dissolving as the 
temperature rises. Solution is complete at 80°. Dilute and 
concentrated caustic soda solutions do not split the amylose at room 
temperature in the absence of oxygen. Difficultly soluble prepara¬ 
tions, e. g., of amylose, can be brought into solution with dilute sodium 
hydroxide and they are slow to precipitate again after neutraliza¬ 
tion. Forniamide dissolves starch at temperatures above 100°, but 
the possibility of degradation is not excluded because of the increas¬ 
ing acidic activity of forniamide when heated. Hydrazine hydrate 
is our preference as a solvent for viscosimetric investigations. Ethyl- 
enediamine hydrate is also useful. 

In order to convert starch or difficultly soluble starch components 
into water-soluble form, they are heated with one part chloral hy¬ 
drate and two parts water to 80°, filtered through a G3 Jena filter and 
the solution sprayed into stirred acetone in a very fine stream. The 
precipitate is separated by decantation, washed several times with 
acetone and extracted in a Soxhlet, first with acetone and then with 
ether. The freshly prepared material is soluble in warm water but it 
rapidly loses its solubility (50, 53). 

In 1 to 2 per cent suspensions of starch, the grains of which are 
well swollen but not excessively disintegrated into small fragments, 
the liquid, amylose-containing phase can be separated from the paste 
by settling and decantation or by centrifuging. If the grains have 
been fractured by boiling, clarification with the ordinary laboratory 
centrifuge cannot be accomplished. Nevertheless the suspended 
particles coagulate if the solution is frozen; after melting, the pre¬ 
viously suspended particles form a coherent mass which can be re¬ 
moved by the method of Ling and Nanji (45). Separation of the 
suspended particles succeeds particularly well by electrodialysis 
(really electrodecantation), which was introduced into starch chem- 
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istry by Sarnec (79, 81). Those particles which consist mainly of 
amylopectin then migrate to the anode and there fall to the bottom, 
while the solution, containing the amylose as well as the lower 
molecular weight breakdown products, becomes clear. According to 
Samec, electrodialysis should effect a separation into a part containing 
phosphoric acid (amylopectin), which settles out, and a phosphorus- 
free amylose. This may be correct in many cases, yet for the anodic 
separation it is not the phosphoric acid content but the particle size 
which is important. Large carbohydrate particles, which produce 
turbidity, always separate, even if they are phosphorus-free, e, g., 
the amylopectin-containing residue of boiled maize starch; see Meyer 
and Bernfeld (55). Conversely, the phosphorus-containing amylo¬ 
pectin of potato starch can remain in solution for a long time, even on 
electrodialysis, if it has previously been converted into water-soluble 
form by treatment with chloral hydrate and then dissolved in water 
(63). 

Isolation of Amylose. Starch grains of maize and wheat, as well as 
of potato, swell in water at 60® to 80® without being fractured and 
crude amylose diffuses out of them. The solution can be freed of 
the swollen grains by settling or centrifuging. At 100® the grains 
disintegrate and the turbid solution must first be cleared by electro¬ 
dialysis. Most of the polysaccharide separates from the solution 
in the course of a few weeks at 5®. The precipitate is crystalline, 
for it gives a powder diagram with x-rays. We designate this kind 
of separation, therefore, as a crystallization, although it is often 
referred to by the superficial term, “retrogradation.*’ 

3. Amylose, Its Properties and Constitution 

Properties of Amylose. Amylose contains no phosphorus (Samec 
(79)). It can be separated into fractions having different solubili¬ 
ties in water (53). With increasing purity all fractions become less 
water-soluble. By precipitation from chloral hydrate, amylose is 
obtained in finely divided, water-soluble form; this product gradu¬ 
ally becomes insoluble again. It appears that purification lowers 
the solubility and that the solubility diminishes further by slow 
increase in crystallite size, just as in the aging of inorganic precipi¬ 
tates. The influence of crystallite size can be very important in the 
case of amylose with its high molecular weight (10,000 to 60,000) 
and small crystallite size, which is estimated to be about 100 A units 
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from the width of x-ray diffraction lines. For small crystals of 
spherical form the familiar relationship 

U /J _ l\ 
M “ p Vf2 r\) 

is valid, where M is the molecular weight, I^/Li is the ratio of solu¬ 
bilities of particles having radii ft and ri, p is the density and <t is the 
free surface energy. When ri is large, we may disregard 1/ri in com¬ 
parison with l/r2 and obtain 

The variation in solubility with the radius r is greater the greater the 
molecular weight; in the case of amylose even a threefold increase 
in crystallite size can lower the solubility to a small fraction of its 
initial value. 

Amylose occurs in a much more readily soluble form in starch than 
it does when crystallized out as purified amylose. This may well be 
attributed to the smaller size of the crystalline micelles in the grains. 
Also it may be that in native starch mixed crystallites containing 
both large and small molecules may exist which are more easily sol¬ 
uble than the uniform fractionated product. 

Aqueous solutions of amylose, either freshly extracted from starch 
or converted into soluble form, exhibit changes which signify aging 
and which are traceable to supersaturation effects. The aging re¬ 
veals itself, first, by a rapidly increasing resistance toward /3-amylase, 
next ultramicroscopic particles appear, the solution then becomes tur¬ 
bid, and finally a precipitate separates out. The aging consists, 
therefore, of an association which leads first to invisible and enzyme- 
resistant aggregates and ends finally in a separation of the solid phase. 
The more uniform the preparation, the faster the aging and the pre¬ 
cipitation proceed. Whereas crude amylose crystallizes out only in 
the course of several weeks, pure fractionated amylose precipitates 
within a few hours or even minutes. What is particularly important 
for enzymatic reactions, one can ‘Tejuvenate’' amylose solutions 
or suspensions by treatment with dilute alkali followed by neutrali¬ 
zation, for amylose is liberated at first in molecularly dissolved form 
from alkaline solutions (58). 

The Constitution of Amylose may be determined by methylation 
and hydrolysis. This method will be described below in detail; here 
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we give only the results. Separation of the methylated sugars 
after complete hydrolysis gives 0.4 per cent of 2:3:4:r)-tetramethyl- 
methylglucoside, corresponding to 0.4 per cent of the total glucose 
residues as end-groups. (See K. H. Meyer, Wertheim and Bernfeld 
(54, 63); also Hess and Krajnc (20).) Most of the sugar formed 
by hydrolysis consists of 2:3:6-trimethylmethylgiucoside, from 
which it follows that the glucose residues are combined by 1:4- 
linkages. (See Irvine (34a).) The molecular weight of the methyl¬ 
ated amylose amounts to 50,000, which corresponds to 250 glucose 
units. This was determined in water as well as in benzyl alcohol 
from the osmotic pressure, reduced to zero concentration by extra¬ 
polation (63). Since only 0.4 per cent of the glucose units, i, e., 
1 out of 250 units, possess four free hydroxyl groups and may be 
regarded as an end group, and since the molecule contains 250 units, 
it cannot be branched. 

Crude amylose from maize can be separated into fractions having 
molecular weights from 10,000 to 60,000 (53); potato amylose be¬ 
haves similarly. The amylose present in starches is, therefore, a 
mixture of polymeric, homologous, unbranched chains having suc¬ 
cessive 1:4-linkages; (c/. formula of amylose chain, page 145). 

From the optical rotation one can determine whether a- or /?-glu- 
cosidic linkages are present. Obviously the optical rotation in water 
can be measured only with difficulty because of the aging phenomenon. 
In one per cent solution (made alkaline and again acidified) we ob¬ 
tained a rotation of 220 ^ 5°, referred to CeHmOs. This value agrees 
veiy closely with that of 230*^ which is calculated on the basis of Hud¬ 
son's rule for a chain with continuous a-linkages (so-called maltose 
linkage). That is to say, if /3-maltose and /3-glucose are split up into 
separate rotational groups, as shown in the following scheme, it is ap- 

^-GJucos# Maltose 

a - Glucose Unit 

Calculation ol optical rotation of amylose. 

parent that all the groups found in the /3-glucose are also present in 
the ^-maltose, and that the latter also includes the groups of an a-glu- 
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cose unit whose configuration is the same as that of a glucose unit in a 
chain having continuous a-l :4-linkages. Accordingly, by subtraction 
of the molecular rotation of /3-glucose from that of /3-maltose, one can 
get the molecular rotation of a compound consisting of 1:4-glucose 
residues united by a-bridges. The molecular rotation of /3-maltose 
in water amounts to +403.5^, that of ^S-glucose 31.5°; the l:4-g}u- 
cose residue therefore has a rotation of 372°, from which a specific 
rotation of 230° is calculated. (See Meyer and Mark (47); also 
Meyer, Hopff and Mark (51).) 

Determination of Free Aldehyde Groups. The terminal aldehyde 
group of the amylose is free and can be quantitatively estimated by 
reduction by means of alkaline silver oxide or with alkaline copper 
oxide solution; but obviously no great reliance can be placed upon 
the exactness of the analysis. Fehling’s solution is unsatisfactory 
for the determination of aldehyde groups in very small amounts. 
On the one hand, the Fehling solution can undergo self-reduction to 
yield cupric oxide; on the other hand, a very small amount of cu¬ 
prous oxide formed by reduction can remain undetected because of 
its appreciable, though slight, solubility. We use the reduction of 
an alkaline suspension of silver hydroxide (54). After warming 
and dissolving the silver hydroxide in ammonium hydroxide, the 
colloidal silver solution is compared colon metrically with a colloidal 
silver solution of known silver content. In pure amylose we found 
one aldehyde group to 200 glucose residues; in amylopectin there 
was one aldehyde group to more than 2000 residues. 

According to Fargher and Probert (10) and also Richardson, Hig¬ 
ginbotham and Farrow (76), the free aldehyde groups of starch and 
its components can be determined by the Schwalbe-Braidy reduction 
by means of a concentrated solution of sodium carbonate and bicar¬ 
bonate to which copper sulfate has been added. Since the cuprous 
oxide formed by reduction is likely to be somewhat soluble in the re¬ 
agent, a little glucose (two milligrams per gram of starch) is added. 
Its reducing power is determined in a blank test and the reducing 
power of the starch is found by subtracting this blank value from the 
figure obtained with starch and glucose. Four atoms of oxygen are 
consumed for each aldehyde group. The cuprous oxide is removed 
by centrifuging, dissolved in ferric sulfate and titrated with N/2b 

or W/100 ceric sulfate, using <7-phenanthroline as an indicator. 
Richardson and Higginbotham (76), working with maize starch, 

obtained 2.8 to 8.9 mg. of copper per gram of starch, i. e., one aide- 
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hyde group for 460 to 1470 glucose units. In the water-soluble por¬ 
tion of maize starch, consisting principally of amylose, they found 
27 mg. of copper per gram, corresponding to one aldehyde group for 
about 150 glucose units. 

Chemical Properties of Amylose. With alkalies amylose forms 
salt-like compounds which are rather sparingly soluble in water and 
separate out from normal NaOH solutions. The dissociation con¬ 
stant of amylose (as an acid) is about 5 X lO""^® (54). A loose addi¬ 
tion compound forms with chloral hydrate. For the addition com¬ 
pound with iodine see Section VI, page 177. 

The hydroxyl groups of amylose can be esterified and etherified. 
With the formation of nitrates, considerable degradation always oc¬ 
curs, as Staudinger (88) has shown. Even the nitrates obtained 
under the mildest conditions, with phosphoric-nitric acids, have a 
viscosity about 30 per cent less in formamide after denitration than 
they had before nitration. Acetates of starches and their components 
can be obtained without degradation by means of p)rridine-acetic 
anhydride; by starting with solubilized starch, a triacetate is formed 
without difficulty. The statement by Reich and Damanski (75) that 
native starch yields only a diacetate contradicts the experience of 
all other investigators—Friese and Smith (20), Hess and Smith (27), 
Brigl and Schinle (7), Karrer and Krauss (35), Higginbotham and 
Richardson (31), Staudinger and Husemann (88)—and could not be 
confirmed by us. Because of its importance in establishing constitu¬ 
tion, methylation will be treated separately. 

Triacetylamylose and trimethylamylose form solid, elastic films on 
evaporation from solvents. When partially swollen, they can be 
stretched to form birefringent fibers. The films closely resemble 
those of the corresponding acetyl- and methylcelluloses. (See K. H. 
Meyer (56) and Samec (80).) 

Enzymatic decomposition will be treated later in detail. Here it 

suffices to state that amylose is completely hydrolyzed by /9-amylase. 
(See Samec and Waldschmidt-Leitz (82).) 

4, The Determination of End^Groups by Methylation and Hydrolysis 

The methylated sugars obtained by acid hydrolysis of methylated 
polysaccharides reveal which hydroxyls of the glucose residues were 
free, for only these can undergo methylation. The 2:3:4:6-tetra- 
methylglucose found among the sugars formed by hydrolysis comes 
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from terminal glucose units having free 2:3:4:6-hydroxyls, which 
were united to the other residues of the molecule only through num¬ 
ber 1 carbons. From the amount of 2:3:4:6-tetramethylglucose 
found, the “end-group content** can, therefore, be estimated. From 
the unbranched parts of the chain 2:3:6-trimethylglucose is derived 
and dimethylglucose from the points of branching or from incom¬ 
pletely methylated residues according to the following scheme. 

Hydrolysis of methylated branched chain of glucose units with a-l‘A linkages. 

Starch can be methylated directly if dissolved in 45 per cent sodium 
hydroxide solution and treated with dimethyl sulfate, according to 
Hess (28). We ourselves have failed to get good results by this method. 
Haworth (3, 24) first converts the starch into an acetyl derivative 
with pyridine and acetic anhydride; the acetyl derivative is then 
methylated in acetone with alkali and dimethyl sulfate. We start 
with starch, amylose or preparations which have been freshly pre¬ 
cipitated from chloral hydrate; these products are soluble in dilute al¬ 
kali and can be methylated easily. By many repeated methylations 
the methoxyl content can reach 42 to 43 per cent instead of the 45.6 
per cent to be expected from complete methylation. In earlier work 
Haworth and his co-workers (24) often used the so-called Barnett 
process of acetylation in which SO2CI2 and acetic anhydride are em¬ 
ployed. In this procedure, however, considerable hydrolytic break¬ 
down takes place, as Higginbotham and Richardson (31) have shown. 

Complete methylation can be accomplished in several ways. Freud- 
enberg and Boppel (17) suspend well-dried starch in liquid ammonia, 
adding metallic sodium and methyl iodide to it. If the treatment is 
repeated several times, a methyl starch containing 45.5 per cent 
methoxyl is obtained. A very considerable reduction in chain length 
results from this treatment, however, which is recognizable by the 
sharp decrease of the viscosity in chloroform. It is probably due to 
reductive splitting of glucosidic linkages. We cannot accept Freud- 
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enberg’s explanation that this represents a reduction of molecular 
entanglements. Hess and Lung (28) methylate first with dimethyl 
sulfate, dissolve the methylated starch in anisole, add sodium dis¬ 
solved in liquid ammonia, and methylate with methyl iodide after 
evaporation of the ammonia. Here also degradation takes place. 

The hydrolytic splitting of methyl starch is accomplished, accord¬ 
ing to Hirst and Young (o2), with a hot mixture of 80 per cent acetic 
acid and 70 per cent of a o per cent aqueous solution of hydrochloric 
acid. According to Hirst, Plant and Wilkinson (82tt), it can be done 
in the cold with concentrated hydrochloric acid. After neutraliza¬ 
tion with barium carbonate, the tetramethylglucose and part of the 
trimethylglucose can be extracted by repeated shaking with chloro¬ 
form. Such preliminaiy^ separation is advantageous in case only a 
small amount of tetramethylglucose is present. The rest of the 
sugars, namely, tri- and dirnethylglucose, are extracted with chloro¬ 
form from the residue left after evaporation of the aqueous solution to 
dryness. For definitive fractionation, the sugars are converted irito 
methylglucosides and then fractionated. Glucosidifying is elTected 
by 12 hours’ boiling with methanol plus one per cent hydrochloric 
acid. A small part of the methoxyl is split ofl' by this method, so 
that loss occurs. P'or this reason Freudenberg and Jacob (18) have 
recently recommended glucosidifying with methyl silicate, methanol 
and some acetyl chloride; the operation is carried out in the cold and 
no loss should occur. The mixture of methyl glucosides can be 
treated in various ways. Haworth, and Hirst and Young (82) frac¬ 
tionally distill in high vacuum, and in the fractions, the weights of 
which are determined precisely, they measure the content of tetra- 
or trimethyl derivatives with the aid of the refractive index. The 
total content of tetramethylmethylglucoside gives the “end-group 
content.” 

Freudenberg and Boppel (17) benzoylate the glucoside mixture in 
pyridine, thus converting di- and trimethylglucosides into relatively 
non-volatile benzoates. The tetra-product can then be easily dis¬ 
tilled off. Hess (28) prepares phosphoryl derivatives of the glucoside 
mixture with phosphorus oxychloride in pyridine for the same pur¬ 
pose, but the losses in Hess’ procedure are particularly large, amount¬ 
ing to about 50 per cent of the tetra-product. We (54) use the Ha¬ 
worth method with the modification of Hirst and Young, although 
the error is rather high. One can estimate the end-group content to 
!*=0.1 per cent when the content is as small as 0.3 to 0.4 per cent but 
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only to 1 per cent when the content runs to as much as 4 to 10 per 
cent. In comparative experiments, therefore, exactly the same 
methods should always be used. 

The constitution of the 2:3:4:6-tetramethylmethylglucoside and 
of the 2:3:6-trimethylmethylglucoside which distill over is verified 
by comparison with synthetic products. The constitution of the di- 
methylglucose remaining behind after the distillation has been deter¬ 
mined in various ways. Haworth, Hirst and Isherwood (25) ob¬ 
tained dimethyl-d-tartaric acid by oxidation of a dimethylglucose ob¬ 
tained from methylated glycogen. The two methoxyl groups must, 
therefore, be on adjacent carbon atoms, suggesting 2;3-dimethylglu- 
cose. The 4 and 6 positions were, therefore, bound in the glycogen. 
Freudenberg and Boppel (17), using the reaction of dimethylglucose 
(obtained from methylated starch) and azobenzene-/>-carboxylic acid 
chloride in pyridine, were able to isolate a mixture of the a- and /^-forms 
of the azobenzene carboxylic ester of 2:3-dimethyl glucose, which was 
identified by comparison with the synthetic substances. 

As already mentioned, the end-group content of amylose amounts 
to 0.4 per cent; that of amylopectin is about ten times as large (55, 
63); that of glycogen amounts to 9 per cent and that of a dextrin ob¬ 
tained from glycogen by /3-amylatic breakdown even 18 per cent (62). 
These examples show how important the end-group method is for 
characteriziii g poly saccharides. 

5. Amylopectin, Its Properties and Constitution 

After extraction of the amylose, the bulk of the starch (85 to 95 per 
cent) remains behind. Depending upon the previous treatment, it is 
either in the form of highly swollen grains or, if electrodialysis was 
used for separation, as |i hydrous flocculent precipitate. The poly¬ 
saccharide (amylopectin) contained in it is less water-soluble than 
amylose and, unlike the latter, it is not fully broken down by /3-amy¬ 
lase but only to about 60 per cent. Amylopectin may be resolved into 
fractions by fractional extraction with 33 per cent aqueous chloral 
hydrate solution. The fractions are indistinguishable in their sus¬ 
ceptibility to attack by /3-amylase; they probably are similarly con¬ 
stituted but possess different molecular weights. Amylopectin can 
be converted into a finely divided, water-soluble form by precipitation 
with acetone from solution in aqueous chloral hydrate; the aqueous 
solution clouds up very quickly, however. Somewhat more stable 
are the solutions of this amylopectin in dilute alkali (55). 
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The amylopectin of cereal starches does not contain any chemically 
bound phosphoric acid (71); preparations which contain phosphorus 
because of admixed phosphatides can be freed of phosphorus by sol¬ 
vents or by precipitation. On the other hand, the amylopectins of 
reserve starches, such as potato or arrow root, do contain small 
amounts of phosphoric acid as phosphoric esters of hydroxyl 6, for 
Postemak (71) wa^ able to obtain glucose-6-phosphoric acid from 
them by enzymatic hydrolysis. 

CH,OPO(OH), 

■U-K^Z^o-t 
Phosphorus-containing glucose unit. 

The constitution of amylopectin is distinctly different from that of 
amylose. As is proved by the Haworth end-group method together 
with molecular weight values and determinations of aldehyde groups, 
it has a branched structure. A branched structure was first pro¬ 
posed for starch by Meyer and Mark (47); the strongest argument 
for this branching was furnished by Haworth (24), who showed that 
the end-group content (content of glucose units with free 2:3:4:6 hy¬ 
droxyls) of some 4 or 5 per cent corresponded to one terminal unit per 
25 residues. For many years, however, Haworth attached another 
significance to his results. He supposed that the starch molecule 
consisted only of small chains of 25 glucose units, which associated to 
give larger, supermolecular complexes. Only after other investi¬ 
gators, namely, Staudinger, Freudenberg, Hirst and Young, and 
K. Hess, had explained the high content of terminal groups as a 
consequence of branched structure in large jpolecules did Haworth 
(23) finally accept this view also. It must be emphasized, however, 
that the statement that “starch” is branched is incorrect. Only the 
main constituent, amylopectin, is branched. 

The earlier assumption of Haworth that starch is made up of as¬ 
sociated molecules consisting of about 25 glucose units each and pos¬ 
sessing a molecular weight of about 4000 is in contradiction to the 
entire behavior of starch, which points to a much higher molecular 
weight. Osmotic determinations on soluble amylopectin derivatives 
(esters and ethers) give molecular weights in excess of 300,000. Also, 
in a straight chain molecule, for each tetra-OH “end-group” there 
is a free aldehyde end-group, but this is not true of amylopectin. The 
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slight reducing power of amylopectin toward alkaline silver or copper 
solutions indicates that there is only one aldehyde group to about 
1500 to 3000 glucose units. For each free aldehyde group, there¬ 
fore, there occur on the average some 100 tetra-OH end-groups, 
a fact which is explainable only by a branched structure for the 
molecule. 

Maize amylopectin contains 3,8 per cent tetra-OH groups (Meyer,. 
Wertheim and Bemfeld (54)). Potato amylopectin seems to con¬ 
tain somewhat more end-groups and to have a higher average molecu¬ 
lar weight (63). The branch positions are formed by a-l:6 bonds, 
for the dimethylglucose found among the sugars split from highly 
methylated starch is 2:3-dimethylglucose, as was established by 
Freudenberg and Boppel (17). Accordingly, hydroxyls 4 and 6 
of the corresponding glucose residues of the starch were bound. Fur¬ 
thermore, Myrback (67) obtained among the products of decom¬ 
position with malt-amylase a trisaccharide in which one of the number 
6 hydroxyls was not free and this he concluded was a 4[iso-malto- 
sido] glucose (I) or a 6[maltosido] glucose (II) or a mixture of both. 

Further conclusions about the structure of amylopectin are fur¬ 
nished by investigations with enzymes (Meyer and Bemfeld (55, 
61). Amylopectin is broken down by /5-amylase, giving a high mo¬ 

lecular weight residual substance, which amounts, in the case of maize 
amylopectin, to about 45 per cent of the original material. This resi¬ 
due, c^ed residual-dextrin I* or erythrogranulose, contains 9 per cent 
of tetra-OH end-groups; all the end-groups of amylopectin are, there- 

* In German, ‘'Grenzdextrin I."' 



160 KURT H. MEYER 

fore, still present and no branch positions can have disappeared. It 
therefore contains groups of the following kind, which are due to the 
degraded branches of the amylopectin: 

OH 

I • 

End-groups of residual-dextrin I. 

Residual-dextrin I or its end-groups are now attacked, not by jS-glu- 
cosidase (emulsin), but by a-glucosidase (maltase from yeast), with 
glucose breaking off. The branching link is, therefore, an a-bond. 
The substance remaining, which is still a very high molecular weight 
dextrin (dextrin II),, is now no longer resistant toward /J-amylase, but 
is hydrolyzed by it into maltose and a residue (residual-dextrin III), 
which, like glycogen, gives a light, reddish brown color with iodine. 

These facts can be explained only by a ramified structure, as is indi¬ 
cated in Fig. 1. They are not consistent with the picture of a prin- 
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cipal chain carrying unbranched side chains, as has been proposed by 
Staudinger and by Hirst and Young. As one end-group and, conse¬ 
quently, a branch as well occur for every 28 glucose units, 55 per 
cent (i. e., 16 glucose units per end-group) is broken down by /3-amy- 
lase with 1.5 units per end-group being left over {cf. with formulas 
for end-groups of residual-dextrin I); it can therefore be inferred that 

Fig. 1.—Schematic structure of amylopectin, showing suc¬ 
cessive stages in its enzymatic hydrolysis. A, aldehydic 

end-group; o, glucose unit. 
-End of initial degradation by ^-amylase, yielding 

residual-dextrin I. 
.Hydrolysis continued by a-glucosidase, giving dex¬ 

trin II, hydrolyzable by /5-amylase. 
- ' - • - End of further attack by /5-amylase, yielding re¬ 

sidual-dextrin III. 

the outside branches of amylopectin consist of 15 to 18 glucose units, 
whereas the inside parts of the chains, between branch positions, are 

about 8 to 9 units long. 
The differences between amylose and amylopectin can be sum¬ 

marized as follows: 
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Atnyloses are unbranched and have molecular weights between 
10,000 and 100,000. The tetra-OH end-group content is 0.4 per cent; 
it does not form the characteristic starch paste. It is hydrolyzed com¬ 
pletely by )S-amylase. Its ethers and esters form strong extensible 
films. 

Amylopectin is branched; its molecular weight exceeds 300,000. 
The tetra-OH end-group content is 4 per cent; it is the paste-forming 
substance in starch. /3-Amylase breaks it down to a residual sub¬ 
stance (residual-dextrin I) of high molecular weight; the ethers and 

esters form brittle, inextensible films. 

IL Physico-Chemical Investigation of Solutions of Starch and Its 
Components 

/. Osmotic Measurements for the Determination of Molecular Weight 

Physical measurements on solutions for the determination of ma¬ 
terial constants are limited, practically, to homogeneous solutions 
which do not undergo changes with time, as otherwise the results are 
extremely difficult to evaluate. Among starches and their deriva¬ 
tives, however, alterations in solution are very frequent. Aqueous 
solutions of starches and their components are particularly unstable, 
exhibiting a series of phenomena which are spoken of collectively as 
aging. 

A sensitive test for aging effects is the degree of digestion by i3-amy- 
lase. This value is greatest in fresh amylose solutions or freshly pre¬ 
pared starch pastes (59, 80). By boiling up aged solutions, or by 
making alkaline and then neutralizing, the initial condition can be 
restored again. On further aging, ultramicroscopic particles appear, 
then the solutions become turbid. In the course of weeks, amylose 
separates from amylose solutions as a crystalline precipitate, while a 
starch paste gelatinizes or becomes very cloudy. This behavior, like 
the precipitation of amylose, is attributable to association to super- 
molecular aggregates. The fundamental reason for all these aging 
phenomena is possibly that the carbohydrates of stajfrch are practically 
insoluble in water and they disperse in water to give a supersaturated 
solution of the mixtures present in native starch; in these solutions 
soluble aggregates first form, then insoluble ones, which either floccu¬ 
late or develop into a loose network of felted micelles, to appear macro- 
scopically as a jelly or gel. Solutions in formamide are also unstable, 
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as is shown by the rapid increase in viscosity followed by gelatiniza- 
tion (53, 57). 

From the foregoing it is apparent that the measurement of the os¬ 
motic pressure of aqueous starch solutions or amylose solutions can 
give the pressure only for a certain stage in the association or aging 
process and that the molecular weight of the parent molecule cannot 
be obtained from this. Only in the stable solutions of highly degraded 
starches can osmotic determinations of molecular weight be made in 
water. They are also possible, however, for solutions of ethers or 
esters in suitable solvents, such as tetrachloroethane and benzyl al¬ 
cohol. In such measurements, however, the following is to be noted: 
as the experience of recent years has demonstrated, high polymeric 
substances with chain-like structures show considerable deviations 
from vanT Hoff's Law, even at very low concentrations. The osmotic 
pressure is not proportional to concentration but increases faster 
than concentration and conforms for the most part to the relation¬ 
ship 

p m, ac bc^; or ~ «* a -f 

One must, therefore, measure the osmotic pressure at different con¬ 
centrations and, as the simplest way, extrapolate pjCy the so-called 
reduced osmotic pressure, graphically to zero concentration, at which 
the van't Hoff relationship holds. 

In measurements with the ultracentrifuge also it turns out that 
deviations occur even at very small concentrations, and, as in the case 
of osmotic pressure, these lead to particle weights which are too low. 
In this case also, for exact determinations of molecular weight, it is 
necessary to use several concentrations and then extrapolate to zero 
concentration. In this connection compare Signer's (85) measure¬ 
ments on polystyrene. Only a few of the numerous molecular weight 
determinations made by osmotic pressure measurements can with¬ 
stand the foregoing criticism. This is true also of the painstaking 
ultracentrifuge measurements of Lamm (44). Using an aqueous 
solution which had been prepared by dissolving starch in concen¬ 

trated, aqueous ZnCh solution, diluting with water and then removing 
the ZnCh by dialysis, Lamm found particles having molecular 
weights from 100,000 to 1,000,000; in an amylose solution prepared 
according to Samec's directions particles having molecular weights 
from 300,000 to 1,800,000 were detectable. But unquestionably the 



164 KURT H. MEYER 

solutions involved were not molecularly dispersed; rather, they rep¬ 
resented an indefinite degree of a'ging (association). As the molecu¬ 
lar weights of molecularly dissolved amylose are from 10,000 to 
60,000, the particles in Lamm's solutions were in fact rather highly 
associated. 

The molecular weight of about 200,000, which was calculated by 
Samec (80) from osmotic pressure measurements, using aqueous solu¬ 
tions of amylose, is also open to question as referring to aggregates 
at some stage of aging. Measurements made upon solutions of 
starch in formamide, in which viscosity shows that aggregation is 
occurring, are likewise unreliable. The molecular weights of aggre¬ 
gates are of course unsuitable for the characterization of chemical 
constitution. For that purpose one needs the molecular weight in 
molecularly dispersed solutions. Measurements of osmotic pressure 
in hydrazine hydrate or in ethylenediamine, which give stable solu¬ 
tions of amylose, have not yet been carried out. 

We have confined ourselves to determining the molecular weights 
of esters and ethers. Thus, one can convert amylose into triacetyl- 
amylose with acetic anhydride-pyridine, without any degradation. 
The osmotic pressure of triacetylamylose in tetrachloroethane gave a 
molecular weight of about 78,000, which corresponds to a molecular 
weight of 45,000 for the parent amylose (56). A methylated amylose 
which forms stable aqueous solutions at room temperatures gave a 
molecular weight of 50,000 (63). Triacetylamylopectin showed a 
molecular weight of more than 300,000 but precise data cannot be 
given at the present time. It seems probable to us that molecules of 
amylopectin occur having weights of from 100,000 to 1,000,000. 
Measurements by Carter and Record (8) on methylated starch prod¬ 
ucts prepared by Baird, Haworth and Hirst (3) from starch which 
had been degraded by hot, alcoholic hydrochloric acid (the authors 
called this “amylose”), gave values between 40,000 and 124,000 in 
chloroform. Staudinger and Husemann (88) found molecular 
weights from 40,000 to 250,000 for degraded methyl- and triacetyl- 
starches. 

Finally, the available measurements on glycogen should be men¬ 
tioned. Methylated glycogens from the livers of various kinds of 
animals give molecular weights from 300,000 to 800,000 in chloro¬ 
form, according to Carter and Record (8). Larger values obtained 
by the same workers using acetylated glycogen were declared by the 
authors themselves to be uncertain. Husemann and Ruska (34) 
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found that by fractional precipitation Merck’s glycogen could be 
separated into fractions of very different molecular weights. 

2. Determination of Molecular Weight and of Molecular Shape with 
the Aid of Viscosity 

As is well known, the limiting viscosity of chain polymers of a given 
series in the same solvent should, according to Staudinger, be pro¬ 
portional to the molecular weight 

lim = K„M 

where M is the molecular weight and is a constant. 
Staudinger (89) himself,„ however, has found recently that this re¬ 

lationship does not hold for a large number of chain polymers and 
K, H. Meyer (49) was unable to confirm the law in a critical survey of 
all the available data, and could only establish that the limiting vis¬ 
cosity increases continuously with the molecular weight, just as the 
density and the boiling point do in a homologous series. Only re¬ 
cently G. V. vSchulz (84), a co-worker of Staudinger’s, has come to the 
same conclusion. If, therefore, the molecular weights and the limit¬ 
ing viscosities of several members of a series are known, the molecular 
weight of another member can be interpolated from the viscosity. 
This method is applicable, however, only to unbranched polymers; 
i. e.y in the present study only to amylose and even then only if prod¬ 
ucts of equal uniformity are compared. The viscosity of a uniform 
product is lower than that of a less uniform one of the same average 
molecular weight. 

The comparison of viscosities in the case of amylopectin affords 
f)nly the roughest estimate of molecular weight. In general, the 
limiting viscosity in the case of isomers is less for branched than for 
normal isomers. If, therefore, one finds that substances of the same 
molecular weight and apparently of the same or very similar constitu¬ 
tion exhibit quite different viscosities, the inference is permissible that 
the less viscous substance possesses a branched structure. By com¬ 
parison of cellulose acetates with starch acetates of equal molecular 
weight, Staudinger (87) concluded that the latter were branched and 
K. H. Meyer (50) was able to show that amylose and its derivatives 
exhibit a considerably higher viscosity than amylopectin of equal 
molecular weight. 
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It seems particularly difficult to us to evaluate viscosity measure¬ 
ments on aqueous starch pastes and starch solutions intelligently. In 
pastes the structure of the grains has not yet been destroyed com¬ 
pletely; giant supermolecular networks are present and these in¬ 
homogeneities give the paste a high viscosity. Solutions of starch 
which has been made soluble according to our methods are much less 
viscous. The instability of all starch solutions must also be remem¬ 
bered. By changes in aggregation and crystallization the viscosity 
is usually increased, although, under certain conditions, it may even 
be lowered. The great sensitiveness which the viscosity of dilute 
potato starch paste exhibits toward salts seems to us to be very re¬ 
markable and, for the present, inexplicable. A one per cent paste, 
prepared at 100has a relative viscosity (rji-ei.) of 90 at 20°; after 
addition of one per cent sodium chloride, r/rei. is only 9. 

III. The Fine Structure of Starch Grains and of Starch Paste 

Starch grains consist of concentric layers. These layers separate 
from one another when heated starch is treated with water (Baden- 
huizen). The layers consist (according to Nageli and to A. Meyer) 
of elongated, crystalline micells, arranged radially, as in spherulites. 
The radial structure is revealed by the double refraction of the grains. 
X-ray diagrams reveal the lattice-like arrangement. The interfer¬ 
ence lines of native starch are rather broad and show that the crys¬ 
tallites are small, probably not exceeding 100 A units in size. The 
diagrams vary with the kind of starch. Notwithstanding many 
years of investigation by J. R. Katz (36, 37), nothing more than 
the fact of crystallinity and the existence of different modifications 
has been established. On complete dehydration the diagram indi¬ 
cates an amorphous condition (51). The single molecule of water 
associated with each glucose unit is thus indispensable to the building- 
up of the crystal structure. The double refraction of the grains 
amounts to 0.0155, according to Frey-Wyssling (19) and is about one- 
fourth that of cellulose. The planes of the glucose rings cannot, there¬ 
fore, have the same arrangement as in cellulose, where they lie parallel 
to the long axis of the crystallite, but must make a definite angle with 
the axis. If the glucose units are arranged, as in cellulose, in a di¬ 
agonal screw sequence, a chain-structure such as that in Fig. 2 is ob¬ 
tained. This would be consistent with the other properties and would 
also provide space to accommodate the water molecules between the 
chains as they extend parallel to the crystallite (51). A screw-like 
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arrangement of glucose residues was proposed by Freudenberg but 
this model is in disagreement with the evidence of double refraction, 
for if the screw axes lie radially, the uniaxial birefringence would have 
to be negative, which is not the case (Frey-Wyssling). 

The starch grain, however, is no ordinary spherocrystal, for it can 
be deformed elastically. If we seek other examples of similar be¬ 
havior, we discover one in crystallized gutta percha, where the crystal¬ 
lites comprise only part of the chains, while 
other parts are free, passing from one crys¬ 
tallite to another and joining them together, 
(50). The same explanation appears to be 
plausible in this case; the crystallites are 
held together by free parts of the primary 
valence chains, which act as an amorphous, 
elastic cement. This conception serves also 
to account for the swelling phenomenon. 

The starch grains exhibit a limited swell¬ 
ing in hot water, i. e., they take in from 30 
to 50 times their volume of water and form 
an elastic jelly. Such limited swelling is 
characteristic of chain polymers which are 
held together in loose, 3-dimensional giant 
molecules by network cross linkages. A 
familiar example is the swelling of slightly 
vulcanized rubber, in which the polyprene 
chains are linked together by sulfur bridges. 
There are now a number of chemically inert Fig- 2,—Model of starch 

solvents which break the network linkages <^kain. Glucose units ar- 

of starch and dissolve it, e. g., concen- ^ ^ t, / * i 
* Cross-hatched circles ** 

trated aqueous solutions of chloral hy- oxygen. Open circles « 

drate, sodium trichloroacetate and thio- carbon, 

urea. Network linkages which are dissolved 
in this way can only be secondary valence bonds (57). All substances 
which burst the network linkages of starch are also good swelling 
agents for starch and good solvents for amylose. The bridge bonds 
are, therefore, of the same type as the lattice forces of starch or amy¬ 
lose. In the paste from highly swollen starch grains the giant 
branched molecules of amylopectin are also united into loose 3-di¬ 
mensional networks by regions having a lattice-like arrangement. 
In these regions, sections of several chain molecules are linked to- 
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gether into crystallites. Conversely, these micellar regions are 
connected to one another by molecular filaments (cohering “fringe 
micelles”). Figures 3 and 4 illustrate this concept. 

If starch is actually dissolved after complete destruction of the grain 
structure, e, g., by chloral hydrate, the polysaccharide which is re¬ 
covered by precipitation from such a solution no longer gives a paste. 
The typical properties of pastes are, therefore, bound up with the 
morphological structure of the swollen grains, which have loosened 
up to form large inflated units. 

The formation of the loose, 3-dimensional net, which is responsible 
for the limited swelling capacity and with it the paste production, is, 

therefore, connected with the size 
and the highly ramified structure 
of the amylopectin molecule. It 
is this which makes it possible for 
part of the molecule to remain in 
lattice-like micelles and another 
part of the same molecule to be 
surrounded by solvent (i. e., “dis¬ 
solved”). On the other hand, the 
amylose molecule, the unbranched 
constituent of starch, is either 
completely dissolved or else tied 

up as a whole in the lattice union with other molecules to form a 
solid body incapable of swelling and, therefore, not capable of paste 
production. 

Undamaged starch is not attacked by cold water; in warm water 
part of the crystallite is liquefied by the solvent and the. grain absorbs 
water with an increase in volume. The degree of swelling depends 
upon the temperature. With maize starch scarcely any action is 
noticeable below 55°; at 80° the grains swell to 25 times their initial 
volume. In consequence of the loosened structure, the smaller un¬ 
branched molecules can diffuse out, while the very large branched 
molecules of amylopectin are still held together in micelle-like bundles, 

f thus preserving the shape of the highly swollen grains. Within the 
swollen grains, the layers of which now form loose, water-filled, 3- 
dimensional nets, an equilibrium must exist between the chain parts 
“dissolved” in water {i. e., surrounded by water) and the “undis¬ 
solved” chain parts, i. e,, those which are bound together in crystal¬ 
line micelles. The saturation concentration of dissolved chain parts 

Fig. 3.—Layer of a starch grain; 

crystalline micelles shown by thick 

lines. 
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corresponding to this equilibrium increases with rising temperature up 
to 120°, when complete destruction of the grains occurs. The fraction 
of the starch grain which is regarded as ‘‘dissolved” depends now, 
not only upon the saturation concentration, which is controlled by 
the temperature, but also upon the amount of absorbed water, which, 
for its part, is determined by the mesh-width of the system. The 
structure becomes loosened by the dissolution of crystallites at the 
beginning of the swelling process; thus more water can penetrate, 
and then additional crystallites may dissolve. For this reason the 
temperature change from the beginning of the process to the stage 

Fig. 4.—Layer of a swollen starch grain; the con¬ 

nected crystalline micelles shown by thick lines. 

of very marked swelling, with 2000 to 4000 per cent water absorp¬ 
tion, is rather small, amounting to scarcely 30°. The unbranched 
and weakly bound amylose molecules diffuse out of the swollen starch 
grains and ultimately also the lower molecular weight amylopectin. 
Consequently the osmotic pressure within the grains diminishes and 
the swollen grains finally shrink noticeably. 

The most recent measurement of the heat of swelling is due to 
Kiintzel and Doehner (43). They obtained 36.75 cal. per g. This 
heat comprises the heats of fusion and of solution of the ‘‘molten” 
polysaccharide. On melting, 39.35 cal. per g. is absorbed.and on dis¬ 
solving, with the accompaniment of hydration, 2.0 cal. per g. is 
evolved. The heat of fusion of roughly 40 calories is about equal to 
that of a-glucose. 

When starch swells in a limited amount of water, the shells touch 
and adhere together so that they can no longer be separated without 
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rupture; the “starch-paste'' is thus formed. Evidently, sections of 
the chains in some grains penetrate into other shells and, due to this 
entangling, the macroscopic effect of adhesion is exhibited. The 
analogous phenomenon occurs when fresh surfaces of unvulcanized 
rubber come into contact. 

On cooling a paste it congeals. X-ray investigation shows that 
this solidification is traceable to the formation of crystallized regions. 
Matted crystallites, united by molecular filaments, form a coherent, 
elastic structure and the heat of crystallization is evolved. The ve¬ 
locity of crystallization varies with the kind of starch. Maize and 
rice pastes crystallize rapidly, potato paste very slowly (63). It is 
not entirely clear what causes this difference. However, according 
to Fischer and Seek (11), by previous mild degradation with acids or 
with sodium peroxide, one can get, even from potato starch, a prod¬ 
uct which congeals rapidly. Accordingly, this suggests that the ex¬ 
traordinary size of the molecules of potato amylopectin represses the 
crystallization. 

• According to all the foregoing facts, it is evident that the paste¬ 
forming properties of starch or of amylopectin do not depend upon 
the electrochemical character of the starch components nor upon their 
phosphorus content—a conception which Samec advanced. The 
molecular-morphological consideration of the swelling and paste¬ 
forming processes demonstrates an immediate and clear connection 
between the branched structure of the huge amylopectin molecules 
and the formation of loose, 3-dimensional nets, such as we have sup¬ 
posed to exist in swollen grains or paste. 

IV. The Enzymatic Degradation of Starch 

Starch can be degraded by enzymes in various ways. Two en¬ 
zymes, a- and /5-amylase, yield chiefly maltose, which is liberated by 
the former as a-maltose with negative mutarotation and by the lat¬ 
ter as j5-maltose. (See Kuhn (42).) In the presence of inorganic 
phosphates starch is converted by phosphorylase into glucose-l-phos- 
phoric acid (see Hanes (22)); a-glucosidase yields glucose. 

/. Degradation by Amylases 

a-Amylase occurs in animal fluids and organs {e, g., saliva, liver, 
leucocytes, pancreas); also in certain bacteria (e. g.. Bacillus mesan- 
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ihericus subtilis); it is also found in malt along with large amounts of 
/^-amylase. /3-Amylase is present in cereal grains as well as in malt. 

In order to get an insight into the course of enzymatic breakdown, 
it is necessary to study the action of purified enzyme {e. g., a-amylase 
which is free from /3-) upon purified starch components. In this way, 
however, one departs radically from the conditions of biological hy¬ 
drolysis, for the purified components are much less readily soluble 
or capable of swelling in water than the mixtures occurring in starch. 
Moreover, an enz^mie mixture, such as the one present in malt amyl¬ 
ase, can behave differently from the pure enzymes. 

Animal amylase seems to be free from /S-amylase. In malt amylase 
the j3-amylase is destroyed by 20 minutes’ heating of the aqueous ex¬ 
tract at 70'’; see Wijsman (92), Ohlsson (68), Kdinkenberg (39), 
Blom, Bak and Braae (6). Hence a purified a-amylase can be pre¬ 
pared by heat treatment. /3-Amylase occurs almost free from a- in 
ungerminated grain and by permitting the aqueous grain extract to 
stand for several days at a pK of 3.6, the residual a-amylase is de¬ 
stroyed. (See Blom, Bak and Braae (6).) This method is suitable 
for the preparation of pure /3-amylase. Additional methods are 
described in the new treatise of Bamann and Myrback, “Die Metho- 
den der Ferraentforschung.” 

According to Ohlsson (68), a-amylase splits starch first into large 
fragments (dextrin) and thereby destroys the starch shells or “lique¬ 
fies" them. The supposition that liquefaction can set in without 
hydrolytic cleavage is false and is due to the circumstance that the 
slight hydrolysis of less than 0.1 per cent of the glucosidic links, which 
suffices to destroy all the amylopectin and produce liquefaction, may 
easily be overlooked. The dextrin hydrolyzes further into maltose 
for the most part, with some glucose formed at the same time, a cir¬ 
cumstance which was unnoticed for a long time; see Hanes (21), 
Somogyi (86), Myrback (65, 66). Since maltose is not the only deg¬ 
radation product, it is not possible to calculate the amount of mal¬ 
tose formed in an enzymatic reaction merely on the basis of optical 
rotation or from the reducing power reckoned for maltose. It is in 
this way that many errors have been made—among others, the claim 
of Pringsheim (73, 74) that under certain conditions starch can be hy¬ 
drolyzed quantitatively into maltose by enzymes, which is not 
true. 

The breakdown products can be analyzed completely by examin¬ 
ing four aliquots. In one sample the reducing power is determined 
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directly by titration according to Bertrand; in the second sample the 
glucose is eliminated by fermentation either according to Harding 
and Hanes (21) with the yeast monilia krusei, or according to Somogyi 
(86) with baker’s yeast at /?H 8. Under the latter conditions mal¬ 
tose and dextrin are not attacked and the reducing power is deter¬ 
mined by titration. In the remaining samples glucose and maltose 
are removed with monilia tropicalis or with baker’s yeast without 
addition of buffer; the reducing power is determined in one sample 
and the other is hydrolyzed with hydrochloric acid and then titrated. 
The difference between samples 1 and 2 gives the content of glucose; 
that between samples 2 and 3 the maltose. The balance consists of 
dextrin, the quantity of which is obtained from sample 4 and the 
reducing power from sample 3. The ratio of the values from samples 
3 and 4 gives the average degree of polymerization of the dextrin, 
i, e., the number of glucose units per molecule. 

Using an amylase from leucocytes, Somogyi obtained the following 
results with maize-starch paste: at the beginning only unfermentable 
dextrin formed; then maltose and finally even some glucose appeared, 
while the dextrin partially disappeared. The glucose did not come, 
therefore, from the maltose. In preliminary researches we have 
studied the action of a-amylase and bacterial amylase upon amylose> 
The hydrolysis proceeded in a similar way. The end-products were 
likewise low molecular-weight dextrin, maltose and glucose. It is 
probable that the dextrin from amylose hydrolysis differs from that 
from starch. The action of a-amylase upon amylopectin has not yet 
been investigated thoroughly. 

The action of /3-amylase has been studied carefully. According to 
Ohlsson (68), maltose is produced immediately, on the one hand; 
while, on the other, a very high molecular-weight breakdown product 
results and, above all, no liquefaction or marked change in viscosity 
occurs. The enzyme must, therefore, remove the maltose from the 
ends of the starch chains. The point of attack is the end which is not 
aldehydic. (See Ohlsson (68), Hanes (21), Myrback (66).) Amylose 
is completely hydrolyzed by /3-amylase. (See Samec and Wald- 
schmidt-Leitz (82), Meyer and Bernfeld (54).) At th^ same time 
very small amounts of glucose form in additmn to maltose; see 
Hanes (21). Up to 80 per cent hydrolysis the reaction is of zero 
order, which indicates that only the end-groups of the starch are re¬ 
active and that on splitting off a maltose unit, another end-group 
forms, so that the concentration of the substrate is not at first changed 
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(58, 59). It changes only after some chains are fully hydrolyzed off, 
thus altering the concentration of the substrate. Aqueous solutions 
of amylose lose their initial sensitiveness toward /3->amylase rather 
quickly through aging (association). In aged solutions only a part is 
hydrolyzed, while another part escapes breakdown by coagulation. 
The micells are evidently protected against attack by enzymes. After 
the low molecular-weight dissolved part of the amylose, which acts 
as protective colloid, has been hydrolyzed, the rest coagulates and 
separates out. 

Amylopectin yields a high molecular-weight residual substance with 
/3-amylase; this substance is further attacked by /3-amylase only with 
extreme slowness, the reduction in velocity being to Vsoo.ooo. The 

Fig. 5.—Enzymatic degradation of amylopectin. 

Attack by /3-amylase. 

X Branch-points prevent continued hydrolysis and residual-dextrin I remains, 

f Cleavage by a-amylase or superheated water. 

Subsequent attack by /3-arnylase. 

enzyme must, therefore, encounter an obstacle while it is hydrolyzing 
the chain, as Hanes (21) first concluded. The obstacle may consist 
of points of branching and even of phosphorylated residues in the case 
of potato amylopectin. The constitution of the residual substance 
(residual-dextrin I or erythrogranulose), its structure, and the branch 
stubs present in it were discussed above. Residual-dextrin I is at¬ 
tacked by a-amylase, a-glucosidase, and by superheated water; the 
product of the reaction is further broken down by /3-amylase. 
By this reaction, therefore, points of attack for the /3-amylase are ex¬ 
posed as depicted ir. the accompanying scheme, Fig. 5. 

In the case of hydrolysis by malt amylase, which contains both a- 
and /^-amylase, the large molecules are first broken down by the a-am- 
ylase, whereupon liquefaction occurs and, at each point of fracture, 
a new point of attack for the action of /3-amylase is produced. Con- 
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sequently, this combined hydrolysis proceeds faster than hydrolysis 
by pure enzymes. The end-products of the action of malt amylase 
include, besides much maltose, some glucose as well as about 20 per 
cent of low molecular-weight, unfermentable dextrins, mainly tri- 
saccharides. These, according to Myrback (65, 66, 67), rome from 
the branching points and in part possess a branched structure. (See 
p. 160.) If glucosidase is present, as, e. g., in takadiastase, trisac¬ 
charides and branched dextrins are also attacked with the formation 
of glucose. Pringsheim (73, 74) considered the added effect of a small 
amount of a-glucosidase from yeast as an activation of the amylase 
(in this connection see Holmbergh (33) and Weidenhagen (91)) and 
he designated it “complementary action.“ It is better to drop this 
designation. 

2, Degradation and Synthesis by Phosphorylase 

In the juices of peas and potatoes Hanes (22) was able to detect 
an enzyme which hydrolyzes soluble starch in the presence of phos¬ 
phates to glucose-1 -phosphoric acid. The reaction reached an equilib¬ 
rium. It can therefore serve also for the synthesis of a starch-like 
polysaccharide in which one proceeds from glucose-1-phosphate. 
Hanes succeeded in effecting such a synthesis with suitably treated 
potato juice. The product formed was similar to amylose and gave 
a blue color with iodine. Hassid and McCready (22^i) claim, how¬ 
ever, that the synthetic product differs from native starch in that it 
is completely hydrolyzed to maltase by /3-amylase and has no de¬ 
tectable tetra-OH end-groups. 

3. Degradation by the Enzyme of Bacillus macerans 

Upon hydrolyzing starch with Bacillus macerans, F, Schardinger 
(1903) obtained crystalline dextrins, the so-called a- and /3-dextrin 
and, in addition, a small amount of other dextrins (Freudenberg). 
The Schardinger dextrins do not reduce Fehling's solution. Tilden 
and Hudson (OOfir) found that similar, singular dextrins are also ob¬ 
tained with a cell-free enzyme prepared from Bacillus macerans. Ac¬ 
cording to recent investigations by Freudenberg and his co-workers 
(14, 15, 16), the a- and /3-dextrins probably consist of closed rings 
of 5 or 6 glucose units joined together by maltose-type linkages. The 
x-ray study of Schardinger a-dextrin supports this assumption; see 
Kratky and Schneidmesser (40). 
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V« Glycogen, Its Constitution, Degradation and S3mthesis 

/. Occurrence and Constitution 

Under the name glycogen are included various carbohydrates which 
give a brown to red-violet color reaction with iodine and on complete 
hydrolysis yield glucose. Partial enzymatic hydrolysis gives, among 
other products, maltose. As a rule glycogen in its native state is not 
differentiated morphologically and is not detectable by color reaction, 
since it is dispersed in the protoplasm. Only in embryos and in the 
liver and muscle cells of diabetic sufferers does it occur in the form of 
granules or flakes of varying size (1 to 10 ju)» both in the nucleus and 
in the cytoplasm. Glycogen occurs in the cells of many higher and 
lower animals {e. g,, in muscle and in liver cells), and in fungi, such as 
yeast, in algae {cyanophycea and rhodophycea) and in bacteria. The 
expression “animal starch'' is not, therefore, particularly appro¬ 

priate. 
According to Willstatter and Rohdewald (93) glycogen exists both 

in a variety which is extractable by hot water (lyoglycogen) and in one 
which at first is insoluble in hot water (desmoglycogen). The latter 
dissolves only after the protein material has been destroyed, e, g., with 
alkali. Willstatter and Rohdewald assume that this glycogen is com¬ 
bined with protein as an addition compound “symplex." We have 
found (60) that the lyoglycogen which is dissolved out of muscle with 
hot water is also combined with protein, for it is resistant toward 
/S-amylase, but is attacked by the latter as soon as the protein has been 
precipitated by tungstic acid. Glycogen which has been prepared by 
Briicke’s process is exceedingly heterogeneous. Upon electrodialysis 
a large fraction of high molecular-weight polysaccharide precipitates 
out, the low molecular-weight material remaining in solution (60, 
62). According to Husemann and Ruska (34), one can get fractions 
of greatly different molecular weight by fractional precipitation from 
aqueous solutions with alcohol. 

As Haworth, Hirst and Isherwood (25) have found, acid hydrolysis 
of methylated glycogen gives 2:3:6-trimethylglucoBe, as well as a con¬ 
siderable amount of 2:3:4:6-tetramethyl- and 2:3-dimethylglucose. 
The tetra-OH end-group content fluctuates between 7 and 9 per cent. 
Haworth and his co-workers (25, 26) deduced from this a highly rami¬ 
fied structure for glycogen; a-1:4-linkages preponderate as in starch, 
and the attachment of branches takes place through a-1:6-linkages, 
as the English authors assumed and as is generally agreed upon 
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today. Our investigation (62) of the residual substance formed by 
hydrolysis with /^-amylase gave further insight into the constitution. 
Glycogen from edible mussel having an end-group content of 9 per 
cent (one terminal group per 11 glucose units) loses 47 per cent by 
weight as maltose on hydrolysis with pure /9-amylase; that is, about 
five glucose units per end-group are thereby removed. All the end- 
groups are still present in the remaining dextrin. It contains 18 end- 
groups, i, e.y one end-group to 5.5 glucose units. From this one can 
conclude that the outside branches of the glycogen molecule, which are 
exposed to attack by the enzyme, consist on the average of 6 to 7 

Fig. 0.—Structure of glycogen. A, aldehydic end. 

o, glucose units. 

glucose units in a-1: 4-glucosidic combination, and that of these 5.5 
are split oil by j^-amylase, while 1 to 2 remain at the points of branch¬ 
ing to furnish the end-groups of the residual-dextrin. Between those 
glucose residues whose O-position is occupied by a branch there can be 
only very short chains, averaging 3 glucose units, with free hydroxyls 
at 2, 3, 6. Figure 6 represents the arrangement of the glucose units. 

It is understandable that with such a structure, the parallel arrange¬ 
ment of long-chain parts in crystalline micelles is impossible; this ex¬ 
plains why glycogen is always amorphous, whereas starch shows crys¬ 
talline x-ray interferences. 

The distinction between glycogen and starch can be summarized as 
follows: Starch is a polymeric homologous mixture of unbranched 
molecules (amylose) and of branched ones (amylopectin). The ex¬ 
terior branches of amylopectin consist of 15 to 18 glucose units; the 
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interior chain sections between the branch points consist of 8 to 9 glu¬ 
cose units on the average. Glycogen consists only of branched mole¬ 
cules, which can be of very different sizes and which in the natural 
state are united with protein to form “symplex.” The outside 
branches of the ramified glycogen molecules are 6 to 7 units long; in 
the interior between the points of branching only very short links 
averaging 3 glucose units occur. 

2. Degradation and Synthesis of Glycogen by Enzymes 

The enzymatic hydrolysis of glycogen is analogous to the hydroly¬ 
sis of starch. It is split by a-amylase, first into large, then into 
smaller fragments, among which, besides maltose, other di- and oligo¬ 
saccharides are also found. As explained above, /^-amylase yields 
considerable amounts of maltose besides a high molecular-weight 
residue; here also it is to be assumed that the enzyme encounters 
an obstacle at the branch points. Phosphorylase in particular, which 
can be obtained from yeast as well as from muscle and liver, breaks 
glycogen down into glucose-1-phosphoric acid (Cori's ester) in the pres¬ 
ence of inorganic phosphates. This reaction reaches an equilibrium. 
Conversely, with the help of the same enzyme, glucose-i-phosphoric 
acid can be converted into glycogen. (vSee Schaffner (83), Kiessling 
(38), and Cori (9).) The biological breakdown of glycogen always 
yields glucose-1-phosphoric acid, according to Parnas (69), 

VI. The Color Reactions of Starch and of Glycogen with Iodine 

As Barger (4) in particular has shown, a large number of compounds 
give color reactions with iodine similar to that of starch, so that it is 
erroneous to consider the iodine reaction as a unique one, character¬ 
istic only of starches. Contrary to the recently advanced theory of 
Freudenberg (12, 17) that the iodine is deposited in the spirally coiled 
starch molecules, the spaces between which are just the size required 
by the iodine molecules, it must be objected that even compounds 
which are extended in the crystalline state and which are therefore 
certainly not coiled spirally in any definite manner in solution 
(polyvinyl alcohol and methyl cellulose) give a deep blue color reac¬ 
tion with iodine. Moreover, in addition to these two substances, 
trimethyl starch, cellulose swollen by means of ZnCb and certain 
colloidal suspensions and finely divided precipitates, such as basic 
lanthanum and praseodymium acetate (4), the sodium compound of 
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carbethoxyhydrindene (4), <7-oxychalcone (4), benzylidene phthalide 
(4), acetocoumarin and the methylcycloacetals of acetone and ace- 
toin (5) all give colors with iodine similar to that of starch. None 
of these substances gives the color reaction either in molecularly dis> 
persed solutions or in the state of well-formed crystals. Rather, it 
occurs only with colloidal precipitates having greatly distorted lat¬ 
tices. From this it may well be inferred that the iodine molecule is 
deposited in the interstices of these particles and that the change of 
light absorption of the iodine is connected with this deposition. More¬ 
over, such colored compounds are not restricted to iodine-containing 
systems. The case of ultramarine may be recalled in this connec¬ 
tion. 

Accordingly, the question arises as to whether the blue color with 
starch is also due to a similar phenomenon, i. e., if here,-too, super- 
molecular aggregates or micells of starch are formed in the fissures of 
which iodine produces an effect similar to that in the above-mentioned 
precipitates. If the dependence of light absorption, which serves as a 
measure of the concentration of blue material, upon the concentra¬ 
tion of the components is investigated colorimetrically, it is found (64) 
that the concentration of blue compound is proportional to higher 
powers of both starch and iodine concentrations 

A"[Starch-iodine] » [Starch]’*• [/»]’" (n,m'^2) 

From this it follows that several molecules of iodine unite with sev¬ 
eral molecules of starch to give the blue substance. The same result is 
obtained with solutions of pure maize amylose and aqueous solutions 
of iodine. If iodine is allowed to act upon dilute aqueous solutions of 
amylose, a pure blue color results. This solution shows the character¬ 
istics of an unstable colloidal dispersion. It is flocculated by addition 
of electrolytes, such as hydrochloric acid or sodium sulfate. The 
composition of the blue-black precipitate changes with the com¬ 
position of the solution. With excess iodine it is approximately 

l2„(C6Hio05)io«; with excess amylose it is approximately l2n(C8Hio06)2o«- 
Iodide ions are not necessary either for the color reaction or for the 
precipitation of the iodine compound (64). Water is essential, how¬ 
ever, for although’^starch in contact with atmospheric moisture be¬ 
comes colored by iodine vapor, bone-dry starch remains colorless. 
According to all these observations, starch-iodine can be grouped with 
other colored colloidal addition (or “deposition"’) compounds. 
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The shade of the iodine addition compound depends, above all, on 
the constitution of the polysaccharide, as is apparent from the fol¬ 
lowing classification: the unbranched amylose yields a pure blue 
color reaction; that of the branched amylopectin from potato has a 
tinge of violet; the more highly branched erythroamylose and resid¬ 
ual-dextrin (erythrogranulose) give a red shade; the still more highly 
branched glycogen gives a red-brown color; while the most irregu¬ 
larly built compounds, such as residual-dextrin from glycogen, pro¬ 
duce only a deepening of the iodine color from yellow to brown. It 
can hardly be an accident that the shade of the iodine color reaction 
shows a definite relationship to the crystallizing power, which de¬ 
creases from amylose to amorphous glycogen. Molecules whose form 
permits the building up of crystallites associate in aqueous solutions 
to give micelles, and form blue colloidal addition complexes with iodine. 
The reaction with iodine is feebler the smaller the tendency to micelle 
formation. It is clear, therefore, that a connection exists between the 
shade of color and the length of the unbranched parts of the chains, 
for the longer these links are, the more readily can crystallization and 
micelle formation occur. Here it may be recalled that even the un¬ 
branched amylose is converted by a-amylase or by acids into inter¬ 
mediate products which give a red color reaction with iodine. The 
chains are so broken up that the short chains still remaining no 
longer suffice for the formation of well-arranged micells. 

Aside from the constitution, however, the shade depends also upon 
certain purely physical considerations. E. g., the color frequently 
changes from blue to red-brown on drying, whereupon addition of 
water restores the original color. This observation is also consistent 
with the idea here presented of the nature of the colored compound. 
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In the statistical approach to thermodynamics, one formulates a 
molecular model and can derive from it all the colligative properties 
of matter in bulk (22). It is equally easy to start with a model of 
how two molecules interact, and utilize the statistical method of ab¬ 
solute reaction rates to predict chemical reaction rates and dynamic 
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properties. Recently these methods have been used to investigate 
a field of considerable technical importance—including long mole¬ 
cules and their behavior in solution, flow behavior and dielectric 
behavior. It is the purpose of the present paper to sketch the method 
of absolute reaction rates and its application to simple systems, and 
more particularly its extension to large molecules. 

I. Thermodynamics of Simple Molecules 

A satisfactory physical model for a liquid should possess the feature 
that from the single model may be derived not only the equilibrium 
properties but also the properties that measure rate processes. 
Thus the experimental study of diffusion or viscosity should give an 
improved model of the liquid state, which in turn should permit the 
prediction of the heat capacity or the vapor pressure. It will be of 
interest to show, then, that the models suggested for rate processes 
in simple liquids and in solutions are quite adequate to reproduce the 
thermodynamic properties (95). 

From analysis of the data on diffusion and viscosity, it has been 
concluded that a simple liquid must possess the following properties: 

1. A molecule which is flowing or diffusing does so by moving into 
adjacent empty equilibrium positions or “holes.” For non-associated 
liquids, the presence of these holes is the all-important factor deter¬ 
mining flow. A liquid is thus to be considered as a binary mixture of 
molecules and holes, 

2. The heat of activation for viscous flow or diffusion is only about 
one-third the heat o* vaporization for normal liquids. Since the 
entire heat of vaporization would be required to make a cavity the 
size of a molecule, it is clear that a hole is considerably smaller than a 
molecule. The actual volume required to provide a new equilibrium 
position can be calculated from the pressure effect on viscosity. It is 
found in this way that a hole, for normal non-metallic liquids, is 
about one-seventh the volume of a molecule. 

3. If the expansion on melting (about 10% for a typical non- 
metal) is due to the introduction of new equilibrium positions into 
the solid, the substance acquires on melting about 0.7 mole of new 
equilibrium positions per mole of molecules. The random distribu¬ 
tion of the mole of molecules among the 1.7 moles of equilibrium posi¬ 
tions would be sufficient to reproduce the entropy of fusion of 2 E. U. 
observed for many simple substances. 
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From the hints furnished by the rate studies, Walter and Eyring 
(95) have formulated and tested a partition function for the liquid 
state. The liquid is assumed, first, to be made up of N molecules 
distributed at random over the original N equilibrium positions of 
the solid plus tih new equilibrium positions. Of the 3N translational 
degrees of freedom of the N molecules, the fraction Vs/V of them is 
taken as solid degrees of freedom and the remaining (F Vs)/V of 
the 3N degrees of freedom are taken as gas-like. Here V is the actual 
volume occupied by a mole of liquid, and is the volume of the solid 
at the melting point. It is to be noted that this is a departure from 
the conventional model for a liquid, in which all the molecules occupy 
equivalent equilibrium positions and each molecule is allowed an 
average free volume and moves in an averaged potential field. It 
also differs from the model of Lennard-Jones and Devonshire (52), 
who postulated that, on melting, as many new equilibrium positions 
entered as there are molecules, i. e., N ^ for the entire liquid range. 
Here it is assumed that is a linear function of F — F^, increasing 
with F without limit. 

The partition function for one molecule in a solid-like equilibrium 
position is 

/ ^e/2T \3 

. E./RT \ E,/RT 

where is the potential energy of the solid, and d= VA^ebye- Fora 
molecule in a gas-like equilibrium position, the partition function is 

fgC 

where the volume of a hole is 1/w the volume of a molecule, and 8Es is 
the interaction energy between molecules. Before final application 
of the equation, a numerical value must be assigned to w and a suit¬ 
able function chosen for 8. 

If the N molecules are distributed at random over the N + nf^ 
equilibrium positions, there is a term {N + nh)\/N\nhl in the parti¬ 
tion function. The complete partition function is 

/ « - v,)/vy 

-SE,/RT _ \{2Trmkry/i V,\ ~BE,/RT 

I ^ (2) 

(3) 
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which extrapolates smoothly to the partition function for the solid, 
and to that for the gas if 5 —^ 0 when F —> co. 

Equation (3) was tested by application to argon, nitrogen and 
benzene. From the observed entropy and volume change of fusion, 
n was evaluated as 8.35 for all three liquids. The simplest form of 
the function 8 which would give fair agreement with the experimental 
data was 8 = {Vs/V)^/(2y + 0.18) for argon, with similar equations 
for nitrogen and benzene, where y ~ nn/N = (F — Vs)/{ VJn), 

The partition functions permit the successful calculation of melting- 
point constants, critical constants, volumes and vapor pressures over 
the entire liquid range, heat capacities, compressibilities and second 
virial coefficients. Table I lists some of the values so computed for 
argon. 

Table I 

Observed and Calculated Properties for Argon 

r ® K. 
1 Volume, cc. j Vapor pressure, atmos. 

Calcd. Obsd. Calcd. Obsd. 

83.85 28.27 28.03 0.660 0.674 

87.44 28.81 28.69 1.000 1.000 

89.95 29.17 29.07 1.310 1.323 

97.71 30.42 30.15 2.735 2.671 

111.87 32,9 32.63 8.02 7.40 

122.34 ! 35.9 35.08 15.04 13.68 

137.59 43 41.02 33.14 ' 28.29 

147.93 52 61.68 48 ! 43.19 

Melting Point Constants 1 Critical Constants 

Calcd. Obsd. Calcd. 1 Obsd. 

Tm 82.9° 83.85° r. 154.2° 150.66° 

Fm 3.14 CC. 3.05 cc. Vc 78.7 cc. 75.26 cc. 

5m 3.40 3.35 Pc 59.4 atm. 48.00 atm. 

IL Thermodynamics of Large Molecules 

As for simple molecules, so also for macromolecules the study of 
rate processes has thrown light upon the problem of equilibrium 
thermodynamic properties (69). The experimental results of Flory 
(19) on the viscosity of polyester melts led Kauzmann and Eyring 
(40) to the conclusion that these long molecules flow by segments 
about 25 chain atoms long, instead of by whole molecules. This 
same “segment” model has been applied to the thermodynamic 
properties of long molecules. The concept that a long molecule is 
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made up of smaller “kinetic units” has been offered before for a 
qualitative description of the surface tension (55) and the osmotic 
pressure (34), but it has had leveled against it the criticism that it 
was merely an ad hoc explanation for the thermodynamic data, with- 
out any independent supporting evidence (36). It is therefore 
gratifying that investigations along an entirely different path—the 
viscosity studies—have led directly to the segment model of linear 
macromolecules. In fact, the segment model from viscosity studies 
is in quantitative agreement with the segment model from thermo¬ 
dynamic properties. 

/. Melting 

The melting process may be considered, from a statistical point of 
view (as we have seen in the theory for the simple liquid), as the in¬ 
troduction of new equilibrium positions into the solid. The heat of 
fusion is expended in deforming enough bonds between molecules and 
in providing the additional space to create these new equilibrium 
positions, and the entropy of fusion is gained partly from the dis¬ 
ordered distribution of the molecules over the new and old equilib¬ 
rium positions and partly from their increased possibilities of rotation. 
If a long molecule acts in segments, the equilibrium positions need be 
supplied only for the segments. The properties of the segments will 
then fix the values for the heat of fusion Allp the entropy of fusion 
ASf and the melting point, which is equal to their ratio AHf/ A5/. 
The melting points should approach a limiting value as we ascend a 
homologous series of compounds, and the limiting melting point 
should be the same for all series. Figure 1 presents experintental date 
on the convergence of melting points. The limiting melting point is 
about 122® C., or 395® K. Since the increase in melting point per 
CHj group is about 20® (determined from the lower homologs), the 
average length of a melting segment is 395/20 or about 20 carbon 

atoms. 
Fuller, Baker and Pape (27) have made x-ray and elasticity studies 

of linear polyamides at temperatures below their melting point, and 
have found that when a sample is quenched or annealed at a tempera¬ 
ture near its melting point instead of at room temperature, its x-ray 
photograph is sharper and it is less elastic. These authors conclude 
that in the solid polyamide at high temperatures, segments of the 
polymer molecule can rotate, and that amorphous portions of the 
solid are becoming crystalline. 
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2, Osmotic Pressure 

Osmotic pressure is given for the ideal, dilute solution by van’t 
Hoff’s law. 

Number of Carbon Atoms 

Fig. 1.—Melting points of homologous series. 

Key: O «-parafiins 0 a-a>-hydroxy acids 
X w-a-olefines # substituted malonic acids 
A w-prim.-alcohols + a-/3-dibasic acids 
□ »-prim.-monobasic acids 

If a long mok oule in solution moves in segments, its osmotic pressure 
may be assumed to be determined by the effective mole fraction, not 
the actual mole fraction: 

ttFi 

Rf 
_W2*_ 

Til -f W2* 
(5) 

where Wi is the number of molecules of solvent and n2* the effective 
number of molecules of solute. The effective number of molecules 
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of solute may be evaluated in terms of the actual number as follows: 
When the polymer segment is in an environment of other polymer 
molecules, it will be able to move into any cavity large enough for it. 
But if the polymer segment is in an environment of small solvent 
molecules, the statistical chances are overwhelming that any such 
cavity will be filled by the small molecules. The assumption is 
therefore made that the probability of the polymer molecule’s moving 
by segments is a linear function of its environment, as expressed by 
the volume fraction of polymer. If a single molecule behaves in the 
pure polymer as Q segments 

= «2[1 -h (0 - 1)<^2] (6) 

where is the actual number of solute molecules, and (fe is the volume 
fraction of polymer. The resulting expression for the osmotic pres¬ 
sure is 

RTNi ^ (7a) 

Rr<h ^ ^ + (76) 

(7c) 

where N2 is the mole fraction, the volume fraction, C2 the concen¬ 
tration in g./cc., M2 the molecular weight, V2 the molal volume and 
d2 the density of the polymer. Terms of higher order in (t>2 have been 
omitted. Equation (7) reduces to van’t Hoff’s law at the lowest 
concentrations, and predicts a linear increase of reduced osmotic 
pressure r/c with concentration c. An equation of this type repre¬ 
sents the experimental data satisfactorily for a number of polymer 
solutions, as is illustrated in Fig. 2 for a series of cellulose acetates of 
different molecular weights (83). The intercept is a measure of the 
average molecular weight, while the slope is a measure of the size 
of a segment, so a family of approximately parallel lines is obtained 
for the cellulose acetates. From the slopes of the plots of v/c against 
c, the segment lengths have been determined for a number of types of 
polymers. In polystyrenes and polyethylene oxides the segment 
length is approximately 20-30 atoms. In cellulose nitrate, cellulose 
acetate and methyl cellulose the segment length of 9-14 chain atoms 
corresponds to about 2 glucose units. The segment lengths in rubber 
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vary from 42 to 460 chain atoms, and are, moreover, very sensitive 
to the treatment of the sample. Any branching or cross-linking will 
make the polymer molecule less like a flexible jointed rod and more 
like a single rigid molecule, so that the apparent segment length will 
increase. Probably most of the variation in segment lengths for rub¬ 
ber and for some of the other types of polymers is due to differences 
in the degree of branching or cross-linking (69). 

The solvent in concentrated polymer solutions exhibits an ab¬ 
normally high vapor pressure, as if the solvent contained a perfect 
solute of much smaller molecular weight. For example, oleyl oleate 

Fig. 2.—Osmotic pressure of cellulose acetate solu 
tions. 

(m. w. 532.5) has in carbon tetrachloride an apparent molecular 
weight of 242, and a sample of caoutchouc (m. w. 270,000) has in 
toluene an apparent molecular weight of 417. This behavior is 
explained by the segment model for the long molecules, and the seg¬ 
ment length is again about 20 chain atoms. 

A similar thermodynamic treatment may be offered for the surface 
tension of long molecules. As Table II shows, the surface tension of 
higher normal parafiin hydrocarbons becomes sensibly independent of 
length, showing that the unit responsible for surface tension is of the 
same size for all the higher hydrocarbons. The actual size of a seg¬ 
ment n^ay be estimated from the temperature coefficient of surface 
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tension by applying Eotvos’ equation, d/dT{<rV^^^) = 2.12. The 
apparent molecular weights so estimated are about 150-200 for com¬ 
pounds whose actual molecular weights are between 350 and 900. 

Table II 

Surface Tension of Higher Normal Paraffin Hydrocarbons 

Hydrocarbon I Surface tension, 20® C. 

n-CftHi4 18.43 
n-CtjHi8 21.80 
n-CioH22 23.91 
n-CigHis ^28.1 
w-CjrtHsi --29.4 
n-CeoHiM '^29.1 

It is worth noting that the segment lengths estimated from osmotic 
pressure data (18-33 atoms for polystyrene and polyethylene oxide) 
and from melting point data (20-25 atoms for hydrocarbons) are in 
agreement with the segment lengths from viscosity data (20-25 atoms 
for hydrocarbons, 28-34 atoms for polyesters) for long molecules of 

similar structure. 

5. Swelling 

The results on the viscosity of polymer melts indicate that the pure 
polymer contains unoccupied equilibrium positions large enough to 
permit the motion of segments. When a solvent is added to the 
polymer, and the polymer swells, some of these cavities will be filled 
by small molecules. Three qualitative conclusions may be drawn: 

1. There will be a net decrease in volume. 
2. The cavities, and therefore the swelling, will not depend upon 

the degree of polymerization. 
3. The process will involve a decrease in entropy, since the polymer 

segments no longer possess the cavities into which to move. 
Each of these conclusions is in accord with the experimental re¬ 

sults; swelling is accompanied by a volume decrease (24); when 
cellulose nitrate swells in acetone, the swelling pressure for. a given 
amount of acetone is independent of the molecular weight (75) ; 
and there is a negative entropy change of several E. U. when gases 
dissolve in synthetic rubbers, or when agar, casein, keratin or cellu¬ 

lose swells in water (3, 25, 79, 91). 
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III. Absolute Reaction Rates 

The method of absolute reaction rates has been applied successfully 
to many chemical rate processes—gas reactions, reactions in solution, 
heterogeneous reactions (32). It offers an equally potent method of 
attack upon physical rate processes such as viscous flow, diffusion in 
liquids and solids or dielectric relaxation. The method has so many 
possible applications that it will be profitable to derive here its for¬ 
mulas and to present them in a usable form. 

When two molecules are to undergo a chemical reaction with each 
other, they are at first separate. As they approach one another 
closer and closer, the potential energy of the system increases. At 
the summit of the “energy barrier” they have formed a quasi-molecule 
or “activated complex.” This activated complex is much like an 
ordinary molecule, except that it is unstable in the one degree of 
freedom corresponding to completion of the reaction; the system thus 
crosses the energy barrier, and the activated complex flies apart to 
form the final products. The whole process is illustrated in Fig. 3, 
which is a schematic representation of a reaction such as H2 + Ij -♦ 
2HI. The method of treatment will be formally the same no matter 
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how many molecules react or are produced, or if a physical rather than 
a chemical rate process is under discussion. 

The rate of reaction will be given by the concentration of activated 
complexes per length d along the reaction path multiplied by the rate 
at which they are crossing the top of the barrier: 

rate *= Cau/d (8) 

where is this concentration of activated complexes, u their mean 
velocity across the top of the barrier and 5 the distance across the 
top of the barrier. The mean velocity is given by 

J»oo ~wMV2fer , 
ue du 

_o_ 
'-muV2kT , 

Vi 
(9) 

To find the concentration of activated complexes, it is necessaiy to 
know only the concentration of reactants and the equilibrium constant 
connecting the activated with the initial state: 

~ = if. = KH2rmkT)'/>S/h (10) 
Co 

The factor {2'innkTy^*5lk which has been taken out of the equilib¬ 
rium constant is the partition function for the one degree of trans¬ 
lational freedom of the activated complex corresponding to comple¬ 
tion of the reaction. The rate of reaction is then given by 

kT 
rale ^ cq-t- KX (11) ft 

and the specific reaction rate, k\ is giv.m by the same expression 
without the factor cq. This simple result may be stated in these 
words: The concentration of activated complex is determined by an 
equilibrium constant, K^; the activated complex decomposes for all 
reactions at the same rate, which is the universal frequency kT/h, 
or numerically per second at room temperature. 

The equilibrium constant of activation may be put into several 
equivalent forms. It may be written as the ratio of the partition 
functions of the activated and the normal states, in which case the 

rate equation becomes 
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^Fa 
h Fo 

or it may be put into thermodynamic notation, 

kT -AFt/Rr 
b' zs - 6 

h 

, kT ^St/R ^AHt/RT 
y ^ e e 

h 

(12) 

(13a) 

im 

where All* and AS^ are called the free energy, the heat and the 
entropy change of activation. It is equation (11), or (12) or (13), 
all equivalent to it, which is to be applied to a rate problem. 
The method may be applied synthetically if the reaction mechanism 
is known, i. e.y the heat of activation may be determined from 
“energy contour maps,” the partition functions for the normal and 
activated states may be computed from force constants and moments 
of inertia, and so the rate of reaction may be obtained completely 
a priori. For a number of gas reactions this has been carried through. 
However, it it is always tedious and many times impracticable. An 
easier procedure is to use experimentally measured heats of activation, 
and to calculate only the non-exponential factors from known or 
estimated properties of the molecules. The alternative, which is 
often useful, is to apply equation (13) to the analysis of experimental 
data. From one measured rate, the free energy of activation is ob¬ 
tained; if measurements are made at two temperatures, the free 
energy of activation may be broken into a heat and an entropy term. 
In many instances an inspection of these quantities will suggest a 
new or more accurate picture of the reaction mechanism. For ex¬ 
ample, AF^ for viscous flow may be closely correlated with a thermo¬ 
dynamic property, the energy of vaporization; in the denaturation of 
proteins, the high positive value of AS^ means that many bonds are 
broken in the process; the value of AH^ for dielectric relaxation is 
higher than the value of AH^ for viscous flow of the same liquid, indi¬ 
cating that more bonds must be broken in the former process. 

The method of absolute reaction rates, then, recommends itself 
as a simple and successful approach to rate problems. The following 
sections present some examples of its application, and it is to be hoped 
that the method will be directed at many problems as yet untouched. 
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INITIAL STATE 

IV. Viscosity of Simple Liquids 

The model formulated for flow processes in the liquid is that il¬ 
lustrated in Fig. 4 (IG). A given molecule is continually leaving 
its equilibrium position, squeezing past its neighbors (passing over 
the energy barrier), and dropping into an adjacent empty equilibrium 
position. This motion occurs in random directions. If now some 
force is applied to the molecule, it will 
jump slightly more often in the direc¬ 
tion in which the applied force is help¬ 
ing, and slightly less often in the 
direction in which the applied force is 
hindering. This same model holds for 
several rate processes: (1) When the 
applied force is a shear gradient, the 
net process is viscous flow; (2) when 
the applied force is an activity gra¬ 
dient, the net process is diffusion; (3) 
when the applied force is a potential 
gradient acting on ions, the net process 
is ionic conductance; (4) when the 
applied force is gravitational or cen¬ 
trifugal, the net process is sedimenta¬ 
tion. 

The expression for viscdsity is 
readily derived. Let a shearing force 
/ be applied across the two layers of 
molecules. The distance between 
equilibrium positions is the distance between molecules is Xi 
normal to the plane of shear, X2 along the direction of flow and 
X3 in the third direction. Fluidity, or reciprocal viscosity, is defined 
as the difference in velocity per unit distance normal to the plane of 
flow per unit shear: 

1 Am 

Fig, 4.—Model for flow proc¬ 
esses. 

(14) 

The difference in velocity is given by the distance a molecule moves 
in one jump multiplied by the net rate of jumping: 

Am « \(k/ - kb') (15) 

If the free energy of activation for a molecule jumping under no 
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external force is AF^ the forward process is helped by the work due 
to a force / acting on an area X2X3 through a distance X/2, and the 
reverse process is hindered by the same amount, so 

k/ h 
(16a) 

h (166) 

Upon combining equations (14), (15) and (16), and expanding the 
second exponentials, the viscosity equation is obtained: 

1 ^ X%X, ^-AFt/RT 

ij \ih (17) 

To a close approximation, the factor involving the X's is simply the 
volume of a molecule, so that equation (17) takes the form 

V -APt/RT 
(180) 

V ASV/! -AHI/KT 
tm <— e e 

Nh (186) 

The viscosity does well obey an equation like (186), i, e., good 
straight lines are obtained when log tj is plotted against l/T. The 
equation has been further tested in several ways: 

/. Correlation with Vaporization (74) 

The free energy of activation may be estimated as some fraction of 
the total free energy change of a complete reaction which is similar. 
The bonds which are broken for flow to occur are of the same kind 
as the bonds broken in vaporization; however, the flowing molecule 
does not gain the entropy A5vap niole of expansion into the vapor 
state, nor does it do the work RT per mole of expansion against the 
atmosphere. Hence the free energy of activation is to be correlated 

with AFvap + TA5vap — RT = A£vap» 3.nd Fig. 5 shows values of 
AF^ plotted against A£vap ^or a large number of liquids. The 
squares at the left of the diagram are the liquefied gases nitrogen, 
oxygen, argon; the circles in the intermediate portion are various 
typical organic liquids, and the triangles are water and various alco- 
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hols; the triangle at the far right is glycerol. The equation of the 
straight line is 

Nk A£vap/2.45 /?r 
•n ^ -y e (19) 

Another useful correlation is that between the heat of activation for 
viscous flow and the energy of vaporization (15). For the typical 
organic liquids, is between one-fourth and one-third of AiSvap. 

of Vaporizafion 

Fig. 5.—Relation of viscous flow to vaporization. 

2. Importance of Holes 

The question arises as to whether the presence of holes or the 
squeezing past neighboring molecules is the determining factor for 
flow of liquids. Batschinski found that for simple liquids compensat¬ 
ing changes of temperature and pressure which left the volume un¬ 
changed had little effect on the viscosity (4). The investigations of 
Bingham lead to the same conclusion (5). Since the volume is a 
measure of the number of holes present, these results suggest that 
holes are all-important. A more detailed study has verified that for 
non-associated liquids the heat of activation for viscous flow at con¬ 
stant volume is indeed small, and satisfactory estimates of the vis¬ 
cosity at the melting points have been made for a number of liquids 
by use of the “hole*' model (74). These results were incorporated 
into the partition function for normal liquids discussed in a preceding 
section. 
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3. Size of Holes 

The viscosity equation for high pressures may be written (26) 

rjj, = + pXv^)/R7' (20)* 

where P is the pressure and AV is the mean volume change of 

activation. Strictly, P A = XP — j 

A V dP; but since plots of 

log rjp/ log 7;o against pressure 
give good straight lines it is a 
good approximation to treat 
Al'^ as independent of pres¬ 
sure. For simple liquids, the 
activation volume is found to 
be about one-sixth or one- 
seventh the volume of a mole¬ 
cule. 

4. Viscosity of Mixtures (74) 

The flow-determining factor 
in simple liquids is the pres¬ 
ence of holes, and the forma¬ 
tion of these holes requires a 
certain amount of energy 
(about one-third the heat of 
vaporization). When the hole 

Fig, O.-Effecl of concentration on formed m a mixed solvent, 
viscous flow of simple liquids. the energy must be taken at 

an intermediate value. The 
mixture law for viscosity becomes, for ideal solutions, 

Nh (Nictpi + n,^fI/rt 
V = y e (21) 

and this reduces, to a close approximation, to the empirical rule of 
Arrhenius or of Kendall: 

V = (22) 
0 + 

* The superscript ® in AF signifies substances ideal at all concentrations, t. e., 
wilh activity coefficient y equal to unity. (The same applies for equations 38- 

41, 43 and 44). 
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If imperfection in the free energy of vaporization is taken into ac¬ 
count, equation (21) is in fact the mixture law for non-ideal solutions. 
Figure 6 illustrates the application of these and some empirical mix¬ 
ture laws to the system benzene-phenol. 

V. Viscosity of Long Molecules 

When the heat of activation for the viscous flow of the normal 
paraffins is plotted against the number of carbon atoms in the mole¬ 
cule, the heat appears to approach 
a limiting value (Fig. 7), just as 
the melting point does (Fig. 1). 
Thus when the hydrocarbon becomes 
large, it flows in segments of fixed 
size, independent of the total length 
of the molecule (40). The limiting 
value of A//^ is 6-7 kcal., which 
corresponds to a chain length of 
20-25 carbon atoms. 

More evidence for flow by seg¬ 
ments is offered by Flory’s data on 
the viscosity of polyester melts 
(19). The heat of activation for 
viscosity is found to be independent 
of molecular weight, indicating that 
the unit of flow is the same for all 
molecular weights studied. The 
viscosity of a polyester of weight- 
average chain length is given 

by 

In 77 - 41/i? -h BZlfV-R 4- CjKT (23) 

where the constants have the values .4 = —28, 5 = 0,5, C = 8.3 
kcal. From equation (18) the viscosity equation should read 

In « In miV - (24) 

The value of is seen to be 8.3 kcal. From the known heats of 
vaporization of similar molecules, and the relation A/i^ = A//vap/4, 
the segment lengths are estimated to be 28-34 chain atoms tor the 

Fig. 7. Relation of heat of 

activation for viscous flow to 

chain length. 
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several polyesters. Thus the molal volume of a segment is known 
(about 500 cc.) and the value of AS^ is found to be 

= 6.8 ~ 0.5Z*/’ 

SO that a segment on activation gains (rotational) entropy of 6.8 
E. U., and loses an amount which depends on the total chain length. 
The latter term is interpreted as arising from the necessity of coopera¬ 
tion between segments in order that the molecule as a whole may 
progress. The square root of chain length enters exponentially into 
the viscosity equation, i. e., 

fluidity ~ 0 = l/r) =a (25) 

The exponential may be written in the equivalent form (1 — 
RnY where w is a large number. But this is just the probability 
that n successive events shall all be succeswsful, where is 
the probability of failure. A freely twisted hydrocarbon chain en¬ 
closes on the average cubic Angstrom units, \/n of which 
volume is available to each segment, n being the number of segments. 
The chain itself occupies a volume of 20Z cubic Angstrom units. 
The probability of a segment making an unprofitable jump is then 

3.4ZVi/n 20Z = 0.17ZV*/w 

It is seen that the value of the parameter B is calculated to be 0.34, 
to be compared with the value of 0.5 observed by Flory. 

It is interesting to apply the same equation to liquid sulfur. The ^ 
heat of activation for viscous flow is about 10 kcal., and from the 
known heat of vaporization the unit of flow is estimated to be 20 
atoms. Such a segment length gives a value of of —37, and if 
this entropy is due to a BZ'^^ term with B = 0.5, the average length 
of a sulfur chain is 5500 atoms. 

VI. Viscosity of Solutions of Macromolecules (69) 

For dilute solutions of long molecules, experiments of Staudinger 
(80) and others have shown that the viscosity equation is of the form 

»? = »?o(l 4* kZ4>) (26) 

where r;o is the viscosity of the pure solvent, Z the chain length, <t> 

the volume fraction of solute and k a constant for a given polymer 
type. An equation of this type can also be deduced from a model 
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in which the long molecule is taken as a series of spheres connected 
by rigid rods with the appropriate valence angles, moving in a con¬ 
tinuous fluid (37). 

For the molten polymer, the viscosity is given by Flory’s equation, 

=. B ^27) 
'P 

where Z is the chain length, and F^, A5| and Al/p are the volume, 
entropy of activation and heat of activation for a single segment. 

The viscosity at intermediate concentrations may be estimated by 
combining these two equations in the following manner: The 
viscosity at either limit may be expressed, with complete generality, 
by the absolute rate expression 

Nh Fo (28) 
V Ft 

where is the partition function for the activated state and Fq for 
the normal state, and the partition functions contain whatever factors 
are necessary for the expressions to reduce to the usual viscosity 
equations. If a long molecule is in a concentrated solution, some 
sections of it will be surrounded by other long molecules, some sec¬ 
tions surrounded by small solvent molecules. To a first approxima¬ 
tion, the parts which are in an environment of macromolecules will 
have such degrees of freedom as they would have in the molten poly¬ 
mer, and the parts which are in an environment of solvent will have 
such degrees of freedom as they would in the dilute solution, each part 
executing its own motion without undue hindrance from distant parts 
of the same molecule. Intermediate partition functions are then to be 
taken in equation (28): 

Nh /Foy ~ ^ fFoy 
F.v \FXJ dilute \ Ft/ polymer 

(29) 

Since Nh/V is numerically the least variable of the factors, it is in¬ 
sensitive to the method of averaging and may be included within the 
parentheses. The concentration unit, 0, which is a measure of the 
environment of a long molecule, is the volume fraction of polymer. 
The method of averaging of equation (29) does not specify the actual 
forms of the viscosity equations at the two limits. In the special 
case in which the viscosity of the dilute solution is expressed by 
Staudinger*s equation (equation (26)) and the viscosity of the molten 
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polymer is given by Flory’s equation (equation (27)), the viscosity of 
a concentrated solution is 

^ « {»7o(l + jy* ^ ^ ^ I 

For the dilute solution, equation (30) may be put in the equivalent 
form 

In rf/rjo 

0 
^kZ -h BZ'/^/R + 

Mil - A//| ASl - A5j 

RT 
— In 

+ </> (31) 

which gives the logarithmic viscosity increment; and when extra¬ 
polated to zero concentration, this is the “intrinsic viscosity’' (4(3). 
It now remains to test the applicability of equations (30) and (31). 

L Dependence on Molecular Weight 

Equation (31) relates the intrinsic viscosity to the molecular weight. 
The constant of Staudinger is given (except for a proportionality 
constant for the units used) by 

1 r^n ri/tjo'I 

^ L 0 ^ RZVr ^ Z 
(32) 

where the last three (small) terms in the first bracket of equation (31) 
have for convenience been collected into the symbol P. For very 
high molecular weights, the second and third terms of equation (32) 
will vanish and indeed be a constant. However, at lower molecu¬ 
lar weights the experimental should show a marked drift to higher 
values. The experimental data do show this upward drift for 
polystyrenes and for polyvinyl chlorides (81, 85, 8(3). Additional 
examples, in which branching is more probably absent, are poly¬ 
meric hydroxydecanoic acid (45), p9lyethylene oxides (21) and 
polyesters (20). 

2. Dependence on Concentration 

From equation (31), the logarithmic viscosity increment should 
not be constant, but should show a regular decrease with increasing 
concentration. This has been observed by many investigators, and 
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is clearly shown in Fig. 8, in which the data are plotted for cellulose 
acetate in cyclohexanone (54). 

From the experimental viscosity curve, together with an inde¬ 
pendently measured value of the molecular weight, the parameters k 

and B can be evaluated separately. Table III lists the numerical 
values found in this way for several different types of polymers. 

It will be observed that 
the values of the viscos¬ 
ity parameter k are in the 
same order as the values 
of the segment length de¬ 
termined from osmotic 
pressure. Increased rigid¬ 
ity of a polymer molecule 
appears to increase both 
of these quantities. How¬ 
ever, the uncertainties in 
the data make it unsafe to 
draw more than a qualita¬ 
tive conclusion. 

Solutions of globular 
macromolecules may be 
investigated by the same 
method applied to linear 
macromolecules: (1) The 
logarithmic viscosity in¬ 
crement does not decrease, 
but increases with concentration. The mixtures obey closely the hy¬ 
drodynamic equations derived by Einstein (14) and by Guth and 
Simha (33): 

77 » 77o{l -f- 5/2 -h 109/14 <^* + . . .) (33) 

Table III 

Viscosity Constants for High Polymers 

Substaxicc k B/R 

Cellulose nitrate (1. 17, 18, 35) 0.00845 2.33 
Cellulose acetate (17, 35, 54) 0.0194 2.21 
Polyesters (19) 0.025 0.62 
Polystyrene (84) 0.0447 0.845 
Rubber (17, 18) 0.0835 3.27 

Fig. 8.—Effect of concentration on viscosity 

of polymer solutions (cellulose acetate in 

cyclohexanone). 
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Sulfur sols (64) or phenol-aldehyde resin sols (44) are examples. 
(2) The viscosity is lower by one or two orders of magnitude than 
that of linear molecules, because the large terms in kZ and are 
absent. Thus a 2% solution of rubber or of cellulose nitrate may be 
extremely viscous, but it is not difficult to work with a 70% solution 
of Batavia dammar, a natural resin (53). (3) There is a perceptible 
increase in viscosity of phenolic resin solutions with increasing de¬ 
gree of polymerization, indicating that the viscosity contribution 
between solute molecules should again be taken into account (44). 

J. Dependence on the Solvent 

It was early proposed that the intrinsic viscosity is the same for all 
solvents, if the investigator limits himself to good, homopolar solvents. 
However, it is a well-known fact, and one of industrial importance, 
that one solvent will give a considerably less viscous solution of a 
given polymer than another solvent. From the point of view of a 
polymer molecule, a “good” solvent is clearly one in which the solvent 
molecules seek the company of the polymer molecule and cluster 
about it, so that the polymer molecule is effectively in a more dilute 
solution. The polymer molecule will meet so few other polymer 
molecules that it will seldom act in segments, its osmotic pressure will 
become more ideal and its viscosity less. The intrinsic viscosity of a 
solution of rubber in benzene is decreased 40% by the addition of 15% 
of methyl alcohol, and the osmotic pressure becomes practically 
ideal (30). 

The effective volume-fraction of polymer in a non-ideal solution 
may be written 70, where y is an activity coefficient. The viscosity 
of a solution is low given by 

,, = |„„(1 + */-#.))* ■ (34) 

For solutions of the same concentration in two different solvents, 
equation (34) may be written 

In m/noi 

Vi/ Voi 
4> |(ti — 72) hi 

Vp/Voi 

mu 
— 72 in^— y 

vn) 
(35) 

The second term inside the brackets is negligibly small; (71 — 72) 
will be positive or negative, depending on which solvent is the better; 
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and the function will be linear in <l> since (71 — 72) and its logarithmic 
coefficient will be sensibly constant over a small concentration range. 
It is possible that the segment length Z may vary somewhat from 
solvent to solvent, but such an effect would not change the qualita¬ 
tive picture. If several solvents are compared, a family of curves 
will be obtained (Fig. 9). Kurtz, Harvey and Lipkin have investi¬ 
gated the viscosity of phenolics and of natural resins in selected 
technical solvents, and have obtained curves of this type by plotting 
(Klinematic viscosity of solution 1/Kinematic viscosity of solution 2) 
against concentration (49). 

polymer solutions. viscosity of polymer solutions. 

4, Dependence on Temperature 

Each of the limiting viscosities depends on the temperature in the 
manner 7? = const, exp (AII^/RT), so they both must decrease with 
increasing temperature. For non-ideal solutions there is an additional 
effect. If the solvent is good, each polymer molecule is surrounded 
by more solvent molecules than would be expected for random mixing, 
i. e,f y < 1. An increased temperature tends to bring about more 
randomness, i, e., 7 approaches unity. But increased ideality means 
in this case that more polymer molecules meet polymer molecules 
and contribute the pure-polymer type of viscosity. The viscosity 
may even increase with increasing temperature. Explicitly, 

dT 
In 17/170 *= (p 

\dy In {tipM 

Urin (1 4- kU) 

AHl - 
(36) 
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The second term gives the usual negative temperature coefficient of 
the limiting viscosities, where A//^ is about 10 kcal. and AH^ is 
about 2 kcal. If y is less than unity, ay/dT is positive; the numera¬ 
tor of the coefficient of dyfdT increases rapidly with increasing chain 
length, so that for polymers of high molecular weight the positive 
term becomes decisive. The predicted temperature dependence is 
illustrated in Fig. 10. Experimental results of this type have been 
obtained for polystyrenes and for polyvinyl chlorides (<S4, 85). For 
spherical or highly branched molecules, where movement by seg¬ 
ments is of no or of minor importance, the viscosity should always de¬ 
crease with increasing temperature, as in the lower curves of Fig. 10. 

5. Dependence on Velocity Gradient 

Under the influence of a finite rateof shear, intermolecular bonds are 
constantly being broken and reforming. The small molecules are 

Fig. 12.—Effect of concentration on 

diffusion. 

able to resume their normal equilibrium positions almost instantane¬ 
ously, but when two polymer molecules are disentangled they may be 
carried apart by the solvent before the bonds can form again. A 
steady state is set up, in which the number of bonds being broken is 
equal to the number of bonds forming. At this steady state the num- 
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ber of polymer molecules surrounded by solvent molecules is some¬ 
what greater than under static conditions, i, e.^ the sign of dyjdat <r 
being the rate of shear, is negative. Then 

d<T 
In 77/t;o =* ^ In (yp/rit,) 

d(T In (1 -f- kZ4>) 
In (np/W \ 

(1 + kZ4>)S 
(37) 

The second term, representing the dependence on shear of the limit¬ 
ing viscosities, is probably small. Then (1) the thixotropic effect 
will increase with increasing concentration, and (2) since the numera¬ 
tor of the coefficient of dyjdc increases rapidly with chain length, 
the thixotropic effect will increase with increasing molecular weight. 
These predictions are in accord with the experimental results on poly¬ 
styrenes (80). 

VII. Diffusion of Simple Liquids 

The expression for the diffusion of liquids can be derived from the 
same model that is used for viscous flow (Fig. 4) (88). The concen¬ 
tration and the activity coefficient of the solute at various positions 
of the diffusing molecule are given in Fig. 11. The general rate ex¬ 
pression when activities are taken into account is 

kT -AF^/RT 7h 
A yt 

The forward and backward rates of transport are then 

rate/ =» niX -r- e 
h 

kT -AF^/RT 71 

71 

ratCft 
/ , , dni\ kl 

Tx j ^ T 
kT ^-AF^/RT ^'L 

71 

1 + 3 
71 dxj 

1 + 
a\ dy\ 

7i dx 0 
and the net rate is, upon simplifying, 

dfii kT -aP/RT Pi , d In 7iT 

The diffusion coefficient D is defined by the relation 

, dtii 
rate«« — —D 

dx 

(38) 

(39) 

(40) 

(41) 

(42) 
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and upon combining equations (41) and (42), 

+^1 (43) 
h din «iJ 

If Vu the molal volume of ‘‘solute,” and F2, the molal volume of 

“solvent,” are not too different, equation (43) becomes 

h Ld In ATi J 

^ ^ XikT rInfli”! 
' X2X, UlnJVJ 

(44) 

(45) 

The close relation between the processes of viscous flow and diffusion 

is well confirmed by the correspondence of the heats of activation for 

the two processes. A check of the concentration dependence ex¬ 

pressed by equation (45) is presented in Fig. 12, where Drj and 

Drj -4- {d In ai/d In Ni) are plotted for the system chloroform-ether. 

The term in brackets is seen to bring the experimental data into a 

straight line (51). 

Absolute values of the diffusion coefficient predicted from equation 

(45) are consistently higher than the values observed by a factor of 

from 2 to 5. This can be explained if the flowing molecule so orients 

itself that Xi is its smallest dimension and X2X3 its largest area. Pure 

liquids in motion are indeed known to exhibit optical anisotropy 

(Maxwell effect). An expression for this effect may be derived 

easily (74). Suppose that if a molecule takes a particular orientation 

so that its area exposed to shear is X2X3 its index of refraction is 

n'; the average molecule, with area X^Xj, has an index of refraction 

Then the two kinds of molecules will differ in energy, and the 

fraction of oriented molecules will be given by the Boltzmann factor 

~ - X°X°)xAr] (46) 

« 1 - /(XJXJ - \l\t)x/kT 

which must be averaged over all x's from zero to the top of the poten¬ 

tial barrier. The experimentally measured quantity, Aw/w, is given 

by 

An 

n 
- «' 

./(XJXJ - XlXD/kTX 

,X/* -E/RT . 
ft X e_^ 

-E/RT 
dx 

(47) 



PROPERTIES OF LARGE MOLECULES 209 

which may be compared with Maxwell’s experimental formula 

--- ^SM 
ft 

(48) 

where M is constant for a given substance. We may estimate the 
value of M for benzene at K.: X2X3 is about 10 X 10“^® cm.^; 
X2X3, 11 X 10 cm.*-^; the quantity in brackets is found by numerical 
integration carried out for a 3 kcal. barrier to be about (XV2) (0.145). 
The calculated Maxwell constant is 0.52 X 10”^^'. P'or comparison, 
Table IV lists experimental values of the Maxwell constant for several 
liquids (8). 

Table IV 

Maxwell Constants for Various Liquids 

Substance M X 10 

0- Dichlorbenzene 1.85 

/)-Xylene 1.84 

Mesitylene 1.31 
m*Xylene 1.29 

Chlorbenzene 1.22 

c-Xyk*ne 1.21 

Toluene 1 .04 

Phenyl ethanol 0.07 

Benzene 0.64 

HeptanoM 0.41 ^ 

Carbon tetrachloride 0.06 

Cyclohexane 0.03 
1__ 

VIIL Diffusion of Macromolecules 

Much of the experimental work on the diffusion of large molecules 
has been carried out on globular macromolecules {e. g., proteins) 
for which a hydrodynamic treatment may be expected to be valid 
(50, 62, 63, 68). Not many measurements have been made of the 
diffusion coefficient of linear macromolecules. Table V presents the 
diffusion data of Poison on the diffusion of cellulose derivatives (67). 
It is seen that there is a rough inverse proportionality between 
diffusion coefficient and molecular weight, but the diffusion coeffi¬ 
cient changes less rapidly than the molecular weight. As would be 
expected, it is the product Drj which must be taken to compare 
methyl celluloses even approximately with cellulose acetates. The 
diffusion coefficient does not show any regular trend with concentra- 
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tion for the concentrations in this table, but may show deviations at 
lower concentrations. 

Table V 

Diffusion Constants for High Polymers 

Concn., 
g./lOO cc. 

D X 10’, 
cin.*/sec. X io> Mol. wt. 

Methyl cellulose 0.5 4.38 ; 4,45 14,100 

Methyl cellulose 0.5 3.00 3.05 24,300 

Methyl cellulose 1.0 3.07 3.11 24,300 
Methyl cellulose 0.5 2.43 2.47 38,100 

Methyl cellulose 1.0 2.26 2.31 38,100 
Cellulose acetate 0.61 10.85 3.46 20,000 
Cellulose acetate 1.15 10.9 3.48 20,000 
Cellulose acetate 0.5 4.48 1,43 53,000 

Cellulose acetate I 1,46 4.30 1.37 53,000 

Cellulose acetate 1 0.516 3.29 1.05 90,000 

IX. Sedimentation Velocity 

When the jumping molecule of Fig. 4 is in a centrifugal field, it is 
helped in its forward motion by the force mw’^x acting through a dis¬ 
tance aX, and hindered in its backward motion by the same force 
acting through a distance (1 — a)X. Here x is the distance from the 
axis of rotation, a? is the angular velocity and m has been written for 
the difference in mass between a molecule and the same volume of 
solvent. The forward and backward rates of transport are 

^ kT -AFt/JiT/ f««*xaX/Ar\ 
rate/ =« «iX e ( c I 71 

[' 

(49) 

fl 4- ^ 
* / . X > *7’ -iFt/Rr / L Yid* J 

(60) 

and the net rate is, upon simplifying, 

^ n,X»»nw** -i^pt/RT dni.,kT -AFt/Rr r, , i la tiI 

But the second term of equation (51) is simply the diffusion equation, 
equation (43). Further, the first term of equation (51) is equivalent to 
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the usual Svedberg sedimentation equation, as may be seen by 
writing it in the form 

dx/dt Vl\^ -Apt/RT 
= -y- e {52o) 

nibci^x h 

m\i 

ffhX2^2 
(526) 

ml) /rif In All 

~ kT / [_d In iV,J 
(52c) 

where s is the “sedimentation constant” for a molecule (89). It is 

Fig. 13.—Sedimentation constant of polystyrene in chlo¬ 

roform. 

seen from equation (52) that the sedimentation const mt varies with 
the reciprocal of the viscosity, and it is in fact customary to correct 
observed values of the sedimentation constant by multiplying by the 
viscosity (89). Figure 13 presents the results of a typical experiment 
on the sedimentatibn velocity of polystyrene in chloroform (76). 
The sedimentation constant (filled circles) and the sedimentation 
constant multiplied by the viscosity (open circles) are plotted against 
concentration; the radius of a circle represents its estimated probable 
error. It is seen that correcting for the viscosity does improve the 
constancy of the data. It is worth pointing out that the sedimenta¬ 
tion constant should not show exactly the same concentration de¬ 
pendence as the diffusion coefficient. 
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In making ultracentrifugal calculations, it is usually assumed that 
s (or Z>, or rj) is constant for a given experiment. However, the 
solution in the ultracentrifuge is under a hydrostatic pressure which 
varies within the cell from zero to several hundred or, in extreme 
cases, even several thousand atmospheres. Under such a pressure 
the viscosity of water is greater by some 50%, and of organic solvents 
by several “fold (6). Thus the value of ^ differs from point to point 

Fig. 14.—Anomalous dispersion of the dielectric 

constant. 

within the cell. Such an effect can be detected by measuring the 
sedimentation velocity at different speeds of the rotor; if s decreases 
with increasing speed, the variation of viscosity with speed (see 
equation 20) should certainly be taken into account before integrating 

the ultracentrifugal equation (90). 
In sedimentation measurements on methyl cellulose, cellulose 

acetate and polychloroprene, the sedimentation constant shows only 
small changes for large changes in the molecular weight (47, 77). 
This result suggests that the polymer molecules are acting in seg¬ 
ments. and that each segment sediments more or less independently. 
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X. Dielectric Relaxation 

When the dielectric constant of a polar substance is measured over 
a range of frequencies, at sufficiently high frequencies the dielectric 
constant will show an abrupt decrease (Fig. 14, top curve). To ex¬ 
plain this “anomalous dispersion” Debye postulated that dipoles are 
oriented by the applied field, and that at high frequencies the dipoles 
can no longer follow the field because of the viscous drag of the 
medium (12). The familiar equation derived by Debye is 

Of =« Of 00 

_1 
1 -{- ttor 

(53) 

where a is the polarizability, «oo is the “optical” polarizability, fx is 
the permanent dipole moment of a molecule, i is V^— 1, co is the 
frequency in radians sec.“^ and r is the “relaxation time” of a mole¬ 
cule. The relaxation time is the mean time required for a molecule 
to revert to random distribution after the orienting field is removed. 
Debye assumed Stokes’ law for the frictional drag on a sphere rotat¬ 
ing in a viscous liquid, and obtained for the relaxation time 

I ^ 
T 4vr^r} 

(54) 

where r is the radius of the sphere and rj is the viscosity of the medium. 
Among the number of other models that have been proposed to 

explain anomalous dispersion are: 

(a) Displacement of a charged particle against elastic and fric¬ 
tional forces (13, 61). 

(b) Ionic polarization in a two-layer dielectric (94). 
(<:) High-resistance blocking layer at electrode/dielectric boundary 

(39). 
{d) Suspension of dielectric spheres in a dielectric medium (31, 

93). 
(e) Conducting spheres in an insulating medium (93). 
(/) Conducting shells in an insulating medium (56). 

Each of the equations for the dielectric constant derived from the 
foregoing models contains the factor 1/(1 + icor). It is striking that 
such a variety of mechanisms lead to the same dependence on fre¬ 
quency, This Debye type of frequency dependence can in fact be 
derived from a very general model, as follows (48). 
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Assume that a molecule can be in either of two states. Then the 
rate of change from the first to the second state will be given by 

dN. 
- ^ - Nih - (55) 

where there are Ni molecules in the first state, N2 in the second, and 
ki and ^2 are the specific rates for the forward and reverse reactions. 

Let the number of molecules in the two states, and also the two 
rates, be perturbed by an applied force, X. Assume that the new 
numbers and rates may be expressed by the first two terms of a 
series (this assumption is easily valid for the cases in which we are 
interested): 

(56) 

Since the system in the absence of an applied force is at equilibrium, 

k\ dF/RT 
- SSS — S3 ^ 

A? k\ 
(57) 

where AF is the difference in free energy between the two states. 
From equation (57), 

dkx , „ AF/RT / d , ^F/RT dki 
= KdXEf)-^^ IX 

(68) 

^ \dX RT) N\dX 

Upon substituting equations (56) and (58) into (55), the rate equa¬ 
tion becomes 

dt 
dNi 
dX 

0 4. y,o (± 
A? \dX Rf) nb ^ dh 

N\'dX 

X 
dX ^kl 

dX 
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If the applied force is periodic, X == equation (59) becomes 
a familiar type of differential equation 

+ + (60) 

the solution of which is at once 

dX ^ -f (feo -j> 

Equation (61) may be rewritten in the equivalent form 

_djh ^ \dX RT)_1 

dX 211 + cosh {^F/RT)] l -f> io)/{k\ -f kl) 

(61) 

(62) 

The Debye frequency dependence will thus be shown by any 
property which measures how much a system changes from one state 
to another when a periodic force is applied, e. g., 

A ** i4i 4“ 
1 4" fwr 

(63) 

where A is the property, -4 2 is the frequency-dependent contribution 
and AI is the frequency-independent contribution. The con¬ 
stants are usually evaluated in terms of the limiting values. At 
infinite frequency A a> = Ai and at zero frequency Ao = Ai + A2. 

Then, 

A A 00 
, (Ao — A ao) 

1 4" 
(64) 

The polarizability, which measures the amount of dipole moment 
induced per unit volume, is such a property. Hence, 

, (ao — Qta>) 

a ~ aoo 4-T-7~-- (65) 
1 4" 

The dielectric constant, and not the polarizability, is the quantity 
experimentally measured. If the Clausius-Mosotti relation between 
polarizability and dielectric constant is valid, Ara/S = (e — 1)/ 
(e + 2), and equaJon (65) becomes 

€ « €00 4- 
(eo ““ e<») 

1 4” tW'T 
/ CO 4n 2 \ 

\6o> 4" 2/ 

(66) 
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The quantity T(eo + 2)/(€«, + 2) is sometimes called the relaxation 

time of the dielectric, r*. For many substances r* is only slightly 

greater than r; but for water, r* = 23t. Several authors have in* 

vestigated the validity of the Clausius-Mosotti relation in polar 

liquids, and have concluded that c should be more nearly linear with 

a (10, 38, 66, 72, 73, 92, 99). If e were linear with a, the factor 

(to + 2)/(too + 2) would be replaced by unity. 

Upon rationalizing equation (64), the dielectric constant breaks 

into a real and an imaginary part, 

€ “ € oo -h 
(€0 — «oo) . (eo — Cco )a)r* 

1 + “ i + uV*» 
(67) 

which may also be written 

€ ~ € — l€ (68) 

The real part of the dielectric constant, e', is shown in the upper curve 

of Fig. 14, and the imaginary part or loss factor, is shown in the 

lower curve. At the frequency w = 1/r* the loss factor reaches its 

maximum value, = (eo — €«)/2, and the dielectric constant is in 

the middle of its dispersion region, c' == (eo + €co)/2. From either 

of these measurements the relaxation time may conveniently be 

evaluated. 

The imaginary part of the dielectric constant is not measured 

directly, but is determined through the alternating-current conduc¬ 

tivity (61). The conductivity is defined as 

“v = 1 ^ 
E di 

(69) 

where R is the potential gradient and q is the charge per unit area. 

For a parallel plate condenser, 

Arq = tE 

The conductivity is then given by 

« 1 d 
£0^*"^ 4ir dt 

(70) 

7 
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47r 
(71) 

-f i 
4ir 

It is seen that the real part of the conductivity gives the imaginary 

phrt of the dielectric constant. 

If the dielectric dispersion is the result of more than a single rate 

process, the dielectric constant will be given by a sum of terms like 

equation (62), with different relaxation times, t. When there is a 

distribution of relaxation times, the maximum loss factor will be 

lower than V2(€o — €«) and the loss factor curve will be broader; 

also, the dispersion region of the dielectric constant will be wider than 

two logarithmic units of frequency. A plot of against c', with 

temperature or frequency as a parameter, will give a circular arc less 

than the theoretical semicircle (9). Fuoss and Kirkwood have suc¬ 

ceeded in reversing the summation and obtaining from the dielectric 

data the distribution of relaxation times (29, 100). 

The second conclusion to be drawn from equation (58) is that the 

dielectric constant or other property will be small if the two states 

differ much in energy. The hyperbolic cosine in the denominator 

increases rapidly if AF is more than about 1 kcal. White has come 

to the same qualitative conclusion, from a somewhat different model 

(96). It is an experimental result that the dielectric constant of 

polar substances is less in the solid state than in the liquid. 

Thirdly, equation (62) shows that the relaxation time r is the 

reciprocal of a sj)ecific rate constant. Since the frequency depend¬ 

ence of the dielectric constant does not uniquely determine the 

mechanism, the merit of a theoretical treatment must lie in its ability 

to predict the values of r and (eo ~ €*) and their dependence on 

temperature and structure. A large amount of experimental work on 

polar substances in the vapor state and in dilute solution has verified 

Debye’s expression for (^o — €«) in terms of the rotating dipole 

model (78). However, the Debye-Stokes expression (54) for r gives 

viscosity values smaller than the macroscopic viscosity by a factor 

of from ten to several thousand. The absolute reaction rate method 

offers a particularly straightforward approach to the study of the 

relaxation time (16, 23, 87). The free energy of activation for di¬ 

electric relaxation may be obtained from the equation 
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1 kT ^\Ft/RT 
r “T" 

(72) 

and the free energy of activation for viscous flow from the equation 

1 V 
r, ” Nk^ 

cable oil 
8_ 

7_ 

o 6_ 

glycerol 

o° 
nitrobenzene in coble oil 

glycol 

!24 > “ nitrobenzene 
^O^hexyl alcohol 

nM.yucn^tin: oicohol 

chlorobenzene X 
o propyl alcohol 

I acetone ^ ethyl alcohol 
O ^ P rnethyl alcohol 

Equation 

for Dielectric Relaxation 

Fig. 15.—Relation of dielectric constant to viscosity. 

G. Biiz, Physik. Z., 40, 394-404 (1939). 

K. Schmale, Ann, Physik, 35, 671-089 (1939). 

E. Keutner, Ibid., 27, 29-48 (1936). 

H. H. Race. Phys. Rev., 37, 430-446 (1931). 

W. Mueller, Ann. Physik, 24, 99-112 (1935). 

S. O. Morgan, Trans. Electrochem. Soc., 65, 109- 
118(1934). 

The two free energies calculated from some liquids are plotted against 

one another in Fig, 15. For many of the liquids, the points are seen 

to fall on a straight line of slope unity. The correspondence of the 

free energies suggests a close relationship between the two processes, 
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in agreement with Debye’s postulated mechanism. For purposes of 

comparison, Debye’s equation (54) is indicated by the broken line 

in Fig. 15. It is apparent that the data do not verify Debye’s equa¬ 

tion. A sphere rotating in a continuous viscous fluid evidently gives 

a less satisfactory picture of the process than a single molecule break¬ 

ing bonds to its neighbors. Dipole rotation is considerably easier 

than viscous flow for such associated liquids as water and glycerol, 

and also for solutions of polar substances in viscous hydrocarbon sol¬ 

vents. (For some such solutions, no dispersion has been detected: 

the experimental points would fall somewhere in the far left portion 

of the graph (65).) A probable reason is that extra work is required 

in viscous flow to move the associated liquid or long hydrocarbon 

from one equilibrium position to the next, work which is not needed 

for dipole rotation. 

Data for solid dielectrics, e. isobutyl bromide and isoamyl 

bromide glasses (2), are not included in P"ig. 15 because the viscosity 

can only be estimated by a long and uncertain extrapolation. 

The dielectric dispersion of a dilute solution of polymeric hydroxy- 

decanoic acid has been investigated, and as would be expected if the 

molecule moved by segments, no dispersion was found in the fre¬ 

quency region corresponding to orientation of the whole molecule (7). 

It is not certain how large the orienting unit is. Kirkwood and Fuoss 

have assumed in their calculations that each dipole can orient, being 

restricted only by the directions of the bonds to its neighbors 

(29). 

Additional information about dielectric dispersion may be ob¬ 

tained by breaking the free energy of activation into a heat and an 

entropy term. Equation (72) may be written 

1 ^ kT ^s^/R 

From the temperature coefficient of 1/r, is evaluated, and A5^ 

is obtained by subtraction. Table VI lists the values so calculated 

for a numb^ of liquid and solid dielectrics. 

It will be observed that the heats of activation, are consider¬ 

ably higher than the heats of activation for viscous flow, which are 

usually 2-3 kcal. and rarely exceed 10 kcal. In terms of the physical 

model, a molecule undergoing dipole rotation must break more bonds 

to its neighbors than a flowing molecule. For the alcohols in Ta- 
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Table VI 

Dielectric Dispersion for Various Substances 

l, ® C. Aft AH^ AH^ 
vise. vap. AS^ 

No. of 
rotating 

molecules 

Liquids 

Ethyl alcohol (41) 25 2.90 5.7 3.44 8.92 1 9.40 
Propyl alcohol 25 3.57 6.1 4 5,3 ! 9.1 8.50 
Butyl alcohol 25 3.90 6.4 4.61 9.7 8.40 <1 
Amyl alcohol 25 4.18 6.6 6 10.1 8.11 
Hexyl alcohol 25 4.09 6.8 6 10.5 8.19 
Nitrobenzene in cable oil 

(59) 20 3.82 5.8 6.77 
Cable oil (71) 25 8.84 16.4 25.3 ] 
Castor oil (43) 1 9.95 16.7 24.6 
Wood rosin 101 15.5 23.8 22.2 J 

Solids 

Cetyl alcohol in paraffin 
(23) 14 4.45 12.6 28.4 1 

dZ-Camphor (101) -132 4.85 10.2 38.0 ] 

d/-Bomyl bromide -100 5,75 10.3 26.3 
3,x-Dichlorocamphor (98) - 61 7.00 20.4 1 63.2 
Cyclopenlanol - 67 6.08, 9.73 17.7 j 
Isobutyl bromide (2) 1 -157 3.79^^ 23.1 167.1 \ 

Isoamyl bromide -145 1 4.42^ 18.0 jl06.1 
y '^lo 

“Halowax,” chlorinated 
naphthalene (57) - 51.5 7.77 31.0 104.8 5 

Glycol phthalate (42) 30 11.21 53.5 139.0 5 
Polyvinyl chloride (28) 99 16.9 43.0 70.3 5-10 
Rubber, 10% S (58) 30 9.69 27.0 57.0 } 

“Permitol," tetrachlorodi- 
phenyl (23) 8.5 11.85 56.5 158.6 

12.5 11.22 56.7 159.1 
16.7 10.57 53.2 147.0 
19.9 10.00 40.8 104.8 ’ ^5 
25.3 9.50 42.0 108.9 
29.8 9.05 : 37.5 122.0 
34.5 8.67 i 34.6 84.4 

Glycerol (57) - 65 9.10 ; 38.2 14Qj. . .5 
- 60 8.60 ; 32.7 113 
- 50 7.66 : 24.7 76.3 
- 40 6.97 : 21.0 60.3 
- 20 5.68 17.6 47.2 

0 4.75 ; 14.3 35.0 . .2 
20 4.22 1 11.1 23.5 . .. .^1 
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Table VI {Continued) 

L ® c i*. <1 AHt 
vise. 

AE, 
vap. ASt 

No. of 
rotating 

molecules 

Ice (60) — 45.9 9.34 14.52 22.8 
32.61 9.01 14.52 22.9 
20.6 8.85 14.52 22.5 

- 11.9 8.62 14.52 22.6 
— 8.5 8.47 14.52 22.9 1 7 

7.5 8.49 14.52 22.7 
— 3.9 8.40 14.52 22.7 
— 2.8 8.39 14.52 22.7 
- 0.9 8.39 14.52 22.5 J 

ble VI, dipole rotation requires about Vs the heat of vaporization, 

where viscous flow requires only Vs to V2 the heat of vaporization. 

An interesting feature of Table VI is the large positive entropy of 

activation shown by every substance, some entropies being as high 

as 150 E. U. A molecule in the activated state is rotating and has 

many more positions available to it than a molecule at rest, and this 

increase in rotational entropy shows itself in a positive value for 

When the entropy change is very^large, it must represent the contri¬ 

butions of several rotating molecules. Probably when a single mole¬ 

cule is rotating, some of its neighbors are also permitted to rotate. 

The rotational entropy of a single molecule can be estimated from the 

entropy of fusion or from the molecular dimensions; then the ap¬ 

proximate number of rotating molecules to give the observed AS^ 

can be calculated. The last column of Table VI lists the number of 

rotating molecules so computed. For the liquids, only about one 

molecule must rotate. For the alcohols, possibly less than one 

molecule, e. g., the CH2OH group, needs to rotate. For the solids, 

the number of rotating molecules can become about 5. 

If the polar molecules were already rotating freely in the normal 

state, there should be little or no entropy increase in going to the 

activated state. Such behavior is, in fact, shown by the hexa- 

substituted benzenes investigated by White, Biggs and Morgan (97) 

(Table VII). 

The entropy of activation is approximately zero down to the lowest 

temperatures employed. The conclusion that the molecules are 

rotating freely at the lowest temperatures is in agreement with the 
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Table VII 

Dielectric Dispersion for Hexa-Substituted Benzenes 

I‘re- 
quency, 

kc /. ® c. APt <1 A.S^ 

Chloropentamethyl ben> 1 -89 8.88 8.53 -1.96 
zene 3 -80 , 8.90 -1.92 

10 -08 9.00 -2.30 
30 -59 8.96 -2.01 

100 -42 9.13 -2.00 
1,2-Dichloro tetramethyl 1 -108 7.85 7.98 0.79 

benzene 3 -100 7.85 0.75 
10 -90 7.89 0.49 
30 -81 7.88 0.62 

100 -09 7.91 0.34 
1,2,4-Trichloro trimethyl 1 -85 9.09 9.01 -0.43 

benzene 3 -77 ' 9.07 -0.31 
10 -64 9.19 -0.86 
30 -55 9.13 -0.55 

100 -40 9.22 -0.90 
1,2,3-Trichloro trimethyl 1 -90 8.76 8.80 0.22 

benzene 10 -70 8.8.3 -0.15 
100 -47 8.84 -0.18 

1,2,3,4-Tetrachloro di¬ 1 -70 9.79 1 9.50 -1.43 
methyl benzene 10 -40 9.95 -1.98 

100 -21 9.94 -1.74 
1,2,3,5-Tetrachloro di¬ 1 -78 9.51 9.27 -1.23 

methyl benzene 10 -56 9.61 -1.57 
100 -31 9.66 -1.61 

Pentachloro methyl ben¬ 1 -42 11.34 11.27 -0.30 
zene 3 -32 11.31 -0.25 

10 -18 11.39 -0.-^7 
30 - 6 11.38 -0.41 

100 11 11.48 -0.74 

Table VIII 

Dielectric Dispersion of Plasticized Polyvinyl Chloride 

Per cent 
tricresyl- 
phosphate 

/, ° c. 
(/ »= 60 cycles) AF^ A//t ASt 

0 98 16.7 40.7 64.7 
10 80 15.9 29.2 37.7 
20 65 i5.2 22.7 22.2 
30 48 14.4 17.0 10.0 

40 32 13.6 14.2 1.97 
50 ‘ 10 . 12.88 12.6 - 0.97 
60 3 12.88 12.1 - 0.65 
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results of White, Biggs and Morgan, who were able to detect no 

rotational transition for these substances. 

The magnitude of the entropy of activation for dielectric relaxation 

would appear to be a sensitive criterion for rotation in the solid 

state. Table VI contains two examples: glycerol and Permitol. 

As the temperature is in¬ 

creased, decreases 

markedly, indicating that 

the molecules are rotating 

more and more freely in 

the normal state. A final 

example is provided by the 

system polyvinyl chloride 

plasticized with tricresyl- 

phosphate (Table VIII and 

Fig. 16) (11). The value 

of AS^ is 65 E. IJ. for pure 

polyvinyl chloride. It 

drops rapidly as tricresyl- 

phosphate is added, and 

at about 40% plasticizer, 

AS* is approximately zero, 

or the dipoles are rotating 

almost freely. Further additions of tricresylphosphate produce 

little effect. 

Percent Tricresylphosphate 

Fig. 10.—Dielectric relaxation for plasti¬ 
cized polyvinyl chloride. 
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For almost a quarter of a century investigations have been carried 

out in the chemical laboratories of The Rice Institute on the constitu¬ 

tion of colloidal systems of inorganic compounds. At irregular*inter¬ 

vals surveys have been made of the results of this work. The most 

recent of these reports dealing with the hydrous oxides was presented 

before the General Meeting of the American Chemical Society at 

Dallas in April, 1938, and published in the August, 1939, number of 

Chemical Reviews (23). 
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/ . 

V'The constitution of gel systems was deduced from experimental 

evidence obtained by the application of the techniques of isothermal 

and isobaric dehydration and of x-ray and electron diffraction. The 

constitution of hydrosol systems was formulated from the results of 

the potentiometric “titration” of sols with electrolytes and from the 

direct examination of the sols by x-ray diffraction methods. 

The phase rule and diffraction studies on hydrous oxide gels dis¬ 

closed that, in general, they are not polymerized bodies or condensa¬ 

tion products resulting from the splitting off of water from liypotheti- 

cal metallic hydroxides. Instead, the gels are believed to consist of 

agglomerates of extremely minute crystals of oxide or simple oxide 

hydrate (or hydroxide), which hold large amounts of water by ad¬ 

sorption and capillary forces. Similarly, the direct examination of 

Sols by x-rays discloses that the p'^; tides in typical ()xide sols consist 

essentially of aggregates of minute crystals of hydrous oxide or of 

simple hydrate (or hydroxide). In typical positive sols containing 

anions such as chloride, the latter is not bound in the form of basic 

salts or Werner complexes in most cases, but is adsorbed in an amount 

which depends on the size and physical character of the primary par¬ 

ticles. 

In the following pages are summarized the results, both published 

and unpublished, of investigations, since 1938, concerning the consti¬ 

tution of oxide and salt gels using the well-established phase rule and 

diffraction techniques. 

I. Gels of the Hydrous Oxides 

/, Alumina 

Alumina gel thrown down from an aluminum salt solution with 

alkali or ammonia consists of minute crystals of 7-A1203-H20 or 7- 

AlOOH. Under favorable conditions (cold precipitation and excess 

alkali) this more soluble and less stable modification of the hydrated 

oxide is transformed slowly, first into metastable a-Al203d3H20 or 

a-Al(OH)3 and finally into the less soluble and more stable 7-A1203* 

3H2O or 7-A1(0H)3 corresponding to the mineral gibbsite. Accord¬ 

ingly, freshly prepared alumina gels consist essentially of 7-AIOOPI; 

on aging, e^ecially in contact with alkali, fhe product is a mixture of 

7-AIOOH with more or less a-Al(OH)3, or under extreme aging 7- 

A1(0H)3. The various transformations of precipitated alumina may 

be summarized as follows (19, 23): 
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presence of '-K2O, Na20, MgO/3-AI2O3 

Fig. 1.—X-ray diffraction patterns for 7-AIOOH from: (1) nitrate, (2) chloride, 
(3) sulfate. 

The size of the primary crystals of 7-AIOOH thrown down from 

aluminum salt solutions varies widely with the nature of the anion of 

the salt. This is illustrated by the photographs (Fig. 1) of the x-ray 

diffraction patterns of 7-AIOOH precipitated by ammonia from, AT/IO 

solutions of aluminum nitrate, chloride and sulfate (24). It will be 

noted that the diffraction bands for the gel from sulfate are very much 

broader than the lines for the gel from chloride or nitrate, demon¬ 

strating the much smaller crystal size of 7-AIOOH precipitated from 
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sulfate solution. Indeed, the x-ray diffraction bands of the gel from 

sulfate are so broad that such samples were identified tentatively as 

7-AIOOH only because the position of the bands corresponded roughly 

to that of the sharpest lines in the pattern of the gels from chloride 

and nitrate. To establish definitely the constitution of the precipi¬ 

tate from sulfate, an electron diffraction pattern was obtained (24) 

for a gel precipitated at 25^ from dilute solution with ammonia at a 

Fig. 2.—Electron diffraction patterns for 7-AIOOH precipitated 
at 25° C. from chloride (right) and sulfate (left). 

pK value of approximately 6. Figure 2 (left) is a photograph of this 

electron diffraction pattern. It is obvious that the diffraction rings 

are in the same position as those from an aged sample of 7-AIOOH 

from chloride (Fig. 2, right). The freshly formed precipitate from the 

sulfate is therefore 7-AIOOH; the crystals are too small to give a 

sharp x-ray diffraction pattern but are large enough to give a sharp 

electron diffraction pattern. 
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The much smaller crystal size of 7-AIOOH from sulfate than from 

chloride or nitrate recalls that the highly dispersed, adsorptive 

alumina floe in water purification practice is obtained from aluminum 

sulfate. A study has been made (31) of the constitution of the alu¬ 

mina floe thrown down from highly dilute solutions using the techniques 

of x-ray and electron diffraction. The fresh floe precipitated at 

values of 5-8 consists of minute crystals of 7-AIOOH, the size of which 

increases with increasing value of the solution from which it 

separates. The primary crystals show a progressive increase in size 

on standing in contact with the mother liquor. Under otherwise 

constant conditions, the size of the crystals increases with decreasing 

concentration of the aluminum sulfate solution in accord with von 

Weimarn’s precipitation rule and with the expected decrease in ad¬ 

sorption of sulfate ion as the concentration of this ion in the mother 

liquor falls off. By suitable changes in pH value, time of aging and 

concentration of aluminum sulfate, the floe of 7-AIOOH can be varied 

from primary crystals so small that the x-radiogram consists of two 

or three broad bands to primary crystals large enough to give well- 

defined lines. The use of aluminum sulfate and sodium carbonate at 

a pH value between 5.3 and 6.5 in the precipitation of alumina floe 

is favorable for the most highly dispersed crystals of 7-AIOOH. The 

transformation of colloidal 7-AIOOH crystals to coarser crystals of 

a-Al(OH)3 takes place more rapidly the higher the pH value of the 

mother liquor. 

In a study of the constitution of the alumina floe (32) over a pH 

range of 4 to 10.5, 0.04 M aluminum sulfate solutions were treated 

with varying amounts of alkali and the pH values of the mixtures 

were determined. A number of freshly formed gels, precipitated at 

slightly different pH values and aged in the mother liquor at 100° 

for 24 hours, were examined By x-ray diffraction methods." A few of 

the diffraction patterns are reproduced in Fig. 3. At a pH of 5.5 and 

slightly above, the gels gave broad patterns of 7-AIOOH which be¬ 

came gradually sharper as the pH value of the supernatant solution 

was increased. At relatively high pH values, sharp diffraction pat¬ 

terns of q:-A1(OH)3 were obtained. At pH values slightly below 5.5, 

the fresh gels gave a band diffraction pattern different from that of 

7-AIOOH; at lower pH values the gels became gradually more crys¬ 

talline as evidenced by the sharpness qf the diffraction lines. Aging 

the gel in the mother liquor at pH values below 5 increased the pri¬ 

mary crystal size until it gave a relatively sharp x-ray diffraction 
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pattern distinct from any known form of hydrated or anhydrous alu¬ 

mina. From an analysis of the aged crystalline material and a de¬ 

hydration isobar, the new phase was identified as a basic salt that may 

be represented by the formula AbOs-SOa* I.5H2O. Similar investiga- 

pH 
3.97 

4.08 

4.23 

4.69 

4.95 

5.48 

6.28 

6.92 

7.81 

10.50 

Fig. 3.—^X-ray diffraction patterns for alumina gels 
precipitated at various pH values. 

tions with gels thrown down from aluminum chloride and nitrate 

solutions show that between pH 4-8 no basic salts are formed. Po- 

tentiometric titration curves for the three aluminum salts all show 

breaks at a value of about 4. Accordingly, such breaks in titra- 
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tion curves do not furnish conclusive evidence of the formation of 

basic aluminum salts. The 9bserved breaks probably result from the 

presence of free acid in the original aluminum salt. 

2. Oxides of Rarer Elements of the Third Group 

Gallia.—Gallium oxide gel, precipitated at 25° or 100° from a 

gallium chloride solution with a slight excess of ammonia, gives an 

x-ray diffraction pattern consisting of two broad but distinct bands. 

Since the bands are in the same 

position as the two sharp lines in 

the pattern obtained from rela¬ 

tively large crystals of Q:-Ga203, 

it was concluded (10) that the 

gel consisted of minute crystals of 

Qf-Ga203. The evidence was ad¬ 

mittedly inconclusive and the de¬ 

duction was questioned by Laubengayer and Engle (7). The prob¬ 

lem has now been settled (24) by the observation that the sharper 

diffraction lines in the electron diffraction pattern of the gel corre¬ 

spond to the lines in the x-ray diffraction pattern of a-Ga203. The 

gel is therefore highly hydrous a-Ga203. 

Scandia and Yttria.—Scandia gel (22) gives a dehydration isobar 

characteristic of a hydrous monohydrate Sc203*H20 or ScOOH. In 

Fig. 4 are given diagrams of the x-ray diffraction patterns of 7-AIOOH 

and ScOOH. Except for a uniform displacement of the lines the pat¬ 

terns are very similar, indicating a definite similarity in crystal struc¬ 

ture. 

Yttria gel (22) gives a continuous dehydration isobar characteristic 

of a typical hydrous oxide that contains no water in definite stoichio- 

metrical combination. The x-ray diffraction pattern consists of two 

diffuse bands. 

Rare Earths.—The oxide gels of the rare earths (22) neodymium 

and praseodymium, precipitated at 100°, give dehydration isobars 

which definitely establish them as hydrous trihydrates Nd203-3H20 

or Nd(OH)3 and Pr203*3H20 or Pr(OH)3. Diagrams of the x-ray dif¬ 

fraction patterns of the two hydrates and of the corresponding anhy¬ 

drous oxides are given in Fig. 5. The dehydration isobars give indi¬ 

cations of the formation of Pr203*H20 at about 400° and of Nd203‘ 

H2O at 400-500°. X-ray diffraction data likewise suggest the forma- 

8-ALiOsHiO 

SCtQsHiO 

0 I 2 3 4 5 6 CM 

Fig. 4.—X-ray diffraction patterns 
for alumina and scandia. 

JLi. 

i I 1 
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don of monohydrates but the results to date are not conclusive on 

this point. 
Samarium oxide gel (22), like yttrium oxide gel, appears to be a 

typical hydrous oxide, giving a continuous dehydration isobar and an 

x-ray diffraction pattern with but a single broad band. 

1 1 1 1 11 1 

PrzOa-aHiO 
1 , , PPT AT 2.5‘C 
1 1 1 1 1 1 II 

J 1 J ll II 1 

Pr203-3H20 
1 1 PPT AT 100- C 

1 1 1 1 1 1 1 

1 
Pr203 

1 1 IGNITED 

*SI *^1 .Nil !2l -1 1 

mmm 

H|| ■ mM 
IKII 

Fig. 5.—X-ray diffraction patterns for praseodymium and 
neodymium oxides and hydroxides. 

3. Chromic Oxide 

The gel formed by the addition of alkali or ammonia to a chromic 

salt is amorphous to x-rays whether precipitated cold or hot. More¬ 

over, the gel, after being heated for days or weeks in contact with 

water at the boiling point, gives an x-ray diffraction pattern of the 

amorphous type. The freshly formed gel is readily obtained in thin 

coherent films which have been examined by the electron diffraction 

technique (24). The resulting diffraction pattern is of the amorphous 

type. We have been unable to confirm Baccaredda and Beati’s (1) 

observations that a chromic oxide gel gives an electron diffraction 
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pattern similar to that of a-Al203-3H20. If the fresh gel is heated in 

an autoclave for several hours at 100-250°, it gives the x-ray dif¬ 

fraction pattern for Cr203 • H2O. 

4. The Brown Gel of Ferric Oxide 

The brown gel of hydrous ferric oxide, frequently misnamed ferric 

hydroxide, is commonly prepared by the addition of a base to a ferric 

Fig. 6.—Dehydration isotherms for hydrous ferric oxide from 
ferric ethylate. 

salt solution. The gel freshly formed in the cold (21) and dried in a 

vacuum is amorphous to x-rays, but after standing at room tempera¬ 

ture in contact with water for several weeks, it gives a band x-ray 

diffraction pattern corresponding to a:-Fe203 or hematite; after sev¬ 

eral months, the crystals have grown until the sample gives a sharp 

hematite diffraction pattern. Although the fresh gel is amorphous to 

x-rays, it is crystalline to electrons, giving the hematite diffraction 

pattern (24). If a fresh ferric chloride solution is the source of ferric 

ions, the gel precipitated therefrom is pure a-Fe203; but if an old 

solution is used, the gel is a mixture of a-FeeOs and jS-FeOOH. The 

compound /S-FeOOH is the product of the slow hydrolysis of ferric 

chloride (20). 

Thiessen and Koppen (14) claim that the brown ferric oxide gel 

formed by the hydrolysis of ferric ethylate yields a series of no less 

than eight hydrates of ferric oxide on isothermal dehydration. Our 
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failure to confirm this result was attributed by Thiessen and Kdppen 
to impurities in the sample and faulty technique. The experiments 
have recently been repeated with samples of special purity (30). 
No indication whatsoever of definite hydrates was observed during 
the isothermal dehydration process. This is evidenced by a typical 
set of isotherms reproduced in Fig. 6. 

5. Silica, Columbia and Taniala 

Silica Gel.—The x-ray diffraction pattern of silica gel thrown 
down either at room temperature or at 100° consists of very broad 
bands. The precipitated oxide readily forms thin coherent films 
which lend themselves to examination by electrons. The resulting 
electron diffraction pattern is clearly of the amorphous type (24). 
In accord with this observation, Germer and Storks (4) found that a 
silica film formed by condensation of vapors gives an electron dif¬ 
fraction pattern characteristic of an amorphous material. 

Thiessen and Korner (15) and Spychalski (13) claim to have pre¬ 
pared a series of hydrates of silica during the isothermal dehydration 
of silica gel formed by hydrolysis of ethyl silicate. These experiments 
have been repeated (30) with silica gels prepared at low temperatures 
and with improved experimental technique made possible by the use 
of the McBain-Bakr silica spring balance. In accord with the ob¬ 
servations on ferric oxide gel from ferric ethylate, the dehydration 
isotherm for silica from ethyl silicate is a smooth curve, which indi¬ 
cates the absence of hydrate formation in the dehydration process. 
A single point of inflection in the dehydration curve for silica gel is not 
due to a hydrate but to some kind of capillary structure in the gel 
which was recognized by van Bemmelen a half-century ago. The 
hysteresis phenomenon exhibited by silica gel on hydration following 
dehydration is in some way associated with the physical structure of 
the oxide gel. 

Columbia and Tantala Gels.—The gels of columbium pentoxide 
and tantalum pentoxide resemble silica in being amorphous to x-rays 
and in exhibiting the hysteresis phenomenon on dehydration fol¬ 
lowed by subsequent hydration. Like silica also, both Columbia and 
tantala gels give electron diffraction patterns of the broad-band 
amorphous type (24). 

Hydrous oxides such as those of chromium, silicon, columbium and 
tantalum which give broad-band electron diffraction patterns are 
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considered to be amorphous in the sense that Zachariasen (33) as¬ 

sumes a glass to be amorphous, that is, the atoms are arranged in the 

form of a network lacking the periodicity and symmetry which char¬ 

acterize a crystal lattice. 

6. Tiiania, Zirconia and Thoria 

Titania.—Titania precipitated from a titanium salt solution 

with ammonia at room temperature is amorphous to x-rays and gives 

a smooth dehydration isobar (18). Aging the gelatinous precipitate 

under water for long periods of time at room temperature or for 

shorter periods of time at 100° gives hydrous anatase. In our first 

investigations of the product formed by hydrolysis of titanium salts, 

it was found that titanium sulfate yields anatase whereas titanium 

chloride and nitrate give rutile, Pamfilov and Ivancheva (11) con¬ 

firmed these results except that they obtained anatase rather than 

rutile by hydrolysis of titanium nitrate. A comprehensive reinvesti¬ 

gation (29) of the problem of the hydrolysis products of titanium 

salts disclosed that the rate of transformation of the more soluble 

and less stable anatase modification of titania into the less soluble and 

more stable rutile modification is influenced by two opposing fac¬ 

tors: {a) retardation of the transformation by an adsorbed layer of 

ions on the anatase which reduces its rate of solution and (6) accelera¬ 

tion of the transformation by an ionic environment in which anatase 

is more soluble. 

Anatase formed by hydrolysis of titanium chloride or nitrate solu¬ 

tions is transformed fairly rapidly into rutile at 100°. The rate of 

transformation is slowed down enormously in the presence of a large 

excess of alkali chloride or nitrate because of the protective action of 

adsorbed anions. The rate of transformation is speeded up in the 

presence of excess hydrochloric or nitric acid because of increased solu¬ 

bility of anatase, in spite of the protective action of adsorbed ions. 

Anatase formed by hydrolysis of titanium sulfate is not transformed 

into rutile in any reasonable time even in strong sulfuric acid solu¬ 

tions since sulfate ions are adsorbed much more strongly than uni¬ 

valent chloride and nitrate ions. 

An electron diffraction pattern of freshly precipitated titania was 

found to correspond neither to the anatase nor the rutile modification 

of the oxide (24). This problem is under investigation. 

Zirconia and Thoria.—The minute crystals of precipitated zir¬ 

conia and thoria grow more slowly on aging at 100° than the corre- 
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Spending titania crystals. On heating the respective precipitates for 

several hours at 100° in contact with the mother liquor, they give 

broad-band x-ray diffraction patterns corresponding to zirconia and 

thoria, respectively (2). Because of the difficulty of obtaining suit¬ 

able films for electron diffraction studies, the gels have not been ex¬ 

amined by this technique (24). 

Fig. 7.—X-ray diffraction patterns for (1) cupric sulfide precipitated at 25® C. 

from cupric sulfate by hydrogen sulfide, (2) same precipitated at 100° C,, (3) 

cupric sulfide mineral, (4) cupric sulfide precipitated at 100° C. from cupric chlo¬ 

ride by hydrogen sulfide (pattern obtained at once). 

11. Salt Gels 

/. Copper Sulfides 

The composition of the product formed by the interaction of a 

cupric salt solution with hydrogen sulfide has been questioned. 

Kolthoff and Pearson (5) claim that the precipitate formed at 25° 

or 100° is cupric sulfide but that some cuprous salt may form on 

standing. On the other hand, Sauer and Steiner (12) believe that the 

gel thrown down in the cold is chiefly cuprous sulfide and sulfur, 

which react to form cupric sulfide on heating. 
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An x-ray diffraction examination has been made (25) of samples 

prepared by the procedures of Kolthoff and Pearson and of Sauer and 

Steiner with the results shown in Figs. 7 and 8. These data indicate 

that fresh samples precipitated either in the hot or in the cold are 

essentially cupric sulfide, in agreement with Kolthoff and Pearson's 

Fig. 8.—X-ray diflFraction patterns for (1) cupric sulfide mineral, (2) cupric 

sulfide precipitated at 25® C. from cupric chloride by hydrogen sulfide, (3) same 

precipitated at 100® C. (sample aged at 100® C. for an hour), (4) cuprous sulfide 

mineral. 

chemical evidence. Similarly, the samples prepared by the method 

of Sauer and Steiner give the x-ray diffraction pattern of cupric sulfide 

plus some additional unidentified lines. The crystalline phase re¬ 

sponsible for the extra lines has not been identified; the lines do not 

correspond to CuO, Cu(OH)2, CU2O, CU2S or to any known crys¬ 

talline form of sulfur. 

It has been observed further that cupric sulfide precipitated at 

100° is distinctly more gelatinous than that thrown down at 25°, in 

agreement with the observations of Kolthoff. Since the x-ray dif¬ 

fraction patterns of the two samples indicate no difference in primary 

particle size, the difference in physical structure must result from 
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variation in size and nature of the surface of the secondary aggre¬ 

gates. 

/ 2. Arsenic Trisulfide 

/ Ten years ago (Ki) it was demonstrated that precipitated and dried 

Arsenic trisulfide varies in color continuously from yellow through 

AsaSj. YELLOW 
FROM SOLUTION 

AszSj. RED 
FROM SOL 

ASeSi. YELLOW 
SOL HEATED \TO\ BOMB 

ASaSj. YELLOW 
ORPIMENT 

YELLOW 
SUBLIMATION. VACUUM 

0 5 10 15 
CM 

Fig. 9.—X-ray diffraction patterns for arsenic trisulfides. 

orange-yellow, orange, red-orange to red depending on the conditions 

of precipitation. The lighter shades result by conducting hydrogen 

sulfide into a solution of arsenious oxide or an arsenate containing 

sufficient electrolyte to cause immediate precipitation. The darker 

shades result from the coagulation of freshly prepared arsenic tri¬ 

sulfide sol. The red color of the sulfide is not due to an allotropic 

change in the yellow sulfide, to the presence of red sulfarsenite or to 

AS2S2. The yellow sulfide dries to an impalpable powder whereas the 

red sulfide dries to a glass. This difference in physical structure ac¬ 

counts for the variation in color. The red sulfide is rendered yellow 

on disintegrating the glassy mass by heating just below the sintering 

temperature or by grinding. The results of an x-ray diffraction ex¬ 

amination (25) of various samples are given in chart form in Fig. 9. 

These results indicate that both the yellow and red gels are minutely 

crystalline, and that the broad bands are in a position corresponding 
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to the sharper lines in the mineral orpiment. A different crystalline 

product which may be a second modification of arsenic trisulfide is 

obtained by sublimation in a vacuum. 

3. Heavy Metal Ferro- and Ferr(cyanide Gels 

Copper Ferrocyanide.—Most heavy metal ferro- and ferricya- 

nides are so insoluble that they come down in a highly gelatinous form 

by the interaction of even dilute solutions of metallic ion with ferro- 

Fig. 10.—X-ray diffraction patterns for cupric ferrocyanide gels. (1) Moist 

gel, (2) air-dried gel from K4Fe(CN)6, (3) air-dried gel from H4Fe(CN)8. 

or ferricyanide ion. The gels adsorb the common multivalent anion 

so very strongly that precipitation of the metal is incomplete on mix¬ 

ing equivalent amounts of the respective ions. An x-ray diffraction 

examination (26) of moist gels precipitated in the presence of excess 

potassium ferrocyanide disclosed that the potassium ferrocyanide is 

not combined to form a double or complex salt but is adsorbed, for 

the most part, on the surface of the highly dispersed crystals of cop¬ 

per ferrocyanide. The possibility that a small amount of alkali ferro-' 

cyanide dissolves in the copper salt is not excluded; but any such solid 

solution is insufficient to cause detectable distortion of the lattice of 

copper ferrocyanide. Typical x-ray diffraction patterns of copper 

ferrocyanide are reproduced in Fig. 10. Gels containing adsorbed 
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potassium ferrocyanide give x-ray diffraction patterns identical with 

those precipitated from a solution of hydroferrocyanic acid which is 

very weakly adsorbed. Relatively pure copper ferrocyanide gel is 

best obtained by precipitation with excess copper ion. 

An x-ray diffraction study (26) of some common metallic ferro¬ 

cyanide gels disclosed that the ferrocyanides of copper, cobalt, nickel 

Prussian Blut Turnbull's Blue 

Fig. 11.—Dehydration isotherms for iron-cyanide gels. 

and manganese, but not of lead, are isomorphous with lattice con¬ 

stants that are nearly the same. The ferrocyanides of zinc, cadmium 

and silver each give two distinct x-ray diffraction patterns, depending 

on whether the gel is thrown down with metal in excess or with potas¬ 

sium ferrocyanide in excess. The two diffraction patterns for each 

of these three salts may correspond, respectively, to the normal salt 
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and a double salt with potassium ferrocyanide. Cadmium ferro- 

cyanide formed in the presence of excess ferrocyanide ion gives a dif¬ 

fraction pattern similar to copper ferrocyanide, suggesting that the 

cadmium salt formed under these conditions is Cd2Fe(CN)6. 

The water in most heavy metal ferro- and ferricyanide gels is ad¬ 

sorbed and no definite hydrates are formed. This is illustrated (27) 

T,,[Ft(CNQ. 

T,[f.(CNQ 

l.[Fe(CNQ 

FeftlCNQ 

PRUSSIAN BLUE 
DRIED GEL 

TURNBULL'S BLUE 
DRIED GEL 

IRON BLUE 
.«HCL 

Al.[F.(CN),], 

Sc.[f,(CNQ, 

I«.[Fe(CN),], 

Z,jF. Cn3. 

C»,fe (CNQ, 

Cu^^ICNt], ^ 

Cu^i icnQ 

Fig. 12.—X-ray diffraction patterns for ferro- and ferri¬ 

cyanide gels. 

by the smooth dehydration isotherms for cupric ferro- and ferricy¬ 

anide and for Prussian blue and Turnbull’s blue, shown in Fig. 11. 

Further support of the view that copper ferrocyanide, Prussian blue 

and Turnbull’s blue form no hydrates is furnished by the observation 
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that the moist gels and the gels completely dehydrated in vacuum 

give identical x-ray and electron diffraction patterns. Quantitative 

studies of the structure of heavy metal iron cyanides must take into 

account the fact that, in general, these materials do not contain water 

in definite chemical combination. 

Prussian Blue and Turnbull’s Blue.—The freshman is usually 

told that the interaction of ferric salts and alkali ferrocyanides yields 

Fe4[Fe(CN)6]3 or Prussian blue whereas the interaction of ferrous 

salts and alkali ferricyanides yields Fes[Fe(CN)6]2 or Turnbull’s blue. 

Actually, the oxidation-reduction reactions which take place on mix¬ 

ing iron salts and alkali iron cyanides complicate the problem to such 

l-gl 41-1 "1 H ^_iJ 

1 iliiii 1 _ . 

_LL_111 ■. II_ 
1 

Il_1 1 1 1 . II_1 II h 1 II 

1 1 k 
11 

JJl .JiiIj I J I llil I I ll I 1 
-HH H H -j 1 

La[Fe(CN|^ 

Fe[Fe(CN)i6] 

PRUSSIAN BLUE 

LA4[Fe(CN)^3 

N04[Fe(CN|5]3 

Fig. 13.—X-ray diffraction patterns for ferro- and ferri- 

cyanide gels. 

an extent that certain investigators conclude from chemical analysis 

that all the blue gels are ferrocyanides whereas others arrive at the 

diametrically opposite conclusion that all the blue gels are ferricya¬ 

nides (17). Levi (8) observed that the x-ray diffraction patterns of 

so-called Prussian blue and Turnbull’s blue are identical and we have 

confirmed this observation by both x-ray and electron diffraction 

techniques. Moreover, it has been found that the densities of so- 

called Prussian blue and Turnbull’s blue are the same within the limits 

of experimental error (28). Accordingly, a comprehensive x-ray dif¬ 

fraction study of the blue* complex cyanides and related compounds 

was undertaken (28) in an attempt to determine their probable struc¬ 

ture. The results of the study are as follows: 
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From an analysis of the x-ray diffraction patterns in Figs. 12 and 

13 it was deduced that the following heavy metal iron-cyanides pos¬ 

sess isomorphous structures of face-centered cubic symmetry: Tia- 

[Fe(CN).]i,miFe(CN),l, In[Fe(CN)s], Fe[Fe(CN)6]5 Prussian blue, 

Turnbull’s blue, “iron-blue ex-HCl,” Al4lFe(CN)6]3, Sc4[Fe(CN),]3, 

In4[Fe(CN).l3, Zn3[Fe(CN),]s,Cd3[Fe(CN),]2, Cu3[Fe(CN)6]j and Cuj- 

[Fe(CN),]. On the other hand, La4[Fe(CN)6]3, La[Fe(CN)e] and 

Nd4[Fe(CN)6]8 do not belong to this isomorphous series, but exhibit 

a more complex type of structure. Since these x-ray diffraction 

studies show that definite trivalent heavy metal ferrocyanide (e. g., 

Sc4[Fe(CN)e]8) and definite divalent heavy metal ferricyanides 

{e. g., Zn8[Fe(CN)8]2) may possess the same isomorphous face-cen¬ 

tered cubic structure, it follows that x-ray studies cannot be used to 

distinguish between Fe4[Fe(CN)6]3 and Fe3[Fe(CN)6]2 as possible 

formulas for the gels of Prussian blue and Turnbull’s blue. 

A consideration of oxidation-reduction potentials suggests that the 

ferric ions would be expected to react with ferrocyanide ions to give 

ferrous ions and ferricyanide ions. Confirming the work of Muller 

(9), ferricyanide ions are found in the filtrate after mixing ferric chlo¬ 

ride with potassium ferrocyanide. This result indicates that an oxi¬ 

dation-reduction reaction has taken place. The lack of quantitative 

agreement between the amount of ferricyanide formed and the calcu¬ 

lated quantity is attributed to adsorption of both ferrocyanide and 

ferricyanide ions by the blue gel. It is concluded that both Prussian 

blue and Turnbull's blue may be represented by the formula Fe8- 

[Fe(CN)6]j. This conclusion is not inconsistent with the x-ray dif¬ 

fraction work discussed above. 
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1. Introduction 

The study oi the creaming of rubber latex by means of creaming 

agents is of importance not only for the technology of the creaming 

process as applied on estates in the Middle East, but it is also interest¬ 

ing from a scientific and, more especially, from a colloid-chemical 

point of view. This becomes clear when one takes into consideration 

the fact that the creaming process is not confined merely to rubber 

latex, but that milk, for example, can be creamed with the aid of 

suitable creaming agents, as can all synthetic dispersions. Also, 

247 
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the sedimentation process is closely related to the creaming phenome¬ 

non. Being dependent only upon the difference in specific gravity 

of the dispersed phase and the dispersing medium, the addition of a 

“creaming agent” will result either in creaming or in sedimentation. 

A technically very important sedimentation process, for instance, 

is the clarification of coal-washery effluent by means of colloidal 

“creaming agents” such as starch and konnyaku meal (21). That 

we are dealing here with a process quite different from the floccula¬ 

tion of suspensions with electrolytes is evident from the fact that, 

with the use of “creaming agents,” the sediment can be redispersed 

(reversibility of the process), although it has a much smaller volume 

than that obtained by flocculation with electrolytes. 

II. The Creaming of Latex in Actual Practice 

The literature (2) mentions many creaming agents for rubber 

latex, e, g., gum arabic, gum tragacanth, gum karaya, alginic acid, 

alginates, tragon seed gum and many more. In recent times, in 

addition to the vegetable creaming agents, certain synthetic cream¬ 

ing agents have been recommended such as polyacrylic acid and 

salts, polyvinyl alcohol and esters, polymethylene oxide and de¬ 

rivatives, and also creaming agents prepared by modifying natural 

substances, such as methyl cellulose. However, these creaming 

agents are not all equally effective, even though this is implied in the 

literature on the subject, and, in addition, a serum may result which 

still contains rubber to a greater or lesser extent. 

An effective creaming agent free from these defects, which is 

being applied in the Netherlands Indies, is konnyaku or Amorpho- 

phallus meal obtained from the bulbs of Amorphophallus species, 

especially Amorphophallus Rivieri Durieu. Research has shown 

(6) that a carbohydrate of high molecular weight, yielding on hy¬ 

drolysis mannose and glucose, a so-called gluco-mannan, is the active 

constituent in the creaming agent. 

The advantage of using konnyaku meal for the creaming of rubber 

latex on the estates lies in the fact that it dissolves readily in water, 

yielding a viscous liquid. It is customary to use a one per cent 

solution. To rubber latex containing 4 g. of ammonia per liter, 

14 per cent of this solution is added while stirring thoroughly for about 

15 minutes. Allowing the mixture to stand undisturbed for a few 

hours, one observes that two layers have formed. The lower layer 
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consists of serum distinctly separated from the supernatant layer of 

latex. Gradually the volume of the serum layer increases. The 

line of demarcation between latex and serum rises in the column of 

liquid. If the height of the serum layer is plotted against the time 

of creaming in hours one obtains the curve depicted in Fig. 1. In 

the first couple of hours no line of demarcation can be seen. This 

lapse of time must be regarded as an induction period. Thereafter 

the process continues at a more or less constant rate, until after a 

lapse of about 24 hours the process continues at a greatly reduced 

rate. The end of the curve runs asymptotically toward a certain 

maximum height of serum. 

Fig. 1.—Creaming curve. 

Fig. 2.—Cream¬ 

ing tank. 

In actual practice the time of creaming varies between four and 

six times 24 hours, whereupon the cream is drawn off. To this end 

cylindrical tanks are used, provided with conical bottoms containing 

a discharge valve for the removal of the serum. A second valve, 

located at about one-quarter the height of the cylindrical body of 

the tank, provides an outlet for the cream. Over the total length 

of the body of the tank a narrow glass window is affixed so as to per¬ 

mit control of the ascending line of demarcation between the cream 

and the serum. The advantage of drawing off the cream by means 

of the valve in the cylindrical body of the tank lies in the fact that 

the liquid is thus decanted. Sludge, consisting of particles of sand, 

crystalline magnesium .ammonium phosphate, etc., settles on the 

conical bottom. See Fig. 2. 

The serum, containing a considerable proportion of the proteins 

from the original latex, is discarded. When using konnyaku meal 

as a creaming agent the rubber content of the serum is practically nil. 



250 G. E. VAN GILS AND G. M. KRAAY 

The cream, the dry rubber content* of which may vary between 55 

and 00 per cent, depending on the latex used, cannot be employed as 

such for all purposes since it contains swollen particles of konnyaku 

meal. These particles are separated by centrifuging the cream by 

means of a clarification centrifuge. The swollen particles of konn 

yaku meal settle in the machine on the wall of the bowl, together 

with a sludge consisting partly of proteins and lipins. The clarified 

cream has to be ammoniated in order to obtain an ultimate concentra¬ 

tion of ammonia of 7 to 8 g. per liter, which guarantees a satisfactory 

preservation. The cream may be shipped either in drums or in bulk. 

III. The Creaming Mechanism 

Hevea latex may be considered to consist of small spherical rubber 

particles the dimensions of which may vary from one-tenth to several 

microns. These particles, forming the .solid phase, are suspended in 

an aciueous medium (the serum) containing electrolytes, proteins and 

other organic substances in solution. Some of the proteins occurring 

in latex are adsorbed onto' the surface of the rubber particles and con¬ 

trol their behavior. I he source of the negative electrical charge of 

the rubber particles is to be traced to the enveloping proteins. The 

particles show a lively Brownian movement. 

The specific gravity of rubber is 0.9042, and that of the serum is 

about 1.024 (19). This difference in specific gi'avity is the reason for 

the tendency of the rubber particles to ascend within the liquid. The 

Brownian movement, however, opposes this tendency. When am¬ 

moniated latex is allowed to stand undisturbed for a while one can ob¬ 

serve that natural creaming proceeds very slowly: only after a lapse 

of months is a distinct layer of cream to be distinguished (3). 

The factors affecting the ascension velocity of a particle are ex¬ 

pressed mathematically by the formula of Stokes: 

- dr)r^ 

9n 

where v «= terminal velocity 
g — acceleration due to gravity 
If 5=s viscosity of the medium 
r = radius of the particle 
d. ~ density of the serum 
dr = density of rubber 

In order to increase the sedimentation velocity so that the cream- 

* Usual abbreviation for dry rubber content is DRC. 
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ing process may be used technically the formula of Stokes gives us two 
clues: 1. The enhancing of the force of gravity by means of cen¬ 
trifugal force. This is realized in actual practice (Utermark process). 
2. The ascending velocity is largely dependent upon the radius of 
the particles (r^). Now, if it is found possible to enlarge the radius of 
the particles by clustering them this would constitute a means of 
accelerating the creaming, thus making the phenomenon of technical 
importance. 

Clustering of the particles occurs, for instance, in flocculation, which 
can be induced by lowering the stability of the particles (Fig. 3). How¬ 
ever, in the case of rubber latex 
in general, flocculation is fol¬ 
lowed immediately by coales¬ 
cence, which is an irreversible 
process. In order to obtain 
clusters which may be of use in 
the creaming process we have 
to find a means of causing the 
rubber particles to cohere in 
clusters in a reversible manner. 
This is accomplished by add¬ 
ing a “creaming agent” to the 
latex. Baker (2) was the first 
to describe the formation of 

Fig. 3.—Cluster formation, photographed 

in dark-field illumination (latex*white). 

clusters in rubber latex. Why the particles cohere in clusters in the 
presence of a creaming agent will be discussed later. 

In the creaming of very dilute latex (as of milk) the ascending clus¬ 
ters collect at the top of the liquid to form a cream layer which con¬ 
stantly thickens, whereas the lower liquid layer, from which the rub¬ 
ber is being continuously withdrawn, becomes clearer (Fig. 4-a). 

With latex of normal concentration (35% DRC), however, entirely 
different phenomena are to be observed. The concentration of the 
rubber particles is so high that the clusters unite to form a mass ex¬ 
tending throughout the liquid. Now comes the mechanical ascension 
of the combined clusters, but after a certain period of time has elapsed 
a second phenomenon is to be observed, i, «., a syneresis of the mass 
exuding a clear serum. In contradistinction to the phenomena of the 
creaming of milk or of very dilute latex, one will observe in this case 
that the line of separation between the serum and the cream moves 
upward (Fig. 4-6). 
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Of the two processes here discussed the ascension of the mass of 
clusters is purely mechanical, and can be accelerated by applying 
centrifugal force. The second process, that of syneresis, still to be 
discussed, is not purely mechanical and is not subject to the influence 
of a field of force. 

The following experiment throws some light on these two phe¬ 
nomena. A freshly prepared mixture of latex and creaming agent is 
introduced into a graduated centrifuge tube, and centrifuging is 

1 1 
1 2 3 4 5 

I i i ■ ■ 
Fig. 4-a (lop).—Creaming of extremely dilute latex. 

Fig. (bottom).—Creaming of latex of normal concentra¬ 

tion. 

begun immediately. The cream and serum layers separate, and the 
cream volume may be read off. If, however, the mixture of latex and 
creaming agent is allowed to stand for a few hours before centrifuging, 
one obtains a cream layer much smaller than the one obtained in the 
preceding experiment. Since, in either case, the transparency of the 
serum so obtained is identical, the conclusion may be drawn that in 
the second experiment the packing of the rubber particles has been 
much closer. As time proceeds the agglomerates become closer, a 
more ideal packing is obtained, with the result that there is a less ready 
disintegration. This is illustrated by the following microscopic ob¬ 

servations : 
Place on a microscope slide, about 0.6 cm. apart, one drop of 

freshly prepared cream and one drop of water. Carefully place a 
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cover glass over both drops in such a way that a sharp line is formed 
between the cream and the water. If the microscope is focused 
exactly onto this boundary line, the following may be observed: 

Clusters of various sizes detach themselves, and these clusters 
diffuse into the water. The clusters themselves rapidly disintegrate 
into smaller aggregates and into individual rubber particles exhibit¬ 
ing a lively Brownian movement. 

Now, it soon becomes apparent that in some cases disintegration is 
effected much more rapidly than in others, especially when the cream 

Fig. 5-a.-r-Disintegration of 
"young" clusters, magnified 

200 X, transmitted light (latex 
= black). 

Fig. 5-^.—Disintegration of 
"old" clusters, magnified 

200 X, transmitted light (latex 
= black). 

is fresh; for instance, when the latex-konnyaku meal mixture has 
been left standing for only a few hours, disintegration is faster than 
when the mixture has stood one day or several days. 

If a drop of latex is examined in the same manner shortly after 
mixing with the konnyaku meal solution, it even gives the impres¬ 
sion that no agglomerates are present, since only individual particles 
from the cream layer diffuse into the water phase. Moreover, the 
cream/water interface becomes indistinct much more rapidly than 
when the cream is less fresh (Fig. 5-a, b-b). 

Microscopic examination of undiluted latex already mixed with 
konnyaku meal and pressed to a very thin layer between two slides 
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indicates, however, that the agglomerates must have formed imme¬ 
diately after mixing. 

For the sake of completeness we may add that agglomeration can 
often be observed with the unaided eye or under a lens when a latex/ 
konnyaku meal mixture is stirred in a beaker and when the liquid 
draining from the wall is examined. 

IV. Factors Affecting the Creaming 

In the foregoing paragraphs we have seen that the essential feature 
in the mechanism of creaming is the formation of a network of 
agglomerates and an upward migration thereof. Before, however, 
discussing the theoretical side of these phenomena we shall deal with 
the various factors affecting the creaming. 

/. Time Factor 

From what has been stated above it is evident that time con¬ 
stitutes an important factor. It will be remembered that after a 
creaming experiment has been initiated, it takes some time before 
the cream/serum interface begins to migrate upward (see Fig. 1). 
This lag, the so-called induction period, is to be explained by the 
fact that the cohering network of agglomerates cannot at once extrude 
the entrapped serum. Only after the serum vacuoles, by flowing 
together, have increased in size and channels have been formed can 
the serum find an outlet by which to leave the network and thus 
permit the latter to contract. 

When the separated cream is redispersed through shaking and is 
then allowed to stand, creaming occurs again without, however, 
passing through the induction period (Vester, 22). Through shaking, 
the agglomerates are distributed over the total liquid phase, but no 
such perfectly coherent and homogeneous network can now be 

formed as at first. 

2, Viscosity 

It follows from Stokes’ formula that the viscosity influences the 
rate of creaming. It is somewhat surprising that there should exist 
any relation between the viscosity of the latex used as a starting 
material and the ultimate outcome of the creaming, namely, the dry 
rubber content of the cream. Van Dalfsen (18), of our laboratory, 
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has investigated the viscosity and creaming capacity* of a large 
number of latices from various origins. The latices were classified 
into groups according to their viscosity, whereupon the average 
creaming capacity for each group was determined. The following 
graph (Fig. 6) depicts the results of these experiments. 

Also, if the viscosity of a latex is artificially affected, this will 
manifest itself by a change in tlie creaming capacity. The factors 
affecting the viscosity of the 
latex will now be discussed. 

3. Mechanical Effects 

Latex is a system with pro¬ 
nounced thixotropic proper¬ 
ties, which means that the 
viscosity can be temporarily 
lowered by mechanical agita¬ 
tion. The Naugatuck Chemi¬ 
cal Company discloses a proc¬ 
ess by which enhanced and 
accelerated creaming is 
brought about by subjecting 
the latex to be creamed or the 
mixture of latex and creaming 
agent to vigorous agitation 
(13). Van Dalfsen (18) was 
able to verify this effect. 

Moreover, it is a well-known experience in creaming latex that 
when a mixture of latex and creaming agent has been thoroughly 
agitated for a while, the ensuing creaming proceeds more readily, 
the period of induction is shortened and a cream is obtained having 
a high dry rubber c(mtent. 

An elegant'method of applying mechanical agitation is by means 
of ultrasonic waves. Experiments carried out on a small scale in our 
laboratory proved the beneficial effects thereof on the creaming 

process. Bondy (4) has published analogous results. 
The influence of alternating current (12) must probably be included 

in the same class of phenomena. The changing electrical field of 

* Van Dalfsen defined the creaming capacity of a latex as the difference be¬ 

tween the dry rubber content of the cream obtained and that of the latex. 

VISCOSITY ('t^30) m c p of the ammoni- 

ATED LATEX 

h'ig. fi.- Relation between the vis¬ 

cosity (at »^()° C.) and the creaming 

capacity of ammoniated latex. 
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force will cause the particles to move swiftly to and fro, more or less 
as they do when mechanically agitated. 

By passing latex through a clarification centrifuge (5) an enhanced 
creaming capacity can be induced. Since this effect, in contradis¬ 
tinction to the one just discussed, is of a petmanent nature, similar 
mechanical influences in this case are out of the question. 

4, Temper aim c 

At elevated temperatures the proteins present in the latex are 
coagulated, thus causing the latex to thicken or even to coagulate. 
Where the latex proteins have been largely eliminated or where they 
have been broken down to such a molecular weight that heating has 
no longer any flocculating effect, ammoniated latex can be heated 
to 100® C. with no destabilizing effects. In this case the increased 
temperature induces a lowering of the viscosity (15). 

It can be readily understood, therefore, that heating accelerates 
creaming and causes a higher rubber concentration in the cream. 
In view of our theory of the creaming mechanism it is necessary to 
state that heating also causes more rubber to remain in the serum. 

The following experiment will illustrate this point: 
Our latex starting material was a diluted cream obtained by 

creaming once and having a dry rubber content of 26 per cent. 
With this material two creaming experiments were conducted, one 
at room temperature and another at 80® C. In both cases two con¬ 

centrations of the creaming agent, konnyaku meal, were used. 

Amouat of konnyaku meal used 
1 Creaming 

at room temperature at 80® C. 

15 ml. 1% soln. per 100 ml, latex 

20 ml. 1% soln. per 100 ml. latex 

DRC cream 55.4 % 

DRC serum 1.5% 

DRC cream 54.7 % 

DRC serum 0.88% 

56.5 % 

3.58% 
56.5 % 

2.26% 

5. Pre-coagulation 

The Rubber Cultuur Maatschappij Amsterdam discloses a process 
whereby the application of pre-coagulation, either with formic acid 
or with calcium chloride, yields a latex with an enhanced creaming 
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capacity (16). Van Dalfsen (18) has shown that the latex obtained 
from pre-coagulation after stabilization with ammonia, has a lower 
viscosity than the original latex also stabilized with ammonia. 

6. Addition of Soap 

The addition of soap improves the creaming capacity of latex (14). 
Also, the viscosity of the latex is lowered when soap is added. 

pH 

Fig. 7.—Effect of the pll on the creaming. 

7. Acidity (pH) 

Our experiments have shown (20) that the pK of the medium 
greatly influences the creaming. This influence can best be studied 
with dialyzed latex, especially dialyzed latex low in proteins. Where 
there are no electrolytes their influence is eliminated and the absence 
of buffer action makes it possible readily to attain the different ^H’s 
by adding varying amounts of ammonia or sodium hydroxide. 

Figure 7 depicts the effect of the pK upon the concentration of 
rubber in the cream layer. 

That the viscosity also has some influence is evident from the 
fact that it largely depends upon the By adding ammonia to 
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fresh field latex the viscosity is greatly lowered, while at still higher 
/)H’s, which can only be attained with strong bases, such as the hy~ 
droxides of sodium and potassium, the viscosity increases. 

8. Conceniration of Electrolytes 

We were also able to prove that electrolytes greatly affect the 
creaming in the sense that the rubber content in the cream obtained 
is lowered, whereas the clearness of the serum is improved. Figure 8 

Fig. 8.—Creaming of dialyzecJ latex (of low protein content) with 

increasing amounts of BaCb. As the serum becomes clearer, the 

cream volume increases. 

is an example of one of the many experiments conducted by us. 
These experiments also were carried out with dialyzed latex from 
which the proteins had been partly removed. The elimination of 
the proteins makes the latex more sensitive to electrolytes. Figures 
9, 10 and 11 show the influence of various salts on the rubber content 
of the cream, while Fig. 12 shows the decrease in the rubber^ content 
of the serum when chlorides of potassium and aluminum are added. 

These graphs indicate the following facts: 
L While electrolytes in general tend to lower the dry rubber 

content of the cream, they may in small concentrations produce a 
richer cream. 

2. Bivalent ions already show their influence in much smaller 
concentrations than do monovalent ions. Trivalent ions do not 
show any greater influence than do bivalent ions. 
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3. The order of effectiveness for the monovalent ions is as follows: 

Li > Na > K 

4. The order of effectiveness for the bivalent ions is: 

Ba «= Ca > Sr 

Here also the relation to the viscosity was evident, seeing that we 
were able to prove that the addition of electrolytes in all instances 
induced a lowered viscosity (Van Gils, 19, 20). 

Fig. 9.—Effect of KCl, NaCl and LiCl on the 

creaming of dialyzed latex of low protein con¬ 

tent. 

9. Concentration of the Creaming Agent 

The correct concentration of the creaming agent is of great im¬ 
portance for inducing satisfactory creaming. This concentration 
depends mainly upon the nature of the agent and, to a lesser extent, 
also upon the latex, that is to say, when one confines oneself to the 
use of normal ammoniated field latex. 
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When using very small quantities of the creaming agent the serum 
contains so much rubber that no separating line between the cream 
and the serum is noticeable. Upon increasing the quantity of cream¬ 
ing agent the serum becomes clearer and the boundary line more 
distinct. After passing a maximum the rubber content declines 
(20, 13). In actual practice one must compromise to obtain 

as rich a cream as possible 
with the lowest possible loss 
of rubber in the serum. 
The concentration of the 
creaming agent most favor¬ 
able for creaming is called 
the optimum concentration. 
Figure 13 shows the rela¬ 
tion between the concentra¬ 
tion of the creaming agent 
and the dry rubber content 
of the cream and of the 
serum. 

W. Rubber Content of the 
Latex 

From Fig. 13 it will also 
be evident that the opti¬ 
mum concentrations of the 
creaming agent in three 
latices with a varying dry 
rubber content are different. 

To the extent that the latex is more dilute the optimum concentration 
of the creaming agent is increased while the rubber content of 
the cream is lowered. This has also been observed by Bondy 
(4). This investigator draws attention to the fact that “the 
structure of the primary agglomerates formed during the first stage 
of creaming determines the degree of packing in the cream 
ultimately obtained. The concentration of the dispersion at 
the start of aggregation appears to determine this struc¬ 
ture.” 

When the cream obtained from a dilute latex is shaken vigorously 
and is then allowed to stand, another creaming occurs immediately 
and produces a much richer cream. 

Fig. 10.—Effect of KCI, CaCb and AlCh 

on the creaming of dialyzed latex of low 

protein content. 

To make the graph clearer, the concen¬ 

trations pertaining to Ca** and AU^^ 

have been multiplied by ten. 
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V. Discussion 
When all the factors affecting the creaming arc considered it will 

be seen that most of them can be reduced to changes in the viscosity. 
With this statement, however, the problem has not as yet been solved, 
because it is not clear why the viscosity should affect the ultimate 
outcome of the creaming. 

The key to the problem is 
to be found in the observa¬ 
tion discussed under vSections 
IV, 7 {pH) and IV, 8 (elec¬ 
trolyte concentration). It is 
a known fact that the col¬ 
loidal behavior of the latex 
particles is controlled by the 
proteins adsorbed on the sur¬ 
face of the rubber particles, 
so that the electrical charge 
of the particles is greatly de¬ 
pendent upon the pH, as is 
the case with the proteins. 

It is known, moreover, 
that the addition of elec¬ 
trolytes affects the electro- 
kinetic potential of the col¬ 
loid particles. As the elec- 
trokinetic potential in its turn 
depends upon the surface 
charge, we can reduce many 
of the phenomena here dis¬ 
cussed to this potential. 

Before continuing the discussion of this point we must first draw 
attention to the following phenomenon. 

When quartz particles are suspended in water and the suspension 
is allowed to stand, the quartz particles Settle and have a certain 
volume, the so-called sedimentation volume. Now, V’^on Buzagh (23) 
has shown that when an electrolyte is added which lowers the electro- 
kinetic potential of the particles, the sedimentation volume increases. 
If an electrolyte, such as aluminum chloride, is added which can re¬ 
verse the charge of the quartz particles, surpassing a certain concentra¬ 
tion will cause the sedimentation volume to decrease. See Fig, 14. 

Fig. 11.—Effect of CaCh, BaCh and 

SrCb on the creaming of dialyzed latex of 

low protein content. 
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This phenomenon can be explained by the fact that the high electro- 
kinetic potential of the particles causes them to repel each other 
strongly, so that they can slip easily past one another, effectively 
filling up the pores. Where the electrokinetic potential is lower 
the particles will cohere more readily, the slipping past each other 
being hindered. 

Fig. 12.—EflFect of the electrolyte concentration 
on the dry rubber content of the serum. 

/. Clusier Formation 

We shall now proceed to give an explanation of the agglomeration, 
without which no creaming is possible. Freundlich (7) holds the 
opinion that we have to deal with a sensibilization (‘‘sensitization'*). 
This explanation, however, does not hold. In the first place, the 
creaming agent does not affect the stability of the latex (Baker, 2). 
In certain cases there is even an increase of the stability. Further¬ 
more, Twiss and Carpenter (17) and also Bohdy (4) have shown 
that the electrophoretic velocity of the latex particles is not affected 
when a creaming agent is added. 



CREAMING OF RUBBER LATEX 263 

Bondy (4) and also Hauser and Dewey (10) assume that the cream¬ 
ing agent dehydrates the rubber particles. As a result of the de¬ 
crease of the hydration forces, the particles attract one another in 
such manner that the resulting bond is wholly reversible. The 
following facts, however, oppose this view: 

1. The creaming agent is strongly adsorbed to the rubber particles. 
This is doubted by Bondy and also by Hauser and Dewey but it is 
positively shown to be the case by Bachle (1) and also by Twiss and 
Carpenter (17). 

Fig. 13.—Dry rubber content of cream and serum as a function of the con¬ 

centration of the creaming agent (konnyaku meal). 

2. Dehydration increases with increase in temperature. We 
have observed that an increased temperature yields a more con¬ 
centrated cream, but one also obtains ^a serum containing more 
rubber, which indicates that the agglomeration of the rubber par¬ 
ticles is hampered. 

3. When a creaming agent is added to latex, the viscosity is 
greatly increased, thus pointing to a coherence of the rubber particles 
induced by the molecules of the creaming agent. 

4. The theory of Bondy cannot explain why enzymatic or thermal 
splitting of the creaming agent molecule causes the creaming 
power of the creaming agent to decline greatly. 
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Vester (22) also accepts dehydration as the cause of cluster forma¬ 

tion. In contrast with the view of Bondy, however, he supposes 

that the creaming agent forms, together with the serum proteins, a 

viscous phase (coacervate) which surrounds the rubber particles and 

brings about their coherence. We were unable to confirm the micro¬ 

scopic observations of Vester concerning coacervate formation. Fur¬ 

thermore, it is contrary to Vester’s view that latex poor in protein 

. content and emulsions 

containing no proteins 

whatever can also be 

made to cream. 

The explanation of 

Twiss and Carpenter 

is based on the view 

of McBain (11) that 

the high viscosity of 

hydrophilic colloids, to 

which the creaming 

agents also belong, is caused by the tendency of the particles to 

cohere, thus forming a network retaining the dispersing medium 

(water). This network resists deformations, which must occur 

when agitated or when flowing through a tube. 

When a solution of a hydrophilic colloid is added to latex there 

is a linking up of the rubber particles with the molecules of the added 

colloid by adsorption at the boundary. If we keep in mind the fact 

that the particles of this colloid already are linked together, then we 

have here an explanation of the occurrence of the rubber particles 

in clusters. 

We believe this view of Twiss and Carpenter to be very attractive. 

We also seek the solution of the cluster formation in the “anchoring 

effect,” as it is called by the above-mentioned investigators. All 

creaming agents produce ^ very viscous solutions which often gel 

easily and, in so far as is known, consist of long molecules. 

AICI3 concentration 

Fig. 14.—Effect of AlCU on the sedimenta¬ 

tion volume of quartz particles. 

2. Explanation of the Creaming Phenomena 

We shall now proceed to investigate how the picture given here 

of the anchored rubber particles can provide an explanation for the 

various creaming phenomena. 

Due to the anchoring of the rubber particles their Brownian move- 
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ment will be hindered, which enables the clusters to rise. This is 

the first phase of the. creaming process and corresponds to the steep 

incline of the curve in Fig. 1. Then, and partly even simultaneously, 

a syneresis of the clustered mass occurs causing the particles to cohere 

more closely. This is the second phase of the process and corre¬ 

sponds to the part of the curve in Fig. 1 which runs almost hori¬ 

zontally. The phenomena described in Section III indicate that, as 

the packing becomes closer, a stronger bond is formed between the 

individual particles. To explain this we must go deeper into the 

forces of repulsion and attraction surrounding the rubber particle. 

As is well known, latex and, even more so, latex cream are thixo¬ 

tropic systems. To explain the thixotropy Freundlich (8) and 

Hamaker (9) have submitted a theory in which they suppose that 

the London-van der Waals forces, which occur on the surface of a 

particle, take a course which causes such particles, at relatively large 

distances from the surfaces, to hold together reversibly. This re¬ 

versible bond is the cause of the high viscosity. Through mechanical 

agitation the particles are torn loose from each other, with the result 

that the particles can move (slide) freely along one another, which 

manifests itself in the reduced viscosity. 

The course of the above-mentioned forces of repulsion and attrac¬ 

tion is depicted in Fig. 15. Instead of forces, we have plotted 

energies or potentials. 

Curve A represents the course of the attraction energy. This 

energy is negative, but for the sake of clearness it has been drawn 

above the axis ot abscissas. Curve R represents the repulsive energy. 

This energy is positive and has its source in the electrical and hydra¬ 

tion forces which occur around the particle. The sum of A and R 
is represented by curve T'. 

When two particles approach each other they will be mutually 

attracted. In the energy minimum Mi a certain state of equilibrium 

is produced. However, since this minimum is rather flat, the result¬ 

ing bond is reversible. Where the particles collide with such force 

that the energy maximum T is exceeded, then a much stronger bond 

is suddenly formed resulting from the second energy minimum M2 

which is much lower. This bond is irreversible. 

For the creaming phenomena discussed here the energy minimum 

Ml is of some importance. 

The London-van der Waals forces are determined by the sub¬ 

stance of the particles and are not affected by the medium con- 
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taining the particles. The forces of repulsion, however, are largely 
dependent upon the adsorption layer (proteins) surrounding the 
particle, the pH and the electrolyte concentration of the medium. 

As in the case of many colloids, it is quite probable that in latex 
also the charge is not distributed evenly^ over the surface of the 

Fig, 15.—Forces of repulsion and attraction 

around the colloid particle. 

particle. There are spots where the charge is large and where, there¬ 
fore, the repulsive energies are great, whereas on other surface spots 
the charge is small. When the charge is sufficiently large, there will 
be no energy level il/i, and when the charge is small the energy level 
Ml will attain a great depth. For the sake of briefness we shall, in 
the sequel, refer to repulsion spots and attraction spots. 

In the freshly formed cream the particles will be disposed at ran¬ 
dom. However, since they have retained phrt of their Brownian 
movement, they will be able to dispose themselves gradually in such 
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manner as to take up a position in which the least number of their 
repulsion spots face each other. Therefore, the particles will vibrate 
and rotate until they have found the position producing the least 
energy. This is accompanied by a more compact structure, an 
enhanced mutual bond and an extrusion of serum. 

It will now be clear why a higher temperature and mechanical agi¬ 
tation can induce a more compact structure (Section IV, 3 and 4). 
At the same time, at a higher temperature, it will be more difficult 
for the particles to be caught, thus allowing more rubber particles 
to enter the serum. 

Also, when using too small an amount of creaming agent, the 
clusters will be incompletely formed. Many rubber particles are 
not “caught” and do not rise together with the clusters, so that they 
remain within the serum. Where we have used too much creaming 
agent the clusters become too stiff. The particles are no longer 
sufficiently mobile, and a more compact structure can be formed 
only with great difficulty (Section IV, 9). 

The great influence exercised by the electrolyte concentration and 
by the pH must now also be clear. These factors control the course 
of the repulsion curve i?, and therefore also the depth of the minimum 
Ml (Fig. 15). The less pronounced these minima are and the fewer 
spots of attraction there are, the more easily the particles will slide 
along one another, and the more compact will be the ultimate struc¬ 
ture (Section IV, 7 and 8). 

The addition of soap results in a greater stability and also in a rise 
of the electrokinetic potential (Section IV, 6). 

In addition, pre-coagulation results, as is well known, in a greater 
stability. Whether this goes side by side with a rise of the electro- 
kinetic potential will still have to be investigated (Section IV, 5). 

The manner in which the viscosity and the electrokinetic potential 
are interrelated requires no further elucidation. 

It is clear now that the picture presented by Twiss and Carpenter 
can fully explain the creaming phenomena when it is extended in the 
manner we have indicated. 
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I. Introduction 

It was observed by J. Clerk Maxwell (36) in 1870 that Canada bal¬ 
sam, although normally isotropic, becomes birefringent when sub¬ 
jected to shearing stress, the birefringence disappearing as soon as 
the Stress is removed. Similar observations on liquids were made 
about the same time by Ernst Mach in Vienna, and the phenomenon 
was further studied by several investigators (30, 10, 69) in the follow¬ 
ing quarter century, who worked on various oils and resins, and on such 
systems as collodion. However, the relation between the observed 
phenomena and the shape of the molecules (or particles) in the liquids 
was not apprehended by these authors. It first became apparent 
through the studies of Freundlich, Zocher and their collaborators, 
beginning about 1916, that streaming double refraction in colloidal 
solutions was associated with the orientation of rod-shaped or disc¬ 
shaped particles. The effect appeared with particular intensity in 
sols of vanadium pentoxide, which were intensively studied by 
Freundlich, Stapelfeldt and Zocher (14). These sols were known on 
other grounds to consist of needle-shaped particles which gradually 
increased in length on standing. In 1930, the principal protein of 
striated muscle, the globulin, myosin, was shown by von Muralt and 
Edsall (39) to give intense double refraction of flow. Simultaneously 
with their report appeared the first communication by Signer (58), 
describing the same phenomenon in some of the synthetic polymers 
prepared by Staudinger and his school. The work of Vorlander and 
his collaborators (70, 71, 72) demonstrated the existence of similar, 
although far less intense, effects in pure organic liquids. Here again 
the magnitude of the double refraction was found to be greatest for 
elongated molecules, and practically zero for nearly spherical ones. 
During the last ten years a number of important studies, both experi¬ 
mental and theoretical, have greatly clarified our understanding of 
the phenomena involved, and have shown that the method is a power¬ 
ful tool in the determination of molecular size and shape. 

IL Position of the Optic Axis and Magnitude of Double 
Refraction in a Flowing Liquid 

We shall now describe briefly the observed phenomena, before 
treating in detail the methods for producing and measuring them. 
The effect is most clearly seen when the liquid to be studied is placed 
in the annular space between two coaxial cylinders, one cylinder being 
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rotated while the other is. held fixed. When observed between 
crossed nicol prisms or Polaroids, the liquid is isotropic and dark when 
at rest. On setting one cylinder into motion, the annular space be¬ 
comes brigh'^^, except for a dark cross with four arms, each 00"" from 
its neighbors. The position of this “cross of isocline” in various 
cases is represented in Fig. 1, the direction of the beam of light used 
for observation being perpendicular to the plane of the paper. The 
arms of the cross may coincide with the planes of vibration, PP and 
AA, of the light transmitted by the polarizer and analyzer, respec¬ 
tively (Fig. 1-a); they may be at 45° to these planes (Fig. 1-&); 
or they may lie in some intermediate position (Fig. 1-^:). The larger 

P P P 
t I I 

a b c 

Fig. 1,—The cross of isocline, as it appears in a solution of ovoglobulin (a); of 

low molecular weight polystyrene (fc); and of concentrated myosin (c). 

of the two angles between the cross of isocline and the planes PP and 
AA is known as the “angle of isocline,” ^ (39).^ 

Consider now the motion of the liquid between the cylinders. If 
the outer cylinder rotates, as indicated in Fig. 1, with angular ve¬ 
locity 12, the layer of liquid immediately adjacent to itmoves with the 
same velocity. The layer of liquid immediately adjacent to the 
fixed inner cylinder remains at rest. If the flow of the liquid is 
laminar, not turbulent,^ the intermediate layers of liquid move with 
different velocities, varying continuously from zero at the inner 
cylinder to 12 at the outer. The direction of the stream lines at any 

1 The corresponding German terra is ^Kreuzwinkel” (14). 

* The conditions determining whether the flow is laminar are discussed below, 

under Experimental Methods. 
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point is normal to the radius vector drawn from the center of the 

inner cylinder to that point. The four arms of the cross of isocline 

appear in those regions in which the optic axis of the flowing liquid is 

parallel (or perpendicular) to PP or AA, The angle between the 

optic axis and the stream lines—known as the “extinction angle,” 

X—is always between 0° and 45°. Thus the extinction angle is the 

complement of the angle of isocline (T + x ~ ^0°), and either of 

these angles may be used to define the position of the optic axis. 

In the following discussion, we shall employ the extinction angle x 

in describing the data. 

The refractive index for light vibrating with the electric vector 

parallel to the optic axis may be denoted by the symbol n^; for light 

vibrating perpendicular to this axis, by If the double re¬ 

fraction of the liquid is defined as optically positive; if as 

negative.^ 

The problem of the investigator in this field is to determine the 

extinction angle and the double refraction, -* as a function of 

velocity gradient, and to relate them to the properties of the particles 

or molecules in the liquid. Important parameters which must be 

known in order to interpret the results are temperature, viscosity 

and the concentration of the solute. In general it is necessary to 

work at low concentrations, where the solute molecules are far apart, 

if the results obtained are to be used in evaluating the size and shape 

of the particles. 

III. Experimental Methods 

/. Concentric Cylinder Apparatus: Conditions for Laminar Flow 

The essential condition for the appearance of double refi action of 

flow is the production of a velocity gradient in the flowing liquid. 

The degree of orientation of the particles to be studied depends 

primarily upon the length of the particles, the viscosity of the medium 

and the magnitude of the velocity gradient. Small gradients suffice 

to produce a considerable degree of orientation of very long particles, 

such as old vanadium pentoxide sols, or myosin; in the study of 

^ Signer (58) has chosen for optically negative liquids, such as polystyrene solu¬ 

tions, to define the angle of isocline as lying between 135° and 180°; that is, as 

equal to '4' -f- 90°, where ^ is defined according to our convention. Signer’s 

convention is chosen simply to define automatically the sign of the double refrac¬ 

tion by the values reported for the isocline measurements. 
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shorter particles, very much higher gradients may be required. 

Well-defined velocity gradients are most readilyj;)roduced, for experi¬ 

mental study, by the laminar flow of a liquid between two concentric 

cylinders; and this arrangement is also very suitable for making the 

necessary optical measurements on the system. The design and use 

of the concentric cylinder apparatus will therefore be described 

first; other techniques which have been found useful will be described 

more briefly at the end of this section. 

In the concentric cylinder apparatus, one cylinder is held fixed, 

while the other rotates with a given angular velocity, il. Either the 

inner or the outer cylinder may be chosen as the rotor; both arrange¬ 

ments have been used in practice, by different investigators. If the 

velocity gradient is to be a clearly defined quantity, it is essential 

that the flow should be laminar, so that the stream lines are at every 

point perpendicular to the radius vector drawn to the point from the 

center of the inner cylinder. It is well known that many types of 

flow are laminar only below a certain critical velocity, which is de¬ 

pendent in general on the dimensions of the system, and on the 

kinematic viscosity^ of the liquid (see for instance Hatschek (22)). 

Above this critical velocity turbulent flow sets in; and the optical 

properties of a birefringent liquid in turbulent flow are not at present 

amenable to any theoretical treatment. The stability of flow of a 

viscous liquid between concentric cylinders has been the subject of 

a very thorough theoretical and experimental study by G. I. Taylor 

(()8). Both theory and experiment showed that if the inner cylinder 

rotates, while the outer one is fixed, the critical angular velocity 

12^ is given by the equation 

V _ 7^ (Ri + i?2) ... 
Iri/py 2P ^ ^ 

Here rj is the viscosity of the liquid, p its density, Ri and are the 

radii of the inner and outer cylinders, respectively, and i is 

the width of the gap between them. P is a numerical factor given 

by the equation; 

= 0.0571 (1 - 0.G52 d/RO + 

This means in practice that if the gap between the cylinders is small 

(d Ri), the critical angular velocity above which turbulent flow 

* The kineinalie viscosity of a liquid is the ratio of its viscosity coelficient to its 

density. 
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occurs is very nearly inversely proportional to the three-halves power 
of the gap. It is also directly proportional to the viscosity of the 
liquid. Concerning possible limitations of formula (1), see Buch- 
heim, Stuart and Menz (7). 

If, on the other hand, the outer cylinder rotates and the inner 
one is fixed, Taylor’s theoretical analysis led to the conclusion that 
flow should be laminar at all speeds of rotation, and his experiments, 
at the highest speeds he then attained, were in harmony with this 
conclusion. In a later study, however, Taylor (68a) was able to 
produce turbulent flow with the outer cylinder rotating, but only at 
much higher speeds than when the inner cylinder was the rotor. The 
ratio of the critical speeds was a function of d/R2\ for d/R^ = 0.38 the 
ratio was over 1000; for d/R^ = 0.1 it was about 50; for d/R% = 
0.017 it was 6. ‘ There is thus a great theoretical advantage, if turbu¬ 
lent flow is to be avoided, in making the outer cylinder the rotor, 
although this advantage becomes less marked as the gap between the 
cylinders is narrowed. 

Actually, most investigators have made the inner cylinder the 
rotor. It is easier, with this arrangement, to hold the rotor in place 
with bearings fixed both above and below it, so that it rotates steadily 
about its axis even at high speeds. Also, it is important, since meas¬ 
urements should be made at constant temperatures, that water from 
a thermostat should be kept circulating around the outer cylinder. 
This is most easily achieved if the outer cylinder is fixed. 

The velocity gradient in the flowing liquid, at the distance r from 
the center of the inner cylinder is (if the outer cylinder rotates with 
angular velocity fl): 

G 

1 

dr 
Ri* Rt* 

(3) 

where Ri and R2 have the same meaning as in equations (1) and (2), 
and V is the velocity of the liquid at the point considered. 

If the inner cylinder rotates with angular velocity 12, the velocity 
gradient is: 

G 
dV OR,* / Rt*' 
di “ Ri^ - V r\ (4) 

If (d == i?2 ~ Ri)f these equations both approximate closely 
to the simple relation: 
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— d d 

Under these conditions G is practically the same at all points in the 
liquid. For the derivation of (3) and (4), see for instance Page (46) 
or Hatschek (22). The dimensions of G are it is commonly 
expressed in sec.~^ 

Corresponding to the critical angular velocity, 12^, defined by (1), 
there is thus a critical velocity gradient defined by (4) or (5). 
Above this gradient (in the apparatus with rotating inner cylinder), 
turbulent flow may be expected to set in. 

Table I 

Dimensions op Cylinders in Apparatus Used by Various Investigators, 

AND Critical Velocity Gradients 

Authors d l Gc 
X 10“« 

Vorlander and Walter (70) 1.05 4.6 1.42 1/ 142 

Signer and Gross (Gl) 2.470 0.0252 4.5 65 V 6500 

Nitschmann (42) 2.475 0.0427 4.44 17.5 V 1750 

Nitschmann and Guggisberg 

(43) 0.0209 4.65 10300 

Sadron (51) (52) 0.130 0.99 ; 99.4 

Sadron (51) (52) 2.500 0.050 10 11.9 V 1190 

Sadron (51) (52) 2.528 0.022 91.4 I' 9140 

von Muralt and Edsall (39) 0.91 1.09 9.9 (1000) 

von Muralt and Edsall (39) 0.70 9.9 1 (18;-) (1800) 

All dimensions in centimeters. 

i?i = radius of inner cylinder; d — i?2 — =® width of gap between cylinders; 

I =* height of inner cylinder; = critical velocity gradient for onset of turbulent 

flow; <Jc(?o^) = for water at 20°C. v == kinematic viscosity = viscosity 

coefficient density. 

Rough values for the apparatus of von Muralt and Edsall are calculated from 

equations (1) and (2), and the studies of Taylor (68a, see especially Taylor’s 

Fig. 11), on apparatus with rotating outer cylinder. 

Vorlander and Kirchner (71) have used very long cylinders (up to 1 meter in 

length) but the values of Ri and d employed by them were nearly the same as 

those employed by Vorlander and Walter. 

In Table I, the dimensions of the inner and outer cylinders em¬ 
ployed by various investigators are listed, with the corresponding 
values of the critical velocity gradients. These are significant, since 
several of these authors have reported measurements of double re- 
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fraction of flow at gradients considerably above these critical values. 

I'his is particularly true of a number of the measurements of Vor- 

lander and his collaborators (70, 71) as Sadron (52) has pointed out. 

No quantitative significance can be ascribed to such measurements, 

although they are of the right order of magnitude. The effect of 

turbulent flow may be particularly deceptive, since measurements of 

the extinction angle and the double refraction may show no very sharp 

Fig. 2.—Extinction angle of nitrocellulose in cyclohexanone; efTect of turbulent 

flow is seen in lower curve, for values of G above 2400 sec.~b 

break between the regions of laminar and turbulent flow, although a 

break of some sort is always found. Fig. 2 shows the effect of tur¬ 

bulence on the position of the extinction angle in a solution of nitro¬ 

cellulose dissolved in cyclohexanone (Sadron). Sadron has shown 

that turbulent flow may give either too high or too low values of the 

double refraction, according to circumstances. 

The cylinders employed may be of various materials. Von Muralt 

and Edsall (39) used a glass outer cylinder, and an inner cylinder of 

chromium-plated brass (the chromium plating proved more inert 

toward proteins than any other metal tested). vSigner (58) and 

Signer and Gross (61) employed cylinders made of very resistant 

plastics, which gave very good results; but for work of the highest 

precision, metal cylinders are practically necessary, as in the work of 

Sadron (51). Recently, Nitschmann and Guggisberg (43), in 

Signer’s laboratory, have employed cylinders of stainless steel. 

2, The Optical Bench: Measurement of Extinction Angle 

The concentric cylinders form only one component of the apparatus 

for investigating double refraction of flow. The cylinders must be 



STREAMING BIREFRINGENCE 277 

carefully aligned on an optical bench which carries a light source, 

a polarizer and analyzer, condensing lenses and suitable devices for 

measuring the double refraction ^see below).® 

Fig. 3.—Details of concentric cylinder apparatus with rotating outer cylin¬ 

der. G, glass outer cylinder; C, inner cylinder, chromium plated bra.ss. 

RR, cast iron rings; outer cylinder rotates on ball bearings located within the 

upper ring. W, water jacket; In and Out denote inlet and outlet of water 

circulating system around outer cylinder, H, holder for inner cylinder. 

For further details see original paper. 

Fig. 3 shows, as one representative of such systems, the conceiitric 

® Signer (58) and Boehm (4, p. 4002) have developed very useful and compact 

types of apparatus, in which the concentric cylinder system is mounted on the 

stand of a polarizing microscope. 



Fig. 4.—Optical bench used with cylinders shown in Fig. 3. St, cast- 

iron stand; RR, holder for movable riders. BB, separate bench supporting 

concentric cylinders. A, carbon arc lamp (later replaced by small high- 

pressure mercury arc). P, silvered reversing prism. G, 0%, Cs, con¬ 

densing lenses; PN, polarizer; AN, analyzer; G, cylinders with liquid 

between; X/4, quarter-wave plates; ffS, half-shadow wedge; 0, objective; 
Oc, ocular. 
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cylinder apparatus of von Muralt (39), and Fig. 4 shows the relations 
of the cylinders in the same apparatus to the entire optical system. 
All the optical parts are mounted separately in special riders on a 
large universal optical bench (manufactured by E. Leitz, Wetzlar) 
on which they can slide up and down on cast iron rails. The con¬ 
centric cylinder apparatus rests on a separate stand; its position 
must be very carefully adjusted (for details see the original paper). 
For measurements of the extinction angle in the flowing liquid, the 
crossed polarizer and analyzer are rigidly coupled by a vertical rod 
with side arms attached to the nicol prisms {AN and PN in Fig. 4); 
thus the two nicols are rotated together until one arm of the cross 
of isocline is on the center of the cross hairs in the ocular Oc. The 
corresponding angle is then read on a circular scale attached to the 
analyzer. (During these measurements, the light beam passes 
directly from the space between the concentric cylinders to the ana¬ 
lyzer i4A^ in Fig. 4; the intervening components of the optical sys¬ 
tem shown in this figure are removed.) To determine the plane of 
vibration of the light transmitted by the nicols (PP and AA, Fig. 1) 
the rotation of the outer cylinder is stopped, and a quartz wedge is 
introduced at the position marked HS in Fig. 4. The optic axis of 
this wedge is parallel to its long axis, which is fixed parallel to the 
stream lines. The crossed nicols are now rotated until the field is 
again dark. The corresponding angle on the analyzer scale is read; 
the difference between this and the angle found for the cross of 
isocline is the extinction angle, x (If it lies between 0° and 45°) or 
its complement, the angle of isocline, ^ (if it lies between 45° and 90°). 

3, Measurement of Double Refraction, 

In all methods the first step is to set the crossed nicols at 45° to 
the position of the cross of isocline. The initially plane polarized 
light may then be considered as being resolved, during its passage 
through the liquid, into two plane polarized components of equal 
amplitude traveling with different speeds; one vibrating parallel 
to the optic axis (velocity the other vibrating perpendicular 
to the optic axis (velocity c/n^). These emerge from the liquid with 
a phase difference A^, given by the relation 

Ap “ £ (»« - «o) (6) 

• Concerning double refraction and its measurement in general, see for instance 

Wood (76) and Hartshorne and Stuart (21). 

^ Here c is the velocity of light in vacuo. 
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Here Xo is the wavelength in vacuo of the incident light,^ and S is the 

length of the path traversed in the liquid, expressed in the same units 

as Xo- I'hus the emergent light is in general elliptically polarized 

because of this phase difference. 

A/>, and hence — n^, may be determined by a compensator. 

The Senarmont compensator employed by von Muralt and Edsall 

(39), Sadron (ol). Signer and Gross (61) and others consists of a 

birefringent plate (X/4 in Fig. 4) with a phase difference of a quarter 

wavelength between the two components vibrating parallel and 

perpendicular to its optic axis. If this plate is set with its optic axis 

parallel (or perpendicular) to PP or A A, the elliptically polarized 

light emerging from the liquid is transformed into plane polarized 

light. Its plane of polarization has been rotated through an angle, 

A, given by the equation 

A = 180A/> — (hc — no) (7) 
Ao 

A may be determined by rotating the analyzer (which now is set to 

turn freely without altering the position of the polarizer), until the 

light is again extinguished. The half-shadow wedge, 7/5, in Fig. 4, 

is inserted to make the readings more accurate. This method is very 

good if the magnitude of A is between a few degrees and 180°. For 

larger, phase differences a Babinet compensator (see (21), (76) or 

(14)) should be used. The Brace compensator employed by Bjorii- 

st^hl and Snellman (64a) is valuable for the measurement of very 

small phase differences. 

These methods involve the use of monochromatic light. Signer 

(58) and others have employed a technique utilizing plane polarized 

white light, which after traversing the liquid is passed through a 

birefringent plate with a full wavelength retardation (for instance, 

a gypsum first-order-red plate), and then through the analyzer. On 

resolving the emerging light in a spectroscope, a narrow dark band 

is seen in the spectrum. If the liquid is at rest, the center of the 

band is at the wavelength, X, characteristic of the plate employed. 

When the liquid is set into motion, this band shifts to the wavelength 

X' = X + AX, where 

AX = S(ne — Ho) (8) 

Thus the shift of the band indicates the sign as well as the magnitude 

of the double refraction. This method is less sensitive than the 
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others, and requires an extremely intense light source; nevertheless 

it has been found very useful by several investigators. 

When the gap between the cylinders is very narrow, as is necessary 

when very high velocity gradients must be attained for the orienta¬ 

tion of small molecules, the optical measurements become much more 

difficult. The alignment of the apparatus must be extremely precise, 

and light reflected from the sides of the cylinders tends to distort 

the effects produced by the light transmitted through the liquid. 

Concerning some of the means employed to overcome these dif¬ 

ficulties, see Frey-Wyssling and Weber (15). Bjornst^hl (2a) has 

explained in detail the optical systems most effective in giving maxi¬ 

mum intensity of transmitted light, and eliminating reflected light. 

A simpler type of concentric cylinder apparatus, useful for studies 

at low velocity gradients, has been designed by J. W. Mehl and the 

author, and constructed by Mr. David W. Mann. This apparatus 

has already been employed by Mehl (38) in studies on proteins of 

smooth muscle, and by H. O. Singher in unpublished studies on 

myosin in the writer’s laboratory. The details of the apparatus will 

be reported later. 

4. Observations of Flow in Tubes 

The velocity gradients produced by flow of a liquid in a narrow 

tube can also be used in the production of streaming birefringence, 

polarized light passing through the liquid perpendicular to the direc¬ 

tion of flow. Systems of this type were employed by Freundlich, 

Stapelfeldt and Zocher (14) in their study of vanadium pentoxide 

sol, the double refraction being determined with a Babinet compensa¬ 

tor. Recently Lauffer and Stanley (32) employed a similar method in 

the study of tobacco mosaic and other viruses. They employed a 

photoelectric meter to determine the intensity of the elliptically 

polarized light. Other types of apparatus involving flow through 

tubes are described in considerable detail in the review by Boehm 

(4). 
This type of apparatus is generally simpler to construct and operate 

than the concentric cylinder type. It has two serious disadvantages: 

(i) It is not adapted for the determination of the extinction angle, 

which is intimately related to molecular size and shape. {2) The 

velocity gradient is not constant throughout the region traversed by 

the light beam, as in the cylinder apparatus; instead the gradient 
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varies from zero at the center of the tube to a high value near the 
walls. Hence there is no uniquely defined value of the velocity 
gradient which can be correlated with a given double refraction meas¬ 
urement. 

5. Qualitative Methods of Observation 

If it is simply desired to detect double refraction of flow in a liquid 
which shows the effect strongly, or to detect gross changes in the 
magnitude of birefringence, the liquid may be placed in a small 
beaker, stirred with a glass rod and observed between crossed nicols 
or Polaroids. In solutions of substances such as myosin, tobacco 
mosaic virus or vanadium pentoxide sols, the liquid lights up bril¬ 
liantly on stirring with a slow rotary motion, and the cross of isocline 
is clearly visible. The beaker used should be of glass which is nearly 
isotropic, and the glass rod used for stirring should be painted black. 
This method has been used by Edsall and Mehl (12) in studying the 
loss of birefringence in myosin produced by a great number of re¬ 
agents, and by Greenstein and Jenrette (19) in a similar study of 
sodium thymonucleate. 

Langmuir (34) has studied bentonite sols by sealing samples in 
glass tubes containing some air. The tubes were then tilted so 
that air bubbles passed slowly through the sol; the tubes were then 
placed in a rack and observed between crossed Polaroids. By this 
means Langmuir followed the decay of birefringence with time, and 
thus obtained evidence concerning relaxation times (see below) in 
these systems. 

rV, Experimental Results and Their Theoretical Interpretation 

/. General Character of the Experimental Data 

From the many data now available, certain simple and definite 
relations emerge, which must be explained by any satisfactory theory. 

In pure liquids, the extinction angle is always 45® (within 
the probable error of =^2®), and the double refraction is a linear 
function of the velocity gradient (70, 71, 72, 51, 52, 7, 64a). Table II 
gives some recent t3q)ical data of Buchheim, Stuart and Menz (7), 
as well as data by Sadron and by Vdrlander. These are expressed in 
terms of the “Maxwell constant" or *‘dynamo-optic constant," M, 
defined by Sadron (51, 52) by the equation: 

» MCr (9) 
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Table II 

Maxwell Constants for Certain Organic Liquids! 

Substance 

VorUnder and Fischer 
(white light) 0 

Sadron 
* 546 m/i) 

Buchheim, Stuart, Menz 
(X « 546 m/i) 

PC. 
V 

(recalcd.) 
poise 

Af'XlO** P C. V 
poise M'XIOI* c. V 

poise M'X10‘* 

Phenylethyl 

alcohol 

prim. 18 17.5 16 0.165 17.00 

Nitrobenzene 17 0.0215 16.9 20 0.020 9.3 3.00 

Aniline 16 0.0495 8.85 18 0.048 6.7 6.00 

lieptyl alco- 

hoi prim. 20 0.070 4.5 16 0.0466 2.72 

£>-DichlorO' 

benzene 17 0,0142 5.82 15 0.0139 4.00 

/^-Xylene 16 0.007 2.65 1 10 0.0007 1.84 

Chloroben¬ 

zene 15 0 009 2.14 16 0,0085 1.59 

t?-Xylene 16 0 0088 2.08 16 0.0078 1.43 

m-Xylene 17 0.0065 1.62 16 0.0065 1.25 

Toluene 17 0.0062 1.06 15 0.0062 0.97 

Benzene 18 0.0065 0.57 i 15.5 0.0069 0.67 

t From Buchheim, Stuart and Menz (7). 

G 

Fig, 5.—Angle of isocline as a function of velocity gradient in low mo* 

lecular weight polystyrene, O.lm^h] = 5.6. 

In colloidal solutions, the extinction angle approaches 45° at 
low velocity gradients. As the gradient increases, however, x de¬ 
creases, and for long particles at very high gradients the optic axis 
may approach parallelism with the stream lines (x ~ 0°). Indeed, 
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G 

Fig. 6.—Angle of isocline of six nitrocellulose preparations of 

different molecular weights, as a function of velocity gradient, 

G. The six preparations are characterized as follows: 

1. = 17; cone. 0.035 mol. 

2. OAm^lf}] « 33; cone, 0.015 mol. 

3. O.lw^hl = 55; cone. 0.010 mol. 

4. 0.1m<,[ijl « 100; cone. 0.005 mol. 

5. O.lrnoh) « 115; cone. 0.005 mol. 

6. 0, = 245; cone. 0 002 mol. 

Boehm and Signer (5) found that ovoglobulin gives x = 0® for all 
velocity gradients at which its double refraction is measurable.® 

* Tht protein they studied may actually have been ovomucoid rather than ovo¬ 

globulin. See Needham and Robinson {40). 
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Typical measurements are shown in Figs. 5 and 6, taken from the 

work of vSigner and Gross (61). The former figure shows that poly¬ 

styrene of low molecular weight gives extinction angles differing 

only very slightly from 45even at very high velocity gradients. 

On the other hand, polystyrenes of high molecular weight (not shown 

in the figures) give extinction angles of 5° to 10° in the same range of 

velocity gradients. Fig. G shows the extinction angles of six nitro¬ 

cellulose solutions of different molecular weight, dissolved in cyclo¬ 

hexanone. With increase of molecular weight, the extinction angle 

at a given velocity gradient progressively decreases; that is, the 

optic axis sets itself more nearly parallel to the stream lines. The 

relative molecular weights are approximately given by the ratio of 

specific viscosity to concentration, at high dilution. The specific 

viscosity is defined as 

*= v/vo — 1 (iO) 

where rj is the viscosity of the solution, and rjo that of the pure solvent. 

Fig. 7.—The extinction angle x» as a function of the 

velocity gradient, G (sec.“0- •» snail myosin (at 25°), 

cone 5.3 X 10~^ g. N/cc.; 3, octopus myosin (25°), 

5,9 X 10~* g. N/cc.; ©, rabbit myosin (3°), 4.5 X 10"^ 

g. N/cc. 

In Fig. 7, similar curves are shown for three different types of 

myosin, studied by Mehl (38) and by von Muralt and Edsall (39). 

The general character of the curves is similar to those for polystyrene 

and nitrocellulose, but here it is to be noted that the velocity gradients 

employed are of an altogether lower order of magnitude (5 to 35 



286 JOHN T. EDSALL 

sec.~^ instead of 5000 to 30,000 sec.“‘). Since, as we shall see, the 
position of the extinction angle is an index of the degree of orienta- 

Table hi 

Polystyrenes of Low Molecular Weu.ht in Cyclohexanonf: 

1 W„(tj) 1 ; X 10- X io«" 
Gvc 

10 5 0 0208 0.55 0 0588 2.00 

0 () I 0 75 0 0588 0.75 0.0750 2 55 

1 0 0.0175 1 . 12 0 121 2.55 

1.0 
j 1) 4 0.0514 0 40 0 0.50 4.00 

i 0 75 0 0428 0 91 0.125 5.90 

j 0.2 0 0208 0.55 0.0415 0,95 

1 (».-l 0.0505 0.7(; 0.115 7.15 

0 5 0 051 1.01 0, 10.5 7.51 

1.0 1 0 55 0 0484 1 . 10) 0. 190 7. 15 

j 0 0 0 0518 1.51 0 250 7.40 

! 0 75 0.0027 1 .80 0.502 0.45 

fo 125 0 0288 0.28 0 0578 10 7 

0,2 0 0550 0 48 0.0742 11.2 

1 0 2.'i 0. ()5( >5 0 02 0.0990 10.9 

2 2 i (I .S 0 0405 0 80 0.1.57 11 5 

0 55 0 0458 0.90 0.105 10 0 

0 5 0.0507 1.5.5 0 208 9.45 

1 0 0 120 ^ 4 55 0.959 7.01 

f 0.1 0 0284 0.27 0.0,581 15.4 

2.7 ■; 0.2 0 0557 0 59 0 0880 12 4 

1 0 5 0 0440 0.90 0. 105 12.5 

0 03 0 0201 0. 17 0.0182 25.5 

0.05 0 0287 0.28 0.0555 24.0 

0 075 0 0525 0 45 0 0582 23.9 

0 00 0 0548 0.55 0.0790 25.2 

• .0 0 1 0.0504 0.0)5 0.0910 25.0 

0. 125 0,0408 0.82 0 125 24.4 

i 0 2r, 0 000)8 1.98 0.512 18.7 

0.5 0. 14ti 5 .50 1.08 14.8 

0 75 0.279 1 1 .4 2.54 11.2 

here denotes the mol. wt. of the unit from which the polymer is~ built up 
(w„ ~ 101 for polystyrene), and U] is the intrinsic viscosity, defined l)y Kraemer 

and Lansing (27a) as [tj) = lini (7^’j. Here c — g, solute per 1(X) cc. solution. 

Extinction angle x was 45° in all solutions except the last five listed here. 
For the values of x in these solutions see Fig. 5. (From Signer and Gross (01)). 
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tion of the particles in solution, the myosin particles (or molecules) 

must be much more elongated than those of polystyrene or nitro¬ 

cellulose, and are therefore more readily oriented. 

The double refraction of a low molecular weight polystyrene is 

shown in Fig. 8. At all concentrations, is a linear function of 

Fig. 8,— Double refraction of low molecular weight polystyrene, 

O.IWoIt/I == 5.1), Solvent: cyclolie-vanone. 

velocity gradient, and at high dilutions it appears to be nearly pro¬ 

portional to concentration at a given gradient. Signer and Gross (61) 

concluded indeed that the expression - ™—• is a constant for poly- 
GrfC 
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Styrene of a given mean molecular weight (Table III), and the same 

rule appears to hold for many other substances. 

For very elongated molecules, the double refraction is no longer 

a linear function of velocity gradient; the curves bend over toward 

the horizontal axis at high velocity gradients, with some suggestion 

that a saturation value is being approached. This is illustrated by 

Fig. 9, which gives data on rabbit myosin (39). Curves of a generally 

similar character have been found for vanadium pentoxide sols (14). 

Fig. 9.—Double refraction of rabbit myosin at various concentrations 

(expressed in mg. protein nitrogen per liter). For definition of the angle 

A, see equation (7). n* — n® =« 30.8 X 10“• A®. The velocity gradient, 

G, is proportional to the speed of rotation of the outer cylinder (r. p. m.). For 

the apparatus used, G = 21.1 .sec.“^ for 100 r. p. m. 

Colloidal solutions showing double refraction of flow are invariably 
much more viscous than solutions of spherical particles at the same 
concentration. Furthermore, solutions in which the extinction angle 
is distinctly less than 45® give non-Newtonian flow; they show what 
has been called “anomalous’' or “structurar’ viscosity. The meas¬ 
ured viscosity is a function of the velocity gradient, decreasing in 
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general as the gradient increases. The viscous properties of these 
liquids, as well as their birefringence during flow, are determined by 
the asymmetry of the solute particles. Concerning the theory of 
the viscous properties of such solutions, see Burgers (8), Huggins 
(23), Peterlin (48) and Simha (64). 

2. Rotary Motion of Ellipsoidal Particles Subjected to a Velocity 
Gradient 

We have now examined the main experimental facts which must 
be explained. A satisfactory theory must determine the orientation 
of rod'Shaped or disc-shaped particles under the influence of a ve¬ 
locity gradient; the optical properties of the flowing liquid are then 
to be determined from the optical properties of its components and 
from the manner of their orientation. The orienting forces are op¬ 
posed by the thermal motion of the molecules, which tends to make 
them assume a random distribution. In thte absence of orienting 
forces, therefore, the liquid as a whole is isotropic, even though the 
solute particles are themselves highly anisotropic.® The actual de¬ 
gree of orientation in the flowing liquid depends on the ratio of the 
velocity gradient to the thermal kinetic energy of the particles. 

First we may consider the case in which the particles are so large 
that their Brownian movement is negligible. To obtain a model 
useful for theoretical calculations, we shall assume in what follows 
that the particles are ellipsoids of revolution; the length of the semi¬ 
axis of revolution is denoted by a, that of the equatorial semi-axis 
by b. Such a model may be inadequate to represent the complexity 
of form of many large molecules and colloidal particles, but it appears 
to give results in good accord with other more direct methods of 
determining size and shape, where the latter are available. 

The hydrodynamic problem of the motion of such ellipsoids in a 
field of flow was treated by Jeffery (24), in an extremely thorough and 
searching study, concerned primarily with the viscosity of such sys¬ 
tems. The ellipsoids, of course, undergo both translation and rota¬ 
tion; the former is of no importance for our purposes, so that we may 
choose the origin of coordinates in the center of the ellipsoid. The 
X axis is chosen to coincide with the stream lines; the XY plane is 

• We are not concerned here with liquid crystals, in which the interactions of 

the molecules lead to large-scale orientation, even in the absence of an external 

field of force. The relation of liquid-crystal formation to streaming birefringence 

is discussed briefly at the end of this chapter. 
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the plane of flow; and the Z axis indicates the direction of the 

light beam which traverses the liquid. The orientation of the 

liquid relative to the stream lines 

Y 

F'ig. 10.—Orientation of an ellip¬ 

soidal molecule in a flowing liquid of 

constant velocity gradient. The posi¬ 

tive Z axis points perpendicularly up 

from the plane of the paper. The pro¬ 

jection of the axis of revolution of the 

ellipsoid on the XV plane is denoted 

by the line A A. The movement of the 

liquid is parallel to the axis, and is 

described by the equation Vx ~ GY 
{G = gradient), Vx — velocity of 

liquid. The meaning of the angle 4> 

is shown in the flgiire (<t> — 0° when an 

axis of ellipsoid lies in XZ plane). 

6 is the smaller of the two angles be¬ 

tween the axis of the ellipsoid and the 

positive Z axis. 

the dipoles parallel to the field, 

elongated ellipsoids (a b) spend 

a axis parallel to the stream lines, 

and the light beam is described 

by the angles </> and 0, which 

are defined in Fig. 10. For 

the components of rotation 

of the ellipsoid, under a velocity 

gradient C, Jeffery finds: 

d4> G{a^ sin2 <^4-^2 cos^ 0) 

^ “ a* -h ^ 

(11)^® 

de^ (a^ - b^) 

dt {a^ -f h'^) 
sin 0 cos 0 sin 0 cos 0 (12) 

The effect of the velocity gradi* 

ent is to cause a continued rota¬ 

tion of the ellipsoid. A prolate 

ellipsoid (a > h) rotates most 

rapidly when the a axis is per¬ 

pendicular to the stream lines 

{d(i>ldt maximum when </> = 

90most slowly when this axis 

is parallel to the stream lines. 

The converse relation holds for 

an oblate ellipsoid (a < h). In 

either case, the particle remains 

in continued rotation. Orien¬ 

tation by a velocity gradient 

is thus very different from the 

orientation of dipoles in an 

electric field, in which (in the 

absence of Brownian move¬ 

ment) true equilibrium, with 

is obtained. However, very 

nearly all their time with the 

and extremely flattened ellip¬ 

soids (a h) with the a axis perpendicular to the stream lines. 

Equation (11) corresponds to equation (47) in Jeffery's paper, but differs from 

it in form because we have chosen the axes differently for convenience in the later 

discussion of Boeder’s theory. 
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5. Influence of Brownian Movement: Motion of Thin Rods in Two 
Dimensions 

When Brownian movement is considered, in addition to the hydro- 

dynamic forces, the problem becomes far more complex. We shall 

simplify the discussion, following Boeder (3), by considering the 

motion of very thin rods (b = 0), the motion of which is restricted to 

the XY plane in Fig. 10. Thus the orientation of one of the rods is 

uniquely defined by a single parameter, the angle 0, which may lie 

between 0° and 180° (a rotation of the rod through 180° in the XY 
plane leaves its orientation unaltered, since its ends are indistinguish¬ 

able). Let An be the number of particles in the system, per unit 

volume, whose axes lie between the angles 0 and 0 + A0. Then we 

may characterize the average state of the particles by a distribution 

function p(0), defined by the relation: 

p(.^) = lim p (13) 

If the distribution is isotropic, p = constant. If preferred orienta¬ 

tions are established by an external force, the tendency of the Brown¬ 

ian movement is to decrease the number of molecules in these pre¬ 

ferred orientations. The net number of molecules, dn, whose orienta¬ 

tion shifts in the time, dt, across the angle 0 from lower to higher 

values, due to the Brownian movement, is 

(d_n\ ^ dp 
\ dt J 0 d0 

(14) 

Here O, the rotary diffusion constant, is a measure of the mobility of 

the particle in its rotation in the X Y plane. 

The net number of particles shifting their orientation in unit time, 

across the angle 0 + ^/0, from lower to higher values, is 

«■) -e - -eg;* (15) 

The difference between fi”) and 
\dt / 0 \dt h 0 + </0 

, divided by the interval 

d<t>, gives the rate of change of the function p(0) with time, in the 

region d/0, due to the Brownian movement. 

(16) 
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Equations (14) and (IG) are the exact analogues, for rotary diffusion, 

of Pick’s two laws of translational diffusion. (See, for instance, 

Williams and Cady (75))* The dimensions of the rotary diffusion 

constant, however, are while those of the translational diffusion 

constant are 

Consider now the change in the function p due to the velocity 

gradient. This gradient causes the particles to rotate with an angular 

velocity co = d<t>ldt, given by (11) for the case when 5 = 0; 

i o) — —G sin^ 4> (11a) 

Disregarding the Brownian movement, the number of particles 

moving through the orientation <l> in unit time is The number 

turning toward higher 0 values from the angle (p + d(t> in unit time is 

(pa;)^ Thus the net rate of change of the function p with time, 

due to the streaming, is 

\c)</6 (>4> ^ ’ 

The total change of p with time is the sum of that due to the streaming 

and that due to the Brownian movement (equations (IG) and (17)): 

dp _ dV ^ d(po>) 
d/ ” ■ d^2 

(18) 

We are concerned with the steady state, achieved after the flow 

has proceeded for some time,^^ in which p does not alter with time. 

On setting (18) equal to zero, and integrating, we obtain 

(19) 

or, making use of (11a) and dividing by 0: 

^ + CP sin'“ « = C (19a) 

in which a = G/Q is a nfeasure of the relative intensity of the orient¬ 

ing and disorienting forces. (19a) is the fundamental equation of 

double refraction of flow, for the two dimensional case. 

Boeder (3), who first formulated this equation, has also given its 

solution in detail. Fig. 11 shows the orientation distribution function 

p as a function of 0, for various values of a. When oc is small, p is a 

maximum at 45° to the stream lines; as a increases, the height of the 

Concerning the time required to attain this steady state, see Peterlin (48). 
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maximum increases, and its position shifts over more and more to¬ 
ward parallelism with the stream lines. It is the position of this 
maximum which determines the position of the extinction angle x> 
while the height of the maximum gives an indication of the mag¬ 
nitude of the double refraction. The details of the calculation of both 
these quantities have been given by Boeder; the results are shown in 
Fig. 12. The general form of the curves for x and the double refrac- 

Fig. 11.—The orientation distribution function, p, 

as a function of ^ (see Fig. 10) for various values of a = 

G/e. 

tion as a function of velocity gradient is clearly similar to those found 
experimentally for many colloids (Figs. 5-9, incl.); and Boeder 
himself made measurements on sols of cotton yellow, which are in 
good agreement with these calculated curves. 

The behavior of pure liquids is readily understood on Boeder's 
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theory. The Brownian movement of small molecules is so intense 

that their rotary diffusion constants are very high. Even at the 

highest velocity gradients attainable, the values of a are still much 

less than unity, and the extinction angle is therefore always 45®, 

within the experimental error. 

0 1 2 3 4 5 0 7 8 9 10 11 12 

Parameter a 

Fig. 12.—Extinction angle, x, and double refraction, A, of a solution of thin 

rod-shaped particles. The limiting value of A, corresponding to complete 

orientation, is set equal to 2t. Abscissa: a = 6’/0. Ordinate: x 

4, The Three Dimensional Orientation Problem 

Boeder gave also a less complete treatment of the orientation of 

rod-shaped particles in three dimensions; for low values of a he 

derived the approximate formula for the extinction angle (x in 

radians): 

X = ^ tan- 
ir a / a* 

4 ““ 12 V kS 

Recently Peterlin (48) and Peterlin and vStuart (49) have con¬ 

sidered the problem of the orientation of ellipsoids of revolution by 

a velocity gradient, and have developed a very complex mathematical 

expr^jssion for the orientation distribution function in three dimen¬ 

sions, as a function of a and of the axial ratio (a/b) of the ellipsoids. 

They obtain for x at low values of a: 
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X 
TT 

4 (■ 
24 a* ~ h* 
35 a* + 

(21) 

which for small a values is seen to be practically identical with (20). 

For the magnitude of the streaming double refraction, Peterlin and 

Stuart obtain 

Here n denotes the refractive index of the liquid at rest, and <I> the 

volume fraction of the colloidal component which gives rise to the 

double refraction, the solvent being supposed to be isotropic at all 

velocity gradients. (gi — g2) is an optical factor further discussed 

below in connection with the influence of the solvent, and /(a, a/b) 

is an orientation function which is in general very complex. For 

small values of a, however, it reduces to 

6 a* - b^\ 

35 fl* -f bV 
(23) 

Peterlin and Stuart (49) and vSnellman and Bjornstihl (04a) have 

shown that the flowing liquid is optically a biaxial, not a uniaxial, 

crystal. All experimental arrangements hitherto employed, how¬ 

ever, can reveal only a single optic axis. The equations given here 

apply to the actual experimental conditions. 

5. Rotary Diffusion Constants and Relaxation Times: Their Relation 
to Molecular Size and Shape 

From the x-« curves given in Fig. 12, or more accurately at low 

values of a from Equation (20) or (21), we may evaluate the rotary 

diffusion constant from measurements of the extinction angle. 

These curves or equations fix the value of a corresponding to a given 

value of X* But a = G/0, and G, the velocity gradient, is known 

experimentally from the dimensions of the apparatus and the angular 

velocity of the rotating cylinder. Hence, given a, the rotary dif¬ 

fusion constant, 0, is known. We must now consider the relation of 

0 to the size and shape of the ellipsoidal molecule or particle. 

0, like the translational diffusion constant, D, may be expressed 

in terms of the change in* position of the molecules due to their 

Brownian movement. Imagine all the solute molecules oriented by 

an external force, so that their principal axes are parallel, and sup¬ 

pose this orienting force suddenly removed, so that the subsequent 
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motion of the molecules is due only to their Brownian movement. 

After the lapse of a short time, a given molecule will have shifted 

through an angle 4> relatively to its original orientation. Then 0 

is directly proportional to the mean square value of 0 for all the 

molecules in the system. 

e = 1(24) 
2 t 

The derivation of equation (24) is exactly analogous to the derivation 

of the corresponding equations for translational diffusion (see, for 

instance, Williams and Cady (75)). 

0, like Df is directly proportional to the thermal energy of the 

molecule; similarly, it is inversely proportional to a rotary fric¬ 

tional constant, f, which is a function of the size and shape of the 

molecule and the viscosity of the medium in which it is immersed; 

f is a measure of the torque which must be applied to cause the mole¬ 

cule to rotate with unit angular velocity (47). 

Here K is Boltzmann's constant, and T the absolute temperature. 

In the general case of an ellipsoid with three semi-axes, a, b and c, 

of different lengths, three different rotary frictional constants are 

required to characterize the resistance of the medium to rotation of 

the molecule about each of these axes. There are three correspond¬ 

ing rotary diffusion constants. 

Oa = ^ 
So ib Sc 

(26) 

We shall confine our subsequent discussion to ellipsoids of revolution, 

for which 

fi. == U 

For many purposes, it is more convenient to characterize the rotary 

Brownian movement by another quantity, the relaxation time r. 

We may imagine the molecules oriented by an external force so that 

their a axes are all parallel to the x axis (which is fixed in space). 

If this force is suddenly removed, the Brownian movement leads 

to their disorientation. The position of any molecule after an 

interval of time may be characterized by the cosine of the angle t? 

between its a axis and the x axis. (The molecule is now considered 

to be free to turn in any direction in space—^its motion is not con- 
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fined to a single plane, but instead may have components about both 

the b and c axes.) When the mean value of cosine for the entire 

system of molecules has fallen to 1/e (e = 2.718... .is the base of 

natural logarithms), the time that has elapsed is defined as the 

relaxation time for motion of the a axis.^^ The relaxation time 

is greater, the greater the resistance of the medium to rotation of the 

molecule about this axis, and it is found that a simple reciprocal 

relation exists between the three relaxation times r^, r^, r^, for rota¬ 

tion of each of the axes, and the corresponding rotary diffusion con¬ 

stants defined in equation (26). 

05 -h 0/ 0a + 0c’ 0a 4- 0b 

For an ellipsoid of revolution, these equations become: 

I . 1 

205’ ” 0a -f Bb 
(27a) 

If the solute molecule is spherical, and is very large in comparison 

to the solvent molecules, the inner frictional constant f is given by 

a formula due to Stokes: 

Tipbere ^ (28) 

where r is the radius of the sphere and rj is the viscosity of the sol¬ 

vent. The molecule is characterized by a single rotary diffusion 

constant 0, and a single relaxation time: 

0 _L 
2t Smfr^ 

(29) 

This formula, due to Einstein, was experimentally verified by Jean 

Perrin (47a) by direct microscopic observation of spherical colloidal 

mastic particles (with radius 6.5 X cm.), which contained 

small enclosures of impurities on the surface, thus permitting their 

rotary motion to be directly followed. 

Generalizing the hydrodynamical equations derived by Stokes 

for spheres, Edwardes (13) calculated the coefficients fi, f2 and 

for ellipsoids as a function of their axial ratios. The general equa¬ 

tions are complicated; but for ellipsoids of revolution, which may 

be characterized by only two values of f, they assume a simpler 

form, and have been employed by Gans (17) and F. Perrin (47) to 

evaluate the rotary diffusion constants of molecules which may be 

Concerning relaxation times, see Debye (9) and F. Perrin (47). 
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treated as ellipsoids of revolution. The formulas of Cans and of 

Perrin are not identical, but the numerical values of 0 calculated 

from them are nearly so, so that the formulas of either author may 

be used in practice. In the following discussion we shall employ 

Perrin’s equations. 

The volume of the ellipsoid (of axial ratio a/h) is 

F = y (30) 

The rotary diffusion constant 0o and relaxation time ro of a sphere 

of the same volume would be given by the relations 

^ 1 ^ KT 

2ro Svab^Tf 
(31) 

Consider first the case of an elongated ellipsoid of revolution 

(a > b). Rotary Brownian movement of the a axis about the b axis 

is characterized by the relaxation time and the corresponding 

rotary diffusion constant (see Equation (27a)). These con- 
2ra 

stants are conveniently expressed by their values relative to those for 

a sphere of the same volume. Denoting by q the ratio b/a^ Perrin’s 

equation reads 

r? ^ 00 __2(1 - q^)_,32) 

ro 06 3g^(2 - g^) 1 -f Vl ~ 

Vl ~ g^ « 

tJto is always greater than unity, and increases very rapidly sls a/b 
increases. Ji a ^ b, (32) reduces approximately to the simpler 

formula : 

06 
00 

ro 
Ta 2a2 

[-1+2 inf] (32a) 

If a > 56, the values of 0 and r, calculated from formula (32a), agree 

within 1% with those calculated from the exact formula (32). Hence 

0^,, from (31) and (32a), equals approximately: 

06 
SKT r 

16in;a® L 
1 + 2 1n (33) 

Thus for a given value of a/b, the rotary diffusion constant of an 

elongated ellipsoid is inversely proportional to the cube of its length. 

For the relaxation time of an elongated ellipsoid of revolution 
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involving rotation of the b axis, which may involve turning about 

both the a and the c( = b) axis, Perrin finds 

Tb __ 200 

To 0a + 0fr 

_4(1 - q^)_ 

3g»(2g» -1) 1 + yr- 

Vi - g’ 2 

(34) 

Ifa^ b, then {g 0), and (34) reduces approximately to 

Tb ^ 200 

To 0o “f^ Oh 

) 
(34a) 

Thus Tb for an elongated ellipsoid is always greater than to, but never 

becomes greater than 4to/3, even when a/h becomes infinite. 

For a flattened ellipsoid {a < and q > 1) a, different set of equa¬ 

tions holds. For rotation about the equatorial (b) axis 

3a ^ 00 ^_ 2(1 - q*)_ 

TO 00 3^^^) V^ l - 3g* 
Vg^ - 1 

(35) 

and for rotation about the a axis (axis of revolution) 

TO 200 4(1 - g*) 

T-. “ 0, + 00 = 32l(^^ ^-3- 

Vg’ - 1 

(30 

If ft » o, both (35) and (36) reduce approximately to 

To ^ Tfo ^_26_46 

To To fl [3 tan“* 6/a] 3xa 

and substituting the value of tq from (31) 

^ 1 _ 1 
To - Tft __ 

(36a) 

(36b) 

Thus for a flattened ellipsoid, as b/a becomes infinite, both relaxation 

times becomes infinite, and the corresponding rotary diffusion con¬ 

stants approach zero. When b/a is very large, the relaxation times 

are proportional to the cube of the b semi-axis, and do not depend at 

all on the length of the a semi-axis. 

6, Influence of the Solvent on Sign and Magnitude of the Double 
Refraction 

Many years ago, Wiener (74) considered the anisotropy of what 

he called a “Stabchenmischkorper”—a system composed of a large 
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number of ellipsoids, small compared with the wavelength of light, 
aligned with their a axes all parallel. Wiener showed that such a 
system is birefringent, even if the ellipsoids are optically isotropic, 

provided the refractive in¬ 
dex of the ellipsoids is dif¬ 
ferent from that of the 
medium in which they are 
immersed. If the ellip¬ 
soids are rod-shaped, the 
double refraction is positive 
(referred to the a axis of the 
ellipsoids as principal axis); 
if they are disc-shaped, it 
is negative. Such systems 
are actually found in many 
biological tissues, such as 
muscle, tendon, nerve and 
many others (57). Such 
structures, when soaked 
thoroughly in a medium of 
a given refractive index, 
show birefringence which is 
roughly a parabolic func¬ 
tion of w,. This is shown 
in Fig. 13 (upper curve), 
which represents the meas¬ 
urements of Weber (73) 
on an artificial myosin fiber 
in media of different refrac¬ 
tive indices. Even at the 
minimum of the curve 
(which occurs near = 
1.58, approximately the 

mean refractive index of the protein) the double refraction is still 
large, showing that myosin is inherently optically anisotropic. A 
fiber made from gelatin gives a similar curve, but the double refrac¬ 
tion is zero at the minimum, indicating no optical anisotropy. The 
form of these curves corresponds closely to that predicted by Wiener’s 
theory. Similar considerations should apply to the orientecLmolecules 
in a flowing liquid, allowing for the fact that orientation is incomplete. 

Fig. 13. Birefringence of myosin fiber 

(o) and gelatin fiber (6), as a function of 

refractive index (w,) of medium in which 

fiber is immersed. 
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This problem was again taken up by Sadron (53) in 1937. He 

showed, on the basis of Signer's data and of his own, that the double 

refraction of polystyrene and of nitrocellulose in a series of different 

solvents is positive in solvents of low refractive index, passing 

through zero to negative values as the refractive index of the solvent 

increases. He also derived a theoretical equation to explain the 

character of the curves he found. This equation, however, appears 

incapable of explaining the minimum found in such curves as those 

of Fig. 13; and the later work of Peterlin and Stuart (49) gives a 

detailed treatment in terms of electro-magnetic theory, which may 

be regarded as a more generalized form of Wiener’s analysis. Equa¬ 

tion (37) gives the streaming birefringence as a product of an orienta¬ 

tion factor, /(a, alh)y and of an optical anisotropy factor, gi — g2* 

The latter, expressed in terms of the refractive index of the solvent, 

and of the principal refractive indices, and »2, of the ellipsoidal 

molecule is 

4ir r ni* -f- 2«,® 2e — n,*! F-f 2n,* « n2* — ^ 

L “ Z JL 3«x* "^3 J 
Here e is a factor which is a complicated function of the axial ratio 

of the ellipsoids. P"or very long rods, e = +0.5; for spheres, e = 0; 

for flattened discs, e == —1. 

The most significant point about this equation is that, of the two 

terms in the numerator, one depends only on the optical anisotropy 

of the molecule and is independent of its geometrical form; the second 

term is zero for spheres, but different from zero for either oblate or 

prolate ellipsoids even if the ellipsoids are optically isotropic (unless 

ni or ^2 = w^). It is the presence of this second term which leads to 

approximately parabolic curves such as those shown in Fig. 13. The 

data of Sadron may probably be explained by the assumption that 

polystyrene and nitrocellulose are both inherently optically negative, 

(wi — na) < 0, the double refraction arising from the second term in 

the numerator being very large and positive for small and vanish¬ 

ing for = ni or tis = fh. For w, > n2, however, this term should 

increase again; this has not been observed experimentally, and might 

not occur in any solvent experimentally available. It should be 

pointed out, also, that Peterlin and Stuart consider their theory as 

strictly applicable only to particles all of whose principal dimensions 

lie between 10 and 1000 Angstroms. The threadlike synthetic poly¬ 

mers are too small in cross section to meet this requirement, but the 



302 JOHN T. EDSALL 

theory applicable to thicker molecules probably applies also to them 

in semi-quantitativx* fashion. 

Signer (58) studied the streaming birefringence of polystyrene in 

several different solvents, with results in fair accord with Wiener’s 

theory. More lately, Lauffer (31, 33) made a similar study of 

tobacco mosaic virus in glycerol-aniline-water mixtures. The 

birefringence disappeared, within the limits of experimental error, 

when the refractive index of the solvent was near 1.57, and reappeared 

when the refractive index of the solvent was lowered. The infec- 

tivity of the virus was apparently not lost in these solvents (compare, 

however, Bawden and Pirie (1)). Lauffer concluded that the virus 

particles are optically isotropic (wj = W2in equation (37)). Bernal and 

Fankuchen (2) have found that the virus particles have an internal 

structure based on a hexagonal or pseudohexagonal lattice, built up 

from sub-units about 11 A cube. Such a structure should not be 

completely isotropic, but it may well be very nearly so; so the find¬ 

ings of Lauil'er and of Bernal and Fankuchen are mutually compat¬ 

ible. 

7. Depolarization of Scattered Light 

A number of authors have studied the depolarization of scattered 

light from colloidal solutions, and have drawn inferences concerning 

the anisotropy of the particles. Accurate observations on scattered 

light require extreme care in the arrangement and execution of the 

experiments. Furthermore, the underlying theory (16) shows that 

dielectric particles—a category which includes all the common col¬ 

loids except metallic sols—depolarize scattered hght to an extent 

determined by their optical anisotropy, not by their geometrical 

form. Actually it has been shown by Lotmar (35) that even solu¬ 

tions of such highly asymmetrical particles as myosin or nitrocellulose 

give a depolarization factor, for scattered light, of the same order of 

magnitude as that of low molecular organic gases and vapors, in¬ 

dicating a similar degree of optical anisotropy in both classes of ma¬ 

terials. These papers by Lotmar may be recommended as giving 

an excellent critical survey of theory and experiment in this field. 

8, Influences of Polydispersity on Streaming Birefringence 

We have seen that many systems experimentally studied give 

results in general accord with Boeder’s theory. Certain discrepancies 
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in the data, however, are apparent to critical ’examination. For 

instance, solutions of nitrocellulose in butyl acetate . (Signer and 

Gross (61), Figs. 8 and 10 of their paper) give linear curves for — 

Wo plotted against velocity gradient, although the extinction angle 

difTers decidedly from 45° at the higher gradients studied. Theo¬ 

retically, the w^ — Wo curves should deviate appreciably from line¬ 

arity under these conditions. Another type of discrepancy is shown 

by myosin, in which a limiting value of x = 12° (4' == 78°) is at¬ 

tained over a considerable range of velocity gradients, although from 

the simple theory, x should approach 0° asymptotically as the gradi¬ 

ent increases. Consideration of such discrepancies led Sadron (54) 

to consider the behavior of systems containing a number of different 

colloidal components, each with its own characteristic rotary dif¬ 

fusion constant. Depending on the relative rotary diffusion con¬ 

stants and the relative concentrations of the components, curves 

of extremely various character may be obtained. Let v?, be the ex¬ 

tinction angle, and 6, the double refraction, produced by the fth 

component alone, dissolved in a given solvent, at a given velocity 

gradient. (6, may be either positive or negative.) Then Sadron 

concludes that in a solution containing all the colloidal components 

in an isotropic solvent at the same velocity gradient, the extinction 

angle x and the double refraction A of the system as a whole are 

given by the equations: 

tan 2x 
ZSt sin 2<pi 

26, cos 2<pi 

(38) 

A2 = [26, sin 2vh] -h cos LV,] (39) 

These equations are derived on the assumption that all the i com¬ 

ponents are present in low concentration, and that they do not inter¬ 

act (independent orientation). 

Figs. 14a and 145 show the application of these equations to a sys¬ 

tem with two colloidal components, with 8 of the same sign (55). 

Component No. 1: acetyl-cellulose of low molecular weight (1.082 

g./lOO cc. solvent); viscosity,^* 0.0842 at 18.6°. Component No. 

2: acetyl-cellulose of high molecular weight (0.0465 g./lOO cc. sol¬ 

vent); viscosity, 0.0264 at 18.6°. Fig.T4a gives the (p and 5 curves 

for each of these solutions; and Fig. 145 gives x and A for a solution 

** Sadron (56) writes here ‘'kinematic viscosity,” but the context suggests that 

he may mean the viscosity coefficient in poises. 
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(viscosity 0.0936) containing both together, each at the same volume 

concentration and in the same solvent (cyclohexanone) as in Fig. 14a. 

The observed curves for the mixture are very close to those cal¬ 

culated from equations (38) and (39). 

Still more peculiar curves may be obtained if the two components 

give double refraction of opposite sign. Such a case is exemplified 

by Figs. 15a and 156. Component No. 1 is methyl cellulose in dilute 

aqueous sodium chloride; concentration, 0.190 g./lOO cc.; viscosity 

Fig. 14a.—Extinction angle {tp) and 

double refraction (5) of low molecular 

weight acetyl-cellulose (component 1) 

and high molecular weight acetyl¬ 

cellulose (component 2). Abscissa: 

velocity gradient multiplied by vis¬ 

cosity of solution Solvent: cyclo¬ 

hexanone. 

Fig. 146.—Double refraction (A) 

and extinction angle (x) of a solution 

containing both components, 1 and 2, 

each at the same concentration as in 

Fig. 14a. Full curves: experimental 

values. Dotted curves: calculated 

from Equations (38) and (39). 

at 18.6°, 0.0171. Component No. 2 is sodium thymonucleate, in 

the same solvent; concentration, 0.0387 g./lOO cc.; viscosity at 

18.6°, 0.0102. The curve for the mixture of the two components 

shows the remarkable feature that x» with increasing velocity gradi¬ 

ent, shifts from positive values, across the stream lines, to negative 

values. Such a curve can be given only by a polydisperse system. 

The theoretical and experimental curves here do not agree as well 

as in Fig. 14, although their general character is alike; it is prob¬ 

able that the two components interact appreciably. 
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Sadron, Bonot and Mosimann (56) have shown that certain serum 
albumin fractions give x curves similar to that of Fig. 15^; this is 
true for serum globulin dissolved in a glycerol-water mixture. After 
extraction of the globulin with ether and acetone at 0®, the anomaly 
disappears, and the system behaves like a single component. Pre¬ 
sumably a lipoid, of negative birefringence, is removed by the ex¬ 
traction, leaving the positive protein component to exert its influence 
alone. Serum globulin in water also behaves like a single component; 

40* r " ^ 

30* 

20* 

10® 

_I_1_. ^ 1 
0 so 100 ISO 200 

Fig. 15a.—ip and 6 values for methyl- 

cellulose (component 1) and sodium 

thymonucleate (component 2). Ab¬ 

scissa: velocity gradient multiplied 

by viscosity of solution Solvent: 

dilute aqueous sodium chloride. 

Fig. 156.—X and A values in a solu¬ 

tion containing both components 1 and 

2, each at the same concentration as in 

Fig. 15ri. Full curves: experimental 

values. Dotted cmves: calculated 

from Equations (38) and (39). 

here presumably the protein and lipoid are firmly united. Addition 
of glycerol breaks up the combination. 

These studies in polydispersity are fundamental in this field; 
they should always be borne in mind, in the interpretation of ap¬ 
parently anomalous experimental results. 

9. Theories of Double Refraction Due to Deformation 

Kuhn (28), after discussing streaming double refraction due to 
orientation, along the lines of Boeder’s theory, proposed an alterna¬ 
tive theory according to which the observed effects may be due to 
deformation and subsequent orientation of initially isotropic par- 
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tides by the stresses and pressures in the flowing liquids. The form 

of the x-velodty gradient curves, on this theory, as given by Kuhn, 

is entirely different from that given by Boeder’s orientation theory 

(Fig. 12) and does not appear to fit the observed relations for either 

proteins or synthetic high polymers. (See the critical discussion by 

Signer and Gross (61).) An orientation-deformation theory of a 

somewhat similar sort has also been proposed by Haller (20). With¬ 

out going into a detailed critical discussion here, we may conclude 

that double refraction due to deformation of elastic particles plays 

only a very subsidiary role as compared with orientation effects, 

in the colloids chiefly studied hitherto. 

10, Rotary Diffusion Constants and Lengths of Some Synthetic 
Polymers and Certain Proteins 

Although the theory of double refraction, of flow has now been 

developed on a solid basis, the experimental results available for 

calculating rotary diffusion constants are few. Practically all sys¬ 

tems studied have been polydisperse (even the individual com¬ 

ponents shown in Figs. 14 and 15 are not monodisperse); the poly¬ 

styrenes studied by Signer and Gross (61) were carefully fractionated 

by them, but not truly monodisperse; the nitrocelluloses which they 

used were even more polydisperse. Hence it is only a rough ap¬ 

proximation to characterize the results obtained on such prepara¬ 

tions by a single rotary diffusion constant. Generally the calcula¬ 

tion of this constant is made from measurements at relatively low 

velocity gradients, at which x does not differ from 45° by more than 

10°. Under these conditions equation (20) or (21) may be applied as 

a good approximation. It is apparent from Sadron’s analysis, how¬ 

ever (see equations (38) and (39) and Figs. 14 and 15), that under such 

circumstances the extinction angle is determined primarily by the 

component of lowest rotary diffusion constant, which is oriented 

most readily at low velocity gradients. The apparent length of the 

particles, as calculated from the diffusion constant by equation (33) 

or (36b), for instance, is thus found to be greater than the true mean 

length of the particles. 

A theory of orientation birefringence due to hydrodynamic tension and pres¬ 

sure in the flowing liquid was put forward in 1928 by Raman and Krishnan (49a). 

Their theory would require that x * 45° at all velocity gradients, and is there¬ 

fore incompatible with the data on colloids. Even for pure liquids the theory 

gives rise to difficulties. For a critical discussion see Sadron (52). 
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Allowing for this tendency, we may consider some of the data of 

Signer and Gross (61), which are probably still the best available 

on a series of polymers of different mean molecular weights. The 

low molecular weight polystyrenes give always an extinction angle 

practically indistinguishable from 45°; hence 0 cannot be determined 

from the x values. Consideration of Boeder’s theory showed, how¬ 

ever, that in a series of polymeric homologues, the relative 0 values 

should be proportional to the reciprocal of the function 
Gr]C 

Relative values so calculated by Signer and Gross are shown in 

Table IV. It is a striking and rather unexpected fact that the 0 

Table IV 

Polystyrenes of Low Molecular Weight 

0.1?no[rt] 1 
— (n« — no) Orol. 

from 
n§ — no 

Mol. wt. 
from 

viscosity 
0rel. X JU X 10« 

Gr\C 

0 6 2.5 9.8 2,600 2.6 

1.0 ;l9 6.3 5.500 3.5 

1.6 I 7.2 3.4 9.200 3.1 

2 2 10.9 2.2 12.500 2.8 

2.7 12.8 1.9 15,000 2.9 

5.6 24.4 1.0 31,000 3.1 

For definition of and [rj] in tables IV, V and VI, see table III. 

(From Signer and Gross (61), p. 179.) 

values so obtained are nearly inversely proportional to the molecu¬ 

lar weight as determined from viscosity measurements by the 

equation of Staudinger (66, especially p. 56 ff.) 

"If ^ Km M (40) 

where is a constant for a given type of polymer and M is the 

mean molecular weight. It is not possible here to discuss the 

numerous controversies which have arisen concerning the Staudinger 

equation; it may be accepted in this discussion as a rough measure 

of the mean molecular weight. The root mean square distance 

between the ends of the chain, in a thin long-chain molecule with 

rotation around adjacent bonds, should vary as the square root of 

the number of links in the chain; hence with (Kuhn (29)) 

the rotary diffusion constant of an elongated ellipsoid should vary 
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inversely as the cube of its lengtJh, except for a nearly constant factor 

which depends on the ratio a/6 (Eq. (33)). Thus, if the ellipsoidal 

model is applicable, the rotary diffusion constant should be propor¬ 

tional to Z""® approximately, and hence to rather than to 

as in Table IV. However, because of polydispersity, the longest 

particles in each preparation probably make the chief contribution 

to the measured rotary dififusion constant; and the length of these 

longest particles probably does not increase as rapidly as the mean 

molecular weight. 

In the nitrocellulose studies of Signer and Gross, rotary dif¬ 

fusion constants were calculated directly by Boeder’s theory from 

the observed x and G values. Their results are given in Tables V 

and VI. The estimated lengths, trom equation (33), are also given. 

Table V 

Rotary Diffusion Constants op Nitrocellulosbs in Butyl Acetate 

0. Imolnl 
0 from 

extinction 
angle 

Mol. wt. 
from 

viscosity 

Length (2a) 
from Eq. 33 

Orel, 
from 

«« — no 

55 17,700 41,000 900 A 17 

270 2,750 220,000 2000 A 2.5 

380 1,160 450,000 2700 A 1 

Concerning the axial ratios (a/b) used in calculating the length, 2a, see text. 

(From Signer and Gross (01), p. 179.) 

Table VI 

Rotary Diffusion Constants of Nitrocellulosbs from the 

Extinction Angle (Temp. 20° C). 

Gradient 
sec. 

Nitrocellulose 
0. lmo[»7l =* 55 j 

Nitrocellulose 
O.lmohl “ 270 or 246 

In butyl 
acetate 

In cyclo¬ 
hexanone 

In butyl 
acetate 

In cyclo¬ 
hexanone 

5,000 18,200 sec'i 13,300 sec-i 2,800 1,400 
10,000 17,500 12,500 2,800 1,900 
15,000 1 17,400 13,000 1 2,500 2,300 
20,000 17,800 14,800 2,600 2,500 
25,000 18,000 15,700 I 2,800 2,700 

Length (2a) 

from Eq. (33) 900 A 700 A 2000 A 1700 A 

In applying equation (33), the axial ratio a/b has been assumed to be 10 for the 

nitrocellulose of smaller molecular weight, and 50 for the larger. The calculated 

value of 2a changes very little, even for large changes in the assumed value of a/h. 

(From Sutler and Gross, (61) p. 180.) 
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Allowing for the fact that these lengths are probably those of the 
longer particles in each preparation, they are in very reasonable 
accord with the mean molecular weights as calculated from viscosity 
measurements. 

Signer (59) has shown that polystyrene preparations, which from 
osmotic and viscometric measurements appeared to have extended 
branches projecting sideways from the main chain, give much less 
double refraction and x values nearer 45° than do straight chain 
polymers of the same mean molecular weight. This is, of course, 
the expected result, since for a given molecular weight the length is 
greatest, and the rotary diffusion constant least, for a straight chain. 

Signer and Sadron (62) have shown a curious effect in polystyrenes 
of high molecular weight, in dilute solutions is a linear 
function of velocity gradient up to G values of 10,000 to 18,000 
sec.^S depending on the concentration. Above a critical value of 
Gy the curves turn upward and a second linear portion of higher slope 
is obtained. The effects observed were not due to turbulence, since 
the conditions were carefully chosen to insure laminar flow. Signer 
and Sadron interpret their results as depending on a stretching of the 
molecule by the tensions in the flowing liquid, occiuring suddenly 
above a critical velocity gradient. It would be interesting to know 
how rapidly or slowly the stretched molecules revert to the un¬ 
stretched form; this, however, cannot be settled from the data given. 

During the last few years, in Signer's laboratory, a number of very 
carefully fractionated, practically monodisperse, nitrocellulose prepa¬ 
rations have been obtained. Nitschmann and Guggisberg (43, 
p. 579) refer to very recent work in Signer's laboratory on these 
preparations, showing that the size and shape of these molecules as 
deduced from streaming birefringence is in excellent agreement with 
values obtained from viscosity and from sedimentation and diffusion. 
They refer, in this connection, to the thesis of A. Wissler (Bern, 1940). 
These investigations promise to be of the highest importance for our 
understanding of this field; unfortunately the data are not available 
to me at the time when this report is written. 

The careful work of de Rosset (10a) on methyl methacrylate poly¬ 
mers unfortunately appeared too late for discussion here. 

The dimensions of certain proteins and of sodium thymonucleate, 
estimated from streaming birefringence, are given in Table VIL 
The value for fibrinogen is probably only a very rough estimate, and 
all the preparations must be regarded as probably polydisperse. 
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Table VTI 

Rotary Diffusion Constants and Approximate Len(;ths of Certain 

Proteins and of Sodium Thymonucleate 

Substance Ref. Temp. ° C. 0(sec. ■') • Leng^th, 2a 
(Kq. 33) 

Myosin (rabbit) (3!)) 3 7 11,000 A 
Myosin (snail) (38) 25 ca. 1 ca. 28,000 A 
Myosin (octopus) 

Tobacco mosaic virus, 

(38) 25 3.5 18,000 A 

pH 6.8 

Tobacco mosaic virus, 

(37) 3 25 7,200 A 

pH 4.5 

Sodium caseinate 

(37) 3 0.75 24 000 A 

(in 1.6 N Na2vS04) (42) (43) 20 700 2,200 A 
Fibrinogen (fi) 20 (?) ca. 1200 ca. 1,800 A 
Sodium thymonucleate (03) (2.5) 20(?) 180 4,500 A 

The lengths given here are not always those given in the original communica¬ 

tions. Mehl (37, 38) and Nitschmann and Gnggisbcrg (43) have used the equa¬ 

tion of Werner Kuhn (28) for the length S: 

^ SKT 
^ TtlS^ 

The results given here, however, are all still attended with some uncertainty. 

The value of a/b was taken as 100 for myosin, and for tobacco virus at pH 4.5, 

in applying Equation (33); it was taken as 50 for tobacco virus at pH 6.8 and as 5.8 

for Na caseinate in 1.6 N Na2S04, the latter being the value estimated (43) from 

viscosity measurements. The same value of a/b was arbitrarily chosen for 

fibrinogen and the value of 200 for sodium thymonucleate. 

The sodium caseinate solution in 1.6 N Na2S04 was certainly highly aggre¬ 

gated; many of the casein solutions studied by Nitschmann and Guggisberg (43) 

consisted of much smaller particles. 

Tobacco mosaic virus has also been studied by Kausche, Guggisberg and 

Wissler (25) and by Robinson (50), with results in generally good agreement 

with those of Mehl (37). 

For references to other proteins on which qualitative studies have been made, 

see Edsall (11). 

The double refraction of all protein solutions yet studied is po.sitive; that of 

sodium thymonucleate is negative. 

Snellman and Bjornst&hl (64a) calculate a length of 890 to 960 A for //eltx 

Hemocyanin, and of 1280 A for horse antibody globulin (mol. wt. 990,000); 

and lengths of 1560 A and 3300 A, respectively, for the anli-pncumococcus poly¬ 

saccharides, Si and Sin, of Heidelberger. For various hydrolyzed or nitrated 

pectins, Snellman and Saverborn (64b) calculate lengths ranging from 2100 to 

3800 A. Unfortunately these important papers reached me too late for more de¬ 

tailed discussion. 
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Hence the estimated lengths again tend to be those of the longer 
molecules in the polydisperse preparations. It is interesting, how¬ 
ever, to note that the estimated length of the myosin molecules is 
of the order of magnitude of that of the anisotropic bands in striated 
muscle fibers, which range from 1 to 5 /x (10,000 to 50,000 A). 

The studies on tobacco mosaic virus are of particular interest, 
since here direct determinations of particle length have been made by 
electron microscopy (26, 27, 65). These determine the length of the 
fundamental unit as 2800 to 3300 A (diameter about 150 A) and con¬ 
firm earlier studies by more indirect methods in showing a very 
strong tendency to aggregation of these units, giving particles with 
lengths two or three times as great or even more. Side-by-side 
aggregation also occurs. Mehl’s data (37) on tobacco virus at pK 
6.8 give a length, from streaming birefringence, between two and 
three times as great as the 3000 A found by electron microscopy. 
The preparation used by Mehl hacl been prepared (in Stanley's 
laboratory) by ammonium sulfate precipitation, and was probably 
more highly aggregated than the later preparations obtained by ul¬ 
tracentrifugation. Allowing for this, and for the fact that the rotary 
diffusion constant obtained at low velocity gradients depends pri¬ 
marily on the longer particles, if several different.particle sizes are 
present, the two methods may be said to give results in very satis¬ 
factory agreement. It would be very desirable to make observa¬ 
tions, by streaming birefringence and with the electron microscope, 
on the same virus preparation and at the same time. 

The rotary diffusion constants hitherto determined by streaming 
birefringence lie between 1 and 20,000 sec.^S corresponding to re¬ 
laxation times of 1 sec. to 2.5 X 10“^ sec. For proteins, which have 
very large electric moments and a fairly rigid structure, dielectric 
constant dispersion measurements have been used with great suc¬ 
cess, notably by Oncley (44), in determining relaxation times when 
these lie between about 10“’’ and 10“® sec. Small molecules, such 
as amino acids, have relaxation times of the order of 10"^^ sec. in 
water at room temperature. The dielectric dispersion method and 
the streaming birefringence method, taken together, cover the entire 
range from 1 sec. (or more) to 10~^^ sec.; but the technique of the 
streaming method is still insufficiently developed to give thoroughly 

Except for the apparatus of Sadron (51), which appears to give excellent re¬ 
sults at high velocity gradients. As yet, however, no detailed description of the 
apparatus has been published. 
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satisfactory results for relaxation times much below 10“* sec. Con¬ 
sequently it is seldom possible to study the same molecule by both 
the streaming and the dielectric technique. An extension of both 
techniques into the region where they overlap should give results of 
great value. 

An excellent critical discussion concerning the shapes of protein 
molecules as determined by sedimentation and diffusion, dielectric 
dispersion, viscosity and streaming birefringence, has been given by 
Oncley (45). 

Since the rotary diffusion constant varies roughly as the inverse 
cube of the particle length, moderate changes in particle length may 
produce very great changes in double refraction of flow. For in¬ 
stance, the intense streaming birefringence produced by myosin 
solutions falls to extremely low values in a few minutes when the 
myosin is treated with any one of a large number of reagents at low 
concentrations (39, 12). These include guanidinium salts, chlorides 
of calcium, magnesium and barium, iodides and thiocyanates. The 
change is so striking that it may be followed with ease by stirring the 
solution in a beaker between crossed Polaroids (see Experimental 
Methods). Lithium and ammonium (or methylated ammonium) 
ions and urea produce the same effect at higher concentrations. At 

values alkaline to 10.3 or acid to 5, similar changes were found 
to proceed with very great rapidity. Some of the reagents producing 
these changes also altered the titratable sulfhydryl groups of myosin 
(18), but no systematic relation whatever was found between the 
two effects. The great diminution observed in streaming birefrin¬ 
gence ran always parallel to a decrease in the viscosity of the solution. 
Both effects indicated a breaking up of the very elongated particles 
of native myosin into shorter and less asymmetrical particles. 

These effects are similar to the dissociation reactions of proteins 
in acid or alkaline solutions, and under the action of various chemical 
reagents, as observed by the ultracentrifuge (67). The streaming 
method, when applicable, has the advantage of simplicity and rapid¬ 
ity of operation; the change of birefringence can be observed prac¬ 
tically from moment to moment, and the kinetics of the process can 
thus be followed (compare Edsall and Mehl, Ref. 12, Fig. 1 and 
Mehl, Ref. 38, Fig. 3). However, the class of molecules to which 
this technique is applicable is naturally restricted. 

Greenstein and Jenrette (19) have studied the change in bire¬ 
fringence in sodium thymonucleate, produced by various reagents, 
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in the same way. The diminution, often amounting to virtual dis¬ 
appearance of double refraction, was as marked as in myosin, and 
was produced by many of the same reagents. Notably guanidinium 
halides, especially the iodide, produced very powerful effects. Dimi¬ 
nution of viscosity, as in myosin solutions, ran parallel with loss of 
birefringence. In sodium thymonucleate the effects observed were 
readily reversible, and the birefringence was restored practically to 
its original value when the added salt was removed. In myosin, how¬ 
ever, Edsall and Mehl (12) failed to find conditions for restoring the 
double refraction after it had once disappeared.^® 

II, Intermolecular Action and Liquid Crystal Formation 

We have discussed the relation between birefringence and particle 
size and shape for the case of dilute solutions, in which the different 
particles orient independently, and the system is anisotropic only in 
the presence of external orienting forces. At higher concentrations, 
however, the forces between the particles may be so great as to deter¬ 
mine their orientation even in the absence of an external field, thus 
leading to liquid-crystal formation. The most striking case of this 
sort has been found in tobacco mosaic virus protein (Bernal and 
Fankuchen (2)). Solutions of virus, of medium strength, divide into 
two layers. The top layer, which is the more dilute, is an isotropic 
liquid showing marked birefringence on flow; the lower, more con¬ 
centrated, layer is spontaneously birefringent, and consists of regions 
in which (as shown by x-ray analysis) the particles lie with their long 
axes parallel. In a plane at right angles to the long axis the particles 
are arranged in a regular hexagonal pattern; the inter-particle dis¬ 
tance varies with the concentration, but the hexagonal pattern is the 
same for air-dried gels and for solutions down to 13%, and probably 
well below this concentration. On the other hand, there is no regu¬ 
larity in the arrangement of the particles in the direction parallel to 
their long axes. 

The particles are held in this parallel configuration presumably 
by inter-ionic forces, the nature of which has been analyzed par¬ 
ticularly by Levine ((34a) and unpublished work cited by Bernal 
and Fankuchen (2)) and by Langmuir (34). Langmuir has also 
given a very interesting discussion of double refraction in bentonite 

Recently Needham, Shen, Needham and Lawrence (41) have reported that 

the double refraction of myosin solutions is restored simply on standing a few 

hours at 37®. This surprising observation calls for further study. 
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sols which consist of disc-shaped particles; one of the sols studied 
by Langmuir gave permanent birefringence at a concentration of 
Ll^% (effective diameter of particles 300 A). The relaxation time 
of more dilute sols was determined by observing the time taken for 
birefringence to disappear after stress was removed. This time varied 
enormously with the concentration, showing that the observed 
effects were due primarily to interaction between the particles, there 
being a very high energy barrier opposing the rotation of a particle, 
due to the field of force arising from its neighbors. 

The summary here given of these investigations is inevitably very 
brief and merely outlines some of the most important findings. It 
appears certain, however, that the interaction of geometrically 
anisotropic particles to form oriented structures, even when the par¬ 
ticles are widely separated by the solvent medium, is a phenomenon 
of the utmost importance in both colloid chemistry and biochemistry. 
This review has been concerned with the form of the individual par¬ 
ticles, but this is only a preliminary step, leading to the study of the 
mode of their interaction in an organized system. 
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I. Discovery of Ion-Exchange Resins 

Adams and Holmes (1) in 1935 reasoned that since the phenolic 
hydroxyl group is not involved in the condensation of phenols with 
formaldehyde to form insoluble resins of the “Bakelite” type, the 
hydroxyl group should be free to ionize in the usual manner and there¬ 
fore be available for ion exchange. Experiments proved that phenol- 
formaldehyde resins, preferably those based on catechol, did possess 
base-exchange activity and permitted ion exchange when treated with 
solutions of inorganic salts. Amine-formaldehyde resins likewise 
adsorbed acid molecules from aqueous solution. This discovery has 
opened a new era in the chemistry of synthetic resins since the vast 
array of resins which have been prepared may now be reassessed on 
the basis of chemical properties rather than on the basis of physical 
properties, which have formed the criterion of their industrial utility. 
It focused attention to the fact that some synthetic resins are in¬ 
soluble macromolecular electrolytes, capable, in spite of their in¬ 
solubility, of metathetical reactions with ordinary electrolytes, and 

317 



318 ROBERT J. MYERS 

as such, possessing special properties of practical value. In the field 
of base-exchange phenomena also, the work of Adams and Holmes 
led to a new viewpoint since for the first time ion-exchange phenomena 
could be studied on truly synthetic organic compounds whose com¬ 
position and chemical properties could be varied at will. 

Following this discovery the development of synthetic resins as ion 
exchangers has been rapid, though chiefly devoted to the preparation 
of materials of practical value in the purification of fluids, such as 
boiler-feed water and commercial products. Whereas the older ex¬ 
changers were of a siliceous or hiimic character, and the more recently 
developed “carbonaceous zeolites” (principally derived from the sul- 
fonation of coal, lignite, peat, etc.) were based upon natural organic 
substances of poorly defined chemical constitution, considerable in¬ 
terest was aroused when it was realized that synthetic-resin ion ex¬ 
changers offered a non-siliceous character combined with “tailor- 
made” physical and chemical properties to any desired extent or 
degree within wide limits. As in the case of the siliceous exchangers, 
the industrial utility of these compounds has stimulated research on 
their practical aspects, and the patent literature has grown at a much 
more rapid rate than the literature devoted to scientific investiga¬ 
tions of the ion-exchange process as it occurs in synthetic resins. 
However, several significant papers have appeared which presage 
interesting investigations in this field. 

IL Types of Ion-Exchange Resins 

Synthetic-resin ion exchangers have been prepared which are either 
acidic or basic in function and it is theoretically possible that syn¬ 
thetic resin ampholytes could be prepared. In fact, some synthetic- 
resin exchangers, primarily designed to perform as acid adsorbents, 
show some cation-exchange capacity as a consequence of phenolic 
nuclei in the molecule. 

The synthetic resins with acidic function are to be recognized as 
insoluble macromolecular acids and form salts with the common bases; 
the synthetic resins with basic function are, similarly, insoluble 
macromolecular bases and form salts with common acids. In each 
instance it is usually possible to identify the chemical groups or radicles 
which are responsible, respectively, for the acidic and basic properties. 

While wool, silk, horn and other protein-containing materials are 
not synthetic resins, they have long been known to contain acid- and 
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base-combining groups (e. g., fi^ee amino and carboxyl groups) which 
permit their use as ion exchangers (cf. Austerweil (4)). The wool may 
be esterified to increase its anion-exchange capacity, or diazotised 
and coupled with di- or polyamines. Cotton may also be dyed with 
direct dyes which are diazotised on the fiber and coupled with de¬ 
velopers having an amine function, to produce anion exchangers. 
Synthetic resins, such as glyptals and polystyrolenes, may be used 
by carrying out the condensation on nitro-products which are after¬ 
ward reduced. Arylhydrazones or oxazones of oxycellulose or their 
reduced nitro derivatives, as well as derivatives of starch may also be 
used as anion exchangers (4). The base-exchange capacity of casein 
and formaldehyde-casein has been studied (14). The cation-exchange 
capacity of cellulose is partly due to the non-cellulosic constituents 
(lignin, etc.) and partly to carboxyl groups on the cellulose molecule 
(33a). 

/. Synthetic Resins With Acid Properties 

The original work of Adams and Holmes (1) indicated that poly- 
hydric phenols, when condensed with formaldehyde, gave resins which 
exhibited exchange capacity. Monohydric phenols were not observed 
to give adsorption or exchange of cations, although Akeroyd and 
Broughton (2) as well as Bhatnagar, Kapur and Puri (5) later noted 
that monohydric as well as polyhydric phenols showed exchange 
capacity. The polyhydric phenolic nucleus of naturally occurring 
tannins offered a cheap source of raw material and Holmes’ investiga¬ 
tions dealt largely with tannins condensed with formaldehyde. 
Burrell (10) showed that only tannins of the catechol type produce 
resins which display calcium exchange. Klirkpatrick (22) also pro¬ 
duced gels from tannins and formaldehyde which had base-exchange 
properties. 

The exchange of calcium ions for hydrogen or sodium ions in simple 
phenolic resins may be considered to take place on the phenolic hy¬ 
droxyl group. The exchanger, therefore, may be considered as an 
insoluble nucleus of the Bakelite or “C” stage type of resin, in which 
active or ionizable phenolic groups are bound to a non-diffusible 
‘"insoluble” structure. Later work by Holmes and the I. G. Farben- 
industrie (37) showed that increased exchange capacity, particularly 
at low pH., is obtained by the incorporation of strongly acidic groups, 
such as alkyl or aryl sulfonic acids into the resin, which was effected 
by a condensation of the phenolic body with formaldehyde and sodimn 
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sulfite (1, 37) whereby methylene sulfonic acid groups were intro¬ 
duced, or by a condensation of sulfonic acids of aromatic hydroxy 
compounds with formaldehyde (38). Increased exchange capacity 
may also be produced by the use of aldehyde-sulfonic acids (19) and 
the products may be hardened further by co-condensation with urea, 
thiourea and hydroxybenzenes (18). 

2. Synthetic Resins IVith Basic Properties 

Synthetic resins which exhibited anion exchange, or acid-ddsorbent 
properties, were prepared by Holmes (1) by condensing aromatic 
amines, such as aniline or metaphenylene diamine, with formalde¬ 
hyde. Aniline itself, as well as other aromatic amines, may be oxi¬ 
dized to insoluble dyes of the anilirrt^ black type, which may be used 
to adsorb acids from water (30, 12). The condensation of the amine 
with an aldehyde such as a monosaccharide (13, 16) yields an ex¬ 
changer which may be regenerated with alkali. As in the case of the 
cation-exchanger, the anion-exchanger resin may be considered as an 
insoluble nucleus with “active spots” for acid adsorption. However, 
the condensation of aromatic amines with aldehydes proceeds both 
on the ring and through the amino-groups, so that low values for the 
adsorption of sulfuric acid and hydrochloric acid by a metaphenylene 
diamine resin, as found by Broughton and Lee (9) are to be expected. 

I In order to fortify the adsorptive capacity of metaphenylene diamine 
resins, there may be incorporated into the resins during preparation 
alkyl groups to fonn quaternary ammonium bases, or the amine 
resin may be co-condensed with aliphatic polyamines or polyimines 
to give a more basic material (17). Treatment with cyanamide or 
dicyandiamide introduces the strongly basic guanidino group, while 
the aromatic amine may be eliminated altogether and resins prepared 
by the condensation of aliphatic polyamines with polyhalogen deriva¬ 
tives of a hydrocarbon (17). The hard, impervious resins formed by 
the condensation of metaphenylene diamine with aldehydes exhibits 
a pronounced effect of surface development on anion-adsorptive ca¬ 
pacity (see below) and they may be improved by preparing the resin 
as a thin layer on a carrier body of coke or pumice (16). 

Holmes noted no cation exchange in resins of the glyptal, vinyl 
and urea-formaldehyde types. Burrell (10) also found no sodium- 
calcium base exchange in resins of the rosin-maleic anhydride type. 
Whereas these investigations dealt with substances undoubtedly previ¬ 
ously prepared for other industrial applications, it is probable that 
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suitable research would uncover resinous materials of other types 
which would undergo ion exchange, although the industrial utility 
of'such materials may be doubtful. The more efficient resinous ion 
exchangers have the structure of homogeneous gels (26). As in silica 
gel, this combines a large inner surface, assuring high reactivity, with 
mechanical strength. The resins which have been prepared may be 
regarded as single examples in a scheme of the greatest variety. In 
principle, it should be possible to prepare a whole scale of resinous 
exchangers with any desired physical and chemical properties, pro¬ 
vided that fundamental principles of resin chemistry and preparative 
technique are employed. 

3. Functional Groups of Synthetic-Resin Ion Exchangers 

The types of synthetic-resin ion exchangers which have been de¬ 
scribed in the literature may be classified on the basis of the functional 
group, as follows: 

Types of Synthetic-Resin Ion Exchangers 

Functional group Principal region of application 

Acid Resins 

—SO3H (nuclear) Very low pK 

—CHjSOjH Low pH 

—COOH Neutral solutions 

—OH (phenolic) High pH 
—CH,OH) 

—CH2SH ) 

Basic Resins 

Not yet investigated 

—NHj (aromatic) Acid solutions 

—NHa (aliphatic) Acid and neutral solutions 

=sNH (aromatic and aliphatic) Not fully investigated 

(aromatic and aliphatic) Not fully investigated 

III. Nature of Exchange by Synthetic Resins 

The ion-exchange and adsorption reactions of synthetic resins fol¬ 
low reactions similar to those of older exchange materials and identical 
in principle with metathetical reactions between ordinary electro¬ 
lytes: 
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1. NaR + CaR + Na-^- 

2. HR + Na+?i^NaR + H + 

3. X + H2SO4 X.H2SO4 

4. X.HCl + H2SO4 X.H2SO4 + HCl 

5. X + H2O + SO4- X.H2SO4 + 0H“ 

The above equations are not balanced since the valence of the resin 
(R = cation exchange resin; X = acid-adsorbent resin) is unknown. 
The first two equations indicate that synthetic-resin exchangers 
undergo cation exchange in either a “sodium cycle” or a “hydrogen 
cycle.” The extent of the reaction is, of course, governed by pH and 
the apparent dissociation constant of the cation-exchange resin. 

The third equation is based upon what is known at present con¬ 
cerning the mechanism of the acid adsorption by basic resins. The 
reaction appears to be an adsorption of the acid as whole molecules. 
The fourth equation in similar fashion illustrates anion interchange on 
such a resin. 

Some resins “split” neutral salts more or less effectively, depending 
upon the ease with which the salt is hydrolyzed. This type of reac¬ 
tion is expressed in Equation (5). 

The reaction between the sodium derivative of phenol-w-sulfonic 
acid type resin and calcium chloride has been shown to be a true base- 
exchange reaction (25). That is, an analysis of the effluent from 
an exchanger column showed that the anion concentration of influent 
and effluent were identical, the total cation concentrations of each 
were the same, while for a given amount of calcium adsorbed, there 
appeared in its place an equivalent amount of sodium ion. Likewise, 
the reaction between the hydrogen derivative of the same resin and 
calcium chloride or sodium chloride has been shown to be stoichio¬ 
metric in character (25) and the titration with alkali of the effluent 
from a hydrogen-exchanger column is exactly equivalent to the salt 
concentration in the solution fed to the column. So exact is this be¬ 
havior that it has been utilized in the laboratory in the analysis of 
solutions of calcium, sodium, ammonium and copper salts. 

Schwartz, Edwards and Boudreaux (11) studied the variables in¬ 
volved in the adsorption of acids by a metaphenylene diamine- 
formaldehyde resin. The adsorption of hydrochloric acid and sulfuric 
acid was found to be influenced by the extent of developed surface, 
time of contact, initial concentration and the nature of the drying of 
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the resin. While Schwartz and co-workers did not record the fact, 
their adsorption data give isotherms of the Freundlich type. The 
adsorption of acid molecules by the “anion exchanger” appeared to be 
a reaction with whole molecules of the acid to form a hydrochloride 
or hydrosulfate of the amine resin (11, 15), as is generally true for 
ammonia and substituted amines. Very little “splitting” of neutral 
salts, such as sodium chloride, occurs when such a salt is treated with 
amine resins, although sodium sulfate solutions emerge from an anion 
adsorbent column distinctly alkaline. Easily hydrolyzed salts, such 
as ammonium chloride and aluminum salts, are readily converted to 
the corresponding hydroxides with removal of the acid, probably as 
whole molecules. This phenomenon has led to the somewhat mis¬ 
leading use of the term “hydroxyl-exchangers” in the description of 
the process. 

The reactions are reversible, as indicated above, the equilibrium 
being determined by mass action factors. Thus, in the case of the 
inorganic exchangers, the cation-exchange resins may be regenerated 
with sodium chloride or hydrochloric or sulfuric acid, depending on 
whether the “sodium” or “hydrogen cycles” are used. The anion 
adsorbent is regenerated with sodium hydroxide or sodium carbonate 
or other alkaline solutions. 

The mechanism of the exchange reactions on synthetic resins has 
received practically no attention. This is unfortunate since a full 
understanding of the process cannot be had until more complete in¬ 
formation concerning equilibria in static systems is obtained, and the 
theories of exchange equilibria, which have been developed for sili¬ 
ceous exchangers, have been applied in this field.'• Thus a study of 
pH-neutralization curves would permit a test of the general mass 
action law relationship 

(H+] ]HA1 

[Na+] h [NaAJ 

for the equilibria between a hydrogen exchanger HA and its alkali 
salt NaA, A similar relation should hold for the acid-adsorbent resin. 
While Schwartz, Edwards and Boudreaux did not record the fact, 
their data fit the Freundlich adsorption equation very well and a more 
complete review of the data might permit a test of the applicability 
of an equation similar to that derived by Jenny and Wiegner (20a) 
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which is based upon two Freuiidlich adsorption isotherms of the type 

m 

where yi and y2 are the moles of ions 1 and 2, respectively, bound 
per g, solid exchanger, Xi and X2 are the moles per liter of ions 1 and 
2 in the external solution at equilibrium. 

Griessbach (15) appears to be the only investigator to have formu¬ 
lated similar equations for the exchange equilibria of a hydrogen- 
exchange resin. His treatment is given in detail since the monograph 
in which it appeared is not readily available in this country. 

If a hydrogen exchanger partially in the form of its salt is allowed 
to come to equilibrium with a solution of the monovalent salt wherein 
the ratio of concentrations of hydrogen ion and exchanging cation 
[Na+] is represented by Xi/X2f then exchange will take place until the 
amount of either ion, sr, reacted satifies equations (1) and (4): 

[HA] _ [H^] . 

(NaA) ' k2 [Na+j ^ ^ 

wherein [HA] = concentration of hydrogen derivative in moles 
hydrogen per gram of resin. 

[NaA] = concentration of sodium derivative in moles 
sodium per gram of resin. 

[H*^], [Na*^] = concentration of cations in moles per liter of solu¬ 
tion, and ki and are the Freundlich adsorption isotherm constants 
for the two separate equilibria. 

= kiX^/P> 
m 

(2) 

m (3) 

assumed to hold for the hydrogen and sodium ions, respectively. 
(Griessbach also assumes pi = p2 = 1.) 

As a result of the exchange the equilibrium conditions may be de¬ 
fined in terms of the quantities exchanged; 

* yi — 2 ^1 _ Xi + z 
yt -h z kz X2 — z 

(4) 

where z is the number of equivalents exchanged. 
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If the hydrogen exchanger is gradually neutralized with an amount 
X of alkali, and if the neutralization occurs in an electrolyte solution 
containing from the outset a^constant amount, c, of neutral salt, we 
have : 

yi — z ^ _ z — X 

y2 -h z ki X + c — z 
(5) 

Here the difference z — x represents the amount of hydrogen ions in 
equilibrium with the solid phase when the ratio of salt to acid form 
is 

yi - z ^ y^ 

ya + z yi 
(6) 

and the neutral salt concentration is c. 

For the case 2 ~ x = A/t there follows 

and 

c — k^yt (7) 

c 

'Kh 
1 

k^yi 

hyi 
(8) 

On rearranging and converting to logarithmic form, the expression 
becomes 

pn = log ^ = log \ + log (1 + fg;) (9) 

As above, c is the small amount of neutral salt added to the reaction 
solution at the start, and y2/yi denotes the “loading ratio“ of the ion 
exchanger at the instant of measurement. The quotient k^/ki is to 
be interpreted as the ratio of the apparent dissociation constants of 
the ion-exchanger salt and the ion-exchanger acid. 

li pi 1, a corresponding expression may be derived, similar to 
the Wiegner equation: 

pR = log i +-log [1 + (10) 

and a still more complicated equation may be derived when pi ^ p%. 
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The accuracy attainable in measuring hydrogen ion concentration 
makes it possible to put these functions to experimental test. Griess- 
bach's data are shown in Figs. 1-5. n 

Fig. 1.—Specific influence of the replacing ion on the titra¬ 
tion curves of K-Resin (5-g- sample). 

-LiOH  NH4OH 
.NaOH -RbOH 
- KOH  Ba(OH)2 

The difference in the buffering capacity of various ions is clearly 
shown in Fig. 1, which represents the neutralization of a nuclear 
sulfonic acid resin with alkalies. An explanation of the difference in 
the curves is to be sought in the differences in the activities of the 
cations, hydration effects and ionic size. Similar curves for a car¬ 
bonaceous exchanger are shown in Fig. 2, where the specific effect of 
the cation is again apparent. Even though resinous exchangers possess 
quite an elastic structure, the various ions exert specific influences, as 
in the case of zeolite exchangers. 

Figure 3 represents four families of theoretical curves calculated 
from Equation (10), with various exponents, for various ratios of ^2/^1 

and for various ratios of y%ly. The slopes and positions of the theo¬ 
retical /?H-neutralization curves change as the constants fei, k2 and 
p are varied. The curves are based upon an arbitrary y, an arbitrary 
m and an arbitrary c. When p = 1, the Mass Action Law obtains. 
In Fig. 4 the ^H-neutralization curves for various hydrogen ex¬ 
changers are seen to fit certain of the theoretical curves. Thus it 
should be possible to characterize different types of exchangers by 
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Fig. 2.—Titration curves for commercial carbonaceous ex¬ 

changer A (7.1 per cent sulfur) (5-g. sample). 

-LiOH -NH4OH 

.NaOH-RbOH 

. KOH -Ba(OH)2 

Fig. 3.—Theoretical curves for pK vs. loading ratio of the ex¬ 

changer. The exponent p has the following values: (a) ^2/^1 = 

0.01, (b) h/ki » 0.1, {c) h/ki - 1.0, {d) h/ki - 10, {e) k,/ki = 100. 

--    p sas 0,67 

-^ = 1.0 

-p =«s 2.0 

-p « 3.0 
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means of well-de§ned constants, a definite step toward an under¬ 
standing of base-exchange phenomena in resins. However, it may be 
noted that all of Griessbach’s data were obtained at one concentra¬ 
tion (0.01 N) of neutral salt. In view of the work of Steinhardt and 
Harris (34a) on the base-combining capacity of wool, it would be of 
interest to study the variations in the />H-neutralization curves as 
the ionic strength of the solution is changed, wsince the base-binding 
capacity of the resin should be a function of this variable. 

Fig. 4.—Comparison of observed and theoretical relations 

between pH and loading ratio. For the theoretical curves, the 

exponent p h taken as 1.5. The neutral salt concentration 

c is 0.01 N. F"ull lines arc theoretical curves with the following 

values: (b) 0.1; (c) 1.0; (d) 10; (e) 100; (/) 1000. 

-1-1-1-i-i-i nuclear sulfonic acid resin 

- .-. ... omega sulfonic acid resin 

-carboxylic acid resin 

-stabilized greensand 

- .commercial carbonaceous exchanger A 

.carbonaceous exchanger 0 

Figure 5 illustrates the effect of active acidic group on the character 
of the /?H'neutralizatioti curve. The increased base-combining ca-' 
pacity of the resin as strong acidic groups are introduced is oVjvious 
from the figure. Results such as this further illustrate the opportuni¬ 
ties for research in base-exchange phenomena offered by synthetic 
resins. Variation of the chemical character of the exchanger is now 
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possible for the first time and significant contributions to an under¬ 
standing of the reactions await the im’^estigator. 

Since results are presented graphically in Griessbach’s paper, it is 
possible to draw qualitative conclusions only, as numerical constants 
cannot be calculated. However, as shown in Fig. 3, the mid-point of 
the titration curve is independent of the exponent p. Thus it should 
be possible to compare different exchangers by titration with the 
same base, and the numerical value of ^2/^1 (which would serve as a 

Fig. 5.—Titration curves for cation-exchangers. Five grams 

resin used unless otherwise stated. 

-X-X~X- 

Designation Active group 

K-Kesin —SOsH 
A-Rcsin —CH2SO5H 
C-Rcsin -COOH 
R.Resin —OH 

De-cationized greensand 

(20-g. samt)le) 

measure of the acid strength of the resin) could be deduced from the 
mid-point. 

IV. Methods of Examination of Synthetic-Resin Ion Exchangers 

The exchange or adsorption of ions by synthetic resins has been 
followed in both static and dynamic systems by the various investi¬ 
gators in this field. Simple adsorption experiments have been con¬ 
ducted by Akeroyd and Broughton (2), Broughton and Lee (9), 
Bhatnagar and co-workers (5), Schwartz and co-workers (11) and 
Myers, Eastes and Urquhart (27). These workers placed weighed 
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quantities of dried resin in contact with solutions of various concen¬ 
trations and determined the extent of exchange or adsorption after 
equilibrium, or a pseudo-equilibrium, had been established. Dynamic 
exchange capacities in columns of vSynthetic resins have been deter¬ 
mined by Holmes (1), Griessbach (15), Burrell (10) and Myers and 
Eastes (25). Industrial field studies have been reported by Seyb 
(33), Knodel (23), Griessbach (15) and Myers and Eastes (25). 

In view of the industrial applications of synthetic resins, much 
attention has been devoted to the “usable'' or break-through capacity 
of a resin in an exchange column, operated under conditions prevail¬ 
ing in commercial practice, rather than the total exchange capacity 
as determined by equilibrium conditions. Since variables such as 
diffusion, concentration and temperature are often included in deter¬ 
minations of break-through capacity, it is extremely difficult to char¬ 
acterize resins by this measurement alone, although the practical 
utility of the material is determined on this basis. Hence a scientific 
comparison of synthetic resins and their colloid-chemical characteri¬ 
zation may be best started with a study of equilibrium conditions. 
Break-through capacities should be considered in the light of possible 
effects of diffusion and reaction velocities, as well as of equilibrium 
conditions in static systems. 

V. Chemical Properties of Synthetic Resins in Static Systems 

Akeroyd and Broughton (2) studied the adsorption of calcium 
from a solution of calcium hydroxide by a phenol-formaldehyde 
resin, condensed in an acid system. The adsorption was found to be 
extremely slow, and essentially complete only after 7 days' contact. 
There was a very slow adsorption after 300 hours' contact. Barium 
hydroxide, sodium hydroxide and trimethyl benzyl ammonium hy¬ 
droxide were studied with phenol, resorcinol, quinol, catechol and 
phloroglucinol resins. The adsorption was calculated on the basis of 
a replacement of the hydroxyl hydrogens by the —CaOH group, so 
that a monohydroxylphenol should theoretically combine with 8.9 
millimoles Ca per gram, a ciihydroxylphenol should combine with 15.5 
millimoles Ca per gram and a trihydroxylphenol, 20.8 millimoles per 
gram. Experimentally, the resins approached these values, which 
confirmed the predominantly chemical character of the adsorption. 
Viewed as a chemical reaction, it was concluded that the size of the 
ion was important due to steric hindrance, and that the total possible 
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adsorption would be dependent upon the degree of polymerization 
and the structure of the phenol. An ammonia-catalyzed resorcinol- 
formaldehyde resin showed lower adsorptive power for calcium 
hydroxide than did an acid-catalyzed resin. In catechol the ortho- 

Table I 

Adsorption op Acid and Conditions op Preparation op Resins 

Molar ratios in 
reaction mixtures 

Initial Drying temp. 
" C- 

Equilibrium 
adsorption 

from 0.0198 N 
H5S04 

No. HCl HCHO , mixing^emp. 

amine amine m. moles/g. 

A niline Resins 

1 1.1 2.4 25 100 0.32 

2 1.2 2.2 100 100 0.08 

3 0.7 2.6 25 25 1.28 

4 1.2 2.1 25 100 0.15 

5 1.2 2,1 25 100 0.75 

Metaphenylene Diamine Resins 

6 2.4 4.0 25 100 1.40 

7 2.2 4.0 25 100 1.55 

8 2.2 4.0 25 100 1.50 

9 2.2 4.0 0 25 1.48 

10 2.2 4.0 0 25 1.50 

11 2.2 4.0 100 100 1.55 

12 2.2 1.2 25 100 2.47 

13 2.2 1.2 25 25 2.75 

0.2 Gram resin shaken at 25° with H2SO4. No. 4 resin dried before treatment 

with ammonia. Nos. 8, 12, 13 made with acid then treated with ammonia before 

drying. 

hydroxyl groups were more readily accessible, and equilibrium was 
established in seven days with a resin based on catechol, while in 
resorcinol three months were required for equilibrium. 

Broughton and Lee (9) found unexpectedly low values for the 
equilibrium adsorption of sulfuric and hydrochloric acids by aniline- 
formaldehyde and metaphenylene diamine resins, which was at¬ 
tributed tp a condensation of the amine and aldehyde through the 
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amino groups as well as through the nucleus. Unlike the phenolic 
resins studied by Akeroyd and Broughton (2), adsorption by the 
amine-formaldehyde resins was usually rapid, equilibrium being fre¬ 
quently attained within 24 hours. ^ Equilibrium values for the ad¬ 
sorption of sulfuric acid by the amine-formaldehyde resins were con¬ 
siderably smaller than those shown by the phenolic resins and were 
found to be sensitive to proportions of reactants, temperature of 
drying, etc. Table I, from the paper by Broughton and Lee, contains 
several points of significance. 

' If polymerization had occurred without involving the amino-groups, 
the aniline resin would have had a theoretical equilibrium adsorption 
of 9.0 millimoles per gram, the metaphenylene diamine resin an ad¬ 
sorption of 15.8 millimoles per gram: The low values found indicate 
that the amino groups were involved in the condensation^ Protection 
of the amino-group during cortdensation does not, however, lead to a 
satisfactory resin. 

The dipole moment of the solvent may be expected to exert some in¬ 
fluence on the base-combining capacity of a synthetic resin. The only 
work of this character was done by Bhatnagar, Kapur and Puri (5), 
who studied the adsorption of salts, acids and bases by phenol-alde¬ 
hyde and amine-aldehyde resins. The adsorption of benzoic acid by 
an acid-condensed phenol-formaldehyde resin from a series of solvents 
was in the decreasing order, water, carbon disulfide, carbon tetra¬ 
chloride, acetone, ethyl alcohol, benzene and methyl alcohol. It was 
concluded that a solute is apt to be weakly adsorbed from solvents in 
which it is very soluble and from solvents possessing weak dipole 
moments, although the results do not actually justify such a general 
conclusion. Furthermore, the reaction was treated as a case of 
physical “adsorption” and benzoic add was used whereas an organic 
base, such as benzyl trimethyl ammonium hydroxide, which is soluble 
in both aqueous and non-aqueous media, might have been better 
suited for use with a cation-exchange resin. ^ 

The usual increase in adsorption with ascension in a homologous 
series of organic adds has been noted by Bhatnagar, Kapur and Puri 
(5). This fact, coupled with the observation (5) that the adsorption 
of inorganic ba.ses by a resordnol-formaldehyde resin followed the 
Freundlich adsorption isotherm, lends weight to Griessbach’s use of 
the Jenny-Wiegner equation (see above). 

Inorganic bases are bound more readily hy cation-exchange resins 
than are organic bases, such as aniline (5), in accord with t*ie concept 



SYNTHETIC-RESIN ION EXCHANGERS 333 

that synthetic resins are macrornolecules that exhibit base-combining 
capacities which are a function of the dissociation constants of the 
reacting base. It is to be expected that very strong organic bases of 
the quarternary ammoniuhi type should .behave in a similar manner 
as do strong inorganic bases. 

The mechanism of the exchange phenomenon occurring in synthetic 
resins would appear to be more advantageously treated as a base- or 
acid-combining reaction of a typical colloid rather than as the surface 
adsorption reported in the Indian literature. Undoubtedly, synthetic 
resins of both the acid and the basic type will exhibit surface “ad¬ 
sorption” of acids, bases and neutral salts in much the same manner 
as any highly porous body, such as silica gel, exhibits such an ad¬ 
sorption. However, a fundamental approach to the mechanisms in¬ 
volved would appear to be most advantageously based upon the usual 
inetathetical reactions which are to be expected with a particular 
resin. Thus, adsorption isotherms of the Freundlich type should be 
interpreted in the light of the equilibria which involve all the ions. 
An “adsorption isotherm” of a metallic salt solution in contact with 
a hydrogen exchanger should be studied in the light of both exchanging 
ions, as the adsorption isotherm may be expected to change with the 
concentration of either. Some work along this line has been done 
by Prof. C. C. Furnas of Yale University (13a), who has found that 
the exchange of copper for hydrogen on a carbonaceous exchanger is 
best interpreted as a function of pYL. 

Thus, in the “adsorption” of salts by synthetic resins it is necessary 
to analyze for all the constituents originally present as well as those 
which may be formed by ion-exchange, to determine whether the 
process is physical “adsorption” or an ion-exchange reaction. Since 
the chemical reactions, if they are of the ion-exchange character, oc¬ 
cur at the surfaces of the resin particles, in the case of hard impervious 
resins the reaction may be considered as a species of adsorption. On 
the other hand, many resins are so porous that they show no appreci¬ 
able effects of developed surface (27) and in this case the “adsorption” 
is most probably a chemical reaction throughout the mass of resin, 
obscured sometimes by diffusion effects. 

Tsuruta (35) reported that an ammonia-condensed phenol-for¬ 
maldehyde resin showed a decrease in the adsorption of fatty acids 
ifith an increase in molecular weight, whereas Bhatnagar, Kapur and 
Puri had found the reverse to be true with an acid-condensed phenol- 
formaldehyde resin. In view of this Bhatnagar, Kapur and Bhat- 
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nagar (7) investigated the adsorption of fatty acids by both acid and 
base-catalyzed resins, and concluded that the reverse order of adsorp¬ 
tion with base-catalyzed resins was due to the very fine ultrapores of 
the base-catalyzed resins, which would therefore show a preferential 
adsorption of the smaller molecules. The adsorption of substituted 
acetic acids by a metaphenylene diamine resin was found to be in¬ 
creased by the introduction of acidic groups into the acid, while basic 
groups hindered the adsorption. 

The nitrogen content of the ammonia-condensed resin prepared by 
Bhatnagar and associates appears to have been overlooked. Since 
simple amines are known to condense with phenol in the presence of 
formaldehyde, it is quite possible that the resin thus prepared may 
have contained basic groups, such as 

NH* 
I 

CHj 

i 
OH 

which would account to some extent for its different properties. Thus 
a resin so prepared may be considered a “basic resin" and no assump¬ 
tion of fine ultrapores as postulated by Bhatnagar would seem neces¬ 
sary to explain its similarity to resins based on metaphenylene di¬ 
amine, or to soybean protein-formaldehyde condensates (8). 

The adsorption of hydrochloric and sulfuric acid by a metaphenyl¬ 
ene diamine resin was studied in detail by Schwartz, Edwards and 
Boudreaux (11). The adsorption was followed by a determina¬ 
tion of both the total acid remaining and the anion introduced. The 
adsorption was found to be an adsorption of whole molecules of acid, 
in accordance with the fact that sodium chloride showed little or no 
adsorption of chloride in neutral and basic solutions. Sulfuric acid 
was adsorbed to a much greater extent than hydrochloric, and the 
adsorption was found to be a function of developed surface. 
greater adsorption of sulfuric acid over hydrochloric acid has been 
noted by others (5, 27) and may be due to reaction as a monobasic 
acid, thus: 

X -i- HCl X-HCl (11) 
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Table II 

Rate of Reaction Between Basic Resins and Acid Solutions 

Solution Volume: 120 cc. Room Temperature (ca. 25° C.) 

« ^ ^ . I HCl—10,G m. eq. per liter 

3 H2SO4—16.6 m. cq. per liter 

X = equilibrium concentration, in m. equiv./liter 

y = adsorption, in m. moles/g. resin. 

Metaphenylene Diamine-HCHO Resin 

Hydrochloric Acid j Sulfuric Acid 

Time 
of 

con¬ 
tact, 
hrs. 

0.2 g, resin 1 0.75 g. resin 0.2 g. resin 0.75 g. resin 

X y X y X y X y 

1 15.4 0.70 12.8 0.61 13.9 1.60 6.8 1.37 
2 16.2 0.80 11.3 0.83 12.8 1 99 5.1 1.83 
3 15.1 0.83 10.8 1.03 12.0 < 2.76 3.7 2.06 
4 14.7 1.11 9.3 1.15 11.6 2.96 3.3 2.12 
6 14.5 1.26 8.8 1.23 11.0 3.35 2.6 2.23 
6 14.3 1.34 ' 8.6 1.26 11.1 3.29 2.6 2.23 
8 14.3 1.40 8.4 1.34 11.0 3.33 2.6 2.25 

Alkylene Polyamine-HCHO Resin 

Hydrochloric Acid I Sulfuric Acid 

Time 
of 

con^ 
tact, 
hrs. 

0.1 g. resin 0.2 g, . resin 0.1 g. resin 0.2 g. resin 

X y X y X y X y 

1 14.2 2.78 11.2 3.24 11.6 5.96 8.3 5.02 
2 13.4 3.80 9.7 4.13 10.4 7.35 5.2 6.86 
3 12.9 4.36 9.2 4.47 10.2 7.60 5.2 6.78 
4 
5 12.1 1 5.42 

i 

7.8 5.23 9.6 8.41 4.2 7.47 
6 11.7 5.77 6.9 5.78 9.0 9.06 3.7 7.68 
8 12.0 5.50 7.0 5.73 9.1 8.95 3.3 7.95 

and not 

X + H2SO4 ^ X-HjS04 (12) 

X -f H3PO4 ^ -^X-HsPO* (13) 

2X -f H2SO4 ^ -H. Xs'HsvSOi (14) 

However, Myers, Bastes and Urquhart (27) have found that the acid¬ 
binding capacity of an alkylene polyamine resin showed a variation 
which cannot be accounted for on this basis alone, as hydrochloric 
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add was bound to the extent of 2.46 millimoles per gram, sulfuric 
add was bound to 4.1 millimoles per gram and phosphoric acid was 
bound to 8.0 millimoles per gram. Probably other specific factors, 
such as hydration and molecular size of acid, also are operative. 

While a great amount of general information may be gathered from 
the observations of vSchwartz, Edwards and Boudreaux, and Bhat- 
nagar and co-workers, it may be stated that a fundamental approach 
to the study of ion-exchange resins should start with a study of the 
conibiiiatioii of the resin with various acids and bases as a function of 
concentration and /?H. Griessbach's work (mentioned above) repre¬ 
sents a start in the study of cation-exchange resins, while the results 
of Myers, Eastes and Urquhart (27) represent likewise a preliminary 
approach to the study of acid-absorbent (“anion-exchange”) resins. 

For the study of the variables involved in the determination of ad¬ 
sorption isotherms, two typical resins were selected by Myers, Eastes 
and Urquhart. One was a low-capacity rnetaphenylene diamine resin 
prepared as disclosed in U. S. Patent No. 2,151,883 (1). The high- 
capacity anion-exchange resin was an alkylene polyamine-formalde¬ 
hyde resin. The general technique consisted of placing a weighed 
quantity of the dried resin in contact with a definite volume of a solu¬ 
tion of electrolyte and stirring at room temperature for a definite length 
of time. The solution was then filtered, and the filtrate analyzed for 
the characteristic ion. The anion exchangers were studied in detail 
since preliminary investigations had shown that the manner in which 
the adsorption isotherms were determined was of much greater im¬ 
portance in this case than with the cation exchangers. The resins were 
dry-screened to a minus 20-plus 40 mesh grading, “activated” by 
treatment over night with a 5% Na2C03 solution (20 cc. per gram), 
washed free of alkali and air-dried. This product was used both in 
the adsorption isotherm determinations and in the column studies. 

Table II indicates that a “practical” equilibrium adsorption value 
is attained in six hours’ contact with both anion exchangers when in 
contact with either HCl or H2SO4. In view of these results, the ad¬ 
sorption isotherms were determined on 5-6 hour samples throughout 
the remainder of this work. A few experiments on long-time contact 
revealed that a slow but measurable adsorption continued beyond 
eight hours’ contact time. 

The data also indicate that (1) sulfurie acid is bound more readily 
by both resins, even to a greater amount than can be accounted for on 
the basis of single valencies, as mentioned above; (2) the metaphylene 
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diamine resin showed a binding capacity for hydrochloric acid which 

was relatively independent of residual concentration while the bind- 

ing capacity of the same resin for sulfuric acid was a function of 

residual concentration, (3) the alkylene polyamine resin bound hydro- 

pH 

LOG RESIDUAL CONCENTRATION, m eq./liter 

Fig. r>.—^Acid bound by alkylene polyaminc resin. 

chloric and sulfuric acid to a definite amount, with little or no de¬ 

pendence upon concentration. The alkylene polyamine resin was 

definitely a porous gel while the metaphenylene diamine resin ap¬ 

peared to be an impervious solid. 

The quantities of the acids bound by the two resins as a function of 

concentration were determined after 5-6 hours' contact and the re¬ 

sults were found to accord with a Freundlich adsorption isotherm 

relationship, as shown in Figs. 6 and 7: 

log u == log k n log c (15) 

where u is amount of acid bound in m.eq. per g resin; c is residual concentration 
in m.eq. per liter; and k and n are constants. From the data given in Figs. 
7 and 8, 

HCI Hi.S04 
k n k n 

Metaphenylene diam ine resin 0.49 0.396 1.30 0.388 

Alkylene poly amine resin 4.94 0.048 6.60 0.076 

The acid bound by metaphenylene diamine resin becomes therefore: 

for HCI. « = 0.49c»-»“ (16) 

for HjSOi, u = 1.30c*-»“ (17) 
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which means that the binding capacity of this resin is in an inter¬ 
mediate range, since n is less than 1.0. If the binding capacity of the 
resin were very low, n should approach 1.0, and the kmount of acid 
bound would be proportional to the concentration; in other words a 

0.0 1.0 2.0 
LOG RESIDUAL CONCENTRATION, m.eq/liter 

Fig. 7.—Acid bound by metaphenylene diamine resin. 

typical Henry’s law relationship would hold. The acid bound by the 
alkylene polyamine resin is likewise expressed by the equations, 

for HCl, u = 4.94c0-»« (18) 

for H2SO4, u = (19) 

These values indicate that most of the '‘active spots” which are re¬ 
sponsible for acid binding are covered or reacted with the acid under 
the conditions of the experiments reported by Myers, Eastes and 
Urquhart. This is quite likely, as the pVL range covered, from 1.0 to 
3.0, probably represents the lower end of a /)H-neutralization curve 
whose mid-point lies on the alkaline side of pR 7.0. It should be of 
interest to extend such studies on the acid-binding properties of basic 
resins well into alkaline regions. 

The exchange capacity of synthetic resins in the “sodium cycle” is 
readily determined by saturation with a solution of the ion under in¬ 
vestigation. Thus the total exchange capacity of a quebracho tannin- 
formaldehyde resin which contained w-sulfonic acid groups was found 
by Myers, Eastes and Myers (26) to be 2.0-'2.4 m.eq. calcium per 
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gram. The exchange capacity was also found to be independent of 
particle size, and equilibrium was established after only two hours' 
contact. These results may be taken as proof that the synthetic 
resin ion exchanger was of a very porous gel structure. The much 
higher capacity of synthetic resins, as compared to the siliceous ex¬ 
changers, may be seen from the fact that the latter possess exchange 
capacities of the order of 1-3 milliequivalents per gram (20). Since the 
exchange capacity is imparted by hydrophilic groups, progressive 
“loading” of a resin molecule with additional exchangeable atoms soon 
leads to solubility, or such excessive swelling when the resin is placed 
in water that the volume-capacity (a most important quantity in 
industrial applications) decreases rather than increases. It is theo¬ 
retically possible to design synthetic resins with two and even three 
exchangeable atoms per phenolic nucleus (whose exchange capacity 
would be tremendous) but experience teaches that such materials 
would probably disperse spontaneously in water and form colloidal 
solutions. 

VI. Chemical Properties of S3mthetic Resins in Dynamic Systems 

The industrial application of exchange resins in water softening 
and in the desalting of waters to produce a pseudo-distilled water 
has focused attention on the behavior of such products in exchange 
columns, where the exchange occurs in a dynamic system.* Labora¬ 
tory evaluation of synthetic resins is accordingly (26) carried out in 
columns of resin through which the solution to be treated flows at 
rates comparable to those occurring in industrial units. Furthermore, 
since the economic value of an exchanger is related to the quantities 
of fegenerant required to produce a given exchange capacity, the col¬ 
umns are operated under conditions which do not regenerate the ex¬ 
changers to full capacity. Likewise, the break-through capacity is 
determined rather than the full capacity, at a particular regenerant 
ratio; that is, the capacity is determined as that quantity of ion which 
is adsorbed completely up to the point where it first appears to a 
detectable or specified amount in the effluent. 

Thus, a quebracho-oj-sulfonic acid-formaldehyde resin investigated 
by Myers, Bastes and Urquhart was found to possess a total exchange 
capacity for calcium (when replacing sodium) of 2.4 milliequivalents 
of calcium per gram dry resin, or 1360 milliequivalents calcium per 
liter of wet resin packed in the exchanger bed. However, a ratio of 
16 equivalents of sodium chloride to one of calcium would be neces- 



340 ROBERT J. MYERS 

sary to regenerate nearly completely the exchanger column after 

exhaustion with calcium ion. Since this is unfeasible in commercial 

practice, an equivalent ratio of 3.0 is generally employed. Such a 

treatment partially regenerates the exchanger column and a “usable” 

capacity of 570 milliequivalents of calcium per liter of resin is ob¬ 

tained. 

Moreover, due to a low reaction velocity and to diffusion effects 

(the resin particles must be discrete particles of such size that re¬ 

sistance to hydraulic flow is not excessive), the capacity up to the 

point when the exchanging ion first appears in the effluent is usually 

considerably less than the capacity up to the point of saturation with 

the solution employed (2G). Thus, whereas Myers, Eastes and 

Urquhart (27) found that the equilibrium values of the adsorptive 

capacity of a series of anion exchangers closely approximated the 

break-tlirough capacities of the same resins in exchanger columns, in 

general this is not true, since restricted conditions are employed with 

respect to the extent of regeneration and tame of contact in the 

column. 

The evaluation of commercial exchange adsorbents in the laboratory 

offers an opportunity for a judicious interpretation of fundamental 

physico-chemical characteristics of ion-exchange substances in the 

correlation of easily determined quantities with practical exchange 

capacities. The present method of small-scale studies in laboratory 

columns under conditions simulating those found in large-scale ex¬ 

changer beds becomes laborious and costly when hundreds of new 

products must be examined under a variety of conditions, such as 

concentrations and types of exchanging ions, regenerants and re- 

^ generant ratios. While such studies in columns must eventually be 

made before practical application is undertaken, the development of 

simple testing techniques based upon fundamental principles should 

not only obviate much of the labor involved in the evaluation of ex¬ 

change adsorbents, but serve as well to clarify the mechanism of ion 

exchange. Myers, Eastes and Urquhart (27) made an attempt to 

correlate adsorption isotherms with exchange capacity as determined 

in columns. The exchange phenomenon in a column of a synthetic- 

resin ion exchanger was considered as a species of chromatographic 

adsorption, in which a “band” of exchanged (or adsorbed) cation or 

anion moved progressively downward through the column. The 

I “break-through” capacity, the point at which the exchanging ion 

I first appeared 4n the column effluent was regarded as the adsorption 
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value for the resin in contact with a solution with an ion concentration 

equal to that of the original solution fed to the column. Such a pic¬ 

ture of the adsorption was consistent with the observation that a 

hydrogen-exchange resin separated calcium from sodium when two 

ions were present in a solution fed to the column.’ While the jet-black 

color of most hydrogen exchangers prevented the visual observation 

of such phenomena, certain anion-exchange resins, originally of a 

light-orange color, formed a reddish orange band superimposed on a 

brown band when a mixture of hydrochloric and sulfuric acids was 

flowed through a column of the resin. Analysis of the bands revealed 

that the reddish orange band was the pure hydrosulfate, the brown 

band the pure hydrocliloride form of the resin. 

Wilson’s theory (40, see also 34b) of chromatography was examined 

and suitably extended as follows to apply to the calculation of the 

probable exchange capacity of a resin from a knowledge of the ad¬ 

sorption isotherm for the ion in question. Wilson showed that inser¬ 

tion of the appropriate boundary conditions into the differential 

equation, 

'(which describes the adsorption changes occurring at a point x 

centimeters from the top of a column of adsorbent containing M 

grams of adsorbent per centimeter length of column when a volume v 

of a solution of solute at an initial concentration Co is fed to the column, 

the adsorption isotherm for the given solute on the adsorbent being 

= f{c), or Q — Mf{c), where Q is the number of millimoles ad¬ 

sorbed per centimeter length of columi; in equilibrium with a solu¬ 

tion whose concentration is c) leads to the discontinuous solution, 

for 0 < X < vco/Mfico), Q = V/(co) (21) 

and X > vcq/M ficii), () - 0 (22) 

which accounts in a satisfactory manner for the sharpness and the 

occurrence of bands. Now when a sufficient volume of solution v 

has been fed to the column to extend vco/AIf{co), the length of the 

band, to /, the length of the columtl, “break-through” occurs. vSiiice 

break-through is customarily expressed in terms of grams adsorbate 

per gram of adsorbent, and since 

^ — grams adsorbate 
IM "" grams adsorbent 

capacity (23) 
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a knowledge of adsorption isotherms should permit a calculation of 
break-through capacity of columns of adsorbents when break-through 
occurs. In order to determine whether adsorption isotherms could 
be applied in this fashion to ion-exchange phenomena, the isotherms 
were determined! for several anion- and cation-exchange resins, and 

Table III 

Comparison of Adsorption Isotherm Capacities (Calculated) and Ex¬ 

change Column Capacities (Observed) 

Bxpt. 
No. Resin type Acid 

Acid 
concn. 

mg./liter* 

Dynamic 
j capacity 
mg./g. obs. 

Static 
capacity 

1 tag,/g. 
calcd. 

Anion Exchangers: Good Agreement 

DU-222 Phenylene diamine (20/30) HCl 490 34.3 37.0 
DU-222A Phenylene diamine (20/30) H2VSO4 529 94.0 92.0 
DU-128 Alkylene polyamine resin HCl 613 192.0 226.0 
DU-128A Alkylene polyamine HCl 449 220.0 220.0 
DU-159 Alkylene polyamine-A H,S04 566 393.0 420.0 
DU-185 Alkylene polyamine-B H,S04 493 368.0 410.0 
DU-207A Modified phenolic-II HCl 490 67.0 65.0 
DU-207 Modified phenolic-III HCl 490 33.0 22.8 
DS-188 Modified phenolic-IV HCl 490 74.2 82.0 
DS-216 Modified phenolic-IV H2SO4 

_1 
529 204.0 211.0 

Anion Exchangers: Poor Agreement 

DU-217 Phenylene diamine HCl 490 20.6 52.0 
DU-217A Phenylene diamine H2SO4 529 116.6 178.0 
DS-192 Modified phenolic-II HCl 483 45.5 65.0 
DS-190 Modified phenolic-1 HCl 483 45.0 22.7 

* This is equivalent to parts per million in the particular aqueous systems em¬ 
ployed since the densities of the solutions were essentially equal to 1. 

the calculated values derived therefrom were compared with the 
values obtained by direct measurement in exchange columns. 

The total exchange capacity was calculated from the Freundlich 
adsorption isotherms obtained on the various resins, at concentrations 
of solute corresponding to those employed in the column experiments. 
The results were then compared with the exchange capacities actually 
observed. Table III lists a comparison of observed and calculated 
values on anion-exchangers. The comparison was grouped into pairs 
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showing good agreement and poor agreement between the two 
values. 

The number of cases in which very good agreement obtains between 
the calculated and observed capacities definitely out-numbers the 
instances of poor agreement. The results may be taken as evidence 
that the concept on which the calculations are based was funda¬ 
mentally sound. The poor agreement is, with but one exception, due 
to a low column exchange value. These cases may be due to prema¬ 
ture break-through, produced by channelling in the bed. On the 
other hand, Wilson's theory demands a non-diffuse front proceeding 
down the column, and this could not be assured in all cases. The 
capacities determined in the columns and calculated from the ad¬ 
sorption isotherms are total capacities, based upon the assumption 
that a single chromatogram is being produced as the solution passes 
progressively down through the column of fully regenerated adsorbent. 
In actual commercial practice, the “usable” capacity, or capacity 
obtained with a fixed quantity of regenerant (which is, however, in¬ 
sufficient to produce complete regeneration) is of importance. If 
the regeneration is considered as the superposition of one chromato¬ 
gram on another, it is conceivable that a suitable mathematical analy¬ 
sis should permit the calculation of exchange capacity at any arbi¬ 
trarily chosen regenerant ratio. 

Griessbach has outlined (15) another method of approach to the 
dynamic systems. It is assumed that the contact time is sufficient i 
to permit maintenance of static equilibrium at the surface of the^ 
resin particles at the front of the advancing column of liquid. It 
then follows from equation (4) above, that 

{yi — z)ki _ dz/dt _ dz 

(y2 "f z)ki ^ ^ ^ dx dz (24) 
dt dt 

where dx is the amount of salt passing in time dt, and dz is the amount 
of hydrogen ion exchanged in the same interval. On rearrangement, 
we have: 

Upon integration and inserting yi + 3^2 = Sa where 5o 
and replacing yi by yo» we have finally: 

-^xp. --^-J 

(25) 

= total capacity, 

(26) 



344 ROBERT J. MYERS 

For the case where ki = ^2 (usually true when neutral ions of equal 

valence are exchanged), equation (20) simplifies to: 

In the exchange of hydrogen for other cations, the two k values are 

not in general equal and equation (26) must be used. 

The more complicated case of two ionic constituents in the solu¬ 

tion passing through the bed has also been considered by Griessbach, 

but the derivations do not appear to be fully above question. Un¬ 

fortunately no experimental test of the formulas appears to have 

been made. 

Fig. 8.—Dependence of available capacity on the specific charging 

rale. 

Considerable empirical information can be gained from simple ex¬ 

change column studies. Holmes in his original work on synthetic ^ 

resin exchangers (1) employed columns and found that ion-exchange 

occurred between resins based upon tannins of oak, larch, gambier, 

mangrove, quebracho, cutch and wattle. A variety of inorganic ions 

were examined and found to be adsorbed to various degrees. Com¬ 

plete removal of ions such as calcium and magnesium was easily 

effected; this forms the basis of the industrial utility of resins of this 

type. Ammonia was removed from a gas stream, while amine-aldehyde 

resins adsorbed acids to effect total removal. Weak acids such as 

acetic and phenol were adsorbed. A preferential adsorption of cer¬ 

tain metallic ions was reported. 

The findings of Holmes immediately stimulated researches upon 

the adsorption of ions by synthetic resins in dynamic systems. The 
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laboratories of the I. G. Farbenindustrie, in developing the com¬ 

mercial aspects of the resins, studied the relative performance of syn¬ 

thetic resins and the older exchange adsorbents in commercial water- 

softening units. Griessbach (15) studied the exchange capacity and 

exchange velocity of resins and commercial exchangers in a large 

unit (7-15 cubic meters), operating at 40° C., to reduce the hardness 

of water from approximately 60 milligrams calcium carbonate per 

liter to below 1 milligram per liter. His data (see also Fig 8.) are indica¬ 

tive of the relative performance to be expected of ion-exchange resins: 

Exchanger 1* 2 3 4 5 6 7 

Greensand 85 1 1-12 10 0 30 350 7 28.6 

Carbonac eous ze(jlit(* 100 7 50 0.8G 450^ 22.2 

Phenol-w-sulfonie acid resin 200 20 27 1 30 500 10 20.0 

* 1 -wat('r throughput, cii. uieters/hour. 

2— spec'ific rate of charge, cu. meters water/cu. meter exchanger. 

3— time of run, hours 

4— available volume capacity, kg. CaO/lOO liters exchanger. 

T)—salt required, per cent of theory 

()™ amount of exchanger used, cu. meters. 

7—chemical etTiciency 

Thus, the synthetic resin exchanger, operating in the sodium cycle 

to replace calcium and magnesium by sodium ions, was sufficiently 

rapid in its exchange to permit much higher flow rates at essentially 

the same regenerant ratio (column 5), but with much higher capacity. 

The exchange capacities of both cation and anion exchangers in 

laboratory columns and in a semi-commercial unit were studied by 

Myers and Bastes (25), and by Myers, Bastes and Myers (26). The 

exchange capacity of a phenol-oj- sulfonic acid resin was found to be 

affected by regenerant ratio, rate of flow of regenerant, direction of 

flow of solution and other variables. The original papers should be 

consulted for the many details of commercial importance; briefly, 

the following were found: 

1. A phcnol-w-sulfonic acid resin in the sodium cycle exhibited a 

high rate of exchange in that a change in flow rate over a ten-fold 

range did not influence the break-through capacity of the bed for 

calcium ion. Such behavior is in general characteristic of synthetic 

resins with a porous gel structure! 

2. The regeneration of the calcium form of the resin by sodium 

chloride was approximately 50% efficient in the first portions of re¬ 

generant to emerge from the column. The regenerant ratio markedly 
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^ected the capacity of the resin for calcium ion and the relationship 
^ was expressed over a considerable range by the equation: 

y = 1.86 log X + 3.10 (for 4% NaCl solution) 

where y = lbs. calcium carbonate exchanged per cubic foot of resin 
and X = lbs. sodium chloride used per cubic foot of resin. Downflow 
regeneration was more effective than upflow regeneration. The ad¬ 
sorptive capacity of the phenol-w-sulfonic acid resin for calcium ion 
was such that a high concentration of sodium ions in the water being 
treated was tolerated without an appreciable effect on the capacity or 
efficiency of removal of calcium ions. The break-through capacity 
was fouifa' be independent of calcium concentration, in accordance 
with the findings reported above that the adsorption capacity of the 
cation-exchange resin was independent of the residual concentration. 

3. An alkylene polyamine-formaldehyde anion-exchange resin was 
examined and it was found that the regenerant (4% sodium carbonate) 
was exceedingly efficient provided that the rate of flow through the 
column was of the order of 1 gallon per square foot/minute (245 
centimeters per hour linear velocity). The efficiency was essentially 
100% on a stoichiometric basis up to some 80% of the capacity of the 
bed. Sulfuric acid was more readily adsorbed than hydrochloric acid. 
Sodium hydroxide solutions showed still higher efficiencies of regenera¬ 
tion, but the wash water requirements were excessive. 

4. Whereas the above mentioned cation-exchange resin showed no 
effect of particle size (developed surface) on break-through capacity 
for calcium ion, the break-through capacity of a metaphenylene di¬ 
amine resin for ionorganic acids was markedly a function of particle 
size. The diamine resin was examined microscopically and found to 
be a hard impervious resin as compared to the porous gel structure of 
the other resin, 

5. The capacity of the anion-exchange resins for acids was a func¬ 
tion of the concentration of the acids. Again, the aromatic diamine 
resin showed a considerable variation in exchange capacity with 
concentration, while the porous alkylene poly amine resin was much 
less effected. 

6. Calcium was removed from a solution at plA 1.8 as well as from 
a solution of pH 9.0. The anion exchangers removed acids from solu¬ 
tions of pH 1,8 to give effluents of pH 6.8-7.0. The exchange of 
calcium for sodium or hydrogen ions was stoichiometric in character. 
The adsorption of the acid molecules by the anion-exchange resins 
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resulted in a “swelling” or “breathing” (15) of the resin and the 

sedimentation volume obtained after backwash and settling was as 

much as 28% greater than the resin in the regenerated, free amine 

form. 

Myers, Eastes and Urquhart (27) found that the alkylene poly¬ 

amine anion exchanger showed a high degree of preferential adsorp¬ 

tion of sulfate over chloride. It was observed that when a light-yellow 

colored anion exchanger was treated with a mixture of hydrochloric 

and sulfuric acids (total concentration, 500 milligrams per liter, mole 

ratio, 1:2), an orange band appeared and proceeded down the column, 

preceded by a dark brown band, as the solution was continuously fed 

to the column. When the brown band reached the bottom of the 

column, chloride ion first appeared in the effluent. The column was 

divided into sections (ca. 2 inches long) and the resin in each section 

was analyzed for sulfur and chlorine. The results were as follows: 

Section % Sulfur % Chlorine Color 

1 11.64 0.00 Orange 

2 11.59 0.00 Orange 

3 11.59 0.00 Orange 

4 11.36 0.00 Orange 

5 1.17 Orange 

6 3.20 12.32 Bands overlap 

7 0.00 18.31 Brown 

8 0.00 13.00 Brown , 

Thus, the synthetic resins undergo preferential adsorption to produce 

chromatograms. Considerable interest and opportunities for research 

appear to be offered by this behavior. The phenol-w-sulfonic acid 

resins also exhibit a certain degree of specificity in adsorption of 

metallic ions, such as copper and zinc, as shown by Griessbach (15) 

and Myers, Eastes and Urquhart (27). 

< The investigations of the exchange capacity of synthetic resins in 

dynamic systems have been largely devoted to studies on hardness- 

producing cations, in the case of the cation exchangers, and on hydro¬ 

chloric or sulfuric acid, in the case of anion-exchanger resins. This is 

quite natural in view of the commercial applications of such products. 

Even for these ions, there is considerable room for research on the 

effects of rates of flow, pH, temperature, concentrations and type of 

adsorbate on the exchange of ions in exchanger columns, and the study 

of other types of ions is practically untouched. 
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The fundamental investigations on the colloid-chemical properties 

of synthetic resins have lagged far behind their commercial develop¬ 

ment. It is to be hoped that the unique possibilities for research in 

this field will attract investigators. 

VIL Applications of Synthetic-Resin Ion Exchangers 

While a discussion of the applications of ion-exchange resins is not 

properly a subject for inclusion in a review of their colloid-chemical 

properties, the many unique applications now possible for the first 

time may be briefly mentioned since the technical development of 

some may well involve fundamental investigations on the character 

of the exchange. 

The potential uses for ion-exchange resins are almost as numerous 

as the resin types which are theoretically possible. As in the case of 

every new industrial tool, the base-exchange process has often been 

hailed as the key to the solution of innumerable problems. However, 

the application of synthetic ion-exchange resins to specific problems 

offers a higher degree of probable success than was achieved in earlier 

applications in view of the high exchange capacity, high exchange 

velocity and general stability, both mechanical and chemical, of the 

newer adsorbents (2()). 

Since the use of a hydrogen exchanger results in the replacement of 

all cations by hydrogen ions, and the use of an anion absorbent results 

in the complete removal of free acids (except carbonic), the passage 

of tap water through a double system of hydrogen and hydroxyl ex¬ 

changers removes all dissolved salts and results in the production of 

water comparable to distilled water in quality. Carbonic acid may be 

removed by aeration, and traces of either acid or salt remaining may 

be removed by the use of a third, or “buffer-filter” (15), which con¬ 

sists of a hydrogen- or anion-exchanger half-converted to the ex¬ 

hausted form. Traces of acid are neutralized or absorbed, while 

traces of salt are converted to the acid. The effluent is truly neutral 

and of exceedingly low total solids content (31). The following ex¬ 

ample illustrates the possibilities in this connection: 

Elect, cond. 
L X 10« 

Total solids 
Mg./liter 

Before treatment 187 116 

After combined resin treatment 2.0-r).2 2.5 

(range of values) 

Laboratory distilled water 5.0 2.6 
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"^The softening of water by the use of the cation-exchange resin in the 

sodium cycle has been described above and may be considered feasible 

in the treatment of water for industrial and domestic use, where only 

the hardness of the water is objectionable. Siriiilarly, the purification 

of water for industries, such as high-pressure steam generation, 

beverage manufacture, ice manufacture, textile processing, etc., 

where water of a very low total solids content is desiiled, should pre¬ 

sent a fertile field of application for resinous exchangers. The chemi¬ 

cal industries, especially those engaged in the manufacture of drugs, 

c. P. chemicals, etc., should be able to obtain complete removal of 

salts by the resin exchanger process, or obtain very pure water for 

use in preparations, washing of precipitates, etc. By blending of “de- 

cationized’^ water from a hydrogen exchanger with raw water, or by 

blending with water which has been treated with a sodium exchanger, 

the reaction of the free mineral acids with the bicarbonates in the 

water effects a reduction in alkalinity and total solids, as well as in 

hardness (3()). 

By means of cation or anion exchangers, it is possible to prepare 

salts by the use of resin ion exchangers (21, 28). Double decomposi¬ 

tion may be employed to prepare inorganic or organic salts, but the 

concentrations involved, and the large excesses required may make 

the operation economically unfeasible, save in special applications 

Thus, sodium nitrate has been prepared from sea water and calcium 

nitrate. 

The use of ion-exchange resins for recovery of valuable electrolytes 

present in very dilute aqueous solutions offers methods of obtaining 

materials which could not be otherwise obtained. The recovery of 

copper from industrial effluents (15, 32) or from mine waters appears 

to be practical. Similarly, the removal of undesirable metal ions 

(iron from zinc chloride or ammonium sulfate) may conceivably be 

effected as a consequence of ion interchange, or chromatographic ad¬ 

sorption. The organic character of ion-exchange resins may well 

prove beneficial in that the adsorbed metal could be obtained by 

simple ashing of the adsorbent, a method which could not be used 

with zeolites. 

In the removal of electrolytes from aqueous solutions of non-elec¬ 

trolytes, such as pharmaceutical preparations, enzyme extracts, dye¬ 

stuffs and sugars (34) t}ie ion-exchange resins should find advanta¬ 

geous uses for the removal of all salts or specific ions. Gelatin solutions 

may be freed of all dissolved salts by passage through first a hydrogen- 
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exchange resin and then an anion-exchange resin (26). An adsorption 

of gelatin occurs but this does not interfere with the action of the 

exchanger. The salts in crude sugar solutions may be removed alto¬ 

gether by such a treatment, with the conductivity of the effluent equal 

to that of distilled water. 

The anion-exchange resin may be used to remove traces of acidity 

by simple adsorption, with no neutral salt being imparted to the solu¬ 

tion. Such a method is obviously superior to mere neutralization. 

Similarly, the hydrogen-exchanger may be used to impart acidity by 

reaction with neutral salts already present. Waste acids and bases 

may be utilized by employing them to regenerate the cation and 

anion exchangers. 

Other applications of resinous exchangers may be conceived on 

the basis of the physical and chemical properties already described in 

the literature. Specific apprlcations will no doubt encourage further 

research on these new interesting products. 
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L Introduction 

The fundamental limit of resolution of a microscope, i. e.^ the small¬ 
est distance d by which two particles may be separated and still be 

353 
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resolved as two particles, is given by the formula 

. 0.61 X 
(1) 

where X is the wave length of the radiation used and N.A. is the limit¬ 
ing numerical aperture of the microscope. In the past fifty years the 
light microscope has been developed to the point of perfection; that 
is, the practical limit of 1.4 for NA, has been reached. With 4000 A. 
as the wave length limit of human vision, we have b = 1700 A. as 
the limit of visual resolution. The only practical method to obtain 
higher resolving powers is to use shorter wave lengths. Thus, using 
ultraviolet light with X = 2537 A., Barnard (7, 8, 9) has succeeded in 
obtaining microphotographs showing a resolution of 750 A. It 
should, of course, be pointed out that particles having even smaller 
diameters than this can be seen with the dark-field microscope, but no 
direct deductions regarding their sizes and shapes can be made. Un¬ 
fortunately, the use of still shorter wave lengths of light is limited 
by the lack of suitable refracting media for the construction of lenses. 

The use of high-velocity electrons in microscopy was made pos¬ 
sible by the discovery of lenses for the formation of images by fast 
electrons. It has been shown (Busch (15)) that any cylindrically 
symmetrical magnetic or electric field has the property of bending 
an electron beam passing through it nearly parallel to the field axis, 
to form an image of the source of the electrons in a manner quite 
analogous to the image-forming action of a glass lens (which, inci¬ 
dentally, also possesses cylindrical symmetry) in changing the course 
of a beam of light. It may be readily appreciated that the use of 
electrons gives promise of almost undreamed-of resolutions, for the 
de Broglie wave length of an electron of mass m moving with a ve¬ 
locity V and energy eV {V measured in volts) is given by 

X. . * 1.22X10-7 
X(oiii,) ** —~ -- /--! (2) 

mv Vf-f 0.98 X 10"« 

this gives 0.05 A. as the wave length of an electron having an energy 
of 60,000 electron volts. Thus, even with lenses having apertures 
as low as 0.001, resolutions of 30 A. could be attained! 

In 1928 Rupp (36) published the description of a device for obtain¬ 
ing magnified images of objects with electrons. This was followed by 
an announcement by Knoll and Ruska (24) of an electron microscope 
using magnetic lenses; since then numerous workers (27, 10, 34, 3, 
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12, 41, 21, 33, 43) have constructed microscopes using magnetic and 

electrostatic lenses. One book (1) has been published on the con¬ 

struction and performance of electron microscopes. Since 1939 work¬ 

ers using both types of lens have been able to claim resolutions of 

100 A. or better. We thus have available* an instrument for the 

direct observation and determination of sizes and shapes of colloidal 

materials which are so small that only indirect methods, involving 

sedimentation velocities and equilibria, flow properties (viscosities 

and double refraction), light and x-ray scattering, to mention only a 

few, could be used formerly for their study. 

In the following sections the application of the electron microscope 

to the determination of sizes and shapes of colloidal particles will be 

discussed. The electron microscope itself will first be described with 

particular reference to the nature of image formation and the various 

phenomena associated with it. The various techniques employed 

for mounting specimens will then be described, and the actual results 

of the few critical particle size and shape determinations which are 

available will be reviewed and compared with those determined by 

other methods. 

IL The Electron Microscope 

/. Construction 

The arrangement of lenses, specimen, source of radiation, etc., 

in the compound electron microscope is quite analogous to that in the 

compound light microscope (Tig. 1). Electrons are emitted from a 

hot tungsten filament at a stable potential of from 30 to 250 kv, and 

are accelerated to ground through an anode shaped to converge the 

electrons toward the specimen. The concentration of the electron 

beam onto the object is further controlled by a condenser lens. An 

objective lens then focuses the electrons which pass through the ob¬ 

ject in such a manner that an electron image (magnification ^200 X) 

of the object is formed at the focal plane of the projection lens. A 

part of this image is further magnified by the projection lens to form 

an image (magnification from 2000 to 30,000 X) on a fluorescent 

screen for visual observation, or on a photographic plate for per¬ 

manent record. It should be borne in mind that since gas molecules 

would scatter electrons, besides causing discharges and destruction 

* At least two concerns have electron microscopes on the market at the present 

time, RCA in this country and Siemens Halske in Germany. 
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of the cathode filament, the entire electron path must be kept in a 
high vacuum (10~^ to 10”® mm. of mercury) maintained by high¬ 
speed pumps. 

Electron Source 

Condenser Lens 

Object 
Objective Lens 

-<- Primary Image 

-<- Projection Lens 

Final Imag** 
Photographic Plate 

or Fluorescent Screen 

Fig. 1.—The electron microscope. 

On the left is a scale drawing and on the right is a schematic diagram 

of the mstrument showing the arrangement of lenses and the formation of 

images. 

In addition to these fundamental elements, a number of devices 
should be incorporated in an electron microscope to facilitate opera¬ 
tion. These include a fluorescent screen at the focal plane of the ob- 



STUDY OF COLLOIDS WITH THE ELECTRON MICROSCOPE 357 

jective lens for observation of the object at low magnification; the 

mounting of the object on a stage which is movable for the selection 

of the interesting part of the specimen; and appropriate air locks for 

the introduction of specimens and photographic plates in order to 

avoid the necessity of pumping out the entire apparatus after each 

change of specimen or photographic plate. In addition it should be 

possible to take stereoscopic pictures with the microscope. 

2. Properties of Electron Lenses 

It will be readily appreciated that moving electrons are deflected 

either by magnetic or electrical fields. Electron lenses may accord¬ 

ingly be divided into two types: the magnetic type in which the elec¬ 

trons pass through coaxial pole pieces having cylindrical symmetry, 

and the electrostatic type in which the electrons pass along the axis 

of a series of coaxial cylindrical apertures charged to different po¬ 

tentials. In each case a real or virtual image of the source of electrons 

is formed by the lens, as in light optics, in accordance with the 

familiar equation: 

Here / is the focal length of the lens, is the distance from the lens 

to the object and r, is the distance from the lens to the image. A real 

image is formed if > /, a virtual image if < /. Also, as in light 

optics, the magnification of the object by the lens is equal to the ratio 

r,/r„. 

Now the performance and limitations of any microscope are largely 

determined by the image-fonning characteristics of the lenses em¬ 

ployed. It will be well, therefore, to review briefly the character¬ 

istics of electron lenses (Ramberg and Morton (35) and references 

given therein). The focal length,/, of a magnetic lens of small tliick- 

ness is given by the equation: 

B) 

where z is the coordinate along the lens axis and H is the magnetic 

field strength on the axis. From this equation it is apparent that the 

greater the field strength along the lens axis, the shorter the focal 

length will be. Since in a magnetic lens the field strengths depend 

on the currents flowing in the electromagnets, focusing is easily ac¬ 

complished by varying these currents and holding the object-objective 
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distance fixed. Once the proper focus is reached the currents must, 

of course, be kept constant during the taking of a picture. 

The focal length of a thin electrostatic lens, in which electrons have 

the same velocity after passing through as before, is given by the 

formula 

1 1 ^00 1 /M^)^ 

/' ' 8F‘'A . /-» IvWlV. V 

where (p{z) is the electric potential on the axis referred to the point 

where the velocity of the electron is zero {i. e., at the cathode from 

which the electrons originate). 

From equations (3) and (4) it is seen that the focal length of a sim¬ 

ple lens is dependent on the accelerating potential V, being inversely 

proportional to V for the magnetic type. Thus the magnetic type 

of lens requires that the accelerating potential does not vary by more 

than about 0.01% if defects arising from variations of focal length due 

to this cause are to be unimportant. Microscopes employing elec¬ 

trostatic lenses require no such high constancy of accelerating po¬ 

tentials, for here the device of supplying tlie lens and the cathode 

from a common voltage supply is employed. A variation in V thus 

amounts to multiplying V and each term in by a constant which 

cancels out of the expression on the right of equation (4). Thus in 

electrostatic and permanent magnet microscopes focusing is more 

easily accomplished by varying the object-objective distance, as in 

the light microscope. Each type of microscope thus has its advan¬ 

tages and limitations, although it would appear that most workers in 

the field have chosen the type employing electromagnets for initial 

construction. 

3. Possibility of Improvement of Lenses 

Electron lenses are subject to all the types of aberration which glass 

lenses possess. To overcome them only a small part of the lens is 

used, corresponding to extremely small numerical apertures ('^0.001) 

and a resolution of 30 A. for 0.05 A. electrons. If larger apertures 

could be used, much finer resolution should be attainable, but to take 

advantage of the higher resolutions which larger apertures would 

afford, lenses with smaller aberrations would have to be employed. 

Now the problem of eliminating the present aberrations is a difficult 

one. Theoretically, glass lenses can be ground and polished to any 

desired configuration, but in electron lenses only the shapes of the 
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pole pieces can be altered and they merely determine the boundary 

conditions for Laplace’s equation, which then determines the dis¬ 

tribution of lines of force in the electron lens. The situation might 

be looked upon as being analogous to that which would exist in light 

optics if we were limited to the use of hanging transparent drops as 

lenses and could change only the hydrostatic pressure of the liquid 

and the shape of the tip which held the drop. 

Also, in light optics, sets of positive and negative lenses may be 

matched to give a combination which is achromatic and practically 

free from aberration. Here we are indeed thwarted, for a magnetic 

electron lens having a negative focal length would have to have fields 

in which [H{z)Y is negative (equation (3)); //would then have to 

be imaginary. In spite of the few difficulties which have been men¬ 

tioned it does seem probable that, as knowledge of electron optics 

advances, improvements of electron lenses will be made. 

4. Depth of Focus 

Von Borries and Ruska (11) give the following equation for the 

depth of focus T of the electron microscope: 

where is the aperture of the electron beam coming from the con¬ 

denser lens, and a' is the distance a pair of particles separated by a 

distance d can be moved relative to the objective (without change in 

the objective focal length) before the disks of confusion of the two 

particles coalesce. If this aperture is extremely small, sin = 
1/1000, and T = 1000. Taking 5 as 10 A. we then have a = 10,000 
A. = 1 M. This depth of focus is all the more astonishing when we 

compare it with an analogous calculation for the light microscope. 

Here the above-mentioned authors take sin = 0.95* or T = 1.05. 

Then a value of 6 = 0.2 ju gives ai = 0.2 fi. The advantage of this 

tremendous depth of focus in the electron microscope is that the ob¬ 

ject appears sharp in the entire field of view and the figure obtained is 

actually a projection of the entire object on the image plane. 

* Dr. E. G. Ramberg of the RCA Laboratories has suggested that tan a* 

rather than sin ak would be appropriate in this case. Making this substitution 

we would have tan ^ 3, T = 0.33 and, if 5 = 0.2 n, a' ^ 0.07 ix for the light 

microscope. 
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5. Determination of the Shape of the Projected Image 

The projected shapes of particles can be accurately determined 

down to details whose dimensions approach the resolving power of 

the instrument. For particle sizes near this limit, just as in the light 
microscope, uncertainties in shapes of very small particles are intro¬ 
duced because sharp comers appear to be rounded off. B. von Borries 
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and G. A. Kausche (13) have considered this problem and point out 
that the rounding of the corners in the image of a polygon takes the 
approximate shape of a circle tangent to the straight edges, so that 
as the center of this circle approaches the center of the figure the par¬ 
ticle cannot be distinguished from a circle. Arbitrarily taking the 
point at which the length of the chord of the rounded arc is equal to 
the length of the straight edge in the image as the point at which the 
figure can just be distinguished from a circle, and making certain 
other assumptions, they derived the expression 

^ == 2 1 -f cos -y/" cot - (fi) 

for the ratio of the diameter d oi ql circle having the same area as the 
n-sided polygon to the resolution 5. Thus, an equilateral triangle 
could barely be recognized when this ratio is equal to 2, the regular 
hexagon is just distinguishable for a ratio of seven, and a regular do¬ 
decagon is recognizable when the ratio is about 15. It should be 
pointed out that these values of d/d apply to particles of high density 
which produce images of high contrast. For particles of low density 
giving images of low contrast the appropriate values of d/d are 
greater. This can be readily appreciated from the fact that particles 
giving rise to very low contrast could scarcely be detected at all no 
matter what the resolving power might be. 

6. Determination of Shapes in Three Dimensions 

Since the depth of focus is so great in the electron microscope, op¬ 
tical sections cannot be taken for the determination of shapes in three 
dimensions, as is done in light microscopy. However, shapes can be 
determined more easily by either of two other methods. If the speci¬ 
men studied consists of a large number of similar particles on a collo¬ 
dion film the particles can often be viewed in profile where the film 
has broken and folded over on itself. 

A more satisfactory method of determining three-dimensional 
shapes is to take stereoscopic pictures (2, 3, 6, 26, 30). Here, as in 
ordinary stereoscopy, two pictures of the object are taken with the 
object inclined at two different angles to the optical system. When 
the pictures are suitably mounted and viewed in a stereoscope the 
object appears to stand out in three dimensions. Also, the plates 
can be measured, and with a knowledge of the angles involved, the 
relative positions of any points in the object can be calculated. Fig- 
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ure 2 is such a stereoscopic pair of pictures of zinc oxide crystals taken 

with the electron microscope showing clearly the shapes of the indi¬ 

vidual particles and their relative positions. 

It is to be noted that most specimens studied in the electron micro¬ 

scope are quite flat in relation to the focal length of the objective lens 

so that all parts of the object are imaged at very nearly the same mag¬ 

nification. The phenomenon of perspective thus plays a very minor 

role; small parts of stereoscopic pictures can thus be magnified and 

matched, the stereoscopic angle being very nearly constant for all 

parts of the specimen. As in ordinary stereoscopy the precision of 

the measurement of depth can be increased by increasing the stereo¬ 

scopic angle. Eitel and Gotthardt (17a) have found certain clay 

particles to be as thin as 250 =±= 50 A. in this manner. Eventually, it 

should be possible to measure depths of particles to a precision ap¬ 

proaching the resolving power of the microscope. 

III. Interactions between Electrons and Matter 

The performance and limitations of a microscope are also deter¬ 

mined by the nature of the interaction between the radiation used 

and the specimen. Refraction, absorption and reflection of light all 

play a part in the performance of the light microscope, while scatter¬ 

ing and reflection of electrons play analogous roles in the electron 

microscope. In the next few sections the nature of the interaction of 

the electron beam with the specimen wdll be considered in relation to 

image formation and contrast. 

/. Image Formation 

In the electron microscope a narrow beam of electrons is caused to 

pass through the specimen as illustrated in Fig. 3. In so doing the 

electrons are scattered in a manner identical to that obtained in elec¬ 

tron diffraction experiments. Diffraction rings or spots are obtained 

for crystalline materials, rings on a diffuse background for amorphous 

materials. If the planes in a crystal be separated by distances d, the 

angles t? at which rings or spots occur will be given by the familiar 

relation 

where X is the electron wave length (equation (2)) and n is the order of 
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the reflection. The relation for amorphous materials is quite com¬ 

plex. 

If the electron beam is directed so as to go through a narrow ob¬ 

jective aperture (indicated by the central dotted circle in Fig. 3) 

those electrons which pass through the specimen without being 

scattered will contribute to the brightness of the image of the speci¬ 

men. The thicker and more 

dense the specimen is, the more 

electrons it will scatter out of 

such an aperture and the 

darker it will appear in the final 

image. Also, even thin crys¬ 

tals oriented with respect to 

the beam so as to give an in¬ 

tense Bragg reflection will ap¬ 

pear black in the image. Im¬ 

ages of the transmission type, 

called “bright-field” images, 

are the most common in elec¬ 

tron microscopy. 

If, on the other hand, the 

electron beam is directed so as 

to miss the objective aperture, 

onl)^ electrons scattered by the 

specimen into the aperture will 

pass through it to form an im¬ 

age. The position of the aper¬ 

ture in this case is indicated 

by the dotted circle labeled 

“2” in Fig. 3, so placed that 

electrons in a diffraction ring 

pass through the aperture. Parts of the specimen oriented so as to 

contribute to the intensity of the ring at this point will appear bright 

in the image, as well as amorphous material which gives diffuse scatter¬ 

ing into the aperture. This arrangement is the equivalent of dark- 

field illumination employed in light microscopy. Figure 4 is a dark- 

field electron micrograph of bacteria with a bright-field picture of the 

same field for comparison. 

Large apertures may also be used which collect both the direct and 

parts of the scattered beams. The bright-field and dark-field images 

Fig. 3.—The scattering and diffraction 

of electrons by an object in the electron 

microscope. 

A bright-field image is obtained when 

the objective aperture is placed to gather 

transmitted electrons; a dark-field 

image is obtained when this aperture is 

placed at “2” to gather electrons scat¬ 

tered by the object. 
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will then appear very nearly superimposed in the final image at proper 

focus, a fact which makes it easier to focus without an aperture than 

with one. 

2, Contrast 

As previously mentioned, thicker and more dense specimens gen¬ 

erally scatter more electrons and thus appear darker than thin speci¬ 

mens of low density in bright-field pictures. From this it would ap¬ 

pear that quantitative determinations of the amount of transmission 

Fig. 4.—Bright-field and dark-field pictures of Bacillus megatherium. 

Thin areas A which appear bright in light-field and dark in dark-field, thicker 

areas B which are dark in light-field and bright in dark-field, and very thick areas 

C which appear dark in both bright- and dark-field. (RCA Laboratories.) 

as a function of thickness and density might be made which would 

serve as a calibration for future determinations of thickness and den¬ 

sity; even particle and molecular weights might be determined in this 

way. Marton and Schiff (30) have made calculations of atomic cross 

sections for fast electrons using the Born approximation and have 

made rough comparisons of the results with the observed transmis¬ 

sions of various materials. They estimate by this means that certain 

sodium laurate curd fibers are 115 A. thick, that certain thin col¬ 

lodion films are from 58 to 110 A. thick, and that certain antimony 

particles in an evaporated metal film are about 36 A. thick (Fig. 3 

of Marton and Schiff). Aside from the experimental difficulties, there 

still remain to be solved the questions as to how the structure, orienta¬ 

tion and chemical composition affect transmission. 
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3. Scattering of Electrons by Matter 

For a better understanding of the problems involved, let us con¬ 

sider electron scattering by an amorphous specimen—one in which 

Bragg reflections occur from no resolvable part. Theoretically the 

problem of scattering over relatively large angles (0.5°) has been 

solved for the purpose of structure determinations of molecules in the 

gaseous phase (14). Here the scattering is separated into three 

classes: elastic, inelastic and molecular. The elastic scattering 

is caused by interaction of the electrons in the beam with the charges 

on the atomic nuclei in the speci¬ 

men. It is plotted in Fig. 5 as a \ 

function of s where \ 

47rsin(2) r\ 

" “ X " " I W \ 

The term is large relative to \ 

the other types of scattering for \ \ 

large angles of scattering where 

the moving electron has come \ 

close to the charged nucleus. 

However, the electrons which do J i-1— 
i 

not approach the nucleus so ^ , 
, * , Fig. 5.—The scattering of electrons 

closely are scattered over smaller amorphous material as a funct.on 

angles because of the inverse 4^ sin ^/2 
square law and because the ^ where 5 « - 

nuclear charge is shielded by the 1e is elastic scattering, h is the 

atomic electrons. Eventually, inelastic scattering and It isIe + //. 

for small angles of scattering, the 

moving electrons are more apt to be scattered by the atomic elec¬ 

trons than by interaction with the nuclear charge. This type of scat¬ 

tering is just the inelastic scattering Ij mentioned above. Here the 

interaction between electrons results either in the activation of the 

molecule to an excited electronic state or in the moving electrons 

knocking one or more electrons out of the molecule; the moving elec¬ 

tron, of course, loses a corresponding amount of energy in the process. 

The term //is also plotted in Fig. 5. It is seen that the total atomic 

scattering closely approximates 7/ for small values of t?, and Ie for 

large values of t?. The third type of scattering, molecular scattering, 

arises from interference effects between scattering nuclei in the mole- 
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cule. For large angles it imparts a series of little waves to the 

diffraction rings of Fig. 3, whose shape is characteristic of the scat¬ 

tering molecule. 

The dependence of scattering on the electronic energy may be seen 

by combining equations (2) and (7) thus 

sin t?/2 = 
4^ 

1.22 X 10~^5 

4WV 
(9) 

Scattering of a given kind—that is, with a given value of 5—will be 

over an angle which decreases with decreasing X or with increasing V. 

Fig. 6.—Schematic diagram of transmitted electron 

intensities for different voltages as a function of the 

product of 7, the density, and x, the thickness of the 

specimen. 

For higher voltages, then, there will be more scattering over small 

angles corresponding to a greater degree of penetration. This effect is 

indicated graphically in Fig. 6 where a qualitative plot is shown of 

transmitted intensities at different voltages as a function of thickness 

X, and density 7 of the specimen. 

The curves are roughly linear with increasing thickness of speci¬ 

men until in a critical range of values of yx multiple electron scatter¬ 

ing occurs; here the curves rapidly fall off to very low values. This 

critical value of yx is, of course, larger for higher voltages, correspond¬ 

ing to greater penetration. Also, in regard to resolution in thick 

specimens we should note that the increased scattering in thick speci¬ 

mens is accompanied by velocity losses of the electrons which result 
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in the deterioration of the image. This effect is less pronounced when 

higher voltages are used, so that better resolution is obtained in thick 

specimens at higher voltages, as well as greater penetration. This 

is illustrated by Fig. 7, a series of micrographs of crystals of hydrated 

aluminum oxide taken at different voltages. It is to be noted that 

a line of reasoning analogous to the above indicates that thicker speci¬ 

mens can be studied in the dark-field to greater advantage at higher 

voltages than at low. 

30 60 100 200 Kv. 

Fig. 7.—Electron micrographs of hydrated aluminum oxide (Al203'H20) taken at 

different voltages to illustrate the increase of transmission with increasing 

acceleration of electrons. 

Note that the thin detail, e. g., from the collodion membrane, disappears as the 

voltage is increased while thick detail such as that due to the overlapping of the 

crystals disappears as the voltage is decreased. 

In*this and in each of the succeeding electron micrographs, one micron is 

indicated by a bar, thus: i-1. (RCA Laboratories.) 

Another effect should be mentioned in connection with the extent 

of electron scattering; namely, the depth of focus has been found to 

decrease as the thickness-density product of the specimen increases in 

relation to the electron voltage. This is probably due to the fact that 

the increased scattering in thick specimens increases the range of 

angles at which electrons leave the object. This increases the effective 

aperture over the condenser aperture Thus the edges of a thick 

specimen are observed to remain relatively sharp while detail within 

the specimen appears and disappears as the focus is changed. Of 
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course these considerations apply only if the effective aperture is 

limited by the condenser, i. e., if the objective aperture is larger than 

the condenser aperture. 

The resolution which can be obtained also depends on the thick¬ 

ness-density product of the specimen. This is due to three effects: 

First, multiple or diffuse scattering causes interior details of a thick 

particle to appear fuzzy, just as particles do when viewed through a 

ground glass, or when sus¬ 

pended in cloudy water. 

Second, owing to the chro¬ 

matic aberration of electron 

lenses, a sharp image is not 

obtained if the velocities of 

the electrons are distributed 

over a wide range of values, 

as is the case for a thick 

specimen in which inelastic 

scattering is predominant. 

Third, even those electrons 

which are scattered elas¬ 

tically pass through the 

outer parts of the objective 

lens aperture; then because 

of the spherical aberration 

of the lens they strike the 

image at a different point 

than unscattered electrons 

which pass close to the lens 

axis. The latter effect also 

contributes to the bright halo along the edge of the image of a thick 

object (11). 

Fig. 8.—A large sulfur crystal which sub¬ 

limed or exploded in the high vacuum of the 

electron microscope when struck with the 

electron beam. (By Barnes and Bui ton 

(9a).) 

4, Effect of Electron Beam on Specimen 

The energy lost by the electrons when they are scattered by the 

specimen is, of course, taken up by the specimen. The maximum 

energy density of electrons striking the specimen in the electron 

microscope has enormous values ranging from 1 to 10 kw./mm.^ For 

thin specimens only a minute fraction of this energy is absorbed, 

while for thick specimens a considerable part may be taken up and 
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converted into heat. Thus small organic particles such as bacteria 

may be browned slightly after continued bombardment, though 

their electron images remain unchanged. On the other hand, large 

inorganic crystals can often be observed (9a) to melt or evaporate in 

the beam, for example, the sulfur particle shown in Fig. 8. For 

taking pictures, intensities ranging from one one-hundredth to one 

one-thousandth the maximum value are used. 

Electrons are also absorbed by the specimen. Parts of the object 

may thus become charged and 

large objects often gather suf¬ 

ficient charge such that in re¬ 

pelling one another they break 

the collodion membrane on 

EtEiCTRON BlAM 

which they are mounted. 

Neither heating effects nor 

charging effects are great enough 

to give trouble for most speci¬ 

mens which otherwise can be 

studied to advantage in the elec¬ 

tron microscope. They only 

present difficulties for the study 

of thick specimens, which be¬ 

cause of their opacity are, in 

general, unsuited for study any¬ 

way. 

IV. Mounting Specimens for 
Study in the Electron 

Microscope 

^Collodian Mcmbranc 

^ Surfaci: 

^^^kepLirA SuftrAce. 

Fig. 9.—Specimens prepared in differ¬ 

ent ways for the electron microscope: 

(a) by collection directly on screen; 

{h) by collection on a thin membrane; 

(c) by inclusion of specimen in mem¬ 

brane; and {d) by the preparation of 

a membrane, one surface of which is a 

replica of the solid surface to be 

studied. Note that membranes are 

mounted below the screen so that the 

screen protects the membrane from 

electron bombardment as much as 

possible. 

The ordinary methods of electron bombardment as much as 

mounting specimens for micro- possible, 

scopic study on conventional 

glass slides cannot be used in the electron microscope, for the electrons 

would not go through such thick glass. Instead, specimens are 

mounted over an aperture or on a thin membrane. For supporting 

the specimens on the thin membrane, a fine screen having about 200 

holes to the inch is used. Following are described a few of the tech¬ 

niques which have been successfully used, but it must be remembered 

that each type of specimen requires its own technique, and the in¬ 

vestigator may have to devise new ones to fit particular needs. 
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/. Collection Directly on Screen 

For mounting materials in the form of long fibers no supporting 

membrane is needed. Such things as asbestos and soap fibers can be 

mounted simply by dipping the screen into a suspension (or solution) 

Fig. 10.—Electron micrograph of cubic crystals of mag¬ 

nesium oxide smoke collected directly on screen from a 

burning strip of magnesium. (RCA Laboratories.) 

of the material to be studied and allowing the adhering drop to evapo¬ 

rate. Smoke particles can be collected by holding the screen in a 

flame or over an arc; the smoke particles then adhere to the screen 

and to one another to form chains of particles which extend over the 

holes in the screen (Fig. 9a). Figure 10 is an electron micrograph of 

smoke particles (MgO) mounted in this way. 
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2. Techniques Using Thin Membranes 

In the majority of cases specimens can be mounted on a collodion 

membrane about 100 A. thick. Such membranes are made by allow¬ 

ing a drop of 2% collodion in amyl acetate to spread on a clean water 

surface. The membrane is then attached to the supporting wire 

screen by placing a piece of the screen on the membrane (still floating 

on the water surface) and picking up the screen with membrane at¬ 

tached from beneath with a tool which fits around the piece of screen. 

The drop of water adhering to the membrane can then be removed 

with a capillary tube. When properly prepared such membranes 

show no resolvable structure in the electron microscope, i. e., down 

to about 25 A. 

A drop of a suspension of the material to be studied may then be 

placed on the membrane—on the side away from the screen—and 

allowed to evaporate forming a preparation of the type sketched in 

Fig. 95. Many specimens, such as those shown in Figs. 4,8 and 17, are 

prepared in this way. One should be careful that the salt concentra¬ 

tion in the suspension is a minimum; otherwise, salt crystals will form 

when the specimen is dried and obscure the field of view. 

If one desires to see individual particles in the microscope, the con¬ 

centration of the suspension should be such that the particles will not 

crowd each other on drying—hence the smaller the particles are, the 

more dilute the suspension should be. Some protein solutions have 

been mounted at a concentration of 10~®g./cc. to insure separation 

of the particles on drying. Some particles show a strong tendency to 

clump together on drying. Von Ardenne (4) has recently described 

an apparatus for vibrating the specimen during drying to reduce such 

effects. 

Some specimens are, of course, damaged on drying. Freeze-drying 

seems to be a solution to this difficulty—that is, the wet mounted 

specimen is frozen rapidly before drying by plunging it into a liquid 

which has been cooled to liquid-air temperatures. The specimen is 

then placed in a high vacuum and the water pumped off from the still 

frozen specimen. This is the most gentle drying procedure known; 

since bacteria dried in this way are viable for years in the dry state, 

it may safely be assumed that the structure of ordinary colloids will 

be relatively unaffected by it. The freeze-drying technique is also 

applicable to the drying of threadlike specimens mounted directly on 

the wire mesh as previously described. 
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Smoke particles can also be collected on thin membranes by filling 

a container, e. g., a bell jar or an inverted beaker, with the smoke and 

allowing the particles of smoke to settle upon it. Once they touch 

the membrane they adhere firmly to it. The zinc oxide crystals shown 

in Fig. 2 were collected in this manner. 

Dry specimens, such as fine powders which are not easily dispersed 

in water, can often be dispersed in the collodion solution itself. When 

a membrane is prepared in the usual manner from such a suspension, 

the particles of interest will be found imbedded in the membrane and 
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can be studied directly (Fig. 9c). Some substances themselves, such 

as rubber cement (Fig. 11), will spread on water to form a membrane 

which can be picked up on a screen and studied directly. It should be 

mentioned that, in order to be observable, particles imbedded in a 

film must either be thicker than the film, have a density greater or less 

than that of the film, or give crystalline reflections in the microscope. 

Fig. 13.—Colloidal (Micronex) carbon imbedded in a collo¬ 

dion membrane. 

The size distribution of the particles is given in Fig. 14. 

(By Prebus and Columbian Carbon Co. (16).) 

5. Replica Techniques 

The surfaces of solids can also be studied with the electron micro¬ 

scope (42). This is made possible by the fact that thin films of col¬ 

lodion and other substances can be prepared by spreading a thin 

layer of the dissolved substance on a solid surface. The surface ten¬ 

sion of the solvent then causes the upper surface to be smooth after 

the solvent has evaporated, while the surface in contact with the solid 

follows the contour of the solid. Such a film can often be removed 

from the solid by ruling little squares on it with a razor blade and 

dipping it through a clean water surface. If the water wets the solid 

it will come between the solid and film and the film will float off onto 

the surface of the water. The film which is a negative replica of the 

solid surface (Fig. 9d) can then be picked up on a screen in the usual 
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manner and studied in the electron microscope. The picture ob¬ 

tained will then correspond to the contour of the surface on which 

the film was initially spread, as illustrated in Fig. 12a, 

In cases in which the film cannot be removed from a solid in this 

manner, a double replica method can be employed. Silver, or some 

other metal, is evaporated onto the surface to be studied to form a 

relatively thick film, about 20 ijl in thickness. This film can then be 

stripped from the solid, the surface which was adjacent to the solid 

having the contour of the solid. A thin collodion film can then be 

spread on this surface, as above, and freed after drying by simply 

dissolving the metal in dilute acid (nitric acid if silver is used). The 

thin collodion membrane, a positive replica of the original surface, 

can then be “fished out’' of the acid with a piece of supporting screen, 

and washed in water to remove acid. Sharper detail in etched metal 

and glass surfaces is obtained when this “double replica” technique 

is used than by the single replica method (Fig. 126). 

V. The Determination of Sizes and Shapes of Colloidal Particles 

The electron microscope permits the direct determination of the 

sizes and shapes of colloidal particles to an accuracy limited only by 

the 50 to 25 A. resolving power. It is thus particularly useful in cases 

in which the indirect methods are relatively helpless or yield results 

which are ambiguous or intrinsically in error. In this section we shall 

review the already extensive literature on the determination of sizes 

and shapes of small particles in the electron microscope and, whenever 

possible, compare the results with those obtained by indirect methods 

of investigation of the same particles. 

/. Colloidal Carbon—Spherical Particles 

The Columbian Carbon Research Laboratories (16) have made a 

thorough study of sizes of carbon-black particles both by indirect 

methods and with the electron microscope of the University of To¬ 

ronto. Space does not permit a complete description of the results 

obtained, but we can review the principal conclusions as outlined in 

Table I. 

The average diameter of the primary particles, shown in Fig. 13, 

proved to be of the order of one-half that determined by indirect 

methods, in which the particle count was involved. Particle count 

methods were considered to be unreliable, since they give diameters 
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which are too large because (7) smaller particles cannot be seen in the 

light microscope, (2) groups of particles are easily mistaken for one 

large particle, and (3) the calculated mean diameter must be too 

large if there is a distribution of particle diameters. The last objec¬ 

tion arises from the fact that the total mass where p is the 

density and di is the diameter of the ith particle, is assumed to be 

divided equally between the n particles. The mean mass of the parti- 

Table I 

A Comparison of the Properties of Micronex Colloidal Carbon as Deter¬ 

mined BY Indirect Methods with Those Determined with the Electron 

Microscope 

Property Indirect methods Electron microscope 

Mean particle diameter Particle count method 

50-60 mfjL 

30 m/x 

Range in particle diame¬ 

ters 

15-600 Ttifx 5-800 mu 

Particle shape No evidence; various 

conjectures 

Spherical with some evi¬ 

dence for plane sur¬ 

faces 

Particle surface No evidence; burr or 

feather-like surfaces 

conjectured 

Essentially smooth 

Size of ultimate crystal 

unit 

1-5 mu (x-ray diffraction) No evidence 

Type of crystal habit Graphitic No evidence 
1- 

cles being (ttp^ d,^)/6n, it is assumed that the average diameter is 

which is, of course, false because of the inequality 

n n 

the two sides of this expression are equal only i^ all the d/s are equal. 

The above report contains a detailed analysis of these considerations, 

in which calculations based on a distribution of particle size are made. 

The range in particle diameters (Fig. 14) proved to be much larger 

than was previously supposed, accounting for the large discrepancy 
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between methods noted above. While earlier investigators postulated 

that the particles were flat disks or spheres with burr or feather-like 

surfaces to account for the large surface area, the electron micro¬ 

scope showed the particles to be spheres with smooth surfaces—the 

unexpected smallness of the particles accounting directly for the 

large surface area. While the electron microscope has so far not given 

any evidence regarding the type of crystal habit, it is interesting to 

note that x-ray diffraction studies have shown the spherical particles 

to be made up of graphitic crystals whose sizes range from 1 to 5 

mM, as estimated from the observed diffuseness of the scattering. 

Fig. 14.—The frequency distribution of the diameters of 

the carbon particles shown in Fig. 13. (By Columbian 

Carbon Co. (16).) 

2. Colloidal Gold—Crystalline Particles 

B. von Borries and G. A. Kausche (13) have reported a rather 

extensive study of the size and shape of the particles in various sus¬ 

pensions of colloidal gold, in which sizes ranged from values which 

can be determined with the light microscope to sizes which could 

only be detected in the ultramicroscope. 

They found the particles to be crystalline down to dimensions ap¬ 

proaching the resolving power of the electron microscope, finding 

triangular, hexagonal, rhombic, tetragonal and an occasional octago¬ 

nal crystal. From the frequency with which the different forms 

occurred, they concluded that the primary form is octahedral. It 

should be pointed out that no other method of investigation now 

available could have been able to distinguish the individual shapes of 

particles of these minute dimensions. 

The diameters of thousands of particles in each of four suspensions 
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of different sizes were also measured in this work, and for each sus¬ 

pension the size distribution closely fitted a Gauss curve. Moreover, 

they found that the essential characteristics of the size-distribution 

curve for each suspension could be obtained from measurements on 

only 100 to 200 particles, which indicated to them that no selective 

grouping of particles with respect to size occurred in drying the sus¬ 

pension for study. When a sus¬ 

pension which later proved to be 

a mixture of two suspensions 

was studied (Fig. 15), two peaks 

in the size distribution curve 

were obtained, as shown in 

Fig. 16. 

The average size obtained in 

the suspensions containing larger 

particles agreed well with the 

value determined by the manu¬ 

facturer by an unspecified 

method. However, the average 

particle sizes in the remaining 

suspensions were found to be 2 

to 3 times larger than those 

given by the manufacturer. The 

authors could not decide whether 

there actually existed a disagree¬ 

ment between the methods of 

measurement or whether the 

colloid, which was a year and a 

half old, had become aggregated. 

In the latter case, however, they 

would have expected to find not larger particles, but larger clumps 

of particles. It would be highly desirable that particle size determina¬ 

tions on the same gold sol be made by a number of indirect methods 

for comparison with electron microscope values. This colloid, how¬ 

ever, has the disadvantage of not being homogeneous. 

3, Tobacco Mosaic Virus—Rod-Shaped Particles 

Ultracentrifugally purified tobacco mosaic virus is ideally suited 

for the desired comparison between methods of determining sizes of 

colloidal particles (40). Electron micrographs of such a preparation 

i 

Fig. 15.—An electron micrograph of a 

mixture of two different sized gold 

particles. (By von Borries and Kausche 

(13).) 
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are shown in Figs. 17 and 18. The particles are remarkably uniform 

in width and length. Being about 150 A. wide, the outlines of some 

of the particles in Fig. 18 seem to be square on the ends. From this 

we can obtain an idea of the resolution in the figures if we assume 

that the same resolution is required to determine that the end of a 

Fig. 16.—Frequency distribution of the diameters of gold particles 

in the mixture shown in Fig. 15. (By von Borries and Kausche (13).) 

rectangle 150 A. wide is square as is required to tell that a square 150 

A. on the side is square. Inserting the appropriate values in equation 

(6), we obtain: 

150 AVvV4_ 

2(1 + cos ^)^^ cotl 

g 56 A. 
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Actually, because of the low contrast obtained for tobacco mosaic 

virus, 5 might be considerably smaller than 56 A. 
The lengths of a large number of particles were measured and the 

frequency distribution given in Fig. 19 was obtained. It is seen that 

a length of 280 m^t predominates. On a weight basis, over 50% of 

the material exists in the form of particles having a length of 280 

m/x while over 70% is in the form having lengths within 7% of this 

value. 

The value of 150 A. obtained from x-ray measurements for the 

width and that of 2800 A. obtained with the electron microscope 

Fig. 17.—An electron micrograph of tobacco mosaic virus 

particles applied to a collodion film at a concentration of 

0.01 mg. per ml. (RCA Laboratories.) 

for the length seem to be the best estimates of the dimensions of this 

strain of tobacco mosaic virus. The density of tobacco mosaic virus 

has been found to be 1.33. Since 

Molecular weight — 
_Particle weight 

Weight of the H atom 

we have for a cylinder 150 A. in diameter and 2800 A. long, whose 

density is 1.33: 

fi 57 V 
Molecular weight == f'e'e" x Tq-'24 

The agreement between this value and that of 42.6 X 10® estimated 

(25) by kinetic methods is unusually good and suggests that the in¬ 

direct methods involving kinetic theory are essentially valid and ca¬ 

pable of yielding results of considerable accuracy, even for asym¬ 

metrical particles, when correctly used. 

It is not known whether the particles shorter than 2800 A. observed 

in Fig. 17 and recorded in Fig. 19 occur regularly in solutions of to¬ 

bacco mosaic virus or whether they are produced at the time the 
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Specimen is mounted. It seems unlikely that they represent the image 

of particles of ordinary length not lying flat, for surface tension forces 

would tend to flatten all the molecules. In addition, the density of 

the images is the same for short and long particles, a condition which 

would not obtain if some were tilted at different angles to the beam 
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and electrons had to pass through different thicknesses. Shorter 

particles have not been detected either from activity measurements 

or in the analytical ultracentrifuge. They may, however, possess no 

virus activity or be present in too small numbers to be detected by 

indirect methods. If these particles actually exist in virus solutions 

they may be of special biological significance. 

Kausche, Pfankuch and Ruska (23a) found predominant lengths of 

300 and 150 mju in another sample of tobacco mosaic virus, as well as 

multiples of these values, and were consequently unable to conclude 

Particle len^h in 

Fig. 19.—Distribution of lengths of particles in an ultra- 

centrifugally prepared sample of tobacco mosaic virus. 

(By Stanley and Anderson (40).) 

which was the fundamental length. On the other hand, Melchers 

and co-workers (31) have studied two other strains of tobacco mosaic 

virus and found their particle lengths to be 1400 A. and 1900 A. in the 

electron microscope. The correlation between particle length and 

sedimentation constant is shown by the fact that particles 1400 A., 
1900 A. and 2800 A. have sedimentation constants of 180, 183 and 

187 X 10“^®, respectively, when corrected for concentration. If these 

sedimentation constants are not fortuitous, but represent reproducible 

values, the correlation is in accord with expectations. The above 

workers also found that the size distribution curve for a mixture of 
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the two strains exhibited two distinct peaks corresponding to the two 

lengths found for the original suspensions. This suggests that the 

relative abundance of particles in mixtures of different strains could 

be determined in this way. 

4. Detection and Measurement of Extremely Small Particles 

In order that a particle may be detected with any microscope, it 

must produce an area in the image which has a noticeably different 

contrast from the surrounding areas. The smallest detectable differ¬ 

ence in density of a small area on a photographic plate is, in practice, 

of the order of 10%. This means that in order to be detected a single 

atom must scatter electrons in such a way that the circle of confusion 

in its image contains 10% less electrons than the surrounding area. 

Two opposing factors now enter into consideration: the angular dis¬ 

tribution of scattered electrons as a function of atomic number; and 

the aperture of the objective lens which determines, first, how large 

a cone of scattered electrons fails to pass through the lens to con¬ 

tribute to the image density and, second, the area of the circle of con¬ 

fusion (related to resolving power) over which the contrast differ¬ 

ence is spread. It turns out that for a perfect electron lens (no aber¬ 

rations) there is an optimum numerical aperture of the order of 0.1 at 

which single atoms can be detected with electrons at a given voltage. 

Hillier (22, 23) has estimated that the smallest single atom which 

can be detected in the bright-field with an electron microscope using 

60-kv. electrons having perfect lenses would have an atomic number 

of 25. There appears to be no theoretical reason, however, why ar¬ 

bitrarily small single stationary atoms could not be detected in the dark- 

field. In both bright-field and dark-field, however, the single atom 

would have to be supported, and the practical problem of distinguish¬ 

ing scattering from the single atom as differentiated from that of the 

supporting substance would have to be met. Of course, present mi¬ 

croscopes would only be able to detect atoms having many times an 

atomic number of 25 because the aberrations in the lenses make neces¬ 

sary the use of apertures smaller than the optimum for perfect lenses. 

Von Ardenne (5) estimates the smallest metal particles which he 

has observed to be about 10 A. in diameter, while the smallest or¬ 

ganic particles, because of their lower contrast, must have diameters 

of at least 40 A., corresponding to a molecular weight of 5 X 10"^, to be 

observed. He has estimated the diameters of haemocyanin, edestin 

and glycogen (see also a more detailed study of glycogen by E. Huse- 
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mann and H. Ruska, J. prakL Chem., 156, 1-10 (1940)) to be about 

220 A., 80 A. and 80 A., respectively, giving molecular weights of 

4X10® for haemocyanin and 3 X 10® for edestin and glycogen. Al¬ 

though these values are in good agreement with the values 6.7 X 

10®, 3.1 X 10® and 2.8 X 10®, respectively, determined by indirect 

methods, the error involved in the electron microscope determina- 

Fig, 20.—Kaolinite. 

Sample supplied by Professor Truog, University of Wisconsin. 

(RCA Laboratories.) 

tions is necessarily rather large, especially for the latter two mole¬ 

cules. Von Ardenne points out that greater contrast and hence 

more precise values could be obtained if a method of surrounding or¬ 

ganic molecules with metallic atoms were available. 

5. Miscellaneous Qualitative Studies 

A large number of qualitative determinations of sizes and shapes 

of sub-microscopic particles have been made (32), and in many cases 

qualitative correlations with other data have been obtained. 
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Schmieder (39) has measured the sizes of pigment particles which 

are below the resolution of the light microscope. He found that the 

covering power of the pigment decreased with decreasing particle 

size in this range; this is in agreement with the results obtained 

by indirect methods. 

Eitel and others (17, 18, 19) have made a study of the distribution 

of sizes, shapes, surfaces and estimated thicknesses of certain clay 

minerals by means of the electron microscope. Figure 20 pre¬ 

sents a picture of kaolinite. Ruska (37) and Ruska and Kretschmer 

(38) have studied the structure of cellulose fibers. Marton, McBain 

and Void (29) have investigated the structure of a curd of sodium 

laureate and find (Fig. 21) that it consists of a mass of fibers in the 

form of thin ribbons. Some of the sodium laureate also appeared as 

granules 100-200 A. in diameter irregularly spaced along the fibers. 

The fibers were found to branch to form a felt containing many 

capillary spaces capable of retaining water at very low humidity. 

The number of studies in which the minute structure of materials can 

be investigated is almost unlimited. One more might be mentioned, 

however; von Ardenne (1) has published pictures of catalysts— 

aluminum oxide gel, silica gel, palladium on asbestos (Fig. 22), 

vanadium pentoxide, etc.—revealing the sizes and distributions of 

active surfaces. Incidentally, von Ardenne (1) has also shown 

pictures of ultra-filters from which pore diameters can be accurately 

determined. 

Besides the mere determination of sizes and shapes of colloidal par¬ 

ticles, the electron microscope is also applicable to the study of 

chemical reactions in these minute dimensions. One such investi¬ 

gation has been made—the study of the photo-chemical reduction 

of silver in silver bromide and the subsequent developing and fixing 

processes involved in photography. When a silver bromide (or 

silver chloride) crystal is exposed to an intense electron beam in the 

electron microscope the crystal can be observed (1, 20) to decompose 

slowly into bromine (or chlorine), which vaporizes, and metallic silver, 

which remains behind in the form of small particles from 300 to 

2000 A. in diameter. Also, if silver bromide crystals are exposed 

to intense light and then fixed with sodium thiosulfate individual 

photolytic silver particles 800 A. in diameter can be seen (20); they 

increase in size with increasing exposure to light, being formed by 

migration of silver particles to the latent image centers. 

The action of developing solutions on exposed silver bromide is 



Fig. 21.—Fibers of sodium laurate curd showing presence of granules 100-200 A. 

in diameter. (By Marton, McBain and Void (29).) 
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particularly interesting (20). During the ordinary development 
processes, fine threads of silver grow out from exposed grains of silver 

Fig. 22,—Fresh palladium catalyst mounted on asbestos 

fibers. (By von Ardenne (1).) 

bromide, the thickness of the threads depending on the kind of de¬ 
veloping solution which is used. After fixing has removed the unre¬ 
duced silver bromide, bundles of such silver fibers are left behind to 
form the photographic image. Physical development (deposition of 
silver on latent image points) and paraphenylenediamine develop¬ 
ment produce clumps of silver particles rather than filamentous 
structures. When the extremely minute 300 A. Lippmann crystals 
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are developed, each crystal forms a single ribbon about 100 A. wide 

and 1500 A. long, which is longer and thinner than the original crystal. 

The electron microscope has indeed given us new insight regarding 

the fundamental mechanisms in¬ 

volved in photographic processes, 

1 mm. -- • HUMAN EYE and should prove to solve many re- 

lated theoretical and practical prob- 

100a--lems. 

► LIGHT MICROSCOPE 

- ELECTRON MICROSCOPE 

^JY*RAY DIFFRACTION 

Fig. 23.—Comparison of various 

methods for the formation of 

magnified images and the determi¬ 

nation of small distances. 

Note that the range of the 

electron microscope lies between 

that of the light microscope on the 

one hand and that of x-ray diffrac¬ 

tion techniques on the other. 

VI. Conclusions 

The range of usefulness of the 

electron microscope, 10 a to 3 m^, 

coincides almost exactly with the 

sizes of particles with which the 

science of colloids is concerned. It 

overlaps the ranges of two other 

direct methods of investigation: that 

employing the light microscope on 

the one hand, and the indirect but 

precise methods employing x-ray 

and electron diffraction techniques 

on the other (Fig. 23). This healthy 

state of affairs makes possible the 

direct check of the electron micro¬ 

scope results both for large particles, 

as has been done in the previously 

mentioned study of gold sols and for 

small, as in the studies of the width 

of tobacco mosaic virus particles. 

In the range not covered by the 

light microscope and diffraction 

methods, it is the only direct method 

of investigation at present and consequently will be particularly use¬ 

ful in this region; for it is here that colloid science has developed many 

valuable indirect methods of study for which no independent direct 

check has been available. The electron microscope will provide just 

such a check and serve as a criterion of the correct use of these methods. 

But it will do more than this. The indirect methods are rather helpless 

in the determination of shape, except in cases of homogeneous colloids 

where the deviation from the spherical is great. The electron micro- 
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scope permits the determination of shapes directly, within the limita¬ 
tions of resolving power, of course, but with no limitations imposed 
by lack of homogeneity of the material. 

When we consider all that has been accomplished in the three years 
since high resolution electron microscopes were built, it seems safe 
to predict that the electron microscope will be the right-hand tool of 
the colloid science of the future. One cannot fail to admire the men 
who early saw the potentialities of the electron microscope and have 
struggled to make it the practical tool of research it is today. 

The author wishes to acknowledge his indebtedness to Dr. V. K. 
Zworykin and members of the RCA Research Laboratory Staff, as well 
as to Dr. Stuart Mudd, Chairman of the Committee on Biological 
Applications of the Electron Microscope. He is grateful to Dr. 
James Hillier and Dr. E. G. Ramberg for numerous helpful discussions 
in connection with the preparation of this paper 
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1. Introduction 

The fundamental property of a liquid surface is its tendency to 

contract until under the prevailing conditions the smallest possible 

area is attained. This tendency to contract can be explained by the 

attraction between the molecules, which limits their motion suffi¬ 

ciently to prevent many of them from moving into the vapor phase. 

Inside the liquid, however, both translatory and rotary motions take 

place with but little hindrance. In the bulk of a liquid each molecule 

is surrounded by identical neighbors; therefore, attraction occurs 

uniformly in all directions in the final analysis. Surface molecules, 

however, are in an entirely different situation. Here the attraction is 

not uniform in all directions because there are not enough molecules 

391 
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outside of the surface to compensate for the attraction caused by the 
neighboring and underlying molecules. Therefore, a surface molecule 
will be subjected to a strong inward pull perpendicular to the surface. 
The phenomenon of surface contraction demonstrates the existence of 
free energy and it is this surface free energy which must be considered 
the fundamental property of surfaces. For the purpose of simplifying 
calculations, it has become customary to substitute for the surface 
free energy a tension acting parallel to the surface and in all directions. 
This hypothetical tension is termed “surface tension.” It is ex¬ 
pressed in dynes per centimeter and designated in the literature with 
7 or a. In the following discussion the latter will be used. 

From the above it becomes evident that a pure liquid, t. e., a liquid 
containing only one type of molecule, will reduce its surface free 
energy by diminishing its total surface to a minimum. The free 
energy per unit area of such a system can be changed only in cases 
where the surface molecules possess ends with different fields of 
forces. If they can be so oriented that the ends with the largest fields 
of force point into the bulk (1), then the minimum possible reduction 
in surface free energy will be achieved. 

11. Surface Adsorption in Solutions 

If a liquid is composed of more than one substance and the fields 
of attracting forces resulting from equal surface areas of the different 
molecules are not of the same intensity, a decrease in the free surface 
energy of the solution must occur. This time such decrease results 
from the fact that the molecules exerting greater attracting forces 
have the tendency to migrate into the bulk of the solution, leaving 
those with the smaller force fields in the surface. Logically, there¬ 
fore, the surface will show a higher concentration than the interior of 
that constituent which exerts lesser attraction. A change in concen¬ 
tration of a constituent of a fluid at the surface is generally termed 
adsorption. Positive adsorption denotes an increase of concentration 
of a constituent at the surface; negative adsorption is synonymous 
with a decrease. 

The moment a solution composed of solute molecules with different 
intensities of attraction force is formed or whenever kept thoroughly 
mixed, its composition is uniform throughout. The molecules which 
happen to lie in the surface at any given time differential are immedi¬ 
ately attracted to the interior. This is true for any type of molecule 
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located in the surface. The inward pull, however, will be stronger on 

those molecules which have the greatest attractive fields of force, and 

therefore they will move to the interioi;more rapidly than the others. 

At the same time the kinetic agitation of the molecules in the fluid 

will try to maintain equal concentration throughout the system. 

Thus, a state of equilibrium can be reached only when a balance has 

been attained between the tendency to equalize the concentration 

and the tendency for those surface forces to produce a surface com¬ 

posed entirely out of that constituent which has the least free surface 

energy. 

This reasoning introduces tlie importance of a time factor which 

must be considered whenever accurate measurements of the surface 

tension of solutions are contemplated. 

From the above reasoning the following further deductions can be 

made. If a solution exhibits a surface tension lower than that of the 

pure solvent, this can only be accounted for by assuming that the 

solute has been concentrated at the surface. If the surface tension of 

the solution is higher than that of the pure solvent, then the solute 

molecules have been pulled into the interior as far as possible. 

If a solute has a very low surface tension a considerable decrease in 

surface tension of its solutions, as compared to those of the pure 

solvent, may be expected. A decrease in the surface tension of a 

solution should logically take place with increasing solute concentra¬ 

tion until the surface layer is composed almost entirely of solute mole¬ 

cules. If the same reasoning is applied to solutions containing nega¬ 

tively adsorbed solutes, it is evident that a large increase in surface 

tension over that of the pure solvent cannot be expected. The sur¬ 

face layer will be composed of pure solvent contaminated only by a 

few molecules of the solute. 

III. Gibbs’ Adsorption Equation 

The relation between adsorption (positive or negative) and the 

changes in surface tension resulting therefrom was first deduced 

thermodynamically by Gibbs. His fundamental contribution, which 

today still must be considered as the backbone of any development in 

the field of surface chemistry, can be expressed by the following con¬ 

siderably simplified equation:* 

* For a detailed evaluation the reader is referred to Gibbs’ original article (9). 

to the many excellent commentaries (26) of his work and to the various published 

simplified approximations of his equation to be found in the! literature (1). 
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where U is the excess of substance in the surface layer; c is the con¬ 
centration of substance in the bulk of the liquid; a is the surface ten¬ 
sion; R, the gas constant; and 7", the absolute temperature. 

IV. Experimental Confirmation of Gibbs’ Equation 

Until recently, two methods had been suggested for the purpose of 
experimentally verifying Gibbs’ equation. The first one, suggested 
by Donnan (5), consisted of passing bubbles of gas through a column 
containing a solution of a solute which adsorbs positively. The 
bubbles are forced to unite after emerging from this column. The 
efTective surface of the solution is increased by passing the gas bubbles 
through it, thus permitting a larger amount of solute to adsorb in the 
surface and to be carried away with the bubbles. Therefore, the 
solution obtained after the collapse of the united bubbles should have 
a higher concentration of solute than the original solution. By 
analyzing such increased concentration and estimating the total area 
of the bubbles, it is possible to calculate the surface tension of the 
solution by Gibbs’ equation and compare it with results obtained from 
direct measurements by one or the other of the known methods. 
Although not all of the experiments using Donnan’s method verified 
Gibbs’ equation, the majority gave results which were in satisfactory 
agreement with those to be expected from a perusal of Gibbs’ adsorp¬ 
tion equation. So far, the discrepancies have always been explained 
by criticizing Donnan’s method in one way or another (1). 

The possibility that the methods used to determine the surface ten¬ 
sion of the solutions themselves might not have conformed with the 
rigid demands imposed by a strict interpretation of Gibbs’ deductions 
has seemingly been overlooked. 

The second method was suggested by McBain (23, 25). It con¬ 
sisted, in principle, of removing a thin layer from the surface of a 
solution contained in a long trough by shooting an accurately ground 
microtome blade fixed on a carriage over the entire length of the 
trough. The concentration of solute carried off by the knife of this 
ingenious piece of equipment was then analyzed. Let a be the 
weight of the solution removed from area zl, c' its concentration and c 
the original concentration in the bulk, expressed in grams per gram 
solvent; then the weight of solvent removed per unit area is 
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ai _ a 
A ~ (I '-i- cOA 

where ai is the weight of solvent removed from the area A. The 

amount of solute in this amount of solvent is, in the solution which 

has been removed, ayc'/A, and in the original bulk, (hc/A; the differ¬ 

ence {ai/A){c^ — c) is then identical with U in Gibbs’ equation. 

A great number of determinations carried out with this method 

were within experimental error in excellent agreement with those 

obtained from Gibbs’ equation. 

If the area which a molecule of certain fatty acids covers in an ad¬ 

sorbed film is calculated by Gibbs’ equation, it is found to be in excel¬ 

lent agreement with experimental data. All this seems to justify the 

statement that the verification of Gibbs’ adsorption equation should 

be considered finally established. 

V, Discrepancies Between Theory and Experiment 

If this point of view is accepted, however, and there is good reason 

that it should be, then the question why certain solutions exhibit 

anomalous behavior in regard to surface tension deserves special at¬ 

tention. If the anomalies so far reported are the result of the method 

applied in obtaining the data, then it seems most important either to 

eliminate the fault or to apply a method which can avoid the occur¬ 

rence of erroneous results. If the method is not to blame for such 

anomalous data, then it is up to the investigator to explain these 

anomalies without discarding the fundamental principles embodied in 

Gibbs’ equation. 

The most outstanding anomalies which have been reported so far 

are those mentioned by Gibby and Addison (10) on the adsorption of 

various dyestuffs; by Gilbert (11) on the adsorption of long-chain 

fatty acids; the statements of Jones and Ray (15) that the surface 

tension of very dilute inorganic salt solutions drops below the surface 

tension of the solvent; the distinct minima in the surface tension of 

soaps at low concentration of solute, as reported by McBain (24) and 

others; a similar effect in the latex of the Hevea rubber tree, as re¬ 

ported by Hauser and vSeholz (14); and the finding of distinct maxima 

and minima in the surface tension-concentration curves of certain 

organic compounds in non-polar neutral solvents, recently reported 

by Hauser and Grossman (13). 
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VI. Measurement of Surface Tension 

Out of a great number of methods or procedures which have been 

suggested for the determination of boundary tension, only a few are 

in common use. These depend upon observing: i, the behavior of a 

liquid in a capillary tube (15, 21, 28); 2, the force required to pull a 

wire ring or staple out of the liquid surface (18, 22); 3, the weight or 

volume of drops falling from a vertical tube of known size (12); or 4, 

the maximum pressure required to form bubbles in a liquid from a 

tube of known size (29, 31). Each of these methods has serious limi¬ 

tations (1). 

/. The Pendent-Drop Method 

This condition suggested a re-survey of the field in the hope that a 

new method could be developed which would be free of the limitations 

or objections of those now in general use. A study of the procedure 

followed in the determination of surface tension measurements with 

the use of high-speed photography not only offered some explanation 

for discrepancies in the results previously obtained, but also demon¬ 

strated a number of outstanding advantages which a static method, 

based on the study of a pendent drop, would have. 

Once the surface is formed, it is not subjected to any changes due to 

outside influence prior to or during the measurement. It is the only 

known method which permits an accurate study of changes in surface 

composition with time, a phenomenon of predominant importance in 

the study of various systems. 

The method which was decided upon consists in suspending a small 

drop of the liquid to be tested from the end of a vertical tube which is 

mounted in a thermostat (2). The surface of the drop will be a sur¬ 

face of revolution whose shape and size can be determined by measure¬ 

ments made on a large photographic image obtained with a special 

camera built for the purpose, or by projection of the image onto a 

screen. Since the equations determining the equilibrium of the drop 

are known, the boundary tension of the liquid can be calculated from a 

few simple measurements made on a photograph of a hanging drop. 

This method has been undeservedly in disrepute for a number of 

years because the first workers who attempted to employ it had no 

satisfactory pendent-drop camera and used methods of calcidation 

which were tedious and of low precision. 
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Since the publication of the first results of surface tension deter¬ 

minations by the pendent-drop method, a number of changes in the 

equipment originally suggested have been made by various research 

workers (3, 20, 27). The principle, however, has remained un¬ 

changed. It consists essentially of producing a silhouette photograph 

or projection of a drop hanging from a vertical cylindrical tip, by the 

use of appropriate optical equipment (Fig. 1). 

Fig. 1.—Pendent-drop apparatus (schematic). 

Pendent-Drop Calculations. Two methods of calculation of the 

surface tension of the liquid proved most amenable for mathematical 

treatment (1), namely the method of the plane of inflection and the 

method of the selected plane. Before these had been decided upon 

the method of Ferguson (0), the method of Worthington (32, 33), the 

method of two planes (4) and the method of the plane of the equator 

(4) had been carefully scrutinized and discarded as not being satis¬ 

factory in combining best the qualities of speed, accuracy and preci¬ 

sion. Therefore, only the first two methods mentioned will be dis¬ 

cussed in greater detail. 

Method of the Plane of Inflection, The mathematical treatment is 

based on two fundamental equations. The first of these states that 

the pressure caused by the curvature of the surface is equal to the 

product of the boundary tension and the mean curvature.* The 

second states that when the drop is in equilibrium the vertical forces 

acting across any horizontal plane are balanced. 

p « a{\/R -h l/i?') (1) 

2tx<t sin <t> *= Veg -f- irx^p (2) 

where p is the pressure due to the curvature of the surface; a is the 

boundary tension; R aiid R' are the two principal radii of curvature; 

This equation originated with Thomas Young (34) and Pierre Laplace (17). 

A simple derivation is given by N. K. Adam (1). 
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X is the horizontal distance to the axis of the drop; 0 is the angle be¬ 

tween the normal to the interface and the axis; V is the volume of 

fluid hanging from the plane; e is the difference in density between 

the two fluids; and g is the acceleration of gravity. 

These equations may be combined and solved for cr in a number of 

ways. A satisfactory method is to pass a horizontal plane through 

the drop at the level where the profile curve passes through a point of 

inflection (Fig. 2). 

The external radius of curvature, R\ is infinite at the plane of 

inflection, and therefore equation (1) reduces to 

Fig. 2.—Method of the plane 

of inflection. 

Fig. 3.—Method of the se¬ 

lected plane. 

Substituting this value of p in equation (2), and solving for the 

boundary tension, cr, we obtain for this special case 

a 
Veg 

2tx sin — 

and since 

sin ^ 

gVeR 
T 

ff =ss (3) 



ANOMALIES IN SURFACE TENSIONS OF SOLUTIONS 399 

This equation is mathematically exact, but its use is subject to two 

severe limitations: i, It is necessary to locate the true plane of in¬ 

flection. This is a difficult graphical problem. If a plane is used 

which is slightly above the true plane of inflection, the measured value 

of V will be too large and the measured value of x will be too small. 

If a plane is used which lies slightly below the true plane of inflection, 

the opposite will be true. In either case, a double error is introduced 

in the computed value of the boundary tension. 2, It is necessary to 

compute the volume of the drop from its profile. This is a tedious 

process which must either be done by .graphical integration or with a 

special, very costly, planimeter. 

Method of a Selected Plane. A less direct method of attack leads to 

a more rapid and precise solution. It is first necessary to examine the 

diflerential equati(m of the surface of the drop. 

If z is the vertical coordinate measured away from an origin placed 

at the point where the axis of rotation cuts the surface of the drop, 

and if h is the radius of curvature of the drop at the origin, the pressure 

due to the curvature is at any point equal to 

p - gez (4) 

If equations (1) and (4) are combined, we obtain 

ai\/R' 4- 1/i?) - - gez 

and the radii of curvature can be eliminated, since 

R' = 
[-OT 

dh/dx^ 

and 

Then 

sm 
dx 

dfz 

2 _ 
b (T 

or 
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This is a second-order, second-degree differential equation whose 

integrated form is unknown. It can be reduced to the dimensionless 

form, 

Z' + I' (1 + (Z')»l = 12 - ez\[l + (2')‘l*/« (5) 

if we set 

and let X - x/b, Z = z/b, Z' = dZ/dX and Z" = d^Z/dX\ which is 

equivalent to using b as the unit of length. 

This derivation follows that of Bashforth and Adams (4) with the 

exception that the algebraic signs of e and of ^ are defined so as to be 

positive for pendent drops. 

The differential equation (5) is seen to contain two parameters /3 

and b, whose values identify the particular drop represented by the 

equation. 

By rearranging equation (6), it is possible to express the boundary 

tension as a function of the two parameters /5 and b and of the effective 

specific weight (ge). No method is known by which either /3 or & can 

be determined precisely and quickly from a picture of a drop. We 

must therefore transform equation (6) to a form which uses parame¬ 

ters whose values can be measured easily and accurately. 

The size of a drop is most conveniently gauged by measuring its 

diameter at the equator, and the shape can be described by giving the 

ratio of the diameters measured at two different horizontal planes. 

If one diameter is at the plane of the equator, and the other is taken at 

a distance from the end of the drop equal to the equatorial diameter 

(Fig. 3), the shape can be described by the ratio 

where is the diameter at the equator, and ds is the diameter at the 

arbitrarily selected plane. 

It has been shown that the quantities and S are functions of the 

drop shape. A third quantity, which is a function of the drop shape, 

is the ratio of the diameter at the equator to the radius of curvature at 

the origin, d^/b. Accordingly, we can define a new quantity 
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(8) 

which will be a function of S. 
Equation (6) can now be solved for cr, combined with equation (8), 

and used in conjunction with a table of values of H as a function of 5 
(2) to determine the value of the boundary tension from a photograph 
of a pendent drop. 

^ ^ /QV ,(..y 

Ten seconds Thirty-nve seconds One minute 
a „71.4, 5.0.745 <r-68.3, 0.748 a«59.4, 0.790 

Two minutes Four minutes Eight minutes 
<r«49.7. 5-0.828 a-45.0, 5-0.847 a-42.7, 5-0.850 

Fig. 4.—Change of drop shape and surface tension 

with age of 0.0025% aqueous sodium oleate. 

Equation (9) is exact and convenient. Its precision depends upon 
the accuracy with which the linear measurements can be made and 
upon the labor which is expended in preparing the table of values of H 
as a function of S. 

Not only does this method permit an accurate study of the changes 
the surface tension of solutions may imdergo with time (Fig. 4), but 
also it is the only method in which the surface is at no time subjected 
to any influence from the outside. It seems, therefore, ideally suited 
for the study of the previously mentioned anomalies. 
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VII. Effect of Concentration on Surface Tension 

/. Classification of Surface Tension vs. Concentration Curves 

McBain and his collaborators (24) differentiate between three types 

of surface tension vs. concentration curves in water solutions (Fig. 5). 

The curve represented by type 1 corresponds to the case of positive 

adsorption of the solute and is in full agreenicnt with Gibbs’ theorem. 

Type 2 is specilic for the case of negative adsorption and conforms 

also with Gibbs’ theoretical postulate. In curves of type 2 the surface 

tension drops sharply in very dilute solutions, then passes through a 

minimum followed by a steady rise with concentration. But even 

during this rise the surface ten¬ 

sion still remains far below that 

of the pure solvent. Such types 

of curves have been frequently 

reported in the study of surface 

tension of soaps and sulfonic 

acids. 

2. McBain s Theory for Surface 
Tension Minima 

McBain (24)* explains this 

type of curve in the following 

way; “A soap solution must 

for all the reasons stated be 

covered with soap, the oleic 

radicals being outwards. Under 

this must, according to the 

Gibbs theorem, be sandwiched the relative excess of water above that 

in the soap solution. However, Miss Laing showed (M. E. Laing, 

Proc. Roy. Soc. {London), A109, 2S (1925)) by analysis of soap foam 

that soap, not water, is positively adsorbed. 

“Now such a soap solution has actually a surface tension as low as 

23 dynes. This is far below the 32.5 dynes of pure oleic acid and still 

further below the 40 dynes of a complete coating of insoluble oleic 

acid on water. To account for this very great lowering to 23 dynes 

instead of 40, some other ve|-y important faetpr must have been over¬ 

looked in all previous discussions. 

“The factor we suggest is a submerged electrical double layer due 

* Original manuscript prior to translation into German by E. A. H. 

Fig. 5.—Different types of surface 

tension-concentration curves (accord¬ 

ing to McBain (24)). 
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to the electrolytic dissociation of the soap that is spread upon the 

surface. I'he diffused double layer therefore lies underneath at least 

one molecular leng^th of oleic radical and probably extends far deeper. 

Any double layer must lower the surface tension in the manner famil* 

iar to every scientist from electrocapillary curves. 

“Our measurements of the surface conductivity of a monomolecular 

film of oleic acid upon water* show that the oleic acid is about 10 per 

cent dissociated, and that therefore a submerged double layer corre¬ 

sponding to this amount actually exists. Similar evidence is obtain¬ 

able from the familiar movement of bubbles and droplets in an electric 

field. However, the effect of this submerged double layer has always 

been ignored in discussing 

surface tension and, in par¬ 

ticular, in calculating ad¬ 

sorption from and discuss¬ 

ing the Gibbs theorem. It 

has also been completely 

forgotten in discussing oil 

films on water. 

“Here at last we have the 

first explanation ever put 

forward to account for the 

rising portion of surface ten¬ 

sion curves of type -1. The 

surface tension of these soap 

solutions, also far below that 

of water, rises with concentration, although the coating presumably 

remains constant because close packed. The rise is due to the well- 

known fact that soaps are not fully dissociated and that the dissocia¬ 

tion decreases with concentration. Hence, the effect of the double 

layer diminishes and the surface tension rises towards its normal ex¬ 

pected value.” 

The question whether this explanation can be generally accepted 

will be discussed later. 

VIII. Effect of Time and Concentration on Surface Tension 

Since the method of pendent drops seems particularly well adapted 

for the study of such phenomena, a series of experiments was carried 

* McBain and Foster, Colloid Symposium, 1934, J, Phys. Chem., 39, 331 (1935) 

McBain and C. R. Peaker, Proc. Roy. Soc. (London), A125, 394 (1929) 

_ ■■ r4__ 1 — 
00023% 

1 
-1--j- 

Wot#r — Sodium OI«ol« 

\ 
n Air ot 25* 

-1 
0 002S% 

— j- — — — — 

.. 

0 1000 ?000 3000 .4000 

Seconds 

Fig. G.—Surface tension of aqueous 

sodium oieale versus lime (according to 

Andreas, Hauser and Tucker, (2)). 
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out to determine the surface tension of sodium oleate and stearate 

against air, as well as the interfacial tension of a solution of sodium 

oleate in water against mineral oil (2). 

/. Surface Tension of Soap Solutions 

If the surface tension is evaluated from equally aged drops of solu¬ 

tions of sodium oleate varying in concentration from 0.00025 to 8,00 

per cent, a curve of type 3 is obtained. This indicates that the sur- 

Stcond* 

Fig. 7.—Surface tension of aqueous 

sodium oleate versus time (according 

to Andreas, Hauser and Tucker (2)). 

Fig. 8.—Interfacial tension of a 

water solution of sodium oleate 

against mineral oil with time (ac¬ 

cording to Andreas, Hauser and 

Tucker (2)). 

face tension passes through a definite minimum with increasing con¬ 

centration of solute. The pendent-drop method, however, also per¬ 

mits the study of any changes in surface tension with time, occurring 

in a solution of a given concentration. The results of a series of such 

experiments are shown in Figs. 6 and 7. 

It will be noticed that extremely dilute solutions, 0.00025 or 0.0025 

weight per cent, of this soap have an initial surface tension which is 

almost the same as that of pure water. During the first few seconds 

that the drop ages, the surface tension may increase. This is espe¬ 

cially noticeable in the 0.00025 per cent curve, which rises rapidly, 

levels off and then slowly decreases. It remains at a value of slightly 

more than 72 dynes/cm. for the first 3000 sec. The second sample in 
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the series, containing 0.0025 per cent of sodium oleate, shows this 

same initial increase above the surface tension of pure water. How¬ 

ever, in this case the rise is very rapid, and within the first 15 sec. the 

surface tension starts to fall, having approximately reached an 

asymptote after about 1500 sec. Still more concentrated solutions, 

0.025 and 0.25 per cent, show a decrease during the first few seconds, 

which is followed by a slow recovery. The 0.025 per cent solution 

seems to be approaching the same asymptote as the 0.0025 per cent 

solution, but it is approaching it from the lower side. 

A minimum surface tension is observed for a solution containing 

0.5 per cent sodium oleate and the aging curve for this solution is a 

horizontal straight line. More concentrated solutions have slightly 

higher surface tensions and all of them decrease with time, approach¬ 

ing the RvSymptote defined by the curve for the 0.5 per cent solution. 

Similar curves were obtained for sodium stearate against air and 

for the interfacial tension of sodium oleate against mineral oil (Fig. 8). 

The most significant points in these observations are that the sur¬ 

face tension of solutions of higher concentration decreases with time, 

that of solutions of about 0,5% concentration remains constant, those 

of still lower concentrations show a tendency to rise with time and 

those of extreme dilution exhibit for the first six minutes a tension 

which is even greater than that of the solvent. 

The phenomenon of a minimum in the surface tension of soap solu¬ 

tions versus concentration had previously been reported by Hauser 

and Scholz (14) in their work on the surface tension of fresh rubber 

latex. This semi-colloidal dispersion of rubber hydrocarbon in a 

watery medium also exhibits a curve of type 3. Although at that 

time no suggestion was made as to the cause of this phenomenon, it 

may now be assumed that small amounts of saponified resins are 

responsible for this result. 

2. Surface Tension of Amirto-Acid Solutions 

Swearingen and Hauser (30) have investigated the changes in sur¬ 

face tension with time of different aliphatic amino acids. Whereas 

isoelectric solutions of both glycine and alanine show pronounced 

negative adsorption, a-ammo-«-butyric acid exhibits no appreciable 

surface activity after a certain degree of surface stability has been 

reached with time. This seems to be due to the antagonistic effect 

between the large electric moment and the hydrophobic character of 

this diipolar ion. In the early stages of aging a tendency toward 
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negative adsorption of solute is noticeable, followed by a small positive 

adsorption and a corresponding reduction in surface tension. Solu¬ 

tions of a-aniino-w-valeric acid show, in low concentrations, immedi¬ 

ate positive adsorption followed by a slight increase in surface tension 

with time (Figs. 9 and 10). 

Time, seconds 

Alanine 

Fig. 9,—Surface tension versus time for isoelectric 

solutions of amino acids in water (according to Swear¬ 

ingen and Hauser (30)). 

3. Surface Tension of Electrolyte Solutions 

One of the most interesting and most debated anomalies so far 

reported is that observed by Jones and Ray (lo) in their study of the 

surface tension of very dilute salt solutions. According to their 

observations solutions of KC1,.K2S04, CsNOs and other salts exhibit 

pronounced positive adsorption at concentrations below O.OOb normal. 

As explanation they offer the interaction between polarized water 

molecules and the ions of the electrolyte. In extreme dilutions this 

interaction tends to force ions into the surface layer whereas at higher 
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concentrations the interionic forces become predominant, resulting in 

negative adsorption. 

4, Surface Tension of Non-Ionic Solutions 

Recently Hauser and Grossman (13) studied the effect of solutes of 

similar chemical but of different polar and steric properties upon the 

^ Gf-Amino-w-butyric acid 
T3 

200 400 600 800 

Time, seconds 

a-Amino-w-valeric acid 

Fig. 10.—Surface tension versus time for isoelectric 

solutions of amino acids in water (according to Swear¬ 

ingen and Hauser (30)). 

surface tension of non-polar neutral solvents by the pendent-drop 

method. To be specific, they studied the surface tension of such 

compounds as the isomers of dinitrobenzene, nitrobenzene, 1-nitro- 

naphthalene, 1,8-dinitronaphthalene and 1,5-dinitronaphthalene in 

benzene. Preliminary tests showed that after aging the pendent 

drop for 30 sec. no changes of surface tension of the solutions with time 

occurred. Therefore, all measurements were carried out 2 and 3 min. 

after drop formation. ^ i 

The surface tension of solutions of the meta and para isomers of 
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diiiitrobenzene show first a sharp initial rise at low concentration, 

followed by a less pronounced but linear increase with higher concen¬ 

tration of solute. The benzene solutions of d?-dinitrobenzene, nitro¬ 

benzene and l-nitronaphthalene exliibit a maximum and a minimum 

in their surface tension concentration curves (Figs. 11 and 12). 

These experiments are of special significance in so far as non-ionic 

solutions are used. In such solutions two types of forces have to be 

considered. One is the force acting 

between two electric dipoles, and 

the other is the attraction between 

two non-polar molecules. In the 

application of dipolar forces it 

should be recalled that a molecule 

may be non-polar, if non-polarity 

is judged by the lack of a dipole 

moment for the molecule, but may 

nevertheless bring dipolar forces 

into play. This is due to the 

nature of the dipole moment. A 

molecule is considered to be a dipole 

whenever the vector sum of its 

bond moments is larger than zero. 

The bond moments, however, result 

from the formation of a dipole 

consisting of two attached atoms 

of different electro-negativities. If 

such “atomic" dipoles are suf¬ 

ficiently separated to prevent nul¬ 

lification of their effects by their 

proximity as well as by their vec¬ 

tor negation, they will act like a molecular dipole. 

The dipole moment of the solvent benzene is zero. It is a truly 

non-polar substance exerting only molecular attraction forces. The 

isomers of dinitrobenzene vary in their dipole moment in accordance 

with the steric moments of the molecule, ^his moment decreases in 

the sequence of ortho to meta to para position. Nitrobenzene and 1- 

nitronaphthalene should both exert about the same forces since they 

possess nearly the same dipole moments. 

If one applies the properties of the components of the solutions 

just discussed to the fundamental causes for differences in surface 

Fig. 11.—Surface tension versus 

concentration for nitrobenzene in 

benzene (according to Hauser and 

Grossman (13)). 
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tension, it becomes evident that the presence of a solute exerting di¬ 

polar forces in a non-polar solvent must result in negative adsorption 

of the former. This again is in full accord with Gibbs’ theorem. The 

surface tension of the solution will rise over that of the solvent. 

With increasing concentration of the solute the influence of its dipolar 

forces becomes noticeably more effective, and proportionally more 

solute molecules move into the interior. The surface tension con¬ 

tinues to rise but at a slower rate. 

In contrast to this behavior the surface tension-concentration 

curves for solutions of o-dinitrobenzene, nitrobenzene and 1-nitro- 

Fig, 12.—Surface tension versus concentration of dinitrobenzenes and 1 nitro- 

naphthalene in benzene (according to Hauser and Grossman (13)). 

naphthalene show a different behavior. The initial sharp rise is 

followed by a drop and a subsequent renewed increase at a somewhat 

lower rate. The greater dipolarity of these compounds—as compared 

to those previously discussed—offers a simple explanation for the 

more pronounced initial rise in surface tension as well as for the 

higher rate of surface tension increase with higher concentration of 

solute. These results are again in accord with Gibbs’ theoretical 

postulates. The minimum occurring between the two rises still 

remains to be explained. 

A comparison of the steric properties of the solutes investigated 

and the surface tension-concentration curves obtained seems to offer 
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an explanation. It is evident that only those solutes sterically un¬ 

balanced, e. g,, o-dinitrobenzene, show the peculiar minimum in their 

surface tension-concentration curves. The conclusion therefore 

seems to be justified that this minimum is connected with the steric 

property of the molecule. 

In solutions of low concentrations containing capillary negative 

solutes, it is reasonable to assume that the layer of liquid molecules at 

the exact vapor-liquid interface contains a very high percentage of 

solvent molecules. The forces which sterically unbalanced molecules 

of solute can exert will vary with their orientation. The forces that 

are exerted in the case of ^?-dinitrobenzene will be less if the phenyl 

radicals of the molecules, which exert only van der Waals forces, are 

adjacent to the surface layer of solvent molecules than if the solute 

molecules are in random orientation. This limited orientation will, 

therefore, result in a lower surface tension than would be expected if 

the solute molecules would not orient themselves in such fashion. 

This effect, combined with the desorption previously mentioned, can 

well account for the minima which have been observed. With in¬ 

creasing concentration of solute molecules the effect of such orienta¬ 

tion is more than compensated for by the increase in attraction forces, 

and the surface tension rises again although at a somewhat lower rate 

than at the outset. This hypothesis docs not contradict Gibbs’ 

theorem since in no instance is the surface tension of the solution re¬ 

duced below that of the solvent. It must, however, be emphasized 

that Gibbs’ theorem is a general postulate which cannot take into 

account such minor changes, and all the so-called paradoxes occurring 

in surface phenomena are but secondary to the general trend. Thus, 

an explanation for such phenomena will always have to consider 

Gibbs’ basic postulate as well as all chemical or colloid-chemical fac¬ 

tors involved. It therefore seems highly improbable that all the 

paradox phenomena can be explained by one and the same formula. 

IX. Critical Considerations 

Dyestuff Solutions. The results obtained by Gibby and Addison 

(10) on the adsorption of a number of dyestuffs at interfaces may be 

satisfactorily explained by applying a reasoning similar to that of 

Hauser and Grossman (13). It seems perfectly conceivable that by 

proper orientation of the dyestuff molecules which are known to have 

complex dipolar properties, a lowering of surface tension can occur 

without the necessity of positive adsorption. The authors them- 
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selves must have fully realized when they made the following state¬ 
ment that some further information will be necessary before their 
results can be brought into line with Gibbs’ equation. “It seems 
clear, therefore, that the difference between the observ^ed and the 
calculated values of U cannot be due to lack of data for activities of 
solutes. Hence no further useful purpose can be served by endeavor¬ 
ing to apply Gibbs' equation in the absence of further information as 
to the influence of the electrical and other factors expressly excluded 
in its derivation,” 

Fatty Acid Solutions. Gilbert’s (11) results on the surface tension 
of fatty acids in aliphatic and aromatic hydrocarbons also seem to find 
a satisfactory answer by the hypothesis discussed above. 

The results of Swearingen and Hauser (30) on the changes of surface 
tension with time of a-amino-n-fatty acids may be explained in the 
following way. The maxima and minima, occurring in the aging 
curves of some of the isoelectric amino-acid solutions, offer rather 
striking evidence of the difficulty with which equilibrium is reached 
between surface 'and bulk phases in systems which are capable of 
antagonistic action. These maxima and minima must involve dipolar 
action as well as interionic attraction, since interionic attraction alone 
cannot account for the changes from negative to positive solute ad¬ 
sorption, The dipolar molecules of the solvent and the dipolar ions of 
the solute tend to oppose each other in their attempt to stabilize the 
system. Lenard (19) and Frumkin (8) have shown the surface layer 
of an air-water interface to be negatively charged, with the positive 
charge at a lower depth within the liquid phase. This electrical dou¬ 
ble layer at the surface layer will operate to cause the negative part of 
the dipolar ion to orientate in the vicinity of the positive side of the 
electrical double layer, with the positive part of the dipolar ion 
directed into the bulk of the solution. In the initial stages of the ag¬ 
in^' process for the first three acids, water preferentially enters the 
surface layer, with the resultant increase in boundary tension. The 
migration of water from the bulk of the solution into the surface layer 
can be due to a combination of the “squeezing out effect” produced 
by the stronger electric field of the dipolar ions, and the smaller mobil¬ 
ity of the dipolar ions in the vicinity of the surface layer, due to 
directed orientation of these dipolar ions by the surface electrical 
double layer. 

After a short time interval, this resultant accumulation of water 
molecules in the surface layer and dipolar ions in the bulk phase be- 
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low the surface layer establishes a considerable concentration gradient 

between these two phases, with the result that some of the dipolar ions 

beneath the surface are forced to swing their positively charged hydro¬ 

carbon end up into the surface layer with an attendant drop in surface 

tension. This alternate, forced migration of water molecules and 

dipolar ions into the surface is thought to be responsible for the max¬ 

ima and minima, where they occur in the aging curves of the isoelec¬ 

tric acid solutions for the first three acids of the series. With the 

a-amino-n-butyric acid, the lengthened hydrocarbon chain has in¬ 

creased the hydrophobic character of the dipolar ion to such a magni¬ 

tude that this effect largely predominates over the dipole and inter¬ 

ionic effects, so that there is an immediate positive solute adsorption, 

with only slight irregularities in the aging curves. These irregulari¬ 

ties are even less pronounced in the case of a-amino-n-valeric acid. 

McBain (24) has offered an explanation for the occurrence of very 

pronounced minima in the surface tension-concentration curves for 

soap solutions. His explanation has been previously cited. Appar¬ 

ently in soap solutions a curve of type 3 (Fig. 5) could also be ex¬ 

plained by the well-known fact that soaps are concentration-variable 

colloids. Thus, in extreme dilutions the migration of the soap mole¬ 

cules into the surface will be considerably easier than at higher con¬ 

centrations, where the micelle has attained an appreciable size. 

Since the “molecule” is capillary-active in both cases, a reduction in 

surface tension occurs in accordance with Gibbs’ equation. The so- 

called paradox again proves to be a matter not of principle but of 

degree. 

Jones-Ray Effect, Let us now consider the Jones and Ray (15) 

effect. The minute decrease in surface tension which was observed 

(less than 0.02%) may account for the fact that other research workers 

have not always been able to reproduce the effect. Although this 

phenomenon certainly does not affect the validity of Gibbs’ theorem, 

since the trend of the surface tension-concentration relationship is not 

involved, it nevertheless deserves attention. Langmuir (16) has 

suggested an explanation of the phenomenon. He assumes that the 

capillary, if filled with pure water, carries an adsorbed film of water, 

thus decreasing its effective diameter. Therefore, the liquid will rise 

to a greater height than that which would correspond to the diameter 

of the capillary as measured. In the presence of electrolytes the 

potential of the capillary and, therefore, the film thickness decrease, 

increasing the effective diameter of the capillary^ This in turn results 
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ill an apparent decrease in surface tension. The rise in surface tension 

occurring at a higher concentration of electrolyte can then be ex¬ 

plained in the customary way. As a possible check for this theory 

Langmuir suggests the addition of thorium nitrate in a concentration 

of 10*"® M as this should bring the f-potential of the glass to about 

zero. 

The explanation offered by Langmuir is certainly worth very care¬ 

ful consideration. The fact that different glasses exhibit different f- 

potentials if placed in identical environments, i. e., adsorb water 

films of different thickness, may explain some of the previously men¬ 

tioned discrepancies. Further work is necessary, however, to settle 

definitely the question whether Langmuir’s explanation is acceptable. 

It is known that the f-potential of glass in an electrolyte solution and 

its changes with concentration depend to a large extent on the type of 

ions present. In the case of uni-univalent electrolytes Freundlich 

and Ettisch (7) havl shown an increase in the f-potential up to con¬ 

centrations between 10*"^ and 10~® Af, followed by a decrease. There¬ 

fore, there must be an increase in film thickness at first before the 

phenomenon on which Langmuir bases his reasoning can occur. 

Consequently, it can be expected that the surface tension of electro¬ 

lyte solutions of lower molarity than those investigated by Jones and 

Ray should give apparently higher values than the particular con¬ 

centrations of electrolyte investigated by them. 

Two zero values for the ^-potential must be considered in the case of 

thorium salts. The first one occurs approximately at 10"*^ Af, the 

second one at about 10”^ Af. At a concentration of 10*"® M, a maxi¬ 

mum possible f-potential occurs, according to the data of Freundlich 

and Ettisch (7). Langmuir’s criticism of the Jones and Ray effect 

has demonstrated the importance which film thicknesses can attain 

in regard to surface tension measurements in narrow capillaries. As 

a consequence thereof it is necessary that the type of glass used or 

the changes of its f-potential versus concentration of electrolyte be 

defined. In the light of the above and in accordance with known col¬ 

loid phenomena it certainly is not advisable to generalize. 

Since the rise in surface tension occurring at higher electrolyte con¬ 

centration is a linear function—according to the data of Jones and 

Ray (15)—it should be possible to extrapolate this curve to zero elec¬ 

trolyte concentration and to evaluate from it the theoretically correct 

surface tension of water. Also, using Langmuir’s equation (16) as 

developed in his criticism of the Jones and Ray effect, the actual thick- 
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ness of the water film adsorbed on the capillary at zero concentration 

of electrolyte could be evaluated. 

The Jones and Ray effect can also be explained on the following 

basis: It is known that a liquid will show the highest surface tension 

when its surface molecules are oriented in such a way that their 

strongest force fields are directed toward the bulk of the liquid (1). 

Upon the addition of small amounts of foreign ions the orientation of 

this surface layer is bound to be interrupted (independently of the 

presence of capillary active or inactive molecules). Theoretically 

this must result in a small reduction of the surface tension. With 

increasing concentration of capillary-inactive electrolyte this effect is 

increasingly overshadowed by the strong attraction forces producing 

an increase in surface tension in accordance with Gibbs' theorem. 

The author has attempted to offer a critical survey of the much- 

debated “anomalies” of surface tension of solutions. He has referred 

only to some of the most outstanding cases and therefore does not 

claim this review to include all anomalies which so far have become 

known, nor does he claim the following bibliography to be complete. 

The contributions to the fundamentals of surface chemistry by men 

like Adam, Bartell, Harkins, Langmuir, McBain and many others 

have not been specifically referred to for the same reason. 
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A 
Acetic acids, adsorption of substituted, 

334 
Acids, fleet on latex creaming, 257 

organic, separation and analysis by 
Tisclius adsorption method, 91 

Activated complex, 193 
Adsorption of acid, conditions of prepa¬ 

ration of resins, 331 
Adsorption, analysis by Tiselius inter¬ 

ferometer method, 81, 97 
apparatus, 3, 4 
and capillary condensation, 20, 22 
chemical, 1, 34 
chromatographic, 81, 340 
Cohan’s equation, 20, 22 
of creaming agents by latex, 204 
Gibbs equation, 393 
heat, 8 
hysteresis, 19. 22 
Kelvin’s equation, 21, 22 
multilayer theory, 9, 15, 18, 19 
negative, 392 
negative of solute, 402 
particle size determination, 22, 23 
physical, 1, 2, 34 
positive, 392 
positive of solute, 402 
preferential, 344 

sulfate over chloride, 347 
salts by synthetic resins, 333 
sulfuric and hydrochloric acids by 

resins, 331 
surface, 392 
and surface area—summary, 33 

Adsorption isotherms, 340 
capacities, 342 
equation, 11 
resins, 336 
types, 10, 17 

Aging phenomena, amylose, 151 
starch, 162 

Agitation, effect on latex creaming, 255, 
260 ' 

Alanine, iso-electric solution, 405 
Alpha amino-«-butyric acid, surface 

activity, 405 
Alpha amino-«-fatty acids, surface ten¬ 

sion with time, 411 
Alpha amino-w-valeric acid, positive 

adsorption of solutions, 406 

Alumina floe, constitution, 231 
Alumina, precipitated, transformation, 

228 
Alumina gel, 228 -233 
Aluminum oxide gel in electron micro¬ 

scope. 385 
Aluminum sulfate, basic, 232 
Amine-aldehyde resins, adsorption of 

salts, aeids and bases by, 332 
Amino-acid solnlions, surface tension, 

• 405 
Amino acids, separation and analysis 

by Tiselius adsorption method, 93 
Amylases, action on starch, 170 
Amylopcctin, constitution and struc¬ 

ture, 157, 158 
definition and molecular weight, 145 
phosphorus content, 158 

Amylose, chemical properties, 150, 154 
constitution of, 152 
definition and molecular weight, 146 
isolation, 150 . 
retrogradation, 150 

Amylose esters and ethers, 154 
Anion-exchangc resins, 341 
Anion exchangers, 319 

adsorptive capacity, 340 
Anisotropy factor, optical, in streaming 

birefringence, 301 
Anomalous surface tensions, 111, 115, 

137 
Antimony film, thickness, 30)4 
Argon, thermodynamics, 186 
Arsenic Irisultide, color, 24t), 241 
Atoms, possibility of seeing, in electron 

microscope, 383 

B 

Base-cornbining capacity of a synthetic 
resin, influence of dipole monient 
of solvent, 332 

Base exchange. 105, 106, 115, lir> 
Basic resins, mechanism of acid adsorp¬ 

tion, 322 
Benzene derivatives, dicicciiic disper¬ 

sion, 222 
Benzoic acid, adsorptiem, hy acid-ebn- 

densed phenol-fonnaLiehyde resin, 
332 

Boundary tension, d( termination, 396 
Bragg reflection of electrons, 363 

427 
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Break-through capacity of adsorptive 
resin, 330, 339ff., 346 

“Bright field” image in electron micro¬ 
scope, 363 

Brownian motion, and latex creaming, 
265, m 

Brownian movement, rotary, 291 
Buffer-filter, 348 
Builders of soap, 115 

C 

Carbohydrates, separation and analysis 
by Tiselius adsorption method, 87 

Carbon in electron microscope, 372, 375 
Carbon number of detergent power, 110 
Carbonaceous exchanger, titration 

curves, 327 
Carbons, activated, use of. in Tiselius 

adsorption method, 89 
Casein, base-exchange capacity, 319 

(sodium salt), length of molecule 
from streaming birefringence, 310 

Catalysts in electron microscope, 385 
Cation exchange, “hydrogen cycle,” 

322 
resins, 332 
“sodium cycle,” 322 

Cation-exchangers, titration curves, 
329 

Cellulose, cation-cxchange capacity, 
319 

Cellulose derivatives, diffusion, 209 
osmotic pressure, 189 
swelling, 191 
viscosity, 203 

Cellulose fibers in electron microscope, 
385 

Centrifugation, effect on latex cream¬ 
ing, 255 

Chemical reactions in electron micro¬ 
scope, 385 

Choleic acid principle, 118, 120 
Chromatographic adsorption, 349 
Chromatography, Wilson's theory, 341 
Chromatogram, 343, 347 
Chromic oxide, 234, 235 
Clay minerals in electron microscope, 

362, 385 
Cluster formation, effect on latex 

creaming, 251, 202 
Coacervation, 116 
Collodion films, in electron microscopy, 

364, 371 
Colloidal electrolytes, 104, 124 
Columbia, 236 
Compensators, for measurement of 

double refraction, 280 
Compressible fluids, flow equation, 48 
Concentration, effect on viscosity, 202 
Conductance, model for, 195 

Copper ferrocyanides, constitution, 
241-243 

Copper sulfide, constitution, 238-240 
Creaming agents for latex, 248 
Creaming curve of latex, 249 
Creaming, effect of creaming agent, 253 

industrial application to latex, 248 
Creaming of latex, 247-268 
Creaming mechanism of latex, 250, 

252, 263, 265 
C^oss sections of atoms for electrons, 

' 364 
Cylinder apparatus, concentric, for 

measurement of streaming bire¬ 
fringence, 277-279 

D 
Darcy's law, 39 
“Dark field” image in electron micro¬ 

scope, 363 
De Broglie wave length, 354 
Deformation theory of streaming bire¬ 

fringence, 305, 306 
Dehydration, isobaric, 228, 233, 234, 

237 
isothermal, 228, 235, 236, 242, 243 

Dehydration isotherms, for hydrous 
ferric oxide, 235, 236 

for iron-cyanides, 242, 243 
Depolarization of scattered light, 302 
Depth of focus in microscopy, 359, 367 
Detergency, 99, 103, 105, 114 
Detergent equation, 102, 106, 115 
Detergent power, measurement or indi¬ 

cation, 109, 110 
Detergents, classes, 100, 103 

comparative data, 128, 130-133 
in non-aqueous solvents, 100 

Dextrins, formation by enzymes, 171 
Dielectric constant dispersion meas¬ 

urements, used for determining 
relaxation times, 311 

Dielectric dispersion, 213, 215, 220 
of polymer solutions, 219 

Diffraction, electron, 228,230, 234-236, 
244, 363 

x-ray, 228-245 
Diffusion, concentration effect, 207 
Diffusion constant, rotary, defined, 291 
Diffusion of macromolecules, 209 
Diffusion, model, 195 
Diffusion of simple liquids, 207 
Dinitro-benzene solutions, surface ten¬ 

sion, 407 
Dipole moment of the solvent, in¬ 

fluence on base-combining capac¬ 
ity of synthetic resin, 332 

Double refraction in flowing liquids, 
theory and measurement, 272, 
279-2a3, 299-301 
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Dye, diffusion of solubilized, 136 
Dye numbers, 110 
Dyestuffs, adsorption, 395, 410 
Dynamo-optic constant, defined, 282 

E 
Edestin in electron microscope, 383 
Elastic scattering of electrons, 365 
Electric charge, and reversible floccula¬ 

tion of latex, 266 
Electrical double layer, submerged, 402 
Electrical field, effect on latex cream-' 

ing, 255 
Electrodecantation, application to 

starch, 146, 149 
Electrokinetic potential, relation to 

latex creaming, 261 
Electrolyte solutions, surface tension, 

406 
Electroly*tes, effect on latex creaming, 

258 
removal, from aqueous solutions of 

non-electrolytes, 349 
Electron beam, effect on specimen, 368 
Electron diffraction, 228, 230, 234-236, 

244 
patterns of 7-AIOOH, 230 

Electron image, related to thickness 
and density of object, 363 

Electron lenses, 357, 358 
Electron microscope, 24, 353, 355 
Electrons, diffraction, 362 

interaction with matter, 362 
Electrostatic lens for electrons* 357 
Ellipsoidal particles, motion under in¬ 

fluence of velocity gradient, 289, 
290 

Emulsification, spontaneous, 117 
Emulsifying power, 1(X), 101, 108, 109 
Emulsions, creaming, 247 
End-group determination in amylose, 

153, 154 
End-groups, in amylopectin, 158 

in amylose, 152 
in glycogen, 175 

Entropy of activation, 194 
of activation for dielectric relaxation, 

219 
of activation for viscosity, 200 
of fusion, 184 
of swelling, 191 

Enzymes, degradation of starch, 170 
hydrolysis of amylopectin, 159 

Exchange by synthetic resins, nature, 
321 

Exchange capacities of cation and anion 
exchangers, 338, 340, 342! 345 

Exchange equilibria, 324 
Exchange reactions, mechanism on syn¬ 

thetic resins, 323 

Exchange resins, industrial applica¬ 
tion, 339 

Exchange velocity of resins and com¬ 
mercial exchangers, 345 

Exchangers, humic, 318 
siliceous, 318 

Extinction angle, in birefringent liquid, 
272, 279, 282, 283, 293-295, 302- 
305, 308 

F 

Fatty acids, adsorption, 333, 334, 395 
surface tension of, in hydrocarbons, 

411 
Ferric oxide, hydrous, constitution, 

235, 236 
Ferricyanides, constitution, 241-245 
Ferrocyanides, constitution, 241-245 
Fibrinogen, length of molecule from 

streaming birefringence, 310 
Fixation of the opposite ion, 116 
Flocculation, reversible, 248, 251 
Flow, laminar, 38 

turbulent, 38 
viscous, 38 

Foam, 109, 110 
Free energy of activation, 194 

for dielectric relaxation, 217 
for viscosity, 196 

Freundlich adsorption isotherm, 323, 
324. 332, 333, 337, 342 

"Friction factor," as used in flow corre¬ 
lation, 40 

G 

Gallia, 233 
Gas constant, 394 
Gas corrections for deviations from 

perfect gas, 4 
Gelatin, freed of all dissolved salts, 349 
Gels, constitittion of inorganic, 227-246 
Gibbs adsorption equation, 393, 394, 

395, 411, 412 
Gibbs theorem, 402, 403, 409, 410 
Glass, zeta-potential, 413 
Globulin, serum, streaming birefrin¬ 

gence, 305 
Glucosidase, action on starch, 174 
Glycine, iso-electric solution, 405 
Glycogen, comparison with starch, 175 

in electron microscope, 381 
molecular weight, 164 
occurrence and constitution, 175 

Glycogen-iodine, 179 
Gold colloids in electron microscope, 

377 
Gold number of detergent power, 109 

H 

Hagen-Poiseuille law, 39 
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Heat of activation, UH 
fot dielectric relaxation, 219 
for diffusion, 207 
for viscosity, 197, 199 

Heraocyanin in electron microscope, 
383 

Heraocyanin (Helix), length of mole¬ 
cule from streaming birefringence, 
310 

Hevea rubber latex, surface tension, 
3,95 

Holes in liquids, importance for vis¬ 
cosity, 197 

and melting, 184 
size, 198 

Hydrocarbons, surface tension, 190 
viscosity, 199 

Hydrogen exchanger, 325, 326 
Hydrolysis, of amylopectin by en¬ 

zymes, 159, 161 
of glycogen by enzymes, 175 
of methylated amylose, 154 
of starch by bacillus macerans, 174 

by enzymes, 171 
Hydrosol systems, constitution, 228 
Hydrotropy, 118-120 
Hydrous oxide gels, 228 -238 
Hydroxyl-exchangers, 323 

I 

Imaginary dielectric constant, 216 
Inelastic scattering of electrons, 365 
Inorganic gels, constitution, 227-246 
Inorganic salt solutions, surface ten¬ 

sion^ 395 
Interiomc forces, relation to liquid crys¬ 

tal formation in tobacco mosaic 
virus, 313 

Iodine complexes of amyloses, 178 
Ion exchange, 115, 116, 119, 344 
Ion-exchange resins, types, 318 

use for recovery of electrolytes, 349 
Ion-exchanger acid, apparent dissocia¬ 

tion constants, 325 
Ion exchangers, wool, 318, 319 
Ions, buffering capacity, 326 
Iron-cyanides, gels, 241-245 
Isobaric dehydration, 228,233, 234,237 
Isocline of the optical axis in a flowing 

liquid, 271 
Isothermic dehydration, 228, 235, 236, 

242, 243 

j 
Jones-Ray effect, capillary potential, 

412 

K 
Kaolinite in electron microscope, 385 

Kelvin equation and capillary conden¬ 
sation, 21, 22 

Konnyaku meal, creaming agent, 248 

L 

Lamellar micelles, 118, 123-127 
Laminar flow in liquids, conditions, 273 
Langmuir type adsorption isotherm, 14, 

31, 35 
Latex, creaming, 247ff. 
Launderometer, 110 
Light microscope, 354 
Limit of resolution as related to shapes 

of projected images, 3()0, 379 
Lippman crystals in electron micro¬ 

scope, 387 
Liquid crystal formation, 313, 314 
Liquids, flow between coaxial cylinders, 

272 
London-v. d. Waals forces, and revers¬ 

ible flocculation, 265 
and thixotropy, 265 

M 

Magnesium oxide crystals in electron 
microscope, 370 

Magnetic lens for electrons, 357 
Maxwell constant, defined, 282 
Maxwell effect. 209 
Mechanical similarity, law, 39 
Melting point of homologous series, 187 
Membranes, passage of solubilized ma¬ 

terial, 133, 136 
Metal film, thickness, 364 
Metaphenylene diamine-form aldehyde 

resin, adsorption of acids by, 322 
Metaphenylene diamine resin, acids 

bound by, 334, 338 
Methyl methacrylate polymers, stream¬ 

ing birefringence in, 309 
Methylation of amylose, 154 
Microscope, light, 354 

limit of reduction, 353 
ultraviolet, 354 

Mixtures, viscosity, 198, 201 
Molecular cross-sectional areas, 6, 8, 26 
Molecular scattering of electrons, 365 
Molecular weight, and viscosity of 

starch components, 165 
of amylopectin, 145 
of amylose, 145 
effect on viscosity, 202 
of glycogen, 164 

Molecular weights with electron micro¬ 
scope, 380 

Mounting specimen for study in elec¬ 
tron microscope, 369 

Myosin, extinction angle in solutions, 
285 



SUBJECT INDEX 431 

length of molecule from streaming 
birefringence, 310 

Myosin solutions, viscosity and stream¬ 
ing birefringence, 288, 312 

N 

Neodymium oxides and hydroxides, 
constitution, 234 

Nitrobenzene in benzene, surface ten¬ 
sion vs. concentration, 408 

Nitrocelluloses, lengths of molecules 
from streaming birefringence, 308 

rotary diffusion constants, 308 
Non-ionic solutions, surface tension, 

407 

O 
Organic compounds, surface tension- 

concentration curves in non-polar 
neutral solvents, 395 

Orientation, effect for particles, 46 
flow, 207 

Orientation distribution function, for 
molecules in a flowing liquid, 292 

Orientation factor, in streaming bire¬ 
fringence, 301 

Osmotic pressure, amylopcctin and de¬ 
rivatives, 158 

amylose, 152 
polymers, 188 
starch esters and ethers, 164 

P 
Palladium on asbestos in electron 

microscope, 385 
Particle count method of determining 

particle .size, 375 
Particle size determination, 

by adsorption from solution, 23 
by adsorption isotherm for gases, 23, 

26 
by electron microscope, 23, 24 
by microscopic count, 23 
by permeability method, 23 
by ultramicroscopic count, 23, 25 

Partition function for liquids, 185 
Pectin, length of molecule from stream¬ 

ing birefringence, 310 
Pendent drop method, 397, 403, 404 
Penetration as a function of electronic 

energy, 366 
Peptides, separation and analysis by 

Tisdius adsorption method, 93 
Permeability of a medium, 42 
Phenol-aldehyde resins, adsorption of 

salts, acids and bases, 332 
pH-neutralization curves, 328 
Phosphorylase, action on starch, 174 

degradation and synthesis of glyco¬ 
gen, 175 

Photo chemical reactions studied in 
electron microscope, 385 

Photographic processes studied in elec¬ 
tron microscope, 385 

Pigment particles in electron micro¬ 
scope, 385 

Plane of inflection of surface tension, 
399 

Polydisperse system, streaming bire¬ 
fringence, 302-305 

Polystyrene, osmotic pressure, 189 
sedimentation velocity, 211 
streaming birefringence and molecu¬ 

lar structure, 283, 286, 287. 302, 
307, 309 

viscosity, 203 
Polyvinyl chloride, dielectric dispersion 

of plasticized, 222 
Porosity of a medium, 45 
Powders, mounting, in electron micro¬ 

scope, 372 
Praseodymium oxides and hydroxides, 

constitution, 234 
Pre-coagulation, effect on latex cream¬ 

ing, 255 
Pressure effect on viscosity, 198 
Promoters, in ammonia catalysis, 27,28 

distribution on catalyst, 28 
Protective action, 101, 105, 106 
Proteins, rotary diffusion constants 

and molecular lengths from stream¬ 
ing birefringence, 310 

Prussian blue, constitution, 243-245 

Q 
Quenching of polyamides, 187 

R 
Rare earths, constitution, 233, 2')4 
Reaction weights, theory, 192 
Regenerant ratio of synthetic-resin ion 

exchanger, 339, 345 
Relaxation time, dielectric, of large 

molecules, 213, 217 
relation to streaming b/refringence, 

295-299, 311 
Replica techniques for itudy of sur¬ 

faces in electron microscope, 374 
Residual dextrins, formation, 160 

hydrolysis by enzyn:es, 160 
Resin, alkylene polysmine, acid-bind¬ 

ing capacity of, ^^5 
amine-formaldeh^dc, 317 ^ 
base-combining (apacity, 328 
base exchange, >17 
based upon tarains, 344 
basic, mechaniim of acid adsorption, 

322, 334 
cation exchaage^ 320 
discovery o^* 317 
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glyptal type, 320 
ion exchange, 317, 318 
phenol-formaldehyde, 317 
rosin-maleic anhydride type, 320 
synthetic, acid properties, 319 

basic properties, 320 
chemical properties in static sys¬ 

tems, 330 
colloid-chemical characterization, 

330 
ion-exchangers, 317, 321, 329, 348 

titration curves, 320 
urea-formaldehyde type, 320 
vinyl type, 320 

Resolution in thick specimens in elec¬ 
tron microscope, 366 

Resolution limit of microscope, 353 
Resolving power of microscopes, 354 
Retardation volume, apparatus, 85 

relation to adsorption, 83 
Retrogradation, of amylase, 150 
Reynolds’ number, 39 
Rotary diflfusion constant, 291, 292, 

293-295, 296-299, 307 
Rotation in the solid state, 221 
Rubber cement in electron microscope, 

372 
Rubber latex, surface tension, 405 
Rubber, osmotic pressure, 189, 204 

solution of gases in synthetic, 191 
vapor pressure of solutions, 190 
viscosity, 203 ^ 

S 

Salt gels, 238-245 
Salts, complete removal by resin ex¬ 

changer process, 349 
Samarium oxide, constitution, 234 
Scandia, constitution, 233 
Scattered light, depolarization, 302 
Scattering of electrons by matter, 363, 

365 
Schardinger dextrins, 174 
Schlieren, application to adsorption 

analysis, 82 
Sedimentation, 107, 108 

emulsions, 247 
equation for velocity, 210 
model, 195 
rotor speed, 212 

Sedimentation volume, and electric 
charge, 261 

and electrolyte concentration, 264 
Segment model, and melting, 187 

and osmotic pressure, 188 
and sedimentation, 212 
and surface tension, 190 
and swelling, 191 
and vapor pressure, 190 
and viscosity, 199 

of long molecules and viscosity, 186 
Scrum globulin, streaming birefrin¬ 

gence in, 305 
Shape factors, 33, 42 
Shape of ellipsoidal particles, 295-299 
Shape of projected images, related to 

limit of resolution, 360, 379 
Shape in three dimensions, determina¬ 

tion in electron microscope, 361 
Silica gel, constitution, 236 

in electron microscope, 385 
Silver bromide in electron microscope, 

385 
Size distribution of colloidal particles in 

electron microscope, 376, 378, 380 
Smallest particles seen in electron 

microscope, 383 
Smokes, mounting in electron micro¬ 

scope, 370 
Soap, concentration variable colloids, 

412 
effect on latex creaming, 257 
electrolytic dissociation, 403 
in electron microscope, 385 
surface tension, 395, 402, 404, 412 

Sodium laurate curd in electron micro¬ 
scope, 385 

Sodium laurate fibers, thickness, 364 
Sodium oleate in water, interfacial 

tension against mineral oil, 404 
Sodium oleate, surface tension, 404 
Sodium stearate, surface tension, 404 
Solubility, of starch, effect of molecu¬ 

lar weight and crystal size, 151 
Solubilization, 105, 106, 115, 116-136 

in non-aqueous solvents, 137 
of dye, 110, 128, 136 
of hydrocarbon vapors, 117, 128 
ultramicroscopic particles in, 133 

Solution in detergent micelles, 118,123 
Solvent, contrast between detergent 

and, 119 
detergents in non-aqneous, 136 
for starch, 149 

Solvent effect on viscosity, 204 
Sorption by detergents, 118, 121, 122 

of detergent by dirt and by fabric, 
102, 105 

by glass, 116 
Soybean protein-formaldehyde conden¬ 

sates, 334 
Specific surface, definition, 46 
Specific surface of textile fibers, 67 
Spherical micelles, 122, 123 
Splitting, neutral salts, 323 
Starch, anion exchangers, 319 

chemical constitution and physical 
properties, 143 

degradation by acids, alkalies and 
oxygen, 147 
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derivatives, 319 
effect of hot water, 147 

Starch grains and structure, 166 
Starch, separation of components, 146 

solvents for, 149 
swelling, 167 
synthesis by phosphorylase, 174 
transitory, 144 

Starch-iodine, 177 
Starch paste, 166 
Stereoscopic pictures in electron micro¬ 

scope, 361 
Stokes’ law and emulsion creaming. 250 
Streaming birefringence, arising from 

deformation of molecules, 305, 306 
effect of turbulent flow, 276 
historical development, 270 
influence of solvent on sign and mag¬ 

nitude, 299-302 
in liquids flowing through tubes, 281 
in poly disperse systems, 302-305 
optical system for study, 276 
qualitative methods of observation, 

282 
Sulfonic acids, surface tension, 402 
Sulfur, viscosity of liquid, 200 
Surface adsorption in solutions, 392 
Surface area or S. A., 71 
Surface area measurements, absor- 

bates, 2, 4, 5, 6, 7, 12, 13, 14, 17, 
18, 19, 23, 25, 26, 27, 28, 31, 32, 
33, 34 

absorbents, 1, 2, 5, 9, 13, 14, 16, 17, 
18. 19, 20, 22, 23, 24, 25, 26, 28. 
29, 30. 31, 32, 33, 34, 35 

Surface chemistry, 393 
Surface composition, changes with 

time, 396 
Surface concentration, 392 
Surface, depth, 124, 127 
Surface free energy, 392 
Surface, fundamental properties, 392 
Surface layer, 393 
Surface per unit mass, definition, 64 
Surface, study in electron microscope, 

374 
Surface tension, 110-114, 137, 392, 

394, 403 
changes, 393 
determination by pendent drop 

method, 397 
effect of concentration, 402 
Gibbs’ equation, 113 
measurement, 396 
minima, 113, 402, 405 
of sodium oleate solutions, change 

with age, 401 
of solution, anomalous behavior, 391, 

393, 394, 395 
vs, concentration curves, 402 

Surface, weighted average particle 
diameter, 64 

vSuspending action, 105, 107, 108 
Suspensions, mounting, in electron 

microscope, 371 
Swelling, heat of, for starch, 169 
Swelling of polymers, 191 

of starch, 167 
Synthetic-resin, ion exchangers, appli¬ 

cations, 348 
methods pf examination, 329 

Synthetic resins, adsorption of ions in 
dynamic systems, 344 

chemical properties, 330, 339 
colloid-chemical characterization, 330 
exchange capacity in "sodium cycle,” 

338 
laboratory evaluation, 339 
mechanism of exchange phenomenon, 

323, 333 

T 
Tannins, 319 
Tannins—formaldehyde, base-exchange 

properties, 319 
Tantala, constitution, 236 
Temperature, effect on latex creaming, 

255 
effect on viscosity, 205 

Thermodynamics of large molecules, 186 
of simple liquids, 184 

Thixotropy, of latex cream, 265 
and London-v. d. Waals forces, 265 

Thoria, constitution, 237, 238 
Thymonucleic acid (sodium salt), 

streaming birefringence, 304, 305, 
310, 312, 313 

Time, effect on latex creaming, 254 
Titania, modifications, 237 
Tobacco mosaic virus, in electron micro¬ 

scope, 378 
streaming birefringence, 302, 310, 

311,313 
x-ray diffraction studies in, 313 

Turbulent flow, effect upon streaming 
birefringence, 273, 276 

Turnbull's blue. 243-245 

U 

Ultracentrifuge, molecular weight of 
starch, 163 

Ultra-filters in electron microscope, 
385 

Ultrasonics, effect on latex creaming, 
255 

Ultraviolet microscope, 354 

V 
. Vanadium pentoxide gel in electron 

microscope, 385 
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Velocity gradient, effect on motion of 
ellipsoidal particles, 274, 289, 290 

effect on viscosity, 20r> 
Viscosity, and molecular weight of 

starch components, 1()5 
effect on latex creaming, 254 
intrinsic, definition, 28t> 
of long molecules, 199 
model, 195 
of polymer solutions, 200 
relation to molecular weight of starch 

and starch derivatives, 147 
specific, relation to molecular weight, 

307 
‘"structural,” relation to streaming 

birefringence, 288 
Von Weirnarn’s precipitation rule, 231 

W 
Water, “decationized,” 349 

desalting, 339 
Water purification, constitution of 

alumina floe, 231 
Water softening, 339, 349 

Wetting and charge of surface, 100 
Wetting power, of detergents, 101, 103 

X 
X-ray determination of crystal habit 

of colloidal carbon, 377 
X-ray diffraction, 228-245 
X-ray diffraction patterns, of oxides 

and hydroxides, 229, 232-234 
of salt gels, 238-244 
of ferrocyanide gels, 242-245 

X-ray evidence for lamellar micelles, 
118, 123-127 

X-ray structure of starch, 166 

Y 
Yttria, constitution, 233 

Z 
Zeolites, carbonaceous, 318 
Zinc oxide crystals in electron micro¬ 

scope, 36l 
Zirconia, constitution, 237, 238 
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