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## PREFACE

This book is the outgrowth of a course of lectures entitled "Advanced Inorganic Chemistry," which I gave for a number of years at Harvard University. The contents, however, bear little resemblance to those of the traditional works on inorganic chemistry; the object is, rather, to see what light can be thrown on typical phenomena in this field by the modern theory of the atom. In attempting a development of this point of view, the book has become essentially a discussion of the chemical bond as exemplified in inorganic compounds.

Since the book has been written primarily for students of chemistry, and since it has been anticipated that its principal use, at least in classes, will be by students of about the level of the first year of graduate work, its scope and character have been determined with the needs of such students in mind. A student who has had a good course in physical chemistry may be supposed to have a reasonably good knowledge of the properties of matter in bulk. On the other hand, it has been my experience that he is likely to have but a very superficial acquaintance with the properties of individual atoms. This is certainly less true today than it was a few years ago, but it is still a sufficiently good generalization to justify including a discussion of atomic theory. Such a discussion occupies about the first third of the text. It starts with a brief account of the development of the atomic theory in chemistry, and continues with the contribution of physics in uncovering the more detailed structure of matter. Carrying these considerations on through the more modern aspects of atomic theory, including the wave theory of matter and quantization, I have introduced applications to the hydrogen atom, the properties of the elements in general, and the nature of chemical binding. In this way the ground is broken for the more detailed applications of the later chapters.

This introductory material is presented in an elementary manner. In particular, I have made an effort to present the ideas lying behind the wave mechanical theories of covalent binding
without giving all the mathematical detail. The treatment is based upon the fact that it is not necessary to consider the wave equation in order to study the wave phenomena associated with particles of constant velocity; thus the fundamental concepts can be elucidated, and applications to cases where the velocity of the particle is not constant can be looked upon as extensions of the theory, for which not all details need be given. The old quantum theory has been considered to be an approximation to the wave mechanics and has been applied where permissible.

The phenomena of inorganic chemistry are extremely complicated and involve such a variety of factors that any attempt at a complete wave mechanical analysis, without introduction of farreaching simplifications, appears hopeless at the present time. Yet for the unraveling of the factors involved and the elucidation and classification of the phenomena in a more general manner, the semiquantitative method outlined in the first part of the book often yields surprisingly adequate results. It is not to be denied, of course, that anyone desiring to become an investigator in this field will wish to make a more thorough study of wave mechanics. It is hoped, however, that such a student will find a helpful approach to this more detailed study in the first part of the book, and that he will gain from it a knowledge of some of the physical implications, which may well precede the mastery of the mathematical details. For many students of chemistry, who do not have a mathematical turn of mind and who intend to specialize in other branches, the treatment given in the first part of the present volume may well be all that is required.

In writing the book I have tried to adhere as strictly as possible to topics that are directly concerned with the clarification of the nature of chemical binding. For example, I have frecly used the results of crystallography but have limited discussion of the actual methods to a bare outline, only sufficient to indicate the general ideas involved. In cases of this kind references are given in which the details of the subject may be pursued further.

Similarly, little has been said about the actual measurement of spectral lines beyond indicating that that is the method by which energy levels are determined. And I have not stressed the details of atomic structure, which are of particular interest in spectros-
copy. Such topics as the coupling of spin and orbital angular momentum, for example, are adequately treated in other works, and for the purpose of this book it was not necessary to lay much stress on the interaction of the electrons within an atom.

In discussing the chemical bond, I have generally made use of the concept of the localized bond rather than the molecular orbital. I fully realize the value of the latter method, but the localized-bond concept seems to lend itself more readily to an elementary treatment. Since the chemist is most interested in the lowest state of a molecule, no attempt has been made to treat the excited energy levels in any detail.

Phenomena that depend primarily upon rates of reaction, rather than upon the state attained in equilibrium, have also been excluded. Since the state of systems in equilibrium is our primary concern, great stress has been laid on the calculation of the energies of various systems under various conditions. In the last chapter, which deals with aqueous solutions, entropies also have been considcred. However, in the earlier chapters calculation of entropies seemed less important, and it was felt to be advantageous to keep the book as elementary as possible by cxcluding detailed applications of the second law of thermodynamics. The emphasis was, therefore, laid on the energy relationships.

Within the self-imposed limitations outlined above, it has still been possible to discuss and correlate a considerable mass of material that is of interest to the inorganic chemist. Of course, no exhaustive treatment of the vast body of known facts could be attempted. I have tried to select typical applications with the aim of giving the student a "feeling" for the phenomena of inorganic chemistry that will make it possible for him to correlate other facts as these facts appear. Nevertheless, a considerable amount of material has been brought together in the last chapters and treated in a manner more or less novel, at least as far as the textbook literature is concerned. It is my hope that this latter part of the book will have some appeal to research workers, as well as to the students who seek an introduction to the field. In general, the more recent references have been given, since from these the earlier literature may be traced; the references are not designed to give a historical perspective. Even with a list confined to the more recent papers, it would be impractical to attempt
to make it exhaustive, and I am well aware that many important references have been omitted; the fact that some particular piece of work has not been mentioned is not to be construed as meaning that it is not significant.

It is my pleasure to express my gratitude to many who have at one time or another been of assistance in the preparation of the text. In the early stages I received much help and encouragement from Dr. Victor Guillemin, Jr., who read and criticized all the carlier chapters. These chapters were also the subject of extremely helpful comments of Professor A. E. Ruark. Professor K. Fajans gave frecly of his time and effort, and a number of the later chapters owe much to his friendly criticism. Several portions were painstakingly read and criticized by Professor Hertha Sponer, and a rather lengthy chapter was the subject of detailed comments by Professor Joseph E. Mayer. Colleagues who were kind enough to read special sections of the book and communicate with me on special topics are Professors J. C. Bailar, Jr., A. B. Burg, E. D. Lastman, C. J. Gorter, Ralph Halford, David Harker, W. M. Latimer, Edward Mack, Jr., A. R. Olsen, Linus Pauling, G. K. Rollefson, W. C. Root, W. H. Zachariasen, and others. Mr. W. L. Haden, Jr., assisted in the preparation of Fig. 91, and Mr. C. V. Cannon assisted in the proofreading.

I am indebted to a number of authors and publishers for permission to use cuts and quotations. Sources of these are acknowledged at the appropriate places in the text.

I should not close without mention of my former teachers and colleagues at the University of California and the California Institute of Technology. All of them through their influence on the early development of my ideas in the field of chemistry, and atomic chemistry in particular, are in some measure responsible for whatever merit this book may possess.

Finally, it is a pleasure to express gratitude for the aid rendered by my mother in the preparation of the manuscript. Without her encouragement and assistance, the completion of the book would scarcely have been possible.

O. K. Rice.

Chapel Hill, N. C.,
December, 1939.
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# ELECTRONIC STRUCTURE AND CHEMICAL BINDING 

## CHAPTER I

## DEVELOPMENT OF THE ATOMIC THEORY IN CHEMISTRY

1.1. Early Development of Chemistry.-It is the ideal of the theoretical physicist ultimately to explain all the facts of chemistry in terms of the properties of the electrons and positively charged nuclei of which all atoms are composed. Actually, of course, he is yet far from accomplishing this ideal, and historically the development of the subject has necessarily been from the empirical to the theoretical rather than the reverse; hypotheses have usually followed facts and have developed from the specific and special to the general and inclusive.
Thus the alchemists labored for many years to convert base metals into gold and, though failing in this attempt, laid a foundation of empirical facts upon which theoretical chemistry could build. They found that substances could be transformed in various and manifold ways, but that it was not possible, at least with the means at their command, to continue this process indefinitely and change any substance into any other. This led to the fundamental concept of chemistry, the notion of elementary substances. As early as the seventeenth century, it was stated by Jungius and by Boyle that there were certain elementary substances which could not be changed into each other and could not be further decomposed, and that all other substances were composed of combinations of these elements.
This concept was crystallized by Lavoisier, who showed, for example, in his classical experiment on the decomposition of HgO that one could account for all the material of the HgO in the products, Hg and $\mathrm{O}_{2}$, and that by proper treatment it was
possible to get the HgO back again from the products. The importance of this work of Lavoisier was due to his use of the weight of the material as the measure of its amount. He could thus show that within his experimental error (which was, to be sure, rather large) there was just as much substance in the products, Hg and $\mathrm{O}_{2}$, as in the original HgO from which the former were produced. It is thus passible to follow quantitatively the decomposition of a substance into two or more substances, all with different properties, such that the total weight of all the products is equal to the weight of the original substance; and finally it is possible to learn which substances cannot be decomposed and are thus elements. By the use of weight relationships, one can trace a reaction through in all its details, and can make sure that nothing is lost, and that no extraneous material (oxygen or other gases of the atmosphere, for example) becomes involved. By aid of his own and other work, Lavoisier was able to make a list of elementary substances which was reasonably accurate, considering the difficulties involved. This list was corrected and greatly added to during the first part of the last century.
1.2. Laws of Chemical Combination.-The truth of the first law of chemical combination, the law of definite proportions, was at least indicated by the work of Lavoisier. The establishment of the laws of multiple and reciprocal proportions followed early in the nineteenth century. Though these laws are well known to all chemists of the present day, a statement of them may not be out of place.

1. Law of definite proportions: The chemical elements combine always in a definite weight ratio when forming a given compound.
2. Law of multiple proportions: If an element A combines with an element $\mathbf{B}$ to form different compounds in which different weights, say $\alpha, \beta, \gamma, \ldots$, of $A$ are combined with unit weight of $B$, then $\alpha: \beta: \gamma: \ldots=a: b: c$. . ., where $a, b$, and $c$ are integers (usually small integers, at least in inorganic compounds).
3. Law of reciprocal proportions: Let $\alpha$ be the weight of $A$ and $\beta$ the weight of $B$ which combine with unit weight of $C$. Then the weight of $A$ which combines with a weight $\beta$ of $B$ will be either $\alpha$ or $\alpha(q / r)$, where $q$ and $r$ are integers (usually small integers).

These laws have been combined and stated as one in the following way by Muir: ${ }^{1}$

To every homogeneous substance can be assigned a certain number, expressing a definite mass of the substance, which may be called its combining weight, or its reacting weight; all chemical reactions between elements and compounds occur between masses of them which can be expressed by the numbers in question, or by whole multiples of these numbers.

Final proof of the exact and practically universal validity of these laws and of the fact that the combining weights of elements do not, in general, depend on the source or the method of preparation was given by Stas in a scries of memoirs published between 1840 and 1882. His conclusions have been somewhat modified in exceptional cases by the discovery of isotopes, but this does not change the essence of the ideas we wish to develop (see footnote 2).
1.3. The Atomic Theory.-The laws of chemical combination readily follow if it is assumed (1) that each element is composed of ultimate indivisible particles, atoms, all the atoms of a given element being exactly alike, and in particular having the same weight; ${ }^{2}$ (2) that in forming a compound a number (usually a small number) of atoms of various kinds combine in a definite way to form a molecule; and (3) that a compound consists of an aggregation of such molecules, the composition of all molecules of a given compound being exactly alike. The atomic hypothesis of the constitution of matter, however, did not wait for the discovery of the laws by which elements combine, for some of the

[^0]ancients held that matter was composed of atoms. Still, they can hardly be said to have formulated a true scientific theory; the modern atomic theory may be considered to date from the deduction by Dalton of the laws of chemical combination and his description of chemical compounds and reactions in terms of atoms.
1.4. The Determination of Atomic Weights.-If, now, the laws of chemical combination are established, and if we have a fairly good idea as to which substances are elements and which are compounds, a new problem at once presents itself. We wish to determine combining weights. And once the atomic theory is accepted in the form stated above, this resolves itself into a more special problem, the determination of atomic weights. This, of course, involves the determination not only of the relative weights of elements that will combine with each other, but of the chemical formulas of the compounds formed.

The pioneer in the determination of combining and atomic weights was Berzelius, who analyzed some two thousand substances in the course of his lifetime. These analyses were made with remarkable accuracy, considering the equipment which he had at hand, and the chief difficulty turned out to be the determination of the formulas of the compounds. Here, it was often necessary to make arbitrary assumptions. For cxample, if the formula $\mathrm{Cr}_{2} \mathrm{O}_{3}$ were chosen for chromous oxide, then the formula for chromic oxide would have to be $\mathrm{CrO}_{3}$; but since it is not possible to know how many atoms are in combination in a molecule, how might one be sure that chromous oxide ought not to have the formula $\mathrm{CrO}_{3}$ and chromic oxide, therefore, the formula Cr$)_{6}$ ? Berzelius frequently used what appeared to him to be the simplest set of formulas. This often gave him correct, sometimes incorrect, results. But without some other criterion, it is obvious that atomic weights determined by arbitrary assignment of chemical formulas might easily be in error by such a factor as 2 or 3.

There is a very useful physical principle which is of great service in the determination of atomic weights; it is, namely. Avogadro's law, which states that equal volumes of gas at standard conditions of temperature and pressure contain equal numbers of molecules, regardless of the nature of the gas. Berzelius, however, did not recognize the validity of this law; he assumed,
instead, what he considered to be simpler, that cqual volumes of elementary gases contained equal numbers of atoms and that a different and unknown law held for compound substances. Thus from the fact that two volumes of hydrogen combined with one of oxygen in the formation of water, he concluded that two atoms of hydrogen combined with one of oxygen, and he wrote

$$
2 \mathrm{H}+\mathrm{O} \rightarrow \mathrm{H}_{2} \mathrm{O}
$$

arriving at the correct formula for water, in spite of his incorrect premise. The fact that two volumes of water are formed from two of hydrogen and one of oxygen, he did not attempt to interpret. By this method, simply because so many of the elementary gases were diatomic, Berzelius arrived at the correct results for the formulas of many compounds. These results were then extended to other compounds by analogy. Thus if the formula for ammonia is $\mathrm{NH}_{3}$, the formula for the chemically similar phosphine would be assumed to be $\mathrm{PH}_{3}$.

Two kinds of physical analogy also played an important role in the carly determination of atomic weights. One of these is indicated by the law of Dulong and Petit. These workers found that for a great many elements the specific heat per gram atom per degree centigrade was approximately 6 cal.; there is now known to be a statistical mechanical basis for this law, ${ }^{1}$ but at first it was found empirically. It will be observed that it depended upon knowledge of the atomic weights of the elements investigated; otherwise, the amount of material constituting a gram atom would not be known. However, once it was established for a series of elements whose atomic weights were known, at least provisionally, it could be extrapolated, so to speak, to
${ }^{1}$ Modern developments have shown that Dulong and Petit's law is an asymptotic approximation, valid only at high temperatures (and then exactly true only in the absence of other complicating factors), and the limiting asymptotic value of the specific heat has been shown to be $3 R=$ 5.96 cal. per gram atom per deg. ( $R$ is the gas constant). (This is for constant volume, however, whereas usually specific heats are measired at constant pressure.) Low values of the specific heat, found for particular elements at room temperature, are due to the fact that room temperature is not a sufficiently high temperature for these substances, and raising the temperature brings an approach to the limiting high temperature value. For a more detailed account, the student is referred to Taylor, "A Treatise on Physical Chemistry," 2d ed., vol. 1, pp. 276ff., and vol. 2, pp. 1393ff., D. Van Nostrand Company, Inc., 1931.
other elements. It was then possible to say that the amount of any element which required six calories to heat it up one degree centigrade was one gram atom. Though it was never supposed that the law of Dulong and Petit would give an exact value for the specific heat per gram atom, the atomic weight could thus be roughly found, and then more exactly determined by analyses; since this law would almost always give results much closer than the factor of two or three which was in doubt in the determination of the atomic weight, this combination of methods was helpful in many cases.

Another type of physical analogy is expressed by Mitscherlich's law of isomorphy. Mitscherlich made a study of the properties, especially the crystalline form, of a series of analogous compounds of arsenic and phosphorus; he also investigated a number of groups of oxides and salts of analogous composition. This study led him to enunciate the following law:1 "Equal numbers of atoms, combined in the same manner, produce the same crystalline forms; identity of crystalline form is independent of the chemical nature of the atoms and is determined only by their number and relative positions." This law was applied in many cases to determine the formulas of unknown compounds from those whose formulas were believed to be known. Thus, Berzelius, having concluded that chromous oxide had the formula $\mathrm{Cr}_{2} \mathrm{O}_{3}$, noted that ferric oxide and aluminum oxide had the same crystal form, and therefore wrote $\mathrm{Fe}_{2} \mathrm{O}_{3}$ and $\mathrm{Al}_{2} \mathrm{O}_{3}$.

### 1.5. The Combining Volumes of Gases and Avogadro's Law.-

 We shall now return to a consideration of the combining volumes of gases and the proper use of Avogadro's law. Despite the pioneer work of Avogadro himself, of Gay-Lussac, and of Dumas, confusion hovered over this subject until the middle of the last century, when the difficulties were cleared up by the work of Laurent, of Gerhardt, and particularly of Cannizzaro, and Avogadro's law came to furnish the most, powerful method for the determination of the formulas of compounds.It is obvious that if Berzelius had interpreted the relation

> 2 volumes of hydrogen +1 volume of oxygen gives 2 volumes of water vapor

[^1]correctly, as
2 molecules of hydrogen +1 molecule of oxygen gives 2 molecules of water
he would have seen that, since 1 molecule of oxygen is used in forming 2 molecules of water, the oxygen molecule must be broken in two and hence it must contain an even number of atoms. The fact that in the study of many reactions the oxygen is never broken into four or more parts leads one to write the formula as $\mathrm{O}_{2}$.

In the same way, the formulas of other elementary gases may be found. If oxygen then is assigned the atomic weight 16 , it is possible by comparing the vapor densities to get the atomic weight of any other element whose formula in the vapor state is known. But the usefulness of the method does not stop here, for it is possible to find the molecular weights of compounds, and having done this it is possible to find, by chemical analysis, the weight of any given element combined in one mole ${ }^{1}$ of a certain compound. If, then, it should be possible to find a number of compounds of a single element, which can be obtained in the gaseous state, the smallest weight of that element which can occur in one mole would become known. This smallest weight will naturally be supposed to be the weight of one gram atom of this substance, i.e., the atomic weight.

Furthermore, if the atomic weights of a serics of elements have been found, it is possible to determine the smallest weight of another element that will combine with one gram atom of any one of the series of elements whose atomic weights are known. This smallest weight will be presumed to be the atomic weight of the new element. This method can of course be used, no matter how the series of known atomic weights is obtained, but is effective only if these atomic weights are rcally known.
1.6. The Periodic System.-By means of all the methods outlined above, it was finally possible to arrive at a reasonably reliable system of atomic weights. The final confirmation of these atomic weights came with Mendeleeff's discovery of the periodic law. This uncovering of the regularity of nature left little doubt that the system of atomic weights which led to it

[^2]was correct. The developments of modern physics provide a theoretical foundation for the periodic system, which will be discussed in later chapters, and which, of course, strengthens thr conviction that the table of atomic weights is correct. Furthermore, modern methods, such as the use of X rays in the study of crystals, have fully confirm:d the chemical formulas used by the pioncers in the determination of atomic weights.
1.7. Faraday's Law.-If two electrodes of the same metal dip into a solution of a salt of that metal, an electric current can be forced through the solution by means, say, of a battery applied between the two electrodes, as shown in Fig. 1. It is found that, in such an electrolysis, metal disappears from one electrode. (the anode) and goes into solution, while it is deposited from the


Frg. 1.-Electrolysis of a sitver solution. solution on the other electrode. These phenomena were studied by Faraday, and, translating his fundamental discovery into modern terminology, we may say that he found that for every gram atom of material deposited on, or dissolved from, an electrode in this manner a certain definite quantity of clectricity, i.c., 1 faraday ( $=9.650 \times 10^{4}$ coulombs) or a small integral multiple of a faraday, depending upon the material of the electrodes, passes through the circuit. This is explainable in terms of an atomic theory of electricity in much the same way that the laws of chemical combination are explainable in terms of an atomic theory of matter in general. It indicates that electricity can enter into combination with matter much as different kinds of matter enter into combination with each other.

Since all substances are electrically neutral, they must contain equal amounts of positive and negative electricity. But it is now known, of course, that positively or negatively charged ions can exist in solution, although the solution as a whole is neutral. Deposition of a positively charged ion on an electrode, for example, requires that it be furnished with one or more electrons, depending upon its charge. Thus a silver ion, $\mathrm{Ag}^{+}$, requires an
electron before it can be deposited as neutral metallic silver. These electrons are produced by some chemical process at another electrode (e.g., solution of some metal, in the battery which furnishes the current for the circuit) and travel through a wire to the place where they are needed, or, rather, the electrons produced by the chemical process exert a "push" down the wire which results in electrons already at the other end being released for the chemical process taking place there-there is no bodily transfer of the particular electrons, which take part in the reaction at the one electrode, to the other electrode, but only a displacement of electrons down the wire.

In the foregoing paragraph, we have outlined a rather highly developed theory. It did not, of course, spring into being all at once, but developed gradually, as the result of numerous experiments on the properties of clectrolytic solutions and the properties of electrically charged particles in gaseous discharges. We cannot go into all the ramifications of this development, but some of them will be touched on briefly in the next chapter, which deals with the properties of individual atoms and electrons and describes some of the methods by which these properties have been discovered.

## Exercises

1. Show in detail how the three laws of ehemical combination follow from Muir's statement, page 3.
2. Deduce the law of reciprocal proportions from the atomic theory.
3. Discuss the volume relations in some reaction which enables one to conclude that the chlorine molecule contains an even number of atoms.
4. 1 liter of a gaseous compound of a certain element at 1 atm. and $25^{\circ} \mathrm{C}$. contains 2.45 g . of the element. 1 liter of another gascous compound under the same conditions contains 1.47 g . of the element. On the basis of these data, assuming the perfect gas laws, what is the largest possible value of the atomic weight of the element? State another value of the atomic weight consistent with these data.

## CHAPTER II

## THE CONSTITUTION OF MATTER

According to the modern theory of the constitution of matter, each atom is composed of a positively charged nucleus, which has most of the mass of the atom and is surrounded by a number of electrons, there ordinarily being just enough electrons so that the positive charge of the nucleus is exactly neutralized. The chemical properties are determined by the behavior of the electrons, and depend to a great extent upon their number. The number of electrons is determined in turn by the positive charge of the nucleus, but the latter has only an indirect influenee on the chemical properties of the atom. (One of the chief aims of this book will be the correlation of chemical properties and electronic structure. The first step in carrying out this purpose is a description of the properties of the electron itself. This description will be given in the present chapter, and the most important experimental evidence, which leads to the extablishment of the most general features of the above-outlined theory of the constitution of matter, will be reviewed.
2.1. The nature of the electron was first learned from the experiments of J. J. Thomson and of Lenard on electric discharges through highly evacuated tubes ${ }^{1}$ (pressure less than $10^{-2}$ or $10^{-3} \mathrm{~mm}$.). Such a tube is illustrated in Fig. 2. C is the cathode, A is the anode, and B is a thick metal disk which is connected to ground. Both A and B have slits through them. D and E are plates across which an clectrical potential can be applied. If, now, a moderate potential is applied between C and A , a phosphorescent spot will appear at $p$, which is apparently due to something that has come through the slits in A and B . If the tube is arranged so that some solid object can be placed between $B$ and $p$, the phosphorescence at $p$ ceases. If an clectrical potential is applied across D and E , the spot p moves down if E

[^3]is positively charged, up if D is positively charged. It therefore seems reasonable to suppose that the phosphorescence at $p$ is due to negative particles (cathode rays, or electrons) which have been released from the negative electrode $C$, accelerated by the positive electrode A, and have passed through the slits in A and B.

Negatively charged particles can also be obtained from other sources. Thus they are observed in the emissions from radioactive bodies, and they are ejected from glowing metals and metallic oxides. The latter sources may be used in electron tubes, of which there are a large variety. Sommerfeld in his book "Atomic Structure and Spectral Lines" ${ }^{1}$ gives a description of a tube in which the cathode is furnished with a spot of calcium oxide (a substance that readily emits electrons), which is heated


Fig. 2.-A discharge tube. $D$ shown positively charged. (Adapted, by permission, from Fig. 55, of J. J. Thomson and G. P. Thomson. "Conduction of Electricity through Gases," 3d. ed., vol. I, Cambridge University Press, 1928.)
by the discharge. This tube contains gas at 0.1 mm . pressure, which makes it possible to follow the path of the stream of electrons, since they ionize the gas and cause it to glow. The gas in the tube also causes practically the entire potential drop to take place in the immediate neighborhood of the cathode, so that the electrons reach their full velocity almost immediately, start out at right angles to the cathode surface (i.e., the calcium oxide surface), and travel in a straight line unless acted upon by an external field. The effect of an applied electric field may be easily followed in a tube such as described by Sommerfeld, since the path of the electrons is outlined by the glow of the gas. It can be easily observed that they behave as negatively charged particles, but accurate measurements cannot be made in a tube containing 0.1 mm . of a gas, because the gas is rendered conducting by the electrons, and this interferes with the action of the electric field.
${ }^{1}$ English translation, 3d ed., vol. 1, Chap. I, 83, Methuen \& Co., Ltd., 1934.

The tube shown in Fig. 2 may, however, if highly evacuated, br used for quantitative measurements, and by obscrving the effert of a magnetic ficld, and comparing it with the effect of an electric field, it is possible to determine the specific charge (ratio of the charge of the particles to their mass) and the velocity of the electrons, as will be shown immediately.
2.2. The Action of Electric and Magnetic Fields on Charged Particles.-The action of an electric ficld on a charged body is known from experiments on macroscopic bodies, and it is assumed that the same laws hold for microscopic bodies. In stating these laws, we assume that the definitions of all the fundamental electrical quantities are understood, it being beyond the scope of the present hook to consider the relations between the fundamental experiments upon which these definitions are based and the laws we wish to discuss. A summary of the mostimportant laws about electrical forces is given in Appendix III.

A magnetic field bears the same relation to magnetic poles as an clectric field bears to clectric charges. The magnetic field due to a pole of strength $q_{1}$ at a distance $r$ is $q_{1} / r^{2}$ and the force excrted in vacuum on another pole of strength $q_{2}$ is $q_{1} q_{2} / r^{2}$, being attractive or repulsive according to whether $q_{1}$ and $q_{2}$ are different types or the same type of magnetic pole. $q_{1}$ and $q_{2}$ are in such units that two unit poles 1 cm . apart exert a force of 1 dyne on each other. The field strength is then given in gausses.

The action of a magnetic field on a charged particle may be inferred from its action on a wire carrying electric current. The latter is known from direct experimental measurements, which may be summarized as follows. If a wire carrying a current $i$ is acted upon by a magnetic field $I I$, then (if $i$ is expressed in electrostatic units and $H$ in gausses) the force $f$ acting on unit length of wire in vacuum is given by

$$
f=\frac{i H}{c} \sin \theta
$$

where $\theta$ is the angle between the direction of magnetic field and the direction of the current, and $c$ the velocity of light. ${ }^{1}$ If we represent the field and the current as vectors of length $H$ and $i$,

[^4]respectively, $f$ is equal to the area of the parallelogram thus defined (Fig. 3) divided by $c$. The direction of the force $f$ is at right angles to the directions of both $i$ and $I I$. If $i$ gives the direction of positive current, then in Fig. 3 the force is directed into the paper. However, the question of positive and negative signs and directions of force can for the most part be disregarded.

Now a stream of electrons moving close together in the same direction and with the same velocity will produce a current equal to nev, where $n$ is the number of electrons per unit length in the stream, o the charge of one electron, and $v$ the velocity. Assuming then that the action of a magnetic field on this stream


Fig. 3. of electrons is the same as on a current in a wire, we may write for the force per unit length of the stream

$$
f=\frac{n e v H}{c} \sin \theta
$$

whence the force per electron $f_{0}$ is given by

$$
\begin{equation*}
f_{0}=\frac{e v H}{c} \sin \theta \tag{1}
\end{equation*}
$$

If the electron is moving in a uniform magnctic field in a path at right angles to the field, since the force on it will also be in the plane perpendicular to the magnetic field, the clectron will continue to move indefinitely in this plane. Since the force is also at right angles to the velocity of the electron, the path will be a circle in this plane. The force exerted by the magnetic field will be balanced by the centrifugal force arising from the motion of the clectron in the circle. ${ }^{1}$ If the circle has a radius $\rho$, the centrifugal force is $m v^{2} / \rho$, where $m$ is the mass of the electron. As $\sin \theta$ is 1 in this case we have
or

$$
\begin{align*}
\frac{m v^{2}}{\rho} & =\frac{e v H}{c} \\
\frac{e}{m c} & =\frac{v}{\rho H} \tag{2}
\end{align*}
$$

[^5]2.3. Determination of $e / m$ of an electron was first carried out, using a direct method, by J. J. Thomson. ${ }^{1}$ If the tube of Fig. 2 is placed in a magnetic field which, to the right of the slit $B$, is perpendicular to the long axis of the tube and has a uniform value, and which is zero to the left of $B$, the electron beam will be deflected in the plane perpendicular to the ficld. The radius of curvature of its path is readily found, through a simple geometrical calculation, by observing the deflection of the fluorescent spot at p. It is thus possible to obtain $c / m$ from Eq. (2), provided a method for obtaining $v$ can be found. This can be done by applying an clectric field across the plates D and E . If a field $E$ is thus applied, the force on each electron is eE. This force acts for the time $t$ during which the clectron is between the plates. If the length of the plates along the line of motion of the electrons is $l$, then $t=l / v$. During the passage between the plates, the electron will acquire $\&$ eomponent of velocity $v_{\perp}$, given by
\[

$$
\begin{equation*}
m v_{\perp}=\frac{e E l}{v}, \tag{3}
\end{equation*}
$$

\]

in a direction perpendicular to its original velocity $v$. [Equation (3) follows from equating the momentum $m v_{\perp}$ to the force $e E$ times the time $l / v$ during which it acts.] The ratio $r=v_{\perp} / v$ can be determined from the geometry of the tube by observing the deflection of the spot p. From (3), we may write

$$
\begin{equation*}
v^{2}=\frac{e E l}{r m} \tag{4}
\end{equation*}
$$

Elimination of $v$ from (2) and (4) makes possible the determination of $e / m$, since all other quantities are measured experimentally.

The experiment for the determination of $e / m$, as outlined, is of course an ideal experiment; in actual practice, various complications (nonuniform electric and magnetic fields and the effects of any residual gas in the tube, for example) have to be allowed for. The effect of the mutual repulsion of the electrons, which might be expected to cause a spreading of the stream, is negligible.

[^6]There are various modifications that may be made in the experimental details. For example, in a highly evacuated tube, the second relation between $v$ and $e / m$ may be obtained by noting the total potential drop $V$ (equal to the average field $E$ times the distance), through which the electron falls. The energy thus imparted to the electron is eV (equals average force $e E$ on the electron times the distance through which it travels), so that we have instead. of (4) the relation

$$
\begin{equation*}
\frac{1}{2} m v^{2}=e V \tag{5}
\end{equation*}
$$

provided the electron starts out with zero kinetic energy. The best method for producing the stream of electrons is by the use of a hot cathode, usually a wire heated by an electric current, as then a very high vacuum may be used. The best recent value of $e / m$, obtained by deflection methods with all necessary refinements, is $5.27 \times 10^{17}$ e.s.u. per g. ${ }^{1}$

It is important to note that cathode rays have been produced in tubes in which the electrodes have been constructed of a variety of different materials, and in which the residual gas has been of different kinds. Always, in all these cases, the value of $\dot{e} / m$ has been found to be the same within the limits of the experimental error, which indicates that the same kind of particles is always produced. Also, the $\beta$-rays produced in radioactive decomposition, and the particles produced by the action of light on metals, have been shown to be of the same nature. It thus appears that there is but one kind of electron which occurs as a constituent of ordinary material systems, and it is of very widespread occurrence in nature.
2.4. Determination of the Charge of an Electron.-The charge of an electron $e$ as distinguished from the charge per unit mass $e / m$ has been very accurately determined by Millikan by means of the famous oil-drop experiment. ${ }^{2}$ Fine drops of oil are sprayed

[^7]be ween two electrodes, which consist of plates placed horizontally so as to produce a vertical electric field, with the positive plate on the top. Electrons (or negative ions) and positive ions are produced in the space between the plates by the action of $X$ rays on the air between the plates, and one or more of them may be caught by an oil drop. The electron or ion thus captured will impart a charge to the drop, which will move with a constant velocity under the combined action of the electric field, gravity, and the frictional resistance of the air. Its motion may be observed by means of a microscope. Under gravity alone (electric field turned off), the velocity $v_{1}$ will be given by Stokes' law of fall ${ }^{1}$
\[

$$
\begin{equation*}
M g=6 \pi r \eta v_{1} \tag{6}
\end{equation*}
$$

\]

where $M$ is the mass of the oil drop (corrected for the buoyancy of the air), $M g$ the force exerted by the gravitational field on the oil drop, $r$ the radius of the oil drop, and $\eta$ the viscosity of the air. If the oil drop has a negative charge $\epsilon$ and an electric field of strength $E$ is turned on, the oil drop will be pulled upward toward the positive plate by a force $\epsilon F$. If this exceeds the foree of gravity, the oil drop will move upward with a velocity $v_{2}$ given by Stokes' law, which will now have on the left-hand side the new expression for the force exerted by the combined electric and gravitational fields on the drop:

$$
\begin{equation*}
E \epsilon-M g=6 \pi r \eta v_{2} \tag{7}
\end{equation*}
$$

From (6) and (7),

$$
\begin{equation*}
\epsilon=\frac{M g\left(v_{1}+v_{2}\right)}{E \cdot v_{1}} \tag{8}
\end{equation*}
$$

But the mass of the drop may be found by use of Eq. (6) provided the density of the oil is known so as to make it possible to express $r$ in terms of $M$, for $g$ and $\eta$ are known constants, while $v_{1}$ is found experimentally. Everything on the right-hand side of Eq. (8) is then known or experimentally determined so that $\epsilon$ may be evaluated.

It was found by experiments of this kind that the charge on the oil drop changed only by whole multiples of a certain definite

[^8]quantity of electricity, which was therefore presumed to be the smallest possible charge that any body could have and assumed to be equal to $e$, the charge on the electron. The present accepted value of $e$ is $4.80 \times 10^{-10}$ e.s.u. ${ }^{1}$

From the values of $e / m$ and $e$, it is possible to determine $m$, which turns out to be $9.12 \times 10^{-28} \mathrm{~g}$.
2.5. Positive Ions.-We shall now turn to the consideration of positive ions. ${ }^{2}$ These are readily produced as "canal rays" in a discharge tube in which a hole is bored through the cathode, and which contains gas at a low pressure. A pencil of light will appear behind the hole in the cathode, with phosphorescence at the point where it strikes the glass. These effects are produced by positively charged ions, as may be shown by the direction in


Fig. 4.-Schematic drawing of a tube for the production of positive ions.
which they are deflected by clectric and magnetic fields. The amount of deflection, however, is extremely small, corresponding to a value of $e / m$ for these particles, which is very much smaller than the value of $e / m$ for the electrons.

In order to measure the $e / m$ of these particles accurately, it is necessary to have the gas in the tube at a very low pressure, not more than a few thousandths of a millimeter of mercury. In order to measure the amount they are deflected, it is best to allow them to impinge on a photographic plate, which they affect at the point where they strike. It is found that the value of $e / m$ depends upon the gas used in the tube, the largest value of $e / m$ being obtained when hydrogen is used. This value is nevertheless about 1835 times smaller than the $e / m$ for the electron; ${ }^{1}$ if it is assumed that this is due to the mass of these ions being larger than the mass of the electron rather than the charge being smaller, and that the particle whose $e / m$ is thus measured is $\mathrm{H}^{+}$(a positively ionized hydrogen atom) then the

[^9]mass of $\mathrm{H}^{+}$is seen to be about 1835 times that of the electron. The value of $e / m$ for $\mathrm{H}^{+}$found by deflection experiments agrees within the limit of error with that found in electrolysis by measuring the weight of hydrogen (or, better, a metal) deposited at an electrode when a given amount of electricity passes through the circuit. (It is the latter, more accurate value, that is actually quoted).

The technique of measuring $e / m$ has been greatly developed by Aston ${ }^{1}$ and, more recently, by others. $e / m$ has now been determined for a large number of positive ions with great accuracy. On the assumption that the charge of a positive ion is always equal either to that of an electron or to a small integral multiple of it, it has been possible to determine the masses of many different positive ions. It is found that an element may really consist of a number of different substances called "isotopes." The isotopes of a given element all have, in general, practically identical chemical properties, but each respective isotope has its own characteristic atomic weight. When one takes the average atomic weight of the different isotopes, weighting according to the amount of each isotope present, it is found that the averages for the different elements are in the same ratio as the atomic weights of those elements obtained from chemical determinations. This comparison furnishes most important evidence as to the correctness of our view on the nature of positive ions and the atomic theory of matter.
2.6. The Constitution of the Atom.-All the experiments which have been considered in this chapter are consistent with the view that an atom is composed of a positively charged nucleus whose charge is exactly neutralized by electrons. A positive ion is produced when an atom loses one or more electrons. Since the electrons are very light compared with the positive nuclei, the mass of an ion will be practically equal to the mass of the atom from which it is formed.

We shall now consider the experiments of Rutherford, ${ }^{2}$ which indicate that all the positive charge of an atom is in one extremely small nucleus and that the electrons form a rather diffuse cloud

[^10]outside the nucleus. These experiments also make possible an estimate of the positive charge of the nucleus and hence the number of electrons in the atom. They were performed before the work of Aston, and it was lRutherford's work, in fact, that laid the foundations for the modern theory of atomic structure.

Rutherford used $\alpha$-particles as tools in his investigation. $\alpha$-particles are the positively charged ions emitted by radioactive bodies; before we can understand Rutherford's work, we must know the nature of these particles which he used as instruments of research.

The value of $e / m$ can be measured for the $\alpha$-particle as for any other positive ion, and it is found to be approximately half as great as for $\mathrm{H}^{+}$. It is further found that all the $\alpha$-particles from any given radioactive substance have a certain definite velocity (except that in some cases there are several groups of $\alpha$-particles, all the particles in a given group having the same velocity). A bit of a radioactive substance therefore furnishes a very convenient source of charged projectiles with a constant and very high energy.
$\alpha$-particles can be individually observed, due to the fact that a flash is seen every time one hits a zinc sulfide screen. This makes it possible to determine the number of $\alpha$-particles emitted by a given amount of a radioactive substance in unit time. It is also possible to collect all the $\alpha$-particles emitted in a given time through a certain solid angle and measure the total charge given to an electrometer by these particles. Since the rate of emission of particles has already been found by counting flashes, it is possible to determine how many $\alpha$-particles are required to produce the given charge, and hence the charge on a single $\alpha$-particle may be found. It is just twice the charge on an electron. The mass of the $\alpha$-particles must therefore be approximately four times that of a hydrogen ion. All the information about the properties of $\alpha$-particles needed in order to use them as tools in the study of atoms is thus at hand.

That $\alpha$-particles differ in no way from doubly ionized helium atoms was proved by Rutherford and Royds, who collected them in a helium-free chamber, allowed them to be neutralized, and then showed that helium was present. It may be remarked parenthetically, that, since the weight of an $\alpha$-particle is four times that of a hydrogen atom, and since the molecular weight of
helium (known from the gas density) is twice that of hydrogen, helium gas must be monatomic if hydrogen is diatomic.

If an $\alpha$-particle is allowed to shoot into a gas, it will be slowed up and will stop after it has penetrated a certain distance, which will be of the order of several centimeters if the gas is at a pressure somewhat near normal. For an $\alpha$-particle of definite energy, the range is inversely proportional to the concentration of the gas, if the same kind of gas is always used. The stopping power per atom of gas is thus a constant, characteristic of the gas. $\alpha$-particles will penetrate sheets of metals or other solid substances, provided they are thin enough. The stopping power per atom of substance is roughly proportional to the square root of the atomic weight.

When $\alpha$-particles go through a thin metallic screen, it is found that most of the $\alpha$-particles emerge without much change ( $3^{\circ}$ or less) in the direction of their motion. A few, however, are observed to be highly deflected. It is these latter which are of interest to us here, for we shall see that these deflections can be explained on the assumption that the $\alpha$-particles pass near massive charged bodies; and in order to explain the results, the charge on such a body must be taken to be equal to the charge on the electron times the atomic number (i.e., the number that gives the position of the clement composing the screen in the periodic system). The experiments therefore give direct evidence as to the structure of atoms, and we shall now proceed to discuss them in some detail.

It is obvious that when the $\alpha$-particle is deflected through a large angle it must be repelled by a relatively heavy body. A light body, like an electron, would merely be pushed out of the way, and this, in fact, is happening all the time as the $\alpha$-particle goes along its path. The $\alpha$-particle gradually loses energy, and is eventually stopped, which accounts for its finite range, but it suffers no sharp change in its motion unless it penetrates very close indeed to the massive and highly charged nucleus. In fact, if we assume that we are here dealing with the ordinary inverse-square-law repulsion of two positively charged bodies, it can be readily shown that, if the nucleus has a charge not larger than the charge of an electron multiplied by the atomic number of the heaviest nuclei, the $\alpha$-particle must come within a distance of the
order of $10^{-11} \mathrm{~cm}$. or less. ${ }^{1}$ This distance is very much smaller than the distance between centers of adjoining atoms, which is of the order of $10^{-8} \mathrm{~cm}$. Therefore it is reasonable to suppose that the $\alpha$-particle, if it penetrates close enough to be appreciably deflected, is so much closer to the deflecting nucleus than to any other body which might affect it that the effect of the latter can be neglected. Further, since the atomic weights of most substances, which have been studied in this way, are much higher than that of helium, we can as a first approximation assume that the $\alpha$-particle is simply deflected from a fixed center of force.


Fig. 5.
The orbit described by a particle that is repelled from a fixed point $O$ by a force varying inversely as the square of the distance between them is a hyperbola with O as a focus. We shall discuss, without giving proofs, the characteristics of this hyperbola. The fixed point, being a focus, is, of course, symmetrically placed with respect to the two asymptotes. Let the distance from $O$ to either of the asymptotes be $p$ (see Fig. 5). $\quad p$ is the distance at which the particle would pass by 0 , if no force were acting. Let $e$ be the charge on the electron. Then the charge on the $\alpha$-particle is $2 e$ (we disregard sign), and the charge on the nucleus will be designated as $Z e, Z$ being the atomic number. We let $M$ be the mass of the $\alpha$-particle and $v$ its velocity. $\phi$ is, as shown in Fig. 5, the angle through which the $\alpha$-particle is deflected.
${ }^{1}$ This is given approximately by $p$ of Eq. (9). It is necessary for a typical $\alpha$-particle (velocity, say, $1.5 \times 10^{\circ} \mathrm{cm}$. per sec.) to come at least this close to a nucleus of atomic number around 90 to be deflected $30^{\circ}$ or more.

Then it may be shown ${ }^{1}$ that

$$
\begin{equation*}
\tan \frac{\phi}{2}=\frac{2 Z e^{2}}{M v^{2} p} . \tag{9}
\end{equation*}
$$

It is thus seen, as might be expected, that the $\alpha$-particle is deflected more the less its kinctic energy, the smaller the distance it passes from the nucleus, and the greater the charge on the nucleus.

The quantity $p$ characterizes the hyperbola and determines $\phi$, $Z$ and $v$ being fixed in any given experiment. But it is easy to determine how many $\alpha$-particles will pass a nucleus at a distance lying between $p$ and $p+d p$, where $d p$ is a small difference (or rather would so pass, if no deflection occurred). Since $p$ determines $\phi$, the number of $\alpha$-particles which one would expect to be deflerted at any given angle can be calculated and compared with experiment. The number thus obtained depends upon $Z$, which can thus be calculated, and when the proper value of $Z$ is used the experimertal results are reproduced by the theoretical equation. The values of $Z$ thus obtained agree with the atomic number of the element, as determined independently by use of other considerations. This gives strong support to the theory that atoms are composed of positive nuclei with charge equal to the atomic number and neutralized by electrons which surround the nucleus within a distance of the order of $10^{-8} \mathrm{~cm}$.

It may not be amiss to give some details of the above-indicated calculation. The chance that an $\alpha$-particle would pass a distance between $p$ and $p+d p$ from a given nucleus is proportional to the area included in the annular space between $p$ and $p+d p$, in the plane perpendicular to the flight of the $\alpha$-particle, namely, $2 \pi p d p$. Now suppose that there are $N$ atoms per unit volume in the screen which is used and that the thickness of the screen is $t$. Since the $\alpha$-particle is moving normally to the screen, the effect is just the same as if it were striking a plane containing Nt atoms per unit area. This assumes that no atom is directly behind another; appreciable deflections occur for such small values of $p$, and the screens used are so thin that for our purposes this assumption is justified. The chance that the $\alpha$-particle would pass, in its flight, the required distance from some atom is equal to the ratio of the total area of the annular spaces of the atoms in unit area to unit area, or $2 \pi p N t d p$. It may be assumed that no $\alpha$-particle is deflected twice through a reasonably large angle; it is a rare event for it to be so deflected once. The formula, which is thus derived on the assumption that a given $\alpha$-particle is not deflected more than once,

[^11]naturally does not hold for very small values of $\phi$, since for a small deflection the $\alpha$-particle does not need to approach the heavy nucleus so closely, but $t$ can be made small enough so it holds for $\phi \sim 3^{\circ}$.

Now, as noted before, the angle of deflection $\phi$ is a function of $p$, and the fraction of the particles that will be deflected through an angle between $\phi$ and $\phi+d \phi$ will be equal to the fraction incident at a distance from a scattering center between $p$ and $p+d p$, where $p$ and $p+d p$ are the distances that correspond to $\phi$ and $\phi+d \phi$. This fraction is equal to $2 \pi p N t d p=2 \pi p N t(d p / d \phi) d \phi$. The quantity $|2 \pi p N t(d p / d \phi)|$, then (the lines indicating that the quantity is to be taken positive), is the fraction per unit angle scattered at the angle $\phi$, which corresponds to the distance $p$. From Eq. (9),

$$
p=\frac{2 Z e^{2} \cot (\phi / 2)}{M v^{2}}
$$

and

$$
-\frac{d p}{d \phi}=\frac{Z e^{2}}{M v^{2} \sin ^{2}(\phi / 2)}
$$

whence

$$
\begin{equation*}
\left|2 \pi p N t \frac{d p}{d \phi}\right|=\frac{4 \pi N t Z^{2} e^{4} \cos (\phi / 2)}{M^{2} v^{4} \sin ^{3}(\phi / 2)} \tag{10}
\end{equation*}
$$

It is seen that the number of particles per unit angle doflected at a given angle will depend upon quantities all of which are known except $Z$; the latter may consequently be determined. Since the shape of the curve is independent of $Z$, it is necessary to measure the actual number of $\alpha$-particles falling on unit area of the screen, and the actual fraction of them scattered at the various angles.

Equation (10) has been thoroughly tested in Rutherford's laboratory and found to hold under all attainable conditions for elements heavier than copper. In these heavier elements, the closeness of approach of the $\alpha$-particle is limited because of the strong repulsive force of the highly charged nucleus. In lighter elements, where under favorable circumstances (fast $\alpha$-particles and large angles of deflection) closer approach is possible, deviations have been observed. This is due to breakdown of the inverse-square law of repulsion upon which Eqs. (9) and (10) are based. In the case of aluminum, this breakdown occurs when the distance of approach of the $\alpha$-particle ( OV of Fig. 5) is about $10^{-12} \mathrm{~cm}$. It is, of course, not at all surprising that the inverse-square law should break down at such small distances. It simply means that at such distances the actual structure of the nucleus is of importance, and it is no longer permissible to regard it. simply as a point charge, but a more elaborate description becomes necessary.
2.7. Summary.-The results, the experimental basis of which is discussed in Chaps. I and II, may be briefly summarized as follows. All substances are composed of atoms which are in most instances combined into molecules. An atom is composed of a positively charged nucleus, which has most of the mass of the
atom, and a surrounding cloud of negatively charged electrons. An electron has a charge of $4.80 \times 10^{-10}$ e.s.u. and a mass of $9.12 \times 10^{-28} \mathrm{~g}$. The mass of the nucleus of the hydrogen atom, the lightest of all nuclei, is about 1835 times as great as the mass of an electron; other nuclei are heavier, ranging up to more than two hundred times this amoun'. The charge on the nucleus is equal to a multiple of the charge on the electron, the whole atom, in general, being neutral. The atomic number gives the charge on the nucleus in terms of the electronic charge, and it is also equal to the number of electrons in the neutral atom. The radii of nuclei are of the order of $10^{-12} \mathrm{~cm}$., whereas the radii of atoms, including the cloud of electrons, are of the order of $10^{-8}$ (generally, 2 to $3 \times 10^{-8}$ ) cm . The nuclei are themselves of complex structure, but for the purpose of the present work it is not necessary to discuss their structure.

## CHAPTER III

## WAVE AND CORPUSCULAR PROPERTIES OF RADIATION AND MATTER

In the preceding chapter, we have considered experiments that may be described by treating the electron as a corpusele. There are other experiments which show that electrons also have wave properties. Such experiments involve changes in the motion of the electron which take place in a distance of the order of atomic dimensions, $10^{-8} \mathrm{~cm}$ or less. When distances of this order of magnitude are of importance, it is necessary to deal with the wave properties of electrons; so it is obvious that these properties will play an important role in the theory of atomic structure. These distances are actually of the order of (and, in fact, determined by) the wave length of the electron waves. Just as we must use physical optics rather than geometrical optics when we consider distances of the order of the wave length of light, so we must take into account the wave properties of electrons when distances of the order of the wave length of the electron become important. But the wave-corpuscle dualism contains something more profound, in the case of both optics and electricity, than the difference between physical and geometrical optics. It will be convenient to begin the discussion of this subject with the case of light. This offers a natural introduction to the study of the wave properties of the electron, but it is also of importance in itself, since the light emitted by atoms provides one of the best instruments we have for the study of their properties.

### 3.1. The Wave Properties of Light.-The phenomena of

 diffraction and interference have long been explained on the assumption that light consists of waves which travel outward in all directions from the source. These waves may be thought of as displacements in an elastic medium, the ether, though the modern views do not admit the reality of this medium. The ideas involved may be illustrated by a simple interference experiment, shown in Fig. 6. At O, we have a source of light that fallson a screen, which is perpendicular to the plane of the paper, the setup being shown in section in the figure. In this screen, there are two openings, at A and B, that act as secondary sources from which the light spreads out in all directions, and the interference phenomena appear on the second screen. Suppose C is a point such that

$$
\mathrm{AC}-\mathrm{BC}=n \lambda
$$

where $\lambda$ is the wave length of the light and $n$ is a whole number. ${ }^{1}$ Then the light waves from A and B are in the same phase at C, the "displacement" represented by the wave from B is always


Fig. 6. in the same direction as that represented by the wave from $A$, and the result is that reinforcement occurs and there is a bright spot at C. On the other hand, if

$$
\mathrm{AC}-\mathrm{BC}=\left(n+\frac{1}{2}\right) \lambda,
$$

then the displacements at $\mathbf{C}$ are in opposite directions, and cancel each other, so that there is a dark spot at C. Points on the screen that do not correspond to either of the extremes described receive intermediate amounts of light.

A few other well-known phenomena that are explainable on the basis of the wave theory of light are the colors of thin films, the spreading of light when it goes through a very small opening (which explains why the small openings $A$ and $B$ of the experiment we have discussed do act as secondary sources), the reflection of light from a grating, etc.
3.2. Reflection of $\mathbf{X}$ Rays from a Crystal.-The question which we shall treat in this section is not only one that illustrates very well the type of calculation which may be made by aid of the wave theory of light but is one that we shall find of importance later on, as it furnishes a most powerful tool for the investigation of crystal structure. Ordinary visible light has a wave length ranging around 4000 to $7500 \AA$. ( $1 \AA .=10^{-8} \mathrm{~cm}$.). This is large compared with atomic distances. X rays, however, are well known to be light of extremely short wave length; in fact, their

[^12]wave lengths are of the order of atomic dimensions. The result is that crystals can be used as gratings in the study of $X$ rays, and conversely, $\mathbf{X}$ rays may be used to study the structures of crystals.

The characteristic property of crystals is that the atoms are arranged in regular rows and planes. The nature of these planes of atoms (i.e., planes in which lie the centers of gravity of a series of atoms) will be more fully appreciated from the figures of Appendix IV. A beam of X rays impinging upon a crystal is reflected from these planes, just as a beam of light is reflected from a plane mirror, with the angle of reflection equal to the angle of incidence. This comes about because of destructive


Fig. 7.-Reflection of X-ray beam from atomic planes in a crystal.
interference of light scattered at any other angle. The proof of this statement will not be given here, but it will be accepted as the basis of some further deductions.

Only a small proportion of an X-ray beam will be reflected from any given plane of atoms in the crystal. Most of the beam passes through such a plane, and a small proportion of that which passes through will be reflected from the next parallel plane, and so on. This series of reflections gives rise to interference effects, which may be quantitatively described, and furnishes the basis for a theory of the reflection of X rays from crystals.

In Fig. 7, we represent a crystal with a beam of X rays traveling in the direction indicated by the arrow. The figure shows a section formed by cutting along the plane which is perpendicular to the planes of atoms in the crystal and which passes through the line $A B$ which gives the direction of motion of the $X$ rays. The lines a, b, c represent in sectional view planes of atoms in the crystal. From each of these planes, a small fraction of the
beam of X rays will be specularly reflected in the direction CA , as indicated in the figure. Now let us consider the wave front BD. The portion at $B$ travels to $A$, and a certain fraction is reflected there. The portion at $D$ travels to $C$, and the same fraction is reflected there. (So little is reflected at any one plane that we may consider that the orizinal beam passes from plane to plane practically undiminished in intensity, and so the same amount is reflected from each plane.) The wave front moves from C to A and arrives at A a certain distance behind the part that came from $B$. If this distance $(A C D-A B)$ is equal to $n \lambda$, where $n$ is an integer and $\lambda$ is the wave length of the X rays, then the part coming from D ) will arrive at A just in phase with a later wave from B, and we shall have reinforcement. But it may be readily scen that the distance

$$
\mathrm{ACGH}-\mathrm{AB}=2(\mathrm{ACD}-\mathrm{AB})=2 n \lambda
$$

so that the portion starting at $H$ will also be in phase at $A$; and so for X rays reflected from all planes below c. But if $\mathrm{ACD}-\mathrm{AB}$ differs from $n \lambda$ by only a very small amount, there will be waves in all possible phases ${ }^{1}$ meeting at $A$, and the result will be that cancellation will occur. So the reflections from individual planes of atoms destroy each other, and the result is that under circumstances like this no reflected beam of X rays can be observed coming from the crystal. Reflection can be observed only if the angle $\theta$ is such that ACI$)-\mathrm{AB}=n \lambda$. But $\mathrm{ACD}-\mathrm{AB}=2 d \sin \theta$, where $d$ is the distance between planes. For if we drop AF perpendicular to EC, then it is seen that EF, which is equal to $\mathrm{EA} \sin \theta$ or $2 d \sin \theta$, is equal to

$$
\mathrm{ECD}-\mathrm{FD}=\mathrm{ECD}-\mathrm{AB},
$$

and we see from the figure that $E C D=A C D$. Therefore, we may write, as the condition for reflection from the crystal,

$$
\begin{equation*}
2 d \sin \theta=n \lambda \tag{1}
\end{equation*}
$$

[^13]which is the well-known Bragg law of reflection. $n$ may take any integral value that does not make $\sin \theta$ greater than 1 , so several angles of reflection are possible. $n$ is called "the order of the reflection."

When X rays pass through crystalline slabs, diffraction phenomena also occur. This is the basis of the von Laue method of investigation of erystal structure. In this method, instead of using X rays of a single wave length, a beam containing a wide continuous range of wave lengths is used. It is found that if a pencil of such $X$ rays is passed through a crystal to a photographic plate the plate will show a heavy eentral spot, which is due to the X rays that have passed through without alteration in their direction, surrounded by a series of lighter spots due to X rays whose direction of propagation has been changed by passage through the crystal. These deflected beams make perfectly definite angles with the original beam and the crystal axes, and cach of the deflected beams is homogeneouk, i.c', it consists of a single wave length only. So this method selects out not only particular directions for the deflected beams, but particular wave lengths. The theory of this phenomenon rests on the same general principles as the theory of reflection from a crystal face, but we shall not consider the details.

In a modification of the von Lave method, a monochromatic X-ray beam is used and the crystal is rotated. Refraction then occurs only for definite orientations of the crystal, and the refracted light goes off at certain definite angles.
3.3. The Photoelectric Effect and the Corpuscular Theory of Light. - When ultraviolet light or X rays are allowed to fall on a metal, it is observed that electrons are emitted from the metal. These electrons emerge with various velocities, but with monochromatic light there is a certain maximum, depending upon the frequency of the light, and most of the electrons move with a speed not very much lower than the maximum velocity. It is found that the kinetic energy corresponding to the maximum velocity is given by the relation.

$$
\begin{equation*}
\frac{1}{2} m v_{\max }^{2}=h \nu-W_{0}, \tag{2}
\end{equation*}
$$

where $h$ is a universal constant (Planck's constant, equal to $6.628 \times 10^{-27} \mathrm{erg}$ sec. ${ }^{1}$ ), which has an exceedingly far-reaching

[^14]importance in modern physics, and $W_{0}$ is a constant that is characteristic of the particular metal used in the experiment. The number of electrons emitted from the metal per unit time is dependent on the intensity of the light, but the maximum energy (and also the distribution of velocities for any given metal) depends solely upon the frequency of the light and not at all on its intensity. If the frequency of the light is such that $h \nu$ is less than $W_{0}$, practically no electrons are emitted. If $h \nu=W_{0}$, the frequency is called the threshold frequency. The threshold frequency is in the visible or infrared for the alkali metals and in the ultraviolet for other substances.

Elster and Geitel ${ }^{1}$ showed that the proportionality between the number of electrons emitted and the intensity of the light persisted even when the intensity of the light was cut down to $3 \times 10^{-9} \mathrm{erg} \mathrm{cm}^{-2} \mathrm{sec}^{-1}$. This is a very remarkable result. Since there are about $10^{15}$ atoms per sq. cm . at the surface of the metal, an electron emitted with an energy of the order of 1 electron volt ${ }^{2}$ ( 1 electron volt being equal ${ }^{3}$ to $1.602 \times 10^{-12} \mathrm{erg}$ ) would somehow have to collect, presumably from the incident light, energy equivalent to that falling in 1 sec. on the space occupied by $10^{11}$ or $10^{12}$ atoms. It is very difficult, on the basis of any wave theory, to see how this light could be collected, concentrated, and transmitted to a single electron, especially as this does not occur when $h \nu$ is only slightly less than $W_{0}$. Furthermore, there is practically no time lag during which this collection of energy could occur. Marx and Lichtenecker, ${ }^{4}$ illuminating a sensitive potassium cell by light from a revolving mirror, showed that, when the time of illumination was reduced to $10^{-7} \mathrm{sec}$., the proportionality between the number of electrons emitted and the intensity of light held even when the latter was reduced to 0.56 erg per sq. cm. per sec.

These phenomena, however, as was pointed out by Einstein, all become very clear if we assume that light consists of corpuscles moving perpendicularly to the wave front with energy

[^15]depending on the frequency and equal, in fact, to $h \nu$, and that the number of these corpuscles falling on unit area per unit time is proportional to the intensity of the light. An electron, then, may be ejected if it is struck by and receives the energy of one of these corpuscles, or light quanta, as they are called. The electron requires an amount of energy equal to at least $W_{0}$ to get out of the metal (the energy required may be greater than $W_{0}$ if the particular electron that gets the energy is not right at the surface). The electron, therefore, emerges with kinetic energy equal to $h \nu-W_{0}$, or less. ${ }^{1}$ The number of electrons ejected will obviously be proportional to the intensity of the light.
3.4. Reconciliation of the Wave and Corpuscular Theories of Light.-We have seen in the last few pages that there are two theories, which at first sight seem contradictory. How can light consist of waves and particles flying through space at the same time? Yet the one theory seems to be necessary to explain some phenomena, the other appears necessary to explain others. Some indication of the meaning of this apparent paradox is afforded by noting which experiments require the wave theory and which the corpuscular theory. As has been illustrated by the limited number of examples presented in this chapter, those experiments which require the wave picture involve the propagation of light, while the corpuscular theory is necessary to treat those which involve transfers of energy to individual electrons or atoms. A possible way to resolve the paradox lies in the hypothesis that light actually does consist of quanta or corpuscles, but that the motion of those corpuscles is guided by the waves.

Let us return again to the interference experiment considered at the beginning of this chapter. The wave theory says that certain spots on the screen ${ }^{2}$ at C will be light and others dark. The light corpuscles, therefore, move in such a way that they fall on the light spaces and avoid the dark ones. In other words, the density of light quanta at any point in space is proportional

[^16]to the energy per unit volume which would be given by the wave theory. If the energy per unit volume at any point calculated by the wave theory is $E$ then the number of quanta per unit volume at the same point is $E / h \nu$, since the energy per quantum is $h \nu$.

A rather curious situation ari ss if the intensity of light is very small. Suppose, for example, that in the interference experiment, the intensity is so small that only rarely is there even a single quantum between $O$ and $C$. To speak of the density of quanta then has no meaning. But the energy density calculated from the wave theory still is proportional to the probability per unit volume that we shall find a light quantum in any given element of volume. If we wait a very long time, the fraction of the time that the given element of volume contains a quantum will be proportional to the energy density calculated from the wave theory.
3.5. Wave Properties of Electrons. ${ }^{1-}$-In Chap. II, we consistently treated electrons as particles. If, however, a beam of clectrons is reflected from the surface of a crystal, a diffraction pheuomenon very similar to that found in the case of X rays may be observed. Various complications arise in the case of electrons which are not important in the case of X rays; thus the electron does not penetrate into the crystal as readily as $X$ rays, and so reflection takes place from only a few crystal layers; furthermore, the energy of some of the electrons is changed owing to intcraction with the atoms of the crystal, and other (effects also occur owing to the interaction of the electrons with the individual atoms of the crystal. It is beyond the scope of this book to deal in detail with these complicating factors, and we need emphasize only the important qualitative fact that the appearance of diffraction indicates that electrons have a dual wave-corpuscular nature similar to light.
liffraction phenomena also occur when electrons of several thousand volts energy pass through very thin films of various crystals, particularly metals. The phenomena which occur in

[^17]this case are very similar to those found in the case of X rays, and the wave length $\lambda$ of the electrons may be determined with rather good accuracy from such experiments, provided the distances between planes of atoms in the crystal are known. These distances have already been determined by the help of X rays and density measurements. It has thus been found (as was already anticipated theoretically) that there is a connection between the wave length and the velority $n$ of the electrons, as follows:
\[

$$
\begin{equation*}
\lambda=\frac{h}{m v} . \tag{3}
\end{equation*}
$$

\]

This formula is not limited to electrons, but can be applied to any body if the appropriate mass is used.

Although this is apparently of quite different form from the relation between the energy and the frequency of light, it is really closely related to it. This may be seen if we aceept the equivalence of energy and mass as deduced from relativity theory. According to this theory, mass and energy are interconvertible. For example, if an electron could be imagined to be annihilated, a corresponding amount of energy would have to appear in some other form. On the other hand, if the energy of a body is increased in any manner, its mass increases correspondingly. If all quantities are expressed in c.g.s. units, the mass multiplied by the square of the velocity of light gives the corresponding energy. Thus for a light quantum,

$$
\begin{equation*}
h \nu=m c^{2} \tag{4}
\end{equation*}
$$

where $m$ is the mass of the light quantum and $c$ the velocity of light. But $\nu=c / \lambda$, where $\lambda$ is the wave length of the light, whence it is reudily seen that

$$
\begin{equation*}
\lambda=\frac{h}{m c} \tag{5}
\end{equation*}
$$

exactly the same relation that holds for the electron, as $c$ is the velocity of the light quantum. Therefore,

$$
\begin{equation*}
\lambda=\frac{h}{M}, \tag{6}
\end{equation*}
$$

where $M$ is momentum, for either light quantum or electron, the momentum being equal to the mass of the body times its velocity in rolativity theory as in classical theory.

It is thus seen that there is considerable similarity between electrons and light quanta. Both of them may be considered to be corpuscles whose motion is guided by waves. In spite of this, however, there are probably more points of difference than of similarity. One of the most important of these differences is due to the fact that an electron has a mass, and hence possesses considerable energy, even when it is at rest. When it is set in
motion, its mass increases, corresponding to the extra kinetic energy. If the mass of the electron when at rest is $m_{0}$, then, according to the theory of relativity, its mass when it is moving with a velocity $v$ is given by

$$
\begin{equation*}
m:=m_{0}\left(1-\frac{v^{2}}{c^{2}}\right)^{-1 / 2}, \tag{7}
\end{equation*}
$$

where $c$ is the velocity of light. We may expand the square root by means of the binomial theorem, and if $v$ is $\mathrm{v} r \mathrm{ry}$ small compared with $c$, we have the approximation

$$
m=m_{0}+\frac{\frac{1}{2} m_{0} v^{2}}{c^{2}}
$$

Multiplying through by $c^{2}$ to get the energy gives

$$
m c^{2}=m_{0} c^{2}+\frac{1}{2} m_{0} v^{2} ;
$$

that is to say, the energy is equal to the rest energy plus the kinetic energy, which has the usual form $\frac{1}{2} m_{n} v^{2}$, provided $v$ is small enough compared with $c$. As $v$ increases, this expression breaks down, and it is seen from (7) that $m$ approaches infinity as $v$ approaches $c$. $c$ is thus an upper limit for $v$. However, a light quantum has the velocity of light, and yet its mass is finite. This can mean only that the rest mass of a light quantum is zero. The energy of a light quantum is uniquely determined by its true mass. The energy of an electron is also determined by its mass, but since it has a fixed rest mass and its velocity can approach but never reach $c$, its energy may just as well be considered to be determined by its velocity.
3.6. The properties of the electron waves will be treated in bare outline only, giving just what is necessary for our purposes. The wave, considered as a function of the coordinates of the space in which the electron moves, will be designated by the symbol $\psi$. We have already discussed one of its important properties, namely, the connection between its wave length and the velocity of the electron. The term "wave" and the mention of "wave length" already indicate to some extent the nature of the function $\psi$. It will be a sinusoidal function of the space coordinates, or a similar type of function which is periodic or nearly periodic. It may also be a function of time, and in this case it will be a periodic function of the time. However, in the cases in which we shall be interested, $\psi$ may be treated as independent of time-a function of the space coordinates only. It may be real or complex. ${ }^{1}$ We designate its conjugate complex
${ }^{2}$ It may be well to summarize the mathematical conceptions used here. The unit of imaginaries $i$ is defined as the square root of minus one, $\sqrt{-1}$. Any multiple of this unit by a real number, as $b i$, where $b$ is real, is a pure imaginary. A complex number, such as $a+b i$, where $a$ and $b$ are real, is the sum of a real number and a pure imaginary. The number $a-b i$ is the
as $\psi^{*}$. In practically all the cases we shall have to consider, however, $\psi$ will be real, in which case $\psi^{*}=\psi$.

The physical significance of the function $\psi$ is that it determines the probability that an electron should be found at a given point in space. Now $\psi$ itself can be partly imaginary or negative, while the probability that an electron will be found at a given place can obviously be only real and positive. This probability, therefore, cannot be determined by $\psi$ itself. The function $\psi \psi^{*}$, however, has the right properties, and according to the theory, it is this product $\psi \psi^{*}$ which determines the probability that an electron be at a given point. This statement may be made more precise. Consider a region in space defined so that the $x$-coordinate lies between $x$ and $x+d x$, the $y$-coordinate between $y$ and $y+d y$, and the $z$-coordinate between $z$ and $z+d z . \quad d x, d y$, and $d z$ are so small that the function $\psi$ has essentially a constant value $\psi(x, y, z)$ throughout the element of volume thus defined. Then the probability that an electron be found in the volume considered (or, if the density of electrons is high, the number of electrons per unit volume) will be proportional to $\psi(x, y, z) \psi^{*}(x, y, z) d x d y d z$.

The function $\psi(x, y, z)$ is determined as the solution of a certain differential equation, the wave equation, which may be found if the equation of motion of the electrons under the conditions of the given experiment is known. As will appear in the next chapter, it is not necessary to use this differential equation to find the wave function when the velocity of the electron under consideration is constant. It is necessary, however, when the velocity is not constant, and especially if it changes within a distance short compared with a wave length of the electron, under which conditions Eq. (3) naturally loses some of its meaning.

In the following chapters, we shall consider the type of wave functions that occur in several special cases, though we shall endeavor to give a qualitative rather than a quantitative picture, and use a kind of hybrid of classical and wave theories. It must be noted that in a stricter theory even dynamical quantities, like energy and momentum, must be defined in terms of the wave equation.
conjugate complex of $a+b i$. The product of a number and its conjugate complex is real. Thus

$$
(a+b i)(a-b i)=a^{2}-b^{2} i^{2}=a^{2}-b^{2}(-1)=a^{2}+b^{2}
$$

## CHAPTER IV

## ELEMENTARY QUANTUM THEORY

4.1. Nature of Atomic Spectra.-One of the most powerful means of investigating atoms and molecules is the study of the light they emit or absorb, especially when they are in the gaseous state. Such a study has shown that not all frequencies are emitted or absorbed by a given species of atom or molecule, but that in general there appear spectral lines of definite frequency. Each substance has its own characteristic set of spectral lines.

It was carly found that the frequencies of the spectral lines could be advantageously expressed as differences of certain quantities, called "term values"; this is the so-called "Ritz combination principle." Thus suppose that for some given atom there was a series of term values $\tau_{1}, \tau_{2}, \tau_{3}, \tau_{4}$, such that $\tau_{1}>\tau_{2}>\tau_{3}>\tau_{4}$. . . ; then the following frequencies might be observed:

$$
\nu_{12}=\tau_{1}-\tau_{2}, \nu_{18}=\tau_{1}-\tau_{3}, \nu_{14}=\tau_{1}-\tau_{1}, \nu_{23}=\tau_{2}-\tau_{3}, \text { etc. }
$$

The utility of this scheme lies in the fact that it expresses a certain relationship which may be observed among the frequencies (thus in the example given, $\nu_{12}+\nu_{23}=\nu_{18}$ ) and that the number of term values necessary to describe a given spectrum is much smaller than the number of spectral lines. This latter statement holds true, despite the fact that, owing to certain "selection rules," not all the spectral lines which might be expected from a given set of term values actually occur.

On the basis of the quantum theory of light, outlined in the preceding chapter, these term values reccive a simple interpretation if it is supposed that when an atom emits light it emits just one quantum. It is thus assumed that the term values represent energy levels in the atom; this is described by saying that the atom is "quantized." An atom, then, we infor, can have only certain definite energies; it can occasionally lose energy, dropping from a higher to a lower enorgy level, and emitting
thereby a light quantum whose $h \nu$ is equal to the difference between the energies of the atomic states.

We may be a little more specific. Our picture of an atom supposes that it consists of a positively charged nucleus surrounded by electrons. These electrons must be moving in various paths or orbits about the positive nucleus; and we may assume that a stationary state ${ }^{1}$ of an atom is defined by the conditions of motion of the electrons in that atom. Thus if an atom is in one of its higher energy states, this may be owing to one or more of its electrons having more energy than ordinarily. Such an atom is said to be in an excited state.

It is one of the triumphs of the wave theory of electrons that. it has been able to give an explanation of the existence of stationary energy states in atoms, and in many cases it is possible to make an actual calculation of the allowed energy values. In order to do this, it is necessary to impose certain restrictions on the wave function $\psi$ of any electron. In general, it is assumed that, in addition to being a solution of a certain type of differential equation, it must be a continuous and single-valued function of the coordinates $x, y$, and $z$ of the electron it represents, and it must be everywhere finite. These restrictions, reasonable though they are, must be taken as additional hypotheses, whose claim to correctness, as the claim of the wave theory as a whole, rests on the fact that by means of them it is possible to explain the experimental facts. Such a theory, it should be emphasized, is of value, not because it is to be considered as more important or more fundamental than the experimental facts, but because it is able to explain a great many experimental facts and bring out the relationship between phenomena which at first sight appear to be unrelated.
4.2. Theory of an Electron in a "Box."-The way in which the assumptions just outlined make it possible to explain the quantization of atoms will be illustrated by considering a simple case, which does not correspond to any known atom, but which brings out the general principles involved very nicely. Suppose an electron ${ }^{2}$ is moving in the potential energy field shown in Fig. 8.

[^18]In the region between $x=0$ and $x=a$, there is no force acting on the electron, and the potential is constant. At $x=0$ and $x=a$, the potential suddenly rises to infinity. The electron is thus enclosed between two potential walls, and so may be said to be in a box. In a rectangular three-dimensional box, the range of motion of an clectron will also be confined in the $y$ - and $z$ directions. It will be supposed


Fig. 8.-Potential energy curve for an electron in a box. that at $y=0$ and $y=b$ and at $z=0$ and $z=c$ the potential also suddenly rises to infinity. The electron will then be confined to that portion of space for which $0<x<a, 0<y<b$, and $0<z<c$. According to the classical theory, the electron will move with a constant velocity till it strikes one of the walls, at which point one component of the velocity, though remaining the same in magnitude, will reverse its direction, and this process will recur indefinitely.

Let us now consider the corresponding wave picture. We shall deal first with the $x$-component of the velocity of the electron. To indicate the possibility of doing this, let us consider a simple illustration. Suppose an electron is moving in some arbitrary direction in space, making an angle $\alpha$ with the $x$-axis, and suppose that the distance between the wave fronts, i.e., the wave length, is equal to $\lambda$. The electron, of course, moves in a direction perpendicular to the wave front, and the distance between wave fronts is measured along this perpendicular. It is readily seen (Fig. 9) that the distance between wave fronts along the $x$-axis


Fig. 9. is given by $\lambda_{x}=\lambda / \cos \alpha$. Since the $x$-component of velocity is given by $v_{x}=v \cos \alpha$, it is seen that the formula (3), Chap. III, holds for the components of the velocity and the wave length as well as for these quantities themselves. Thus the $x$-component of the velocity can be treated as separate from and independent of the other components.

However, a set of wave fronts such as indicated in Fig. 9 cannot apply directly to an electron enclosed in a box. ${ }^{1}$ For Fig. 9 implies a definite direction of motion for an electron at any particular point in space, whereas in a box, an electron changes its direction of motion every time it strikes one of the walls. But the point that the discussion was intended to illustrate, namely, the possibility of considering the $x$-, $y$-, and $z$-components of the motion as independent, still holds good. In a rectangular box a certain simplicity is introduced because, although a component of velocity changes direction on a collision with a wall, it does not change in magnitude, and hence the wave length associated with it does not change. Furthermore, if the potential energy within the box is constant, as has been assumed, the magnitude of the $x$-component of the velocity and hence the corresponding wave length are independent of $x$. Since this is true, the wave function of the electron will be a simple sinusoidal function of $x$; it may be written in the form

$$
\begin{equation*}
\psi=A \sin \frac{2 \pi x}{\lambda_{2}}+B \cos \frac{2 \pi x}{\lambda_{x}}, \tag{1}
\end{equation*}
$$

where $A$ and $B$ are constant amplitudes (assumed real, so that $\psi^{*}=\psi$ and $\psi \psi^{*}=\psi^{2}$ ). But the electron cannot be in the region outside $x=0$ and $x=a$. Therefore,

$$
\begin{equation*}
\psi=0, \quad \text { if } \quad x<0 \quad \text { or } \quad x>a . \tag{2}
\end{equation*}
$$

The only way the wave function can be continuous (one of the conditions that is imposed upon it) is for the right-hand side of (1) to be 0 for $x=0$ and $x=a$. If it is to be 0 at $x=0$, we must have $B=0$. If it is to be zero at $x=a$, we must have

$$
\begin{equation*}
\sin \frac{2 \pi a}{\lambda_{x}}=0 \tag{3a}
\end{equation*}
$$

or

$$
\begin{equation*}
\frac{2 \pi a}{\lambda_{x}}=n \pi \tag{3b}
\end{equation*}
$$

where $n$ is a whole number giving the number of half waves between $x=0$ and $x=a ; n$ is called the "quantum number"

[^19]of the particular state that it defines. Thus the following condition is imposed on $\lambda_{x}$ :
\[

$$
\begin{equation*}
\lambda_{x}=\frac{2 a}{n} \tag{3c}
\end{equation*}
$$

\]

From Eq. (3), Chap. III, this is equivalent to the following condition on the velocity:

$$
\begin{equation*}
v_{x}=\frac{n h}{2 a m} \tag{3d}
\end{equation*}
$$

For the kinetic energy, we have

$$
\begin{equation*}
\frac{1}{2} m v_{x}^{2}=\frac{n^{2} h^{2}}{8 a^{2} m} \tag{3e}
\end{equation*}
$$

It is thus seen that the part of the kinctic energy due to the $x$-component of the velocity can havc only certain definitc values; all others are excluded by the conditions imposed upon the wave functions. It is usual to designate the allowed wave functions as $\psi_{n}$, giving $n$ the appropriate value to indicate to which one of the allowed functions reference is had, though if no confusion is possible the subscript may be omitted. The allowed functions are generally called "eigenfunctions," or "characteristic functions," though also referred to simply as "wave functions."

The function $\psi_{n}$ is of course a function of $x$ only. It is, in fact, really only a factor of the wave function, that part dealing with the $x$-coordinate only, and $\psi_{n}{ }^{2} d x$ may be taken as representing the probability that, if an electron is in the state $n$, it will be found between $x$ and $x+d x$. This interpretation makes it possible to evaluate $A_{n}$, the amplitude of the eigenfunction $\psi_{n}$. The probability that the electron will be between $x=0$ and $x=a$ is obviously equal to 1 , since the electron must be somewhere in this range. Therefore,

$$
\begin{equation*}
\int_{0}^{a} \psi_{n}^{2} d x=A_{n}^{2} \int_{0}^{a} \sin ^{2} \frac{2 \pi x}{\lambda_{x}} d x=1 . \tag{4}
\end{equation*}
$$

Now $\int_{0}^{a} \sin ^{2}\left(2 \pi x / \lambda_{x}\right) d x$ is, by direct integration, equal to $a / 2$, provided $a$ is a whole or half integral multiple of the wave length $\lambda_{x}$; if $\lambda_{x}$ has one of the values given by (3c), this relation,
together with (4), gives

$$
\begin{equation*}
A_{n}=\sqrt{\frac{2}{a}} \tag{5}
\end{equation*}
$$

We may, therefore, write

$$
\begin{equation*}
\psi_{n}=\sqrt{\frac{2}{a}} \sin \frac{\pi n x}{a} \tag{6}
\end{equation*}
$$

When $A_{n}$ is given the value indicated in Eq. (5), $\psi_{n}$ is said to be normalized.


Fig. 10.-Wave functions for the first three energy levels of a particle (one dimensional) in a box, and the squares of the wave functions.

As has already been noted for $y<0$ and $y>b$ and for $z<0$ and $z>c$, the potential energy also becomes infinite. Restric.tions similar to those found for the $x$-part of the kinetic energy exist for the $y$ - and $z$-parts, and only very definite values of that part of the energy contributed by the motion in these directions are possible. In other words, its entire energy is quantized.

Corresponding to the three directions of space, there are three wave functions, similar to that defined by Eq. (6), say

$$
\left.\begin{array}{l}
X_{n}=\sqrt{\frac{2}{a}} \sin \frac{\pi n x}{a}  \tag{7}\\
Y_{k}=\sqrt{\frac{2}{b}} \sin \frac{\pi k y}{b} \\
Z_{l}=\sqrt{\frac{2}{c}} \sin \frac{\pi l z}{c}
\end{array}\right\}
$$

Here the notation has been changed slightly: $X_{n}$ is the same function previously designated as $\psi_{n}$. In order to specify exactly the state of the electron, it is necessary to give three quantum numbers $n, k$, and $l$. Once these numbers are given, $X_{n}{ }^{2} d x$ gives the probability that the electron be between $x$ and $x+d x, Y_{k}^{2} d y$ the probability that it be between $y$ and $y+d y$, and $Z_{l}{ }^{2} d z$ the probability that it be between $z$ and $z+d z$. The probability that it be simultaneously between $x$ and $x+d x, y$ and $y+d y$, $z$ and $z+d z$ is given, according to a well-known theorem of the theory of probability, by the product of the separate probabilities, namely, $X_{n}{ }^{2} Y_{k}{ }^{2} Z_{l}{ }^{2} d x d y d z$. We may therefore write for the complete eigenfunction, which is a function of $x, y$, and $z$,

$$
\begin{equation*}
\psi_{n k l}=X_{n} Y_{k} Z_{l} \tag{8}
\end{equation*}
$$

and it is seen that $\psi_{n k l}{ }^{2} d x d y d z$ then gives the probability that the electron be in the specified volume element.

It may seem strange that, when the electron is in a certain definite energy level, there are certain places where there is no probability of finding the electron and other places where there is a large probability of finding it. It seems at first sight contrary to the usual conception of the nature of mechanical motion. There is, however, strong evidence from a variety of sources that the wave picture is correct, and that the commonly held ideas are merely approximations which are, however, very good if the bodies that are considered are large. For such a small body as an electron, these approximations break down.

It is also evident that the picture of an electron in a stationary state (i.e., a quantized energy level) is quite different from our ordinary picture of a moving body, in that there is a probability of finding the electron at various places which extend all the way from one side of the box to the other, and the motion of the electron is not brought at all into evidence by regarding the waves themselves. It is possible, however, to reproduce the appearance
of a moving electron, by means of the waves, and the way in which this is done may be briefly outlined. As has been stated above, for our purposes any dependence of the wave functions on the time can in general be neglected, but in order to reproduce this appearance of a moving electron, it is necessary to consider the time dependence of the wave functions. Without going into too great detail, we may note that this is accomplished ${ }^{1}$ by multiplying $\psi_{n k l}$ by $e^{2 \pi i L_{n k t} t / h}$, where $E_{n k l}$ is the energy of the state $n k l, t$ is the time, and ${ }^{2} i=\sqrt{ }-1$. Since, by a well-known theorem in function theory, ${ }^{3}$

$$
e^{2 \pi i E_{n k} t / h}=\cos \left(2 \pi E_{n k l} t / h\right)+i \sin \left(2 \pi E_{n k l} t / h\right)
$$

it is seen that this exponential is a periodic function of the time with frequency $\nu_{n k l}=E_{n k l} / h$, the customary relation between the energy of the particle and the frequency of the waves. Now it is possible to set up an expression for the wave function of the system, of the form

$$
\begin{equation*}
\psi=\Sigma_{n} \Sigma_{k} \Sigma_{l} C_{n k l} \psi_{n k l} e^{2 \pi i E_{n k} t / / h} \tag{9}
\end{equation*}
$$

by choosing the proper values of the constants $C_{n k l}$, such that at time $t=0$ the electron is confined to some limited region of space, and such that the center of gravity of this wave packet will move with a certain velocity. Such a wave packet thus behaves very much like a moving electron, except that it has a tendency to spread, i.e., the region in which the electron is likely to be found gets larger and larger. But this effect is easily accounted for, since the $\psi_{n k l}$ for various values of $n, k$, and $l$, and hence corresponding to various energies, are included in the sum (9). Thus it is not certain that the electron represented by the wave packet has a definite velocity, but there is only a certain probability that its velocity lies within any given limits, just as one can only say that there is a certain probability that the electron is located within certain limits of space. It is found that the smaller the space region in which there is an appreciable probability of finding the electron, the greater is the range of

[^20]possible velocities. If the electron is confined to a region of space whose linear dimensions are of the order of $10^{-8} \mathrm{~cm}$., the range of probable velocities is quite appreciable. If, however, the electron is confined to a region whose linear dimensions are of the order of $10^{-4}$, then the range of probable velocities is, or at least may be, extremely small. Ordinarily, distances less than $10^{-4} \mathrm{~cm}$. cannot be measured, and in general, experiments are designed in such a way that the probable region for an electron is at least this large. If this is so, it is quite possible for the range of probable velocities to be within the limits of experimental error. In such a case, the wave mechanics gives essentially the same answer to any problem as ordinary mechanics. Although we can say only that there is a certain probability that the electron is in such and such a position, and has such and such a velocity, there is a very small probability of finding the electron outside a certain region the size of which is so tiny that it would be beyond the power of our instruments to measure it. And the position, at any time, of the region in which the electron must very probably be may be calculated to within a very small error by assuming that it is moving with a certain velocity, which is therefore identified with the velocity of the electron. However, when dealing with atoms and atomic distances, the situation is very different, and when an electron is in a certain stationary state, nothing more can be said about where that electron is than may be learned from the eigenfunction belonging to that stationary state. In other words, nature forbids us to know too much about any electron. This principle, due to Heisenberg and known as the "uncertainty principle," has been discussed quantitatively in numerous treatises on wave mechanics, ${ }^{1}$ but it is outside the scope of this book to go into it beyond the cursory and qualitative discussion that has just been given.

### 4.3. The Number of Quantum Conditions and the Separation

 of Variables.-The example of the particle in the box illustrates a general principle of considerable importance, which will be applied later in this chapter. It will have been noted that three quantum numbers, corresponding to three independent quantum conditions, are necessary to define the state of the system. This corresponds to the fact that three coordinates are necessary to[^21]determine the position of the particle in space. In general, the number of independent conditions neccssary to define the state of a system (which may consist of more than one particle or be subject to various constraints) is equal to the number of coordinates necessary to completely specify the positions of all parts of the system in space. This number is described as the number of degrees of freedom of the system. The coordinates used need not necessarily be rectangular coordinates but may be polar or other types of coordinates; however, the number of coordinates necessary to specify the state of the system is independent of the kind used.

The application of the quantum conditions is readily effected only if the equations of motion of the system are separable in one set of coordinates or another. The equations of motion of the particle in the box, for example, are separable in the ordinary Cartesian coordinates $x, y$, and $z$. This evidences itself in the fact that the kinetic energy (the only part that can vary) can be written in the form $\frac{1}{2} m v_{x}{ }^{2}+\frac{1}{2} m v_{y}{ }^{2}+\frac{1}{2} m v_{z}{ }^{2}$, and that each part has a value which is constant in the course of the motion, and which is entirely independent of the other parts. There are thus three independent constants of the motion. There are other constants of the motion, c.g., the absolute values of the components of the momentum in the three directions, but these are not independent of the kinetic encrgy. It is seen that the three independent constants of the motion are just the quantities that are quantized and, in general, when desirous of finding the quantities to be quantized, one will look for the independent constants of the motion. These may be energies, momenta (in the gencral sense of Appendix I), etc., but the number of independent constants will be equal to the number of degrees of freedom of the system.
4.4. The Quantization of Rotational Motion.-We shall now turn our attention to the wave functions and quantization of another highly idealized mechanical system. Suppose that a body of mass $m$ is attached to a rod of negligible mass and constrained by it to move in a circle of radius $r$ about a fixed point. The position of the body is described by the angle $\chi$ made by the rod with a fixed direction in the plane of the circle in which the mass is constrained to move (see Fig. 11). Since this variable completely describes the position of the system, it is a system with
one degree of freedom, requiring one quantum condition to fix its state of motion.

Once the body is set in motion, it will continue to move with constant angular velocity. This suggests setting up an expression for the wave function similar to Eq. (1), but involving the angle $\chi$ instead of the distance $x$. Thus we write

$$
\begin{equation*}
\psi=A \sin \frac{2 \pi \underline{\chi}}{\lambda_{x}} \tag{10}
\end{equation*}
$$

where $\lambda_{x}$ is what may be called a wave angle. (We refrain from using the more general form $A \sin \left(2 \pi \chi / \lambda_{\chi}\right)+B \cos \left(2 \pi \chi / \lambda_{\chi}\right)$, for this is quite equivalent to writing $A \sin \left(2 \pi \chi / \lambda_{x}+\delta\right)$ where $\delta$ is another constant, which can be eliminated simply by changing


Fig. 11. the starting point for the measurement of $\chi$.)

Procending on the basis of an analogy which will become evident immediately, we set

$$
\begin{equation*}
\lambda_{\chi}=\frac{h}{m v r}=\frac{h}{m \dot{\chi} r^{2}} \tag{11}
\end{equation*}
$$

(where $\dot{\chi}$ is the angular velocity ${ }^{1}$ ). Multiplying through by $r$ gives $\lambda_{x} r=h / m v$. Now $\lambda_{x} r$ is a length--it is the length of arc, on the circle described by the moving body, which is included between wave fronts, i.e., between the successive angles that correspond to maxima, let us say, of $\psi$. It is seen that this wave length has the usual relation to the velocity of the particle.

It may appear that the introduction of Eq. (10) and the use of a wave angle which obeys Eq. (11) are arbitrary procedures. This is quite true. It must be remembered that the object of theoretical research is not to give an ultimate explanation of experimental facts, but to find relations between them. The usual procedure is to make arbitrary assumptions and find out where they lead. They are satisfactory if they give results consistent with experiment, and they are useful if they make it easier to correlate and understand the relations between different experimental facts. It is often desirable to make as few assumptions as possible and from them to derive as many experimental

[^22]facts as possible. Thus it could be shown that Eqs. (1) and (10) are both solutions of special cases of a general wave equation, the assumption of the validity of which could be taken as our starting point. For our purposes, this would introduce unnecessary mathematical abstractions, and we have contented ourselves with a less ambitious program in which special assumptions are introduced for special cases. These special assumptions are still useful in correlating the facts, and an attempt is made to show that they are not entirely distinct, but that there are definite relations between the assumptions made in various cases-that they at least have a certain similarity. The results achieved in the special cases will also be seen to have certain characteristics in common. In other more complicated cases, then, we shall be content to go directly, or almost directly, to the results, merely showing that they still have the common characteristics, and referring the student to more detailed treatises for a more rigorous treatment.

Returning from this digression, let us proceed to the quantization of $\psi$. It has previously been noted that a wave function must be single valued and continuous. In order for $\psi$ to have these properties, it must repeat itself on going around the circle; that is to say, increasing the angle $\chi$ by $2 \pi$ should bring back the original value of $\psi$, which means that

$$
\begin{equation*}
\sin \frac{2 \pi(\chi+2 \pi)}{\lambda_{x}}=\sin \frac{2 \pi \chi}{\lambda_{\chi}} . \tag{12a}
\end{equation*}
$$

This gives

$$
\begin{equation*}
\frac{2 \pi(\chi+2 \pi)}{\lambda_{x}}=\frac{2 \pi \chi}{\lambda_{x}}+2 \pi n, \tag{12b}
\end{equation*}
$$

where $n$ is a whole number, giving the number of waves in the circle.

From this, it is seen that

$$
\begin{equation*}
\lambda_{x}=\frac{2 \pi}{n} \tag{12c}
\end{equation*}
$$

and the energy, which is equal to $\frac{1}{2} m v^{2}=\frac{1}{2} m \dot{\chi}^{2} r^{2}$, is from Eq. (11) given by

$$
\begin{equation*}
E=\frac{h^{2} n^{2}}{8 \pi^{2} m r^{2}} . \tag{12d}
\end{equation*}
$$

In this case, the value $n=0$ is a possibility. This makes $\lambda_{\boldsymbol{x}}$ infinite, and $\psi$ is simply a constant ${ }^{1}$ (and so, obviously, single valued). $E$ and the momentum are zero, which is consistent with the infinite wave length. Furthermore, each of the other energy levels is double, i.c., really consists of two coincident levels, since the body "an rotate eithc: clockwise or counterclockwise.

The results just obtained may be expressed in a useful form in terms of the angular momenturn. Inasmuch as the angular momentum is defined (sec Appendix I) as the product of (1) the mass, (2) the distance $r$ from the fixed point, and (3) the component of velocity perpendicular to
 the direction of the line joining the $n=0$ fixed point to the moving body (in this case, the velocity itself), it is given by

$$
\begin{equation*}
p_{x}=m r v=m r^{2} \dot{\chi} . \tag{13}
\end{equation*}
$$

Using (11) and (12c)

$$
\begin{equation*}
p_{\chi}=\frac{n h}{2 \pi} \tag{14}
\end{equation*}
$$

for the $n$th quantum state.
It is thus seen that the quantization may be expressed in terms of $p_{\chi}$ as an independent constant of the motion, as well as in terms of $E$; these expressions are, of course, not independent, one being derived from the other.

It may appear strange that in the preceding discussion the starting point for the measurement of the angle $x$ should be arbitrarily chosen, for that means that the maxima and minima of the probability function $\psi^{2}$ occur at arbitrary positions in space, which, unlike the case of the particle in the hox, are not determined by the actual physical situation. The answer to this objection is to be found in the fact that the expression for $\psi$ given in Eq. (10) is really not quite complete. Actually, this is a problem in which the physical reality can be better represented by assuming $\psi$ to be complex, writing instead of (10)

$$
\psi=A \sin \frac{2 \pi x}{\lambda_{x}}+A i \cos \frac{2 \pi x}{\lambda_{x}}
$$

[^23]which may be shown to be a solution of the wave equation as well as expression (10). It must be remembered that the general form of the probability function is $\psi \psi^{*}$ rather than $\psi^{2}$. In this case,
$$
\psi^{*}=A \sin \frac{2 \pi \chi}{\lambda_{x}}-\Lambda i \cos \frac{2 \pi \chi}{\lambda_{x}}
$$
and
$$
\psi \psi^{*}=A^{2} \sin ^{2} \frac{2 \pi \chi}{\lambda_{x}}+A^{2} \cos ^{2} \frac{2 \pi x}{\lambda_{x}}=A^{2}
$$
which is independent of $\chi$ and states that the probability of finding the particle anywhere is independent of the angle. Obviously the new expression for $\psi$ has the same periodicity as before, and Eqs. (12b), (12c), and all equations based on them will be unchanged. For the quantization of the motion, the important fact is the existence of a wave angle and the conditions on the wave function, not the exact form of the wave function. The latter may be of importance in other connections, hut need not be considered unless the particular experiment under consideration requires it.
4.5. Quantization of the Space Rotator.-In Sec. 4.4, we dealt with a two-dimensional rotator, i.c., one that was constrained to


Fig. 13.-Polar coordinates.
move in a definite, fixed plane. The results may be extended to the case of a rotator which is similar in every respect, except that it is free to move in space. The position of the revolving mass may be described by means of a system of polar coordinates, with origin at the fixed center of rotation, such as is shown in Fig. 13. The distance of the rotating body from the center of rotation is, of course, determined by the length of the weightless rigid rod which connects it to this center. Its position, designated as P in Fig. 13, is then completely determined by the angles used in polar coordinates, namely, the angle $\theta$, made by the line

OP with the axis $Q O Q^{\prime}$, and the angle $\phi$, made by the intersection of the plane $\mathrm{QPQ}^{\prime}$ and the plane II (which is perpendicular to $Q O Q^{\prime}$ at the origin) with an arbitrary line OR in $I I$.

Since two coordinates $\phi$ and $\theta$ are necessary to determine the position of the rotator, it has two degrees of freedom. It is therefore necessary to find two independent constants of the motion in order to effect the quantization.

One of these constants of the motion may be taken as the total angular momentum. This is constant, as in the example of the plane rotator. In fact, once the body is set into motion, it will continue to move in the same plane until it is disturbed,
 for there will be no forces at right angles to its direction of motion tending to pull it out of the plane determined by its direction of motion and the rod joining it to the origin.

The angular momentum may be taken as a vector quantity perpendicular to the plane of motion, and of magnitude $p_{x}$ determined, as in Sec. 4.4, as the product of the distance $r$ of the body from the center of rotation, its mass $m$, and its Fig. 14.-Projection of velocity $r \dot{\chi}$ where $\dot{\chi}$ is the angular velocity angular momentum on ( $\chi$ is the angle in the plane of revolution). The direction of the angular-momentum vector is such that, if the direction of rotation of the rotator appears counterclockwise to the observer, the angular-momentum vector points toward the observer (see Fig. 78, Appendix I). Giving the angular momentum thus determines the plane of the rotation and its tilt in space, as well as the speed of the rotation.

It should be noted that when we say that the angular momentum is quantized, we refer to its magnitude. Assuming the vector to be quantized would be equivalent to quantizing the three components, and there are only two quantities to be quantized. The second constant of the motion to be quantized may, to be sure, be (and generally is) taken as the projection or component of the angular momentum along the polar axis. This projection is called $p_{\phi}$.

It is seen, as indicated in Fig. 14, that $p_{\phi}$ will not uniquely determine the direction of the angular-momentum vector, since
the latter may describe a cone and still give the same value of $p_{\phi}$. This simply means that these various directions are allowed by the quantization, and the wave description of the phenomenon can in fact be used to give the probability of any such direction once $p_{x}$ and $p_{\phi}$ are determined.

More disturbing, perhaps, is the fact that the quantization depends on the polar axis which is, of course, arbitrarily chosen. There is thus something arbitrary about the process of quantization. However, this arbitrariness is simply an expression of the fact that it is not possible to distinguish between the directions in space unless they can be correlated with some physical reality. Under some circumstances, there may be a physical reason for solecting some particular polar axis. Suppose, for example, the rotating body were electrically charged. It would then interact with a magnetic field. Such a magnetic field would, according to the classical theory, cause the angular-momentum vector to precess about an axis in the direction of the field, i.c., to revolve about the axis at a constant inclination, forming a cone and leaving the component of the angular momentum in the direction of the field constant. In a case like this, it is clear that the polar axis must be taken so as to coincide with the direction of the field, since $p_{\phi}$ should be the component to remain constant. Even an extremely small magnetic field, whose effect on the energy of the system is practically vanishing, would, according to classical theory, cause a precession which would eventually cause the vector to take all positions in the cone. Then $p_{x}$ and $p_{\phi}$ would be the only two independent dynamical quantities to remain constant, and, therefore, only these two could conceivably be quantized (at least other quantities would not be independently quantized). If the magnetic field is zero, then it is, to be sure, possible to choose the polar axis arbitrarily. But the wave functions for one set of axes can be expressed in terms of the wave functions for another set; if there is a certain quantum state for which the projection of the angular momentum on the polar axis has a given value in one set of axes, this means that there is a certain probability that it have any given value if taken along some other polar axis.

This statement may seem paradoxical, but the fact is that it is not possible to define the axis of quantization without either expressed or implied reference to some definite experiment which
measures $p_{\phi}$ along that axis, and it so happens that it is not possible to perform an experiment that will give information about the projection of angular momentum on more than one


Fig. 15.-Projection of $l$-vector for $l=3$. In this diagram $l$ is taken as a vector with length $=3$ and all projections on the axis are shown, which are whole multiples of the unit length. The lengths of the projections are the values of $m$. axis at a time. This is another aspect of the uncertainty principle, and will be discussed further in Chap. VI, after the consideration of some actual atomic systems.

The polar axis having then been determined or arbitrarily selected, it is desired to know the actual values of $p_{\chi}$ and $p_{\phi}$ which are allowed by the quantization. In this case, the wave function depends upon the two variables $\phi$ and $\theta$, and it may be shown, by considering the differential equation of which it is a solution, that it is, indeed, a product of the type $\Phi(\phi) \theta(\theta)$, where $\Phi(\phi)$ depends only on $\phi$ and $\Theta(\theta)$ depends only on $\theta$. However, the momenta and velocities involved, when expressed in terms of $\phi, \theta, \phi$, and $\dot{\theta}$, are sufficiently complicated so that it would be difficult to make any predictions as to the form of $\Phi(\phi)$ or $\Theta(\theta)$ without solving the wave equation (though it does turn out that $\Phi(\phi)$ is a simple sinusoidal function). It will be necessary to merely give the results in this case, and to show later that they are at least consistent with certain general rules which will be developed. It is found that $p_{x}$ and $p_{\phi}$ may have the following values:

$$
\begin{equation*}
p_{x}=\sqrt{l(l+1)} \frac{h}{2 \pi} \tag{15}
\end{equation*}
$$

where $l=0,1,2, \ldots$
and

$$
\begin{equation*}
p_{\phi}=\frac{m_{l} h}{2 \pi} \tag{16}
\end{equation*}
$$

where ${ }^{1} m_{l}=-l,-l+1, \ldots, 0, \ldots l-1, l$.
The limit on the possible values of $m_{l}$ follows from the fact that

[^24]$p_{\phi}$ cannot, being a projection of $p_{x}$, be greater than $p_{x}$ in absolute value. It is seen that when the value of $l$ is fixed, $p_{\chi}$ is determined and there are $2 l+1$ possible values of $p_{\phi}$. The situation for $l=3$ is illustrated in Fig. 15 by means of a vector diagram.

The energy of the rotator that we have been considering is determined by $p_{x}$. The kinetic energy is $\frac{1}{2} m v^{2}$, and by Eq. (13), which applies equally well here, this is equal to $p_{x}{ }^{2} / 2 m r^{2}$. As there is no potential energy the expression for the energy becomes

$$
\begin{equation*}
E=\frac{l(l+1) h^{2}}{8 \pi^{2} m r^{2}} \tag{17}
\end{equation*}
$$

The value of $m_{l}$ has no influence on the energy; $m_{l}$ simply determines the tilt of the plane of revolution with respect to the polar axis.
4.6. Quantum States and Phase Space.-In the preceding pages, the motion of a particle under various conditions of constraint has been considered. In Sec. 4.2, the case of a free particle (i.e., free aside from the fact that it was confined in a box) was treated, and the particle had three degrees of freedom; in Sec. 4.4, the case of a particle constrained to rotate in a plane at a definite distance from a fixed center was considered-this particle had one degree of freedom; finally in Sec. 4.5, a particle, constrained to rotate a definite distance from a fixed point, but free as to its plane, and having, hence, two degrees of freedom, was treated. In the case of the free particle, the position of the particle was given by the three coordinates $x, y, z$ with corresponding momenta $p_{x}, p_{y}$, and $p_{z}$, which could be written in terms of the velocities as

$$
\begin{aligned}
& p_{x}=m \dot{x}, \\
& p_{y}=m \dot{y},
\end{aligned}
$$

and

$$
p_{z}=m \dot{z}
$$

In the case of the plane rotator, the position of the particle is described by the single coordinate $\chi$, and the corresponding momentum (angular momentum in this case) is given by

$$
p_{x}=m r^{2} \dot{\chi}
$$

In the case of the space rotator, the position of the particle is given by the polar angles $\phi$ and $\theta$, and again there are corre-
sponding momenta. The momentum corresponding to $\phi$ is just the angular-momentum projection $p_{\phi}$ already considered. In terms of the velocities and coordinates, it is given by

$$
\begin{equation*}
p_{\phi}=m r^{2} \phi \sin ^{2} \theta, \tag{18}
\end{equation*}
$$

as is shown in Appendix I. Vorresponding to $\theta$ is a special momentum $p_{\theta}$ which is given by

$$
\begin{equation*}
p_{\theta}=m r^{2} \dot{\theta} \tag{19}
\end{equation*}
$$

(see Eqs. (7c) and (7b) of Appendix I).
If there is but a single particle, there cannot be more than three


Fig. 16.-Phase space for plane rotator. Positive and negative $p_{x}$ 's correspond to the two directions of rotation. degrees of freedom. However, in a general case, involving more than one particle, there may be any number of degrees of freedom. If there are $N$ degrees of freedom, which means that it requires $N$ independent coordinates to describe the position of all parts of the system completely, there will be, correspondingly, $N$ momenta. The $N$ coordinates do not need to be simple rectangular or polar coordinates, and the corresponding momenta may be very complicated functions of the coordinates and velocities. The number of coordinates and momenta does not depend, however, on the way the coordinates are set up.

Suppose, having a system with $N$ degrees of freedom, we construct a new space with $2 N$ dimensions, the rectangular coordinates of which are the coordinates and the momenta of the system. Such a space is called the "phase space" of the system. It is important to note that in the phase space for the space rotator, for example, the values of such quantities as $\phi, \theta, p_{\phi}, p_{\theta}$ are marked off on axes which are set up at right angles to each other. In a $2 N$-dimensional space, it is, of course, possible to set up $2 N$ mutually perpendicular axes, though it is not possible to draw a figure that will adequately illustrate the situation. In Fig. 16, however, an attempt is made to bring out the essential particulars by showing the axes in the phase space for the plane rotator. It will be noted that the axis for the angle $\chi$ is limited to a length of $2 \pi$, because the angle ranges only from 0 to $2 \pi$.

The usefulness of the phase space will become evident from the following considerations. According to classical mechanics, the state of a dynamical system at any time may be represented by a single point in an appropriate phase space, as that determines the $q$ 's and $p$ 's of the system, and from the $q$ 's and $p$ 's the position and velocity of every particle in the system may be calculated. The motion of the system would then, according to classical theory, be determined for all time, ${ }^{1}$ and this motion of the system could be represented by a corresponding motion of the phase point. According to the wave mechanics, however, which deals in probabilities, one cannot trace the behavior of the system in such detail, but if a system is in a given stationary quantum state, we may say in a general sort of a way that it is confined to a certain region of the phase space. In general, it may be stated that in a system with $N$ degrees of freedom a quantum state is equivalent to a hypervolume of $2 N$ dimensions in the phase space equal in magnitude to $h^{N}$. (It may be readily verified that the dimensions of $h$ are the same as the dimensions of a coordinate times the corresponding momentum, namely, energy times time, so the dimensions of $h^{N}$ are correct for the phase space.)

This may be illustrated by a consideration of the example discussed earlicr in this chapter, the motion of a particle in a "box." ${ }^{2}$ In this case, as noted above, there are three coordinates-the ordinary Cartesian coordinates-and the three corresponding momenta, so the phase space is six dimensional. It is possible to deal, however, with the two-dimensional sub-phase spaces, each of which is defined by the pair of axes representing a coordinate and its corresponding momentum. Consider first the subspace defined by $x$ and $p_{x}$. $\quad p_{x}$ will be positive if the particle is moving toward larger values of $x$, negative if it moves in the opposite direction. As the particle moves along, in the $n$th quantum state let us say, its $p_{x}$ remains constant, according to the classical picture, till the particle comes to one end of the box, when:it

[^25]reverses sign. Thus the representative point in the two-dimensional sub-phase space will have a path such as is shown in Fig. 17 (solid lines ABDEA). Equation (3d) page 40, gives the $x$-component of the velocity of the particle, but it does not, of course, take into account the sign, giving only the absolute value. From (3d), the absolute value of $p_{x}$ when the particle is in the $n$th


Fra. 17.-Phase diagram for particle in a box (one dimensional). In the $n$th quantum state the particle follows the path ABDEA , the area enclosed being the value of $\int p_{x} d x$ (special case of $\int p d q-$ see p. 57) for the motion of the particle in the $n$th quantum state. state will be given by

$$
\left|p_{x}\right|_{n}=\frac{n h}{2 a}
$$

When the particle is in the ( $n-1$ )th state, the path of the represnntative point will be given by the dotted lines $A^{\prime} B^{\prime} D^{\prime} E^{\prime} A^{\prime}$ of Fig. 17. The space between the two lines, shown shaded in Fig. 17, may be taken as the measure of the region in the subphase space occupied by one quantum state. It is equal to $2 \times\left[\frac{n h}{2 a}-\frac{(n-1) h}{2 a}\right] \times a=h$. At the same time, the $y$ and $z$ motions of the particle will be quantized and occupy a region equal to $h$ in their respective subspaces. The areas in the $x, y$, and $z$ sub-phase spaces will all be perpendicular to each other and may thus be considered as the projections of a six-dimensional space whose hypervolume is $h^{3}$.

This result may be used to find the approximate number of quantum states in any designated region of the six-dimensional phase space. We shall illustrate this by obtaining a result that will be found useful in later chapters. We shall calculate the approximate number of quantum states for a region of the phase space for which the total kinetic energy

$$
\begin{equation*}
T=\frac{1}{2 m}\left(p_{x}^{2}+p_{y}^{2}+p_{z}^{2}\right) \tag{20}
\end{equation*}
$$

(which is, in this case, the total variable energy) is less than some
given value $T_{0}$. The volume in the phase space for which the energy $T$ is less than $T_{0}$ may be taken as the product $V P_{0}$ of two factors, a space factor $V$, and a momentum factor $P_{0} . \quad V$ is naturally equal to $a b c$, where $a, b$, and $c$ are the lengths of the sides of the box, i.e., $V$ is the volume of the box. It is seen from Eq. (20) that $T$ is constant on the surface of any sphere in the momentum space, the radius of the sphere being $\sqrt{2 T m}$, which is the magnitude $p$ of the momentum vector (see Fig. 18). The volume of the sphere bounded by the $T_{0}$ surface is

$$
\frac{4}{3} \pi p_{0}{ }^{3}=\frac{4}{3} \pi\left(2 T_{0} m\right)^{3 / 2}=P_{0} .
$$

The number $n_{0}$ of quantum states in this region for which the energy is less than $T_{0}$ is thus given by

$$
\begin{equation*}
n_{0}=P_{0} V h^{-3}=\frac{4}{3} \pi\left(2 T_{0} m\right)^{3 / 2} V h^{-3} . \tag{21}
\end{equation*}
$$

It is convenient, however, whenever possible, to consider a two-dimensional projection, as was done with the example just considered. In general, the hypervolume of a quantum state in a 2 N -dimensional phase space can be thought of as having a cross section of area $h$ on each of $N$ mutually perpendicular planes, determined by the axes of a coordinate $q$ and its conjugate momentum $p_{q}$. This relationship may be expressed in terms of the phase integral, which is defined


Fig. 18.-Momentum vector and its projections in momentum space. as $\int p_{q} d q$, where the variable of integration is allowed to range over the values taken during one period of the motion, i.c., until it returns to the starting value. This integral represents an area on the $p_{q}-q$ plane. Thus in the case of the particle in the box, it is clear that the area OABC (see Fig. 17) is the contribution to the integral for the motion of the particle from one side of the box to the other, whercas the area CDEO is the contribution to the integral for the reversal of the motion and completion of the period of motion. The latter part of the integral is positive, for although $p_{q}$ is nega
tive, the increments $d q$ are likewise negative while the particle is reversing its motion.

In order that the area between neighboring quantum states should be equal, or approximately equal, to $h$, it is clear that, for the $n$th quantum state, $\int p_{q} d q$ should be equal, or approximately equal, to $n h$, and that, in any event, there should be but one quantum state for which $\int p_{q} d q$ lies between $n h$ and $(n+1) h$. Sometimes $\int p_{q} d q$ may depend on several quantum numbers; in this case, a slight alteration of this rule is necessary, as will be illustrated in the consideration of the


Fig. 19.-Phase diagram for $\phi$ and $p_{\phi} . \quad$ Shaded area $=$ $\int p_{\phi} d \phi$. space rotator.

In the case of the space rotator, there are, as already noted, four dimensions in the phase space. The quantities that are quantized are the constants of the motion $p_{\phi}$ and $p_{\chi}$, whereas the phase integrals are $\int p_{\phi} d \phi$ and $\int p_{0} d \theta$. Since $p_{\phi}$ is equal to $m_{l} h / 2 \pi$ (where $m_{l}$ is the quantum number) and $\phi$ goes from 0 to $2 \pi$ while the particle executes one period of its motion, it is seen that $\int p_{\phi} d \phi=\int_{0}^{2 \pi} \frac{m_{\nu} h}{2 \pi} d \phi$ $=m_{l} h$. The integral, therefore, has the expected values.

With the other integral, the situation is slightly more complicated. It is necessary, in order to evaluate the phase integral, to express $p_{\theta}$ in terms of $p_{\phi}$ and $p_{x}$. In Eq. (4) of Appendix I, it is shown that

$$
r^{2} \dot{\chi}^{2}=r^{2} \dot{\theta}^{2}+r^{2} \phi^{2} \sin ^{2} \theta
$$

Therefore, by Eqs. (13), (18), and (19),

$$
p_{\chi} \dot{\chi}=p_{\phi} \dot{\phi}+p_{\theta} \dot{\theta} .
$$

Since the dot means time differentiation, multiplying this through by $d t$ gives

$$
p_{\chi} d \chi=p_{\phi} d \phi+p_{\theta} d \theta
$$

whence

$$
\begin{aligned}
\int p_{\theta} d \theta & =\int p_{\chi} d \chi-\int p_{\phi} d \phi \\
& =\int_{0}^{2 \pi} \frac{\sqrt{l(l+1) h}}{2 \pi} d \chi-\int_{0}^{2 \pi} \frac{m_{l} h}{2 \pi} d \phi
\end{aligned}
$$

$$
=\sqrt{l(l+1}) h-m_{l} h
$$

if $l$ and $m_{l}$ are the quantum numbers. In order to understand this result, the quantum number $m_{l}$ should be held constant and $l$ should be varied. It can then readily be seen, since $l$ must be equal to or greater than $m_{l}$, that the area enclosed between adjacent $l$ values is approximately $h$, and these quantum levels are correctly spaced. The hypervolume in the four-dimensional space, occupied by any given quantum state, will be at least approximately equal to the area on the $p_{\phi^{-}} \phi$ plane between adjacent $m_{l}$ values times the area on the $p_{\theta}-\theta$ plane between adjacent $l$ values, since these are mutually perpendicular cross sections of the cell in the phase space assigned to this particular quantum level. This product is always close to $h^{2}$, as expected. This deduction may be considered as a rough verification of the results cited in Sec. 4.5.

## Exercises

1. Calculate the wave length of an electron with 1 electron volt of energy; of a proton with the same energy.
2. Calculate the wave length of a body with a mass of 1 g ., moving with a velocity of 1 cm . per sec. What is its energy in electron volts?
3. Calculate the energy in ergs and in electron volts of an electron and of a proton in the first quantum state of a one-dimensional box of length 1 cm .; of length $2 \times 10^{-8} \mathrm{~cm}$. Calculate the velocity and energy in ergs and electron volts of a body of mass 1 g . in the first quantum state of a box of length 1 cm . Repeat all calculations for the fifth quantum state.
4. From Eq. (3e), find an approximate formula for the number of energy levels in a box for which the energy lies between $E_{1}$ and $E_{2}$, where $E_{1}, E_{2}$, and $E_{2}-E_{1}$ are very large compared with $h^{2} / 8 a^{2} m$ but $E_{2}-E_{1}$ is very small compared with $E_{1}$ and $E_{2}$.

In these problems the potential energy may be set equal to zero.

## CHAPTER V

## THE HYDROGEN ATOM

The hydrogen atom is the simplest of all atoms. It consists of a single electron revolving about a positively charged nucleus which has a mass about 1835 times that of the electron. The electron is attracted to the nucleus by a force equal to $e^{2} / r^{2}$, where $e$ is the charge on the electron and $r$ the distance between electron and nucleus. The mass of the nucleus is so great compared with that of the electron that to a very good approximation it may be considered to be a fixed point to which the electron is attracted by the force noted.

As was first shown by Bohr, whose work lies at the basis of all modern atomic theory, the motion of the electron about the nucleus is quantized. An exact description requires the use of the wave mechanics. However, the general procedure in case of atomic systems is to consider first the classical motion of the electron and then see how it is affected by the quantum theory. This method has been used in several instances in Chap. IV, and will be applied to the present casc. The classical treatment not only provides a basis for further discussion and a convenient nomenclature, but is a sufficiently good approximation for many purposes. It will, therefore, be given in some detail, after which the quantization of the motion will be considered, and finally some aspects of the wave picture will be presented.
5.1. Classical Motion of the Electron.-Since the electron is attracted to the positive nucleus by a force that varies inversely as the square of the distance, its motion, on the classical picture, is exactly similar to the motion of the planets about the sun. Thus in atomic mechanics, many of the results of celestial méchanics may be taken over bodily. Most important for our purpose are the first two of Kepler's laws, which may be transcribed to fit the case at hand, as follows:

1. The electron moves in an ellipse with the positive nucleus at one of the $f$ si.
2. The line joining the electron and the positive nucleus sweeps out equal areas in equal times.

The first of these laws was shown by Newton to be a result of the inverse-square law of attraction and the general laws of motion. As the proof of it is as much a matter of geometry as dynamics, and since it is available in many treatises on dynamics and celestial merhanics, it will not be given here. The second of these laws, as shown in Appendix I, is an expression of the fact that the angular momentum of the electron in its orbit remains constant. It was shown by Newton to follow merely from the fact that the foree is directed to a central point; his proof is given in Appendix I.
5.2. Circular Orbits.- $\Lambda$ circle is a special case of an ellipse, in which the two foci coincide at the center. ${ }^{1}$ It is a specially simple kind of orbit, and it will be helpful to consider the properties of such an orbit first. As before, let $r$ represent the distance from the moving electron to the attracting center; in this case $r$ is the radius of the orbit. The electron rotating in its orbit has a centrifugal force equal to $m v^{2} / r$, where $m$ is its mass and $v$ the magnitude of its velocity. This is balanced by the force of electrical attraction $e^{2} / r^{2}$, where $e$ is the magnitude of the charge on the electron (taken positive) so that

$$
\begin{equation*}
\frac{m v^{2}}{r}=\frac{e^{2}}{r^{2}}, \tag{1}
\end{equation*}
$$

from which it is seen that with a circular orbit ( $r$ constant) $v$ must be constant and the electron has a kinetic energy given by

$$
\begin{equation*}
\frac{1}{2} m v^{2}=\frac{e^{2}}{2 r} . \tag{2}
\end{equation*}
$$

The total energy is the sum of the kinetic and potential energies. The potential energy depends only on the distance between the electron and the positive nuclcus, i.e., it is a function of $r$ alone, and it does not depend at all on whether the orbit is circular or not. Since the electron and proton have equal and opposite charges of magnitude e e, the potential energy is equal
${ }^{1}$ Bohr treated only circular orbits; the extension of the old quantum theory to elliptical orbits in space was due to Sommerfeld and to Wilson. See Sommerfeld, "Atomic Structure and Spectral Lines," 3d English ed., vol. 1, pp. 109f., Methuen \& Co., Ltd., 1934.
to $-\frac{e^{2}}{r}$ (see Appendix III): Since it is necessary to do work on the electron and thus increase its potential energy in order to move it to a position of zero potential energy (taken according to the usual convention to be $r=\infty$ ), its potential energy at any finite distance $r$ must be negative. Therefore, the total energy $E$ of an electron moving in a circular orbit is, from Eq. (2), given by

$$
\begin{equation*}
E=\frac{1}{2} m v^{2}-\frac{e^{2}}{r}=-\frac{e^{2}}{2 r} . \tag{3}
\end{equation*}
$$

The angular momentum is given by

$$
\begin{equation*}
m v r=e \sqrt{m r} \tag{4}
\end{equation*}
$$

5.3. Energy and Angular Momentum of Elliptical Orbits.-It will be shown in this section that the energy of an elliptical orbit


Fig. 20.-Elliptical orbit, attracting center at 0 .
is dependent only upon the major axis of the ellipse and is, therefore, equal to the energy of a circular orbit if the diameter of the circle is equal to the major axis of the ellipse. However, with a given major axis, the angular momentum of the orbit is smaller, the smaller the minor axis of the ellipse. The energy of an orbit may, therefore, be said to depend only upon its size, in so far as that is measured by the major axis, whereas the angular momentum depends upon the shape of the ellipse as well.

Consider the ellipse shown in Fig. 20 with semimajor axis $a(=S A)$, semiminor axis $b$, and the attracting center at the focus 0 . By a well-known geometrical property of the ellipse, the sum of the distances to the foci from any point on the ellipse is equal to the major axis. Thus, $\mathrm{CO}^{\prime}=\mathrm{CO}=a$. We desig-
nate the distance SO as $q$ and let the velocity of the electron at A be $v_{\mathrm{A}}$ and the velocity at B be $v_{\mathrm{B}}$. When it is at A , the distance $r$ of the electron from O is $a-q$, and when it is at B , its distance from O is $a+q$. Also at A and B , the electron is moving perpendicularly to the line joining it with $O$. Therefore, on account of the conservation of angular momentum, which says that the angular momentum is the same at all points in the orbit,

$$
\begin{equation*}
m(a-q) v_{\mathrm{A}}=m(a+q) v_{\mathrm{B}} \tag{5}
\end{equation*}
$$

or

$$
\begin{equation*}
v_{\mathrm{B}}=v_{\mathrm{A}} \frac{a-q}{a+q} \tag{6}
\end{equation*}
$$

Since the total energy of the electron must be the same at any point in its orbit, we have, adding kinetic and potential energies at $A$ and equating to the similar sum for $B$,

$$
\begin{equation*}
\frac{1}{2} m v_{\Lambda}^{2}-\frac{e^{2}}{a-q}=\frac{1}{2} m v_{\mathrm{B}}^{2}-\frac{e^{2}}{a+q} \tag{7}
\end{equation*}
$$

Substituting the value of $v_{\mathrm{B}}$ from (6) into (7) and rearranging the latter slightly gives

$$
\frac{1}{2} m v_{\mathrm{A}}{ }^{2}\left(1-\frac{(a-q)^{2}}{(a+q)^{2}}\right)=\frac{e^{2}}{a-q}-\frac{e^{2}}{a+q}
$$

But $1-\frac{(a-q)^{2}}{(a+q)^{2}}=\frac{4 a q}{(a+q)^{2}}$. Hence

$$
\begin{equation*}
\frac{1}{2} m v_{\mathrm{A}}^{2}=\frac{e^{2}}{4 a q}\left[\frac{(a+q)^{2}}{(a-q)}-(a+q)\right]=\frac{e^{2}}{2 a} \frac{a+q}{a-q} \tag{8}
\end{equation*}
$$

Substituting (8) into the left-hand side of Eq. (7) gives for the energy

$$
\begin{equation*}
E=-\frac{e^{2}}{2 a} \tag{9}
\end{equation*}
$$

which shows that the total energy is determined solely by the major axis of the ellipse.

The value of the angular momentum, which is equal to $m(a-q) v_{\mathrm{A}}$, may be found by substituting into this expression the value of $v_{\mathrm{A}}$ obtained from Eq. (8), giving

$$
m(a-q) v_{\mathrm{A}}=e \sqrt{\frac{m\left(a^{2}-q^{2}\right)}{a}}
$$

By Fig. 20, $a^{2}-q^{2}=b^{2}$. Therefore

$$
\begin{equation*}
m(a-q) v_{\mathrm{A}}=c b \sqrt{\frac{m}{a}} . \tag{10}
\end{equation*}
$$

5.4. The Quantization of the Hydrogen Atom.-In the case of the hydrogen atom, there are three constants of the motion, the energy $E$, the total angular momentum $p_{x}$, and the projection of the angular momentum along some axis $p_{\phi}$. The quantization of the latter two quantities proceeds in the same way as for the space rotator (see Sce. 4.5). $\quad p_{x}$ can take on the values $p_{l}$, where

$$
\begin{equation*}
p_{l}=\sqrt{ } l(l+1) \frac{h}{2 \pi} \tag{11}
\end{equation*}
$$

where $l=0,1,2, \ldots$, and $p_{\phi}$ ran take on the values $p_{m_{i}}$, where

$$
\begin{equation*}
p_{m_{t}}=\frac{m_{l} h}{2 \pi} \tag{12}
\end{equation*}
$$

and $m_{l}=-l,-l+1, \ldots, 0, \ldots, l-1, l$. The energy $E$ can take on the values $E_{i}$ given by

$$
\begin{equation*}
E_{n}=-\frac{2 \pi^{2} m e^{4}}{n^{2} h^{2}} \tag{13}
\end{equation*}
$$

where $n$ (the "total" quantum number) $=l+1, l+2$, . . .
The statement that $n$ is equal to $l+1$, or greater, is a natural consequence of considering the quantization of angular momentum before the quantization of energy. It is often desired to find out how many quantum states there are with a given energy, and in this case it is more convenient to state that $n$ may take on the values $1,2,3, \ldots$, and place the restriction on $l$, i.e., $l$ can take on the series of values $0,1,2, \ldots, n-1$.

These results are very easily visualized from the classical picture of the motion in an ellipse. It was shown in Sec. 5.3 that the energy of such an elliptical orbit depends only on the major axis, the larger the major axis, the greater being the energy ( $E=-e^{2} / 2 a$, therefore, the larger the $a$, the smaller the $-E$, or the greater is the actual value of the energy). The size of the orbit is determined by $n$; only a discrete set of values for the major axis is permitted by the quantum conditions. The angular momentum depends on the minor axis of the ellipse, as well as the
major axis. The greater the minor axis, the greater the angular momentum. But the minor axis cannot possibly become greater than the major axis. It is not surprising, then, that the greater the major axis, i.e., the greater the energy, the greater the number of values of the angular momentum which will be allowed by the quantum conditions. There are $n$ different values of $l$ for each value of the energy and $2 l+1$ different values of $m_{l}$ for each value of the angular momentum. It is, therefore, clear that the number of quantum levels having the same energy increases rapidly with the energy. This is illustrated in the following table, which gives the various combinations of quantum numbers for the different quantum states for which $n$ is equal to 3 or less.

Table of Quantum Levels

| $n$ | $l$ | $m_{l}$ | Type |
| :---: | :---: | :---: | :---: |
| 1 | 0 | 0 | $1 s$ |
| 2 | 1 | 1 | - $2 p$ |
|  | 1 | 0 | $2 p$ |
|  | 1 | -1 | $2 p$ |
|  | 0 | 0 | 2 s |
| 3 | 2 | 2 | $3 d$ |
|  | 2 | 1 | $3 d$ |
|  | 2 | 0 | 3d |
|  | 2 | -1 | $3 d$ |
|  | 2 | -2 | $3 d$ |
|  | 1 | 1 | $3 p$ |
|  | 1 | 0 | $3 p$ |
|  | 1 | -1 | $3 p$ |
|  | 0 | 0 | 38 |

The type of quantum level, given in the last column of the table, designates the quantum state in terms of a notation that is often used to classify the energy levels into states that have the same values of $n$ and $l$. The numeral stands for the value of $n$, whereas, if $l=0$, the atom is said to be in an $s$-state; if $l=1$. the state is called a $p$-state $l=2$ is a $d$-, $l=3$ an $f$-state; from this point on, the notation proceeds alphabetically: $g$-state, $h$-state, etc. If the quantum number $n$ of the electron is 2 , for example, and the quantum number $l$ has the value 1 , then this
information may be expressed by saying that the atom is in a $2 p$-state. This statement, which does not specify $m_{l}$, is sufficient for many purposes. This peculiar nomenclature is to be traced back to the early study of atomic spectra, when the relationship between spectral lines and energy levels was not understood; unfortunately, perhaps, it became so widely used that it has persisted to the present time.
6.5. The Quantum States and the Phase Integrals.-The proof that Eqs. (11) and (12) are consistent with the condition on $\int p_{q} d q$, discussed in Sec. 4.6, follows exactly as for the space rotator. The expression (13), for the energy, may be shown to conform to the quantum condition on $\int p_{r} d r$, where $p_{r}$ is the momentum conjugate to $r$. According to Eq. (5) of Appendix I, the kinetic energy of the clectron will be given by

$$
T=\frac{1}{2} m v^{2}=\frac{1}{2} m \dot{r}^{2}+\frac{1}{2} m r^{2} \dot{\chi}^{2} .
$$

The total energy is the sum of the kinetic and potential energy. The latter is equal to $-\frac{e^{2}}{r}$. Therefore,

$$
E=\frac{1}{2} m \dot{r}^{2}+\frac{1}{2} m r^{2} \dot{\chi}^{2}-\frac{e^{2}}{r}
$$

This can be expressed in terms of the momenta $p_{r}$ and $p_{x}=p_{l}$ [see Eqs. (7a) and (3) of Appendix I] as follows:

$$
\begin{equation*}
E=\frac{p_{r^{2}}}{2 m}+\frac{p_{l}^{2}}{2 m r^{2}}-\frac{e^{2}}{r} \tag{14}
\end{equation*}
$$

By Eq. (11), then,

$$
\begin{equation*}
E=\frac{p_{r^{2}}}{2 m}+\frac{l(l+1) h^{2}}{8 \pi^{2} m r^{2}}-\frac{e^{2}}{r} \tag{15}
\end{equation*}
$$

or

$$
\begin{equation*}
p_{r}= \pm \sqrt{2 m E}-\frac{l(l+1) h^{2}}{4 \pi^{2} r^{2}}+\frac{2 m e^{2}}{r} . \tag{16}
\end{equation*}
$$

When the notation of Fig. 20 is used, it is seen that $r$ fluctuates between the values $a+q$ and $a-q$. While $r$ is increasing, i.e., while $d r$ is positive, $p_{r}$ is also positive since $r$ is positive; for decreasing values of $r$, on the other hand, $p_{r}$ is negative and the negative value of the square root [Eq. (16)] must be used; $p_{r}$ goes through its zero values when $r$ is neither increasing nor decreasing, at $a+q$ and $a-q$. The part of the integral for which $d r$ is positive contributes just the same amount to the total value as the part for which $d r$ is negative. We can, therefore, integrate from $a-q$ to $a+q$ only and double the result. This gives

$$
\begin{equation*}
\int p_{r} d r=2 \int_{a-q}^{a+q} \sqrt{2 m E-\frac{l(l+1) h^{2}}{4 \pi^{2} r^{2}}+\frac{2 m e^{2}}{r}} d r \tag{17}
\end{equation*}
$$

This integral may be evaluated and yields

$$
\begin{equation*}
\int p_{r} d r=-\sqrt{l(l+1)} h+\frac{2 \pi \sqrt{m} e^{2}}{\sqrt{-2 E}} \tag{18}
\end{equation*}
$$

Substituting from Eq. (13) into Eq. (18), we get

$$
\begin{equation*}
\int p_{r} d r=h[n-\sqrt{l(l+1)}], \tag{19}
\end{equation*}
$$

it being quite obvious then that the difference of successive values of $\int p_{r} d r$, if $l$ is fixed, is exactly equal to $h$, so that the expected condition on $\int p_{r} d r$ is fulfilled. Equation (19) also shows why $n$ must always be greater than $l$. For otherwise $\int p_{r} d r$ would have a negative value, whereas it has been shown that it is always positive.


Fig. 21.-Schematic phase diagram for the radial motion of the electron in the hydrogen atom. The enclosed area is $\int p_{r} d r$.
5.6. Positive Energies of the Hydrogen Atom.-So far we have considered only the case in which the total energy is negative, i.e., the kinetic energy is smaller in absolute value than the potential energy which is always negative. It is of course possible for the total energy to be positive. If this is so, the kinetic energy will have a finite positive value even if $r$ is taken to be infinite. In other words, the electron could go an infinite distance from the positive nucleus (this would require an infinite time, of course) and still be moving. An electron that starts at $r=\infty$ with a definite velocity will be attracted toward the nucleus, swing in toward it with increasing velocity, fly past it, and proceed with decreasing velocity to infinity in some other direction. Its path, according to the classical theory, will be a hyperbola. Such an
electron is not attached to the positive nucleus in the same sense as an electron that is moving in an elliptical orbit in which, of course, it never gets farther than a certain finite distance from the nucleus. The electron moving in a hyperbolic orbit is said to be a free electron, and its motion is not quantized. Only negative energies are quantized according to Eq. (13)-all positive energies are allowed. (Of course, if the system is put in a box, then a certain quantization will occur, as in the last chapter, but if the box is considerably larger than atomic dimensions, the energy levels will be so close together that they may be conbidered to form a continuum.)
5.7. Wave Picture of the Radial Motion of the Electron.-The picture of the electron orbit given above is, of course, not strictly correct. It is sufficiently near to being correct to suffice for many purposes, but, according to the wave mechanics, it is too detailed. It is not actually possible to follow an electron in its orbit, either theoretically or by any conceivable experiment, however idealized, even though it be imagined that absolutely perfect instruments are available. It is possible to predict only the probability of the electron being in any particular position, this probability being given by the wave function. Further, it is the wave function that determines the allowed quantum levels. The results of the quantization have, however, as a matter of fact, been taken from the wave mechanics so that no error enters into them from this cause.

This particular case of the hydrogen atom offers an especially good example of the way the properties of the wave functions determine the quantum levels, and it seems worth while to consider this matter a little more closely, though still not attempting to give quantitative details. We shall confine ourselves to a consideration of the wave picture for the radial motion of the electron, i.e., the motion having to do with the coordinate $r$. It will be observed from Eq. (14) that, for a fixed value of $l$, the energy depends on a term $p_{r}{ }^{2} / 2 m$, which has the form of a kinetic energy, and a term $\frac{p_{l}{ }^{2}}{2 m r^{2}}-\frac{e^{2}}{r}$ or $\frac{l(l+1) h^{2}}{8 \pi^{2} m r^{2}}-\frac{e^{2}}{r}$ which depends, on $r$. Though the term $p_{l}{ }^{2} / 2 m r^{2}$ really originated as a kinetic term, it acts exactly like an addition to the potential energy in a virtual one-dimensional motion involving only the coordinate $r$ and its derivatives with respect to time. If the effective poten-
tial energy $U_{r}=\frac{l(l+1) h^{2}}{8 \pi^{2} m r^{2}}-\frac{e^{2}}{r}$ is plotted as a function of $r$, the curves shown in Fig. 22 are obtained for the cases $l=0$ and $l=1$. respectively. In this figure, the positions along the energy axis, determined by the quantum number $n$. are marked by the horizontal lines. Parenthetically, it may be remarked that the reason $n$ cannot be less than 2 if $l=1$ is graphically brought out by Fig. 22. The energy determined by $n=1$ is seen to lie below the potential-energy curve; this would necessitate that


Fig. 22.-Effective potential-energy curves and energy level: for hydrogea atom the term $p_{r}^{2} / 2 m$ should always be negative, which would mean that the velocity would be imaginary

The wave functions $\psi$ of the hydrogen atom are functions of $r$, $\theta$, and $\phi$. Just as in the case of an electron moving in a box the waye functions oould be expressed as products of three factors, each one of which was a function of one only of the coordinates $x, y$, and $z$, so in this case we can write $\psi=R \Theta \Phi$, where $R$ is a function of $r$ alone, $\Theta$ a function of $\theta$ alone, and $\Phi$ a function of $\phi$ alone. In Fig. 23 are exhibited the functions $R$ for the various energy levels that are shown in Fig. 22.

In polar coordinates, an element of volume defined by $\theta$ and $\theta+d \theta, \phi$ and $\phi+d \phi$, and $r$ and $r+d r$ has the magnitude
$r^{2} \sin \theta d \theta d \phi d r$. The probability of finding an electron in this volume element is proportional to the volume and to $\psi^{2}$ and so is given by

$$
\begin{equation*}
\psi^{2} r^{2} \sin \theta d \theta d \phi d r=R^{2} \theta^{2} \Phi^{2} r^{2} \sin \theta d \theta d \phi d r . \tag{20}
\end{equation*}
$$

In order to normalize this expression (see pp. 40f.), we can set




Fig. 23.---Radial wave functions, $R$, for various energy levels of the hydrogen atom. $\quad R$ (ordinates) in arbitrary units, different for each diagram. $r$ (abscissas) in $\AA$.
the integrals of its three independent products separately equal to 1 ; thus

$$
\begin{aligned}
\int_{0}^{\infty} r^{2} R^{2} d r & =1 \\
\int_{0}^{\pi} \theta^{2} \sin \theta d \theta & =1
\end{aligned}
$$

and

$$
\int_{0}^{2 \pi} \Phi^{2} d \phi=1
$$

The probability of finding the electron between $r$ and $r+d r$, and anywhere as far as $\theta$ and $\phi$ are concerned, is obviously given by integrating over the whole range of the latter two variables. Since integration over $\phi$ and $\theta$ gives factors of 1 , the probability in question is $R^{2} r^{2} d r$. Similarly, the probability that it lie between $\theta$ and $\theta+d \theta$ is $\theta^{2} \sin \theta d \theta$, and, likewise, the probability that it lie between $\phi$ and $\phi+d \phi$ is $\Phi^{2} d \phi$. The probability that it lie within all three limits simultaneously, namely, that it lie
within the volume element defined by them is, of course, the product of the three independent probabilities, as is indicated in the preceding expression, (20).


Fia. 24.- $r^{2} R^{2}$ for various energy levels of the hydrogen atom. $\quad r^{2} R^{2}$ (ordinates) in arbitrary units, but same for each diagram. $r$ (abscissas) in $\AA$.

The function $r^{2} R^{2}$ which gives the probability per unit distance that the electron be found in any range of $r$ is obviously an important function, and it is shown for various energy levels in Fig. 24.

It. will be observed from Figs. 23 and 24 that the number of waves increases as $n$ increases. In a general way, the most


Fig. 25.


Fig. 26.
probable positions for the electron lie roughly within the range through which the electron would move according to the classical theory, but the details of the picture are very different.

An interesting situation arises if we try to construct a wave function to fit the differential equation which determines $R$, for some energy that does not coincide with one of the allowed energies given by Eq. (13). For example, an attempt to construct such a wave function for an energy just below the energy given by $n=1$ for $l=0$ gives a wave function like that shown in Fig. 25. Instead of asymptotically going to zero as $r$ becomes infinite, $R$ approaches the axis, does not reach it, and eventually becomes infinite. If the energy lies between that which corresponds to $n=1$ and that for $n=2$, a curve something like that shown in Fig. 26 is obtained. In general, $R$ will become infinite, which means that the electron would practically always be found at infinity. In excluding such cases, the possibility of having any energy excepting one of those given by Eq. (13) is ruled out. Only in these cases are the wave functions everywhere finite. This qualitative discussion will illustrate in a rough way the manner in which the more exact analysis of the wave mechanies yields Eq. (13).
5.8. Experimental Confirmation of the Hydrogen Energy Levels.-In the preceding pages, we have given a theoretical account of the quantum states and energy levels of the hydrogen atom. The experimental verification of these results comes from observation of the spectrum of hydrogen, and, when certain fige points of the theory are taken into account, ${ }^{1}$ the agreement between experiment and theory is as complete and beautiful as any in the whole range of science. What is observed, of course, as will be clear from Sec. 4.1, is the differences of energy which exist in the hydrogen atom, rather than the actual energy levels themselves. The experimental method is, briefly, as follows. If hydrogen is brought into a situation in which it can receive

[^26]energy, as for example, in an electric discharge, it may become dissociated, i.e., some of the molecules of hydrogen, $\mathrm{H}_{2}$, may become split up into their constituent atoms. These atoms then may receive further energy, so that instead of all of them existing in the lowest possible energy level some of them may be excited up to higher energy levels. The latter can then emit radiation, dropping at the same time to a lower encrgy level, the energy going out in the form of a light quantum. There exists between the energy of the light quantum (which is equal to an energy difference in the hydrogen atom) and the frequency of the light, the relation discussed in Chap. IV. It is, therefore, possible to get a verification of the theory just discussed by measuring the frequencies or the wave lengths of the light emitted by the hydrogen, i.e., by a study of its spectrum. This has been done, and as has been stated, the theory has been extremely successful.

There is one point in the theory, however, that at first sight would seem to be extremely difficult of verification. It will be remembered that the theory predicts, in general, that there will be a number of different quantum states, all of which have the same energy, the number of levels with a given energy rapidly increasing as $n$ increases. Now we may ask the question: How in practice can these various levels be separated? If we effectively measure only the energies of the atom, it would appear that they could not be separated. But suppose the atom is observed in a strong electric field. Such an electric field will slightly change the energy of the levels of the atom. But the effect of the electric field will depend not only upon the size of the ellipse, but also upon its shape and its orientation in space. Thus some of the components of the multiple energy state will be shifted by different amounts. It is true that in fields of strengths readily obtained there are still some states whose energies coincide, but the multiple nature of the energy levels is readily demonstrated. The amount each quantum state should shift is calculable, and once more theory and experiment are in excellent agreement.

In the course of such experiments, it becomes evident, however, that transitions with emission of light do not occur between all possible quantum states; and, in fact, such transitions will not occur unless $l^{\prime}=l^{\prime \prime} \pm 1$ and $m_{l}{ }^{\prime}=m_{l}{ }^{\prime \prime} \pm 1$ or $m_{l}{ }^{\prime}=m_{l}{ }^{\prime \prime}$, where $l^{\prime \prime}$ and $m_{l}{ }^{\prime \prime}$ are the rotational quantum numbers of the initial
state, i.e., the state of higher energy, and $l^{\prime}$ and $m_{l}^{\prime}$ are the quantum numbers of the final state. This so-called "selection rule" may also be explained theoretically; for our purposes, however, it is not necessary to consider this matter further.
6.9. Summary.-The results on the energy levels and quantization of the hydrogen atom will be frequently referred to, so it seems desirable to summarize them at this point.

The energy of the electron of the hydrogen atom in its elliptical orbit depends upon the major axis, hence the size, of the ellipse. It is given by the quantum number $n$, according to the equation

$$
E=-\frac{2 \pi^{2} m e^{4}}{n^{2} h^{2}}
$$

where $n$ can take the values $1,2,3 \ldots$
The angular momentum of the electron depends upon both the major and the minor axis of the ellipse, hence upon the shape of the ellipse. It is given by the quantum number $l$, according to the equation

$$
p_{l}=\sqrt{l(l+1)} \frac{h}{2 \pi}
$$

If the value of $n$ is given, then $l$ can take the values $0,1,2, \ldots$, $n-1$, there being thus $n$ values of $l$ possible. If $l=0,1,2$, $3,4, \ldots$, the atom is said to be in an $s-, p-, d-, f-, g-, \ldots$ state.

The projection of the angular momentum on an arbitrary axis depends upon the tilt in space of the plane in which the electron is moving. It is given by the quantum number $m_{l}$ by the equation

$$
p_{m_{t}}=m_{l} \frac{h}{2 \pi}
$$

If the value of $l$ is given, then $m_{l}$ can take the value $-l,-l+1$, $\ldots,-1,0,1, \ldots, l-1, l$, there being thus $2 l+1$ values of $m_{l}$ possible.

## Exercises

1. Calculate in ergs and electron volts the energy necessary to just remove an electron from the lowest orbit of the hydrogen atom.
2. Calculate the value of $a$ (semimajor axis of the ellipse) for the lowest state of the hydrogen atom, by use of Eqs. (9) and (13).

## CHAPTER VI

## ELECTRON SPIN, ANGULAR MOMENTUM, AND MAGNETIC MOMENT

6.1. Electron Spin.-In the preceding chapter, it has been shown that many of the characteristics of the hydrogen spectrum can be explained on the basis of the assumption that the state of each electron is determined by three quantum numbers $n, l$, and $m_{l}$. This holds also for the spectrum of many other atoms, though the complications naturally are much greater. But many of the features of the spectra of the more complex atoms, and the effect of a magnetic field on hydrogen itself, have made it necessary to assume that the electron has a fourth quantum number. This fourth quantum number is the spin quantum number. ${ }^{1}$

It is assumed, in short, that the electron is not simply a point charge, but that (to speak very loosely) it has a certain extension in space and is spinning with a constant angular momentum. It is not the actual angular momentum, which is of greatest importance for the applications to be considered, but its projection along some particular but arbitrary line in space (for our present purpose, we may take this line in space as being the same axis with respect to which the orbital angular momentum $p_{l}$ is oriented); this projection is loosely referred to as the "spin angular momentum." The spin quantum number $s$ takes the values $\frac{1}{2}$ or $-\frac{1}{2}$ so that the angular momentum is $\pm \frac{1}{2} h / 2 \pi$. The same direction is taken as positive as in the case of the projection $\boldsymbol{p}_{\boldsymbol{m}_{l}}$ of the orbital angular momentum. It is of interest to note that the two possible values of the projection of the angular momentum differ by $h / 2 \pi$, just as do the angular momenta corresponding to two neighboring values of $m_{l}$ (say $m_{l}$ and $m_{l}+1$ ) in the orbital case, and that these are the projections

[^27]which, by analogy with the orbital case, would be expected to result,
from a total angular momentum of $\sqrt{\frac{1}{2}\left(\frac{1}{2}+1\right)} \frac{h}{2 \pi}=\sqrt{\frac{3}{4}} \frac{h}{2 \pi}$.
From our point of view, the chief justification of these rather elaborate assumptions is that they make it possible to explain a multitude of facts in spectroscopy, though they have been given a theoretical foundation. ${ }^{1}$ We cannot go into these spectroscopic and theoretical details, but shall see later in the development of the periodic system of the elements how useful this concept of the spinning electron is.
6.2. The Magnetic Moment of Spinning and Rotating Elec-trons.-As remarked in the preceding paragraphs, the spinning


Fig. 27. of the electron manifests itself experimentally in large part through its magnetic effects. Although it is beyond the scope of this book to go into the details of the effect of a magnetic field on the spectra of atoms, it will be of interest to consider some of the elementary magnetic properties of both the orbital motion of the electrons and their spin. For this purpose, a discussion based on classical theory is sufficient; quantum theory yiclds the same results.

As seen in Chap. II, if a wire carrying an electric current is placed in a magnetic field, the field exerts on the wire a force $f$ per unit length of wire, which is perpendicular to the wire and the magnetic field, and which is given by the equation

$$
\begin{equation*}
f=\frac{i H}{c} \sin \theta \tag{1}
\end{equation*}
$$

where $i$ is the magnitude of the current, $H$ the strength of the magnetic field, $\theta$ the angle between the direction of $H$ and that of the wire, and $c$ the velocity of light.

Consider a circuit such as shown in Fig. 27, with the movable wire AB placed across the fixed wires CD and EF and a current $i$ flowing through the circuit, and suppose there is a magnetic field of strength $H$ directed perpendicular to the plane of the paper.

[^28]Under these circumstances, there results a force on AB equal to $i H l / c$, where $l$ is the length of AB from the wire CD to the wire EF. This force will be in the plane of the paper and perpendicular to AB , and we shall suppose that $i$ and $H$ are so directed that the force opposes motion of AB from CE to DF. Then the amount of work done in moving AB from CE to DF is equal to the force times the distance moved, which is ( $i H l / c$ ) $w$, where $w$ is the distance from CE to DF. But $l w$ is the area $A$ of the circuit which is thus opened out, and the work done is equal to $i H A / c$.

Suppose now, with the wire AB in the position CE, the whole circuit to br turned over bodily to the position shown in Fig. 28. Work is done on the circuit in this process on account of the effect


Fig. 28. of the magnetic field. The samc amount of work is done, however (since the final and initial conditions of the circuit are the same) if, starting with the circuit as in Fig. 27, (1) the wire is brought from CE to DF, (2) the circuit turned over, and (3) the wire brought from DF to CE, so that the situation is as shown in Fig. 28. In process (1), the work done is equal to $i H A / c$; in (2), no work is done, since the electrical circuit now consists of two wires between $D$ and $F$, practically coincident in position and carrying current in opposite directions; in process (3), since the wire is actually moving in the same direction as in process (1), work is again done on the wire, in the same amount


Fig. 29. as in (1). The total amount of work done is therefore $2 i H A / c$.

Let us compare this with the amount of work necessary to turn over a bar magnet in a magnetic field. Let the magnet have poles of strength $q$, separated by a distance $\delta$. Suppose for simplicity and definiteness that the magnet is pivoted at its center, though this is not really necessary and is not to be taken as indicating any lack of generality in our considerations. If the magnet is oriented at an angle $\theta$ with respect to the magnetic field, as shown in Fig. 29, then there is a force equal to $q H$ exerted
on each pole, as indicated in the figure. The force on one of the poles is in the direction of the field, that on the other is in the opposite direction. These two forces may be balanced, assuming the magnet remains rigidly pivoted at the center, by a force $g$, exerted at one of the poles, directed along the circumference of the circle described by the poles of the magnet and equal to $2 q H \sin \theta$. If $\theta$ is equal to zoro when the magnet is in its normal position of equilibrium (as is the case with the forces in the directions shown in the figure), then work must be done on the magnet in order to increase $\theta$. The work done by the force $g$ on the magnet in moving it through an angle $d \theta$ is cqual to the force times the distance moved, the latter being equal to $\frac{1}{2} \delta d \theta$. The total amount of work done on the magnet when it is turned through an angle of $180^{\circ}$, to the position in which it is parallel, but opposed, to the field, from the position in which it is normally at rest, is thus

$$
\int_{0}^{\pi} q H \delta \sin \theta d \theta=2 q H \delta=2 \mu H
$$

where $\mu=q \delta$ is the so-called magnetic moment of the magnet. If this is compared with the amount of work necessary to turn over the electric circuit in a magnetic field, it is seen that the latter behaves in a magnetic field as though it has rigidly attached to it a bar magnet with its long axis perpendicular to the plane of the circuit and with magnetic moment equal to $i A / c$.

For the purpose of investigating its magnetic behavior, an electron revolving about in an orbit may be considered as equivalent to a little closed circuit. If the frequency of revolution of the electron in its orbit is $\nu_{0}$, the current is given (disregarding sign) by $e \nu_{0}$, since this is the amount of electricity that passes a given point in the orbit per unit time. The electron moving about in its orbit thus has associated with it a magnetic moment $\mu$ equal to $e \nu_{0} A / c$, where $A$ is the area included in the orbit. But $\nu_{0} A$ is just the area described by the radius vector of the electron per unit time, and is, thus, as shown in Appendix I, equal to $\frac{1}{2} p_{l} / m$ where $p_{l}$ is the total angular momentum and $m$ the mass of the electron. Therefore, still disregarding sign,

$$
\begin{equation*}
\mu=p_{l} \frac{e}{2 m c}=\sqrt{l(l+1)} \frac{h}{2 \pi} \frac{e}{2 m c} \tag{2}
\end{equation*}
$$

$p_{l}$ being given by Eq. (11) of Chapter V.

The quantity $\mu$ is a vector quantity directed perpendicularly to the plane of the orbit of the electron. Its projection on some axis will bear the same relation to the total magnetic moment as the corresponding projection of the angular momentum bears to the total angular momentum. Thus we may write

$$
\begin{equation*}
\mu_{m_{i}}=p_{m_{i}} \frac{e}{2 m c}=\frac{m_{t} h}{2 \pi} \frac{e}{2 m c} . \tag{3}
\end{equation*}
$$

The fundamental magnetic moment he $/ 4 \pi m c$ is known as the "Bohr magneton."

This equation gives the magnetic moment due to the orbital motion only. In the case of spin, the spectroscopic facts show that the ratio of the magnetic moment to the angular momentum is twice as great as this, and if we let $p_{s}$ be the spin angular momentum about the same axis, we may write (disregarding sign)

$$
\begin{equation*}
\mu_{s}=p_{s} \frac{e}{m c}=\frac{1}{2} \frac{h}{2 \pi} \frac{e}{m c} . \tag{4}
\end{equation*}
$$

In the preceding discussion, we have adhered to the assumption that the orbital motion and the spin are oriented independently of each other with respect to the direction of the magnetic field. This is what happens when the magnetic field is sufficiently strong. In a weak magnetic field, the spin is generally oriented by the magnetic field created by the orbital angular momentum in the direction defined by this field, and then the resulting spin-orbit combination is oriented by the external field. In an atom with several electrons, the orbits are usually oriented first with respect to each other, giving a resultant orbital magnetic moment; similarly, there is a resultant spin moment which is oriented with respect to the resultant magnetic field duc to the orbital motion, the whole finally being oriented with respect to the external field. This is known as Russell-Saunders coupling, and is an approximate description of the state of affairs in many atoms, giving a fairly good account, of their spectra. For our purposes, we are most interested in the number of states with similar encrgies, and this number may be obtained without the details of the interactions between the various orbital motions and spins in a complicated atom.
6.3. The Stern-Gerlach Experiment.-The fact that the different orientations of the orbit are in general associated with different values of the projection of the magnetic moment along a specified direction in space provides a means by which the atoms having various values of this projection may be separated. A method for effecting such a separation was first invented by Stern and Gerlach. It consists essentially in allowing a beam
of atoms to pass down a nonhomogencous magnetic field, i.e., a magnetic field that varies from point to point in space. The nature of the action of such a field may readily be understood by considering the force it exerts on a small bar magnet. Suppose, for simplicity, that the direction of the field is along the $z$-axis and that the field itself is a fuiction of $z$. Suppose further that the bar magnet has its long axis at an angle $\theta$ to the $z$-axis. Let the field at one of the poles of the magnet, say the one with the smaller value of $z$, be $H$; the field will exert a force of $q H$, where $q$ is the pole strength, on this pole. The field at the other end of the magnet will be given very closely by $H+\frac{d H}{d z} \delta \cos \theta$, where $\delta$ is the length of the magnet, $\delta \cos \partial$ being the distance along the field from one pole to the other, and the force on this pole will be in the opposite direction and equal to $q\left(H+\frac{d H}{d z} \delta \cos \theta\right)$. The net force on the magnet will be given by the difference of these forces, which is equal to $q \delta \frac{d H}{d z} \cos \theta$ or $\mu \frac{d H}{d z} \cos \theta$. It is thus seen that the magnet will be propelled in one direction or the other by a force varying with its magnetic moment $\mu$, the degree of nonuniformity of the field, and the relative orientation of the bar magnet and the ficld. An atom with a magnetic moment will behave just as the equivalent bar magnet in such a field.

Stern and Gerlach have designed a magnet, which gives a nonhomogeneous field, whose pole pieces are as shown in Fig. 30. Figure 30a gives a cross-scetional view, and Fig. 30b gives a perspective view. The magnetic field is very strong just at the tip of the triangular pole piece and grows weaker away from this neighborhood, the magnetic lines of force being somewhat as indicated in Fig. 30a. A beam of atoms is allowed to pass along the triangular pole piece (in vacuum to avoid molecular collisions), as indicated in Fig. 30b. If $z$ measures the distance in the vertical direction, it is seen that in the region where the beam goes the field is a function of $z$ only, and it will separate out the atoms whose $z$-components of magnetic moment are different, i.e., it will separate out the atoms whose orbits are oriented in different ways with respect to this particular $z$-direction. Of course, the magnetic moment due to spin also has its effect and tends to complicate the situation, especially when the interactions
between spin and orbit are taken into account. In Fig. 30b, the paths indicated are illustrative of what would happen if the atoms passing down the field were hydrogen atoms in their lowest state. Here there is no orbital angular momentum, and therefore no corresponding magnetic momentum. There are, however, the two possible orientations of the spin of the electron, in which the equivalent bar magnets are oppositely placed. One of them is thus displaced in one direction and the other in the other direction, resulting in two beams of hydrogen atoms, in one of which the electron spins are in one direction and in the other


Fig. 30.-The Stern-Gerlach experimental arrangement. The term vertical direction, used in the text, refers to Fig. 30a. It is the direction of inhomogeneity of the magnetic field and actually appears horizontal in Fig. 30b. (F'rom Ruark and Urey, "Atoms, Molecules, and Quanta.")
of which the spins are opposite. The central line is the undeflected path which would be taken if there were no magnetic field.

It is seen that in the preceding experiment the direction along which the projection of the angular momentum is quantized is automatically determined; the $z$-direction may be said to be experimentally defined. Once the experiment is set up, this direction is no longer arbitrary, but the way in which we choose to set it up is of course as arbitrary as ever. It is instructive to consider what happens if we "change our minds" as to what the $z$-direction should be. Suppose that after passing through the magnet shown in Fig. 30 the beam of hydrogen atoms is allowed to pass through another magnet, placed at an angle, as shown in Fig. 31, but with its long axis still in the same direction. Between the two magnets, let a metal plate with a small hole in it be so
placed that only one of the separated atomic beams emerging from the first magnet can enter the second magnet. Suppose further that the change from the magnetic field of the first magnet is very sudden-that there is no gradual transition from one magnet to the other. If this condition is fulfilled, then the beam will again be analyzed into difierent components in the second magnet. That is to say, we requantize with respect to the new $z^{\prime}$-axis. The first magnet and the metal plate selected out a definite beam, i.e., one which contains atoms with a certain definite angular-momentum-projection quantum number with


Fig. 31.
respect to the $z$-axis. But on examining the quantization of this beam with respect to the $z^{\prime}$-axis, it is found that there is a certain probability that it have any given quantum number. The probability of any given atom having any particular quantum number on the $z^{\prime}$-axis depends upon the angle $\alpha$ which defines the inclination of the one axis with respect to the other. In particular, if $\alpha=0$, quantization along the $z^{\prime}$-axis is the same thing as quantization along the $z$-axis, and the beam goes through unchanged. Likewise, if $\alpha=\pi$, the beam goes through unchanged but now is deflected in the opposite direction. It may be remarked that it is really not at all surprising that defining the projection of the angular momentum for the $z$-axis will not in general be sufficient to define it exactly for a $z^{\prime}$-axis, if it is remem-
bered that, as shown in the last chapter, the actual direction of the orbit in space is by no means completely defined when the quantum number giving the projection of the angular momentum is given.

The hypothetical experiment just deseribed should add something to the definiteness of the ideas involved in selecting out a certain $z$-axis. In making such a selection, we always have, in the back of our minds, some such experiment which actually selects out the atoms with the various quantum numbers. For many purposes, it is not necessary to state the nature of the experiment in detail, and when it is only desired to count up the number of quantum states possible, as is often the case, the $z$-axis can be quite arbitrarily chosen. In other cases, however, the $z$-axis to be chosen is definitely specified by the circumstances of the problem.

The reanalysis by a second magnet of one component of a beam that has already been analyzed by one magnet has an analogy in the case of polarized light. As is well known, when a pencil of light is allowed to fall normally on a calcite crystal, it is broken up into two beams, one of which, the ordinary beam, goes straight through the crystal and the other of which, the extraordinary beam, is bent to one side. These beams are polarized at right angles to each other. If one of these beams is selected and allowed to pass through a second calcite whose crystal axes are parallel to the axes of the first crystal, the light passes through unchanged. If the axes of the two crystals are at an angle to each other, however, the beam is analyzed by the second crystal into two beams, in just the way the original unpolarized light would be analyzed by a crystal placed in this position, except that the intensity of the two beams is different depending upon the relative orientation of the two crystals. Although the analogy is by no means exact, the separation of the light polarized in definite directions with respect to the crystal axes is in some respects similar to the scparation of the different quantum states of the atom by a magnetic field parallel to some particular line in space. The fact that the light has already been analyzed into its polarized components by one crystal does not prevent its reanalysis de novo by a second crystal.

## CHAPTER VII

## MANY ELECTRON ATOMS AND THE PERIODIC SYSTEM

7.1. Atoms with Many Electrons.-The hydrogen atom was considered in some detail in an earlier chapter, and later on we shall make a fairly extended study of the next simplest atom, the helium atom. In the present chapter, the general features of the many-electron atom and the rules that govern the electronic structure of these atoms will be discussed.

It is convenient in treating atoms having many electrons to consider the electrons to be added to the nucleus one by one. The first electron is thus attracted by a single center of force, and the problem is the same as the problem of the hydrogen atom, except that the potential energy betwcen the electron and the nucleus is given by the expression $-\frac{Z e^{2}}{r}$, where $Z e$ is the charge on the nucleus, $e$ being the charge on the electron, with the result that wherever $e^{2}$ occurs in the formulas for the hydrogen atom it is replaced by $Z e^{2}$.

When the second electron is added, the situation is somewhat more complex, as it is necessary to take into account the forces between the two electrons. However, as a first approximation, if the first electron is in its lowest energy state and hence is moving very rapidly, it may be treated as a spherically symmetrical smear of negative electricity, surrounding the positive nucleus. Then the motion of the added electron is handled by assuming that it moves in the centrally symmetric but nonCoulomb potential field ${ }^{1}$ produced by the nucleus together with the distribution of electricity from the first electron. As electrons are added, one by one, we treat all those which have been added previously as part of the spherically symmetrical smear. Now it is well known that a spherically symmetrical distribution of electricity exerts the same force on an electrically charged

[^29]body completely outside of it as if all the electricity in the distribution were concentrated at the center of symmetry. Thus, if the added electron is at a great distance from the nucleus and completely beyond the orbits of the electrons already added, the latter simply act as a partial screen for the charge of the nucleus, so that the whole distribution exerts the same force as a point charge $(Z-N) e$, where $N$ is the number of electrons already in their orbits about the nucleus. If the last electron penetrates within the smear of other electrons, then these exert a smaller shielding effect. That part of a spherically symmetrical distribution which is at a greater distance from the center of symmetry than a given point charge exerts no force on the latter; so if the electron under consideration penetrates completely inside the others, it will experience the full force of the nuclear attraction.

For any electron that moves under the influence of a centrally symmetrical field, no matter what the law of force may be, the angular momentum and its projection are determined by the quantum numbers $l$ and $m_{l}$. The proof, given in Appendix I, of the constancy of the angular momentum of a body attracted to a conter of force does not make any assumptions as to the law of force except that it be centrally directed. The angular momentum, being constant, can be quantized in exactly the same way as before, with the same results. The only change comes in calculating the energy levels. If the electron did not penetrate into the cloud of electrons surrounding the nucleus at all, it would be always moving in the field of an effective charge of $(Z-N) e$ and its energy would be given by'

$$
\begin{equation*}
-E=\frac{2 \pi^{2} m(Z-N)^{2} e^{4}}{n^{2} h^{2}} \tag{1}
\end{equation*}
$$

If the electron does penetrate, however (as in general it will, a . least to a small extent), the energy corresponding to any given value of the quantum number $n$ may be expected to be lowered below the value given by Eq. (1) (i.e., $E$ will have a greater nega-

[^30]tive value) because the electron is part of the time under the influence of a stronger attractive force. The greater the amount of penetration, the more the energy will be lowered. With a given value of $n$, the penetration will be the more marked the smaller the value of $l$. This is because the small values of $l$ correspond to the orbits of luw angular momentum. In the case of the hydrogen atom, where the orbits are elliptical, it will be remembered that although the length of the major axis of the ellipse is fixed by the quantum number $n$, the minor axis depends


Fig. 32.-Showing the change in elegctron orbits with increasing penetration.
(From White, "Introduction to Atomic Spectra.")
on $l$ and is small if $l$ is small. In an ellipse of large major and small minor axis, the foci of the ellipse are of course near the ends of the major axis. Since the nucleus is at one of the foci, this means that with the length of the major axis (determined by $n$ ) given, the electron comes nearer the nucleus, the smaller the minor axis, i.e., the smaller $l$. This means greater penetration for an s-orbit than for a p-orbit, for example. This remains true in spite of the fact that, in the case of an electron moving in a centrally symmetric but non-Coulomb field, the orbit is not an ellipse, but instead becomes a rosette, the path of the electron
being bent in sharply by the large force exerted when the electron is close to the nucleus. Portions of some orbits of this sort are illustrated in Fig. 32, which shows the transition between a deeply penetrating orbit and one that penetrates only slightly. The orbits may be approximately represented as ellipses with rotating major axes.

It will, of course, be understood that in speaking so definitely of the path of the electron we are here, as always, making only an approximate statement of the irue state of affairs. Actually, of course, to be strictly correct, the phenomena should be described in terms of the wave theory. The wave picture, however, will show that an electron in a penetrating state will have a relatively large probability of being near the nucleus, and so "penetrates" in the wave theory also. This should be clear qualitatively from the discussion of the wave functions of hydrogen for various values of $l$, given in Sec. 5.7.

A more exact understanding of the effect of penctration of the electron's orbit on the total energy may be obtained from a consideration of Eq. (17) of Chap. V. Suppose we set the potential energy of the electron in the centrally symmetrical but non-Coulomb, field equal to $V$, a function of $r$ which is equal to $\frac{(Z-N) e^{2}}{r}$ at great values of $r$ and to $-\frac{Z e^{2}}{r}$ at small values of $r$. This quantity $V$, then, takes the place of the factor $-e^{2} / r$ in the last term under the radical in Eq. (17) [originally introduced from Eq. (15)], and Eq. (17) becomes

$$
\begin{equation*}
\int p_{r} d r=2 \int_{a-q}^{a+q} \sqrt{2 m E-\frac{l(l+1) h^{2}}{4 \pi^{2} r^{2}}-2 m V} d r \tag{2}
\end{equation*}
$$

In this integral, $a+q$ is the farthest distance of the electron from the nucleus in its rosette orbit and $a-q$ the smallest distance, just as was the case with the elliptic orbits of the hydrogen atom. It will be understood that substituting $V$ for $-e^{2} / r$ does not alter any of the relations which do not involve the potential energy, nor does it change those which do involve it very profoundly. Thus. $p_{r}$, the integrand of Eq. (2), goes through its zero values when $r=a+q$ and $r=a-q$ as in Chap. V.

If $\dot{V}$ were equal to $-\frac{(Z-N) e^{2}}{r}$ for all values of $r$, then Eq. (2) would give just the value of $E$ given by Eq. (1). Were $V$ equal to $-\frac{Z e^{2}}{r}$ throughout the range of $r$, we should get the value of $E$ given by setting $N=0$ in Eq. (1). If $V$ changes, $E$ must have such a value that $\int p_{r} d r$ retains its value, independently of the form of $V$ (it will continue to be at least approximately true that $\int p_{r} d r$ is always given by Eq. (19) of Chap. V and so depends only
on $n$ and $l$ ). If $V$ varies between $-\frac{(Z-N) e^{2}}{r}$ and $-\frac{Z e^{2}}{r}$, then it is obvious that, in order for $\int p_{r} d r$ to have the proper value for the given $l$ and $n$, the value of $E$ must lie between the corresponding values $-\frac{2 \pi^{2} m(Z-N)^{2} e^{4}}{n^{2} h^{2}}$ and $-\frac{2 \pi^{2} m Z^{2} e^{4}}{n^{2} h^{2}}$, and so will be smaller (have a greater negative value) than the first of these. Furthermore, the larger $l$ is, the greater is the lower limit $a-q$ at which the integrand becomes zero. This is obvious from inspection of Eq. (2), since increasing $l$ increases the second term in the square root, and this term is negative. The quantity under the square root is, of course, positive as a whole. Of course, the region for which $r$ is less than $a-q$ contributes nothing to the integral; since making $l$ greater increases $a-q$, it is clear that it will cut out a contribution to the integral from a region in which $V$ deviates from $-\frac{(Z-N) e^{2}}{r}$. Hence the greater $l$, the less the energy will deviate from the value given by Eq. (1), and the less the effect of penetration.
7.2. Pauli's Exclusion Principle.-Since the amount of energy available per atom at ordinary temperatures is small ${ }^{1}$ compared with the difference in energy between a quantum state for which $n=1$ and one for which $n=2$, it would be natural to expect that all the electrons in any given atom would go to a quantum state for which $n=1$. This, however, turns out not to be the case. On the basis of certain spectroscopic evidence, Pauli enunciated the following rule, known as the "Pauli exclusion principle," which seems to be of universal validity: In any atomic or molecubar system, no two electrons can have all four quantum numbers the same. The basis of this rule is purely empirical. Pauli, as stated, originally derived it from spectroscopic considerations, but it has a profound effect on all properties of atoms, and its verification may be said in a sense to rest on the entire experience of mankind, for it would be a profoundly different world if Pauli's principle did not hold. It will appear, in the following account, how the properties of the chem-

[^31]ical elements depend upon it and, following Bohr, Stoner, and Main Smith, how the periodic law may be understood.

When we attempt to build up an atomic structure by adding electrons to the nucleus one by one, we see, in the light of Pauli's principle, that the energy levels must be filled up in the order of their energies. There is not, in general, sufficient energy available at ordinary temperatures to excite an electron from one energy level to another, but if any given energy level is occupied, it is not possible to put another electron into it. The state of the last electron added to the nucleus can be described by the same four quantum numbers $n, l, m_{l}$, and $s$ as if the other electrons were not there, though the energy of this state may be changed, as we have seen, by the presence of the other electrons.
7.3. The helium atom is, with the exception of hydrogen, the simplest of all atoms, as it contains only two electrons, neutralizing the charge of $2 e$ on the nucleus. The first electron will go into a $1 s$-state, as in hydrogen, such a state having the lowest, energy. There are, however, two $1 s$-states, for there are the two possible directions of the spin, which will always, of course, simply double the number of quantum states shown in the table of Sec. 5.4. The structure of the helium atom may therefore be written as $1 s^{2}$, where the superscript indicates the number of electrons in the $1 s$-state.

It will be of interest to consider the energy of the helium atom in its lowest state. The energy necessary to remove the second electron (i.e., the last one added, therefore the first one to be removed) is 24.5 volts, which lies between the energy 13.5 volts necessary to remove an electron from hydrogen and the energy' 54.1 volts necessary to remove the first (remaining) electron. That the value is thus intermediate is to be expected. If the first electron completely shielded the second one from half of the charge of the nucleus, the energy to remove the second one should be just the same as that necessary to remove an electron from hydrogen, whereas if there were no shiclding, it should require as much energy to remove the second electron as the first one. There is one thing which should be noted, however; namely, the two electrons, once they are both in $1 s$-states in

[^32]helium, are exactly alike and may really be considered to shield each other, which does not appear very clearly from our approximate picture of one electron rotating in the field of the nucleus and all the other electrons. Whichever electron is taken away first will require 24.5 volts for its removal, and the one that is left will require 54.1. As a matter of fact, this is the worst case for our approximate method of treatment, for this is the only atom in which all the electrons are in the same state. The helium atom will be considered again in some detail in Chap. X.
7.4. The First Row of the Periodic System.-There cannot be more than two electrons in the $1 s$-level, so that lithium, which has three electrons, must have one in a higher energy level. This third electron will naturally seek the lowest energy available to it; this will be a level with $n=2$. On account of the penetration effect, an $s$-electron has a lower energy than a $p$-electron. The third electron in lithium will therefore go into a $2 s$-state, and we may designate the structure of the lithium atom by the symbol $1 s^{2} 2 s^{1}$.

Beryllium has four electrons. As there can be two electrons in $2 s$-states, as in $1 s$-states, its structure will be $1 s^{2} 2 s^{2}$.

In the case of boron, with five clectrons, one electron will again have to be placed in a higher energy level, as the $1 s$ - and $2 s$-levels are filled by two electrons in each. The next lowest energy level is a $2 p$-energy level. Boron therefore has the structure $1 s^{2} 2 s^{2} 2 p^{1}$. From the number of possible orientations (the number of possible values for the projection of the angular momentum) of an orbit for which $l=1$, and from the fact that there are always two possible values of the spin quantum number, it is seen that there may be six $2 p$-electrons (compare the table in Sec. 5.4.). The electronic structures of the next five elements are therefore as follows:

| C | $1 s^{2} 2 s^{2} 2 p^{2}$ |
| :--- | :--- |
| N | $1 s^{2} 2 s^{2} 2 p^{3}$ |
| O | $1 s^{2} 2 s^{2} 2 p^{4}$ |
| F | $1 s^{2} 2 s^{2} 2 p^{\mathrm{b}}$ |
| Ne | $1 s^{2} 2 s^{2} 2 p^{6}$ |

With the rare gas neon, the shell for which $n=2$ is filled.
7.5. A Remark on Notation.-In the last sentence, we have used the word "shell." The group of quantum states for which $n$ has a definite value is called a shell. The shells are of ten desig-
nated by giving the value of $n$, or by means of letters, beginning with K and proceeding alphabetically. Thus the $n=1$ shell is also called the K -shell, the $n=2$ shell is called the L -shell, etc. A group of quantum states for which the values of both $n$ and $l$ are fixed is called a "subshell." However, when no confusion can arise, we shall often call a subshell a shell, and also speak, for example, of the $2 s$-shell.

For reasons that will presently become obvious, the electrons in the outermost shell and sometimes some electrons in the next outermost shell are called "valence electrons," provided these shells are not completely filled. For example, nitrogen has five valence electrons, while copper is sometimes said to have two valence electrons. (For electron structure of copper see below.)
7.6. The Remaining Rows of the Periodic Table.-The structures of all the elements are shown in Table 1, which gives the number of electrons of each kind, when the element is in its normal state. In the second row of the periodic table, the 38 - and $3 p$-levels are filling up, as shown.


When $n=3$, it is possible for the first time to have $l=2$, i.e., $d$-states. It might now be expected that after the $3 p$-states those of next lowest energy would be the $3 d$-states. However, an $s$-electron penetrates into the inner shells so much more than a $d$-electron that the lowering of energy due to this cause more than counterbalances the increase of energy caused by going from $n=3$ to $n=4$, the result being that the $4 s$-levels are lower in energy than the $3 d$. Potassium therefore has the structure $1 s^{2} 2 s^{2} 2 p^{6} 3 s^{2} 3 p^{6} 4 s^{1}$, and calcium has the structure $1 s^{2} 2 s^{2} 2 p^{6}$ $3 s^{2} 3 p^{6} 4 s^{2}$. The energy of a $3 d$-level, however, is lower than that of a $4 p$-level, so the $3 d$-levels are filled up before the $4 p$-levels. The electronic structures of the rest of the elements in this row of the periodic table may be seen by reference to Table 1. The $3 d$-level fills up regularly from scandium to nickel. In chromium and copper, there are slight irregularities. This must mean that under some circumstances the 3 d -level to be filled has a lower cnergy than the $4 s$-level. It is not surprising that irregularities like this should occur, as the relative energies of various levels must be affected in some measure by the electrons already in the atom, and in any case the difference in encrgy between $3 d$ and $4 s$-levels is not great. Besides, there is undoubtedly a certain special stability connected with a completed subshell, and there appears also to be a special stability about a half subshell, as in chromium. The fact that copper has but one $4 s$-electron is deduced from its spectrum, as is, indeed, the structure of any atom. The details of the method by which these conclusions are reached are part of the theory of complex spectra and are beyond the scope of this book. We shall see later, however, how the electronic structure is connected with other properties of the element.

The fourth row of the periodic table is built up much like the third row, as will be seen from Table 1. It will be seen that the same type of irregularity occurs as in the third row; in fact, the irregularities are a little more frequent.

With the completion of the fourth row, the $5 p$-shell is filled, but the $4 f$-orbits are still vacant. The preceding rows of the periodic table would lead one to expect that the $6 s$-levels would be filled before the $5 d$-levels, and it turns out that the $6 s$-levels also have a lower energy than the $4 f$. Then in lanthanum, an electron goes into the $5 d$-level. In the case of cerium, however, the
added electron goes into the $4 f$-level, and in the immediately succeeding elements the $4 f$-shell fills up. These elements form the group of rare earths, all of which have almost identical chemical properties. After the $4 f$-shell is complete, the $5 d$-levels fill up, with some irregularity, as seen in Table 1. In this section of the periodic system, the available energy levels are very close together, and small perturbations are apt to change their order; we have seen, for example, that the addition of one electron to the $5 d$-shell raises the energy of the rest of the levels of that shell sufficiently so that the $4 f$-levels become lower, and then the $4 f$-shell fills up before the $5 d$.

The periodic system as we know it ends with the filling up of the $7 s$-level and part of the $6 d$-level. In none of these elements is there a $5 f$-electron in the normal state.

The order in which the electrons enter in the periodic table may be summarized as follows: $1 s, 2 s, 2 p, 3 s, 3 p$ ( $4 s, 3 d$ ), $4 p$ ( $5 s, 4 d$ ), $5 p(6 s, 5 d, 4 f), 6 p, 7 s, 6 d$. The energy levels in parentheses have about the same energy and change their order in different elements. The states within the parentheses get their first electrons in the order in which they are written, but they are finally filled up in just the reverse order.
7.7. Recapitulation.-In the first chapter, we briefly reviewed the work of the early chemists, their discovery of the laws of combination of the chemical elements, and the determination of atomic weights. It was seen how the study of the propertics of the elements and the measurement of their atomic weights led to an arrangement of the elements, practically in the order of atomic weight, which gave also a deseription of their properties.

The study of matter was then taken up from another point of view, namely, we inquired how it is built up from its fundamental constituents. The properties of electrons, nuclei, and atoms were considered, and it was noted that the properties of matter may be deduced from atomic spectra. The simplest of atoms, the hydrogen atom, which contains one electron bound to a relatively heavy nucleus with equal and opposite charge, was then considered in some detail. Passing to more complicated structures which contain many electrons, we saw how, by relatively simple assumptions, a scries of electronic structures capable of explaining the spectra of the known elements can be built up. This leads to an arrangement of the elements that corresponds
exactly to the arrangement based on their chemical properties. Even without a detailed consideration of the way the chemical properties may be explained on the basis of the electronic structure, this happy correlation greatly strengthens our belief both in the correctness of the chemical findings, in particular the atomic weights found by the chemists, and in the essential correctness of the physical theory which has led to this result. This theory may therefore be used with confidence as a foundation for the discussions to follow.

## CHAPTER VIII

## SOME PROPERTIES OF THE ELEMENTS AND THEIR CONNECTION WITH ELECTRON STRUCTURE

8.1. Effects of Penetration of Electron Orbits into Underlying Shells.-In the preceding chapter, we have discussed the effect of the electrons already in the atom on the motion of a new electron and have seen how the fact that an electron can penetrate into the inside shells affects its energy. It may not be amiss, for the sake of orientation as to the magnitudes of the quantities involved and their relation to the periodic arrangement of the elements, to consider this matter in a little more detail in the case of those elements which have a single valence electron, namely, the alkali metals and the copper group. 'Such elements resemble the hydrogen atom, and if there were no penetration of the valence electron, its energy would be given by the hydrogen formula

$$
\begin{equation*}
-E=\frac{2 \pi^{2} m e^{4}}{n^{2} h^{2}} \tag{1}
\end{equation*}
$$

Of course, it is understood that $n$ in this formula cannot take on a value already claimed by electrons in one of the closed subshells. Thus in cesium, if the outer electron is in an s-state, the value of $n$ could not be less than 6 , but if it should be in a $d$-state, for example, it could have a value 5 since only the $3 d$ - and $4 d$-states are occupied by inner electrons.

If there is penetration of the outer electron, then as seen in the last chapter, Eq. (1) does not hold; it has been customary to write

$$
\begin{equation*}
-E=\frac{2 \pi^{2} m e^{4}}{n^{* 2} h^{2}} \tag{2}
\end{equation*}
$$

where $n^{*}$, the so-called effective quantum number, is the value it is necessary to insert into the equation in place of the true total quantum number $n$ in order to get the actual value of the energy. A comparison of $n^{*}$ and $n$ will then give a measure of the effect of
penetration. In Table 2 are given the values of $n *$ for the lowest $s$-, $p$-, $d$-, and $f$-states of the alkali metals and copper, silver, and

Table 2.--Valoes of $n^{*}$

|  | $s$ | 1 | $d$ | $f$ |
| :---: | :---: | :---: | :---: | :---: |
| Li | 1.59(2) | 1.96 (2) | 3.00 (3) | 4.00 (4) |
| Na | 1.63 (3) | 2.12 (3) | 2.99 (3) | 4.00 (4) |
| $k$ | 1.77 (4) | 2.23 (4) | 2.85 (3) | 3.99 (4) |
| Rい | 1.80 (.3) | 2.28 (5) | 2.77 (4) | 3.99 (4) |
| Cs | 1.87 (6) | 2.33 (6) | 2.55 (5) | 3.98 (4) |
| Cu | 1.33 (4) | 1.86 (4) | 2.98 (4) | 4.00 (4) |
| Ag | 1.34 (5) | 1.87 (5) | 2.98 (5) | 3.99 (4) |
| Au | 1.21 (6) | 1.72 (6) | 2.98 (6) |  |

gold. ${ }^{1}$ These may be compared with the corresponding values of $n$ (given in parentheses). It will be seen, for example, how much greater the effect, is for a deeply penetrating s-electron than for a p-clectron which does not penetrate so deeply, how much greater it is for a heavy atom than for a light one which has not so many electrons in the inner shells for the outer electron to penetrate. and how much greater it is for an atom in which the first shell the outer electron has to penetrate is a shell of 18 rather than a shell of 8 .

The difference between $n^{*}$ and $n$ is almost independent of the latter as the values for sodium, given in Table 3 ; will indicate.

Table 3.-Values of $n^{*}$ for Soditm

8.2. The ionization potential, i.e., the energy necessary to remove the most loosely bound electron from an atom in its

[^33]lowest energy level, ${ }^{1}$ is one of the most important properties of the atom from the point of view of chemistry. This energy is obtained directly from Eq. (2) if $n$ * is given the value appropriate to the most loosely bound electron when the atom is in its lowest state. The considerations involving penetration are of utmost, importance in determining the ionization potential of an element. The energy necessary to remove the most loosely bound electron in its lowest energy state from the ion that is left after one electron has already been removed is called the ionization potential of the ion or the second ionization potential of the corresponding atom; in like mamer, the ionization potential of the


Fig. 33. - First ionization potentials of the elements.
ion formed by removing two electrons is the third ionization potential of the atom, ete. The first, second, and third ionization potentials of the elements as far as they are known are given in Table 4. The first ionization potentials are also shown graphically in Fig. 33.

In looking over the trends of the ionization potentials, ${ }^{2}$ we note that along any row of the periodic table the ionization potentials tend to increase from left to right. This general tendency is due to the increasing nuclear charge as the atomic number increases, and to the fact that all the electrons involved in the building up of any row of the table are at roughly similar distances from the nucleus. The result is that the outermost

[^34]Table 4.-Ionization Potentials
(In electron volts)

| H | 13.53 |  |  |
| :---: | :---: | :---: | :---: |
| He | 24.47 | 54.14 |  |
| Li | 5.36 | 75.27 | 121.84 |
| Be | 9.28 | 18.12 | 153.11 |
| B | 8.25 | 25.00 | 37.74 |
| C | 11.21 | 24.26 | 47.64 |
| N | 14.47 | 29.46 | 47.3 |
| 0 | 13.55 | 34.94 | 54.7 |
| F | (18) | 34.81 | 62.35 |
| Ne | 21.46 | 40.91 | 63.3 |
| Na | 5.11 | 47.07 | 71.0 |
| $\mathbf{M g}$ | 7.61 | 14.96 | 79.73 |
| Al | 5.96 | 18.73 | 28.31 |
| Si | 8.10 | 16.26 | 33.34 |
| $\mathbf{P}$ | 11.0 | 19.7 | 30.02 |
| S | 10.31 | 23.29 | 34.88 |
| Cl | 12.96 | 23.4 | 39.70 |
| A | 15.69 | 27.74 | 40.73 |
| K | 4.32 | 31.66 | 47. |
| Ca | 6.09 | 11.82 | 50.96 |
| Sc | 6.7 | 12.8 | 24.62 |
| Ti | 6.81 | 13.6 | 27.6 |
| V | 6.76 | 14.1 | 26.4 |
| Cr | 6.74 | 16.6 | (27) |
| Mn | 7.40 | 15.70 | (32) |
| Fe | 7.83 | 16.16 |  |
| Co | 8.5 | 17.3 |  |
| Ni | 7.61 | 18.2 |  |
| Cu | 7.68 | 20.2 | 29.5 |
| Zn | 9.36 | 17.89 | 39.5 |
| Ga | 5.97 | 20.43 | 30.6 |
| Ge | 8.09 | 15.86 | 34.1 |
| As | 10.5 | 20.1 | 28.1 |
| Se | 9.70 | 21.3 | 33.9 |
| Br | (11.5) | 19.1 | 25.7 |
| Kr | 13.94 | 24.47 | 36.8 |
| - Rb | 4.16 | 27.36 | (47) |
| Sr | 5.67 | 10.98 | (42.8) |
| Y | 6.5 | 12.3 | 20.4 |
| Zr | 6.92 | 13.97 | 24.00 |
| Cb | .... | . . . . | 24.2 |
| Mo | 7.2 |  |  |
| Ru | (7.7) |  |  |
| Rh | 7.7 |  |  |

Table 4.-Ionization Potentials.-(Continued)

| Pd | 8.3 | 19.8 |  |
| :---: | :---: | :---: | :---: |
| Ag | 7.54 | 21.7 | (32) |
| Cd | 8.96 | 16.84 | 38.0 |
| In | 5.76 | 18.80 | 27.91 |
| Sn | 7.30 | 14.52 | 30.49 |
| Sb | 8.35 | (18) | 24.7 |
| Te | 8.96 | ... | 30. |
| I | 10.5 | 19.4 |  |
| Xe | 12.08 | (23) | 32.0 |
| Cs | 3.87 | 23.4 | (35) |
| Ba | 5.19 | 9.95 | (35.5) |
| La | 5.59 | 11.38 | (20) |
| Ce | 6.54 | 14.8 |  |
| Pr | (5.76) |  |  |
| Nd | (6.31) |  |  |
| Sm | (6.55) | 11.4 |  |
| Eu | 5.64 | 11.4 |  |
| Gd | (6.65) |  |  |
| Tb | (6.74) |  |  |
| Dy | (6.82) |  |  |
| Yb | (6.23) | 12.05 |  |
| Hf | ..... | (14.8) |  |
| W | 8.1 |  |  |
| Os | 8.7 |  |  |
| Pt | 8.88 |  |  |
| Au | 9.19 | 19.95 |  |
| Hg | 10.38 | 18.66 | 34.3 |
| Tl | 6.07 | 20.31 | 29.7 |
| Pb | 7.38 | 14.96 | 31.91 |
| Bi | 7.25 | 16.60 | 25.43 |
| Rn | 10.70 |  |  |
| Ra | 5.25 | 10.10 |  |

From Landolt-Börnstein, "Tahellen," Julius Springer, Berlin, and Herzberg, "Atomspektren und Atomstruktur," Verlag von Theodor Steinkopff, Dresdon and Leipzig, 1936. Values from these sources were averaged, except where a choice appeared indicated.

Doubtful values in parentheses.
See footnote, p. 89.
electron is not very effectively screened or shielded by the other outer electrons and so is affected by the increase in nuclear charge.

On passing from a rare-gas structure to the next alkali element, a great decrease in ionization potential occurs. The added s-electron, being in a completely new shell, is relatively well shielded from the nuclear charge, in spite of a considerable
tendency to penetrate the inner shell. Going from an alkali element to the adjacent alkaline earth element brings a noticeable increase in the ionization potential, for one of a pair of s-electrons does not shield the other one very well against the increased nuclear charge of the alkaline earth element as compared with the alkali element.

A $p$-electron outside the $2 s$-subshell is much better shielded, as it does not penetrate so strongly as an s-electron, and boron and aluminum have lower ionization potentials than beryllium and magnesium, respectively. However, a $d$-electron outside a completed $s$-subshell is not so well shielded (compare, e.g., scandium with calcium). At first sight this may seem strange as a $d$-electron should penetrate still less than a $p$-electron, but the $d$-electron added in this case has a lower quantum number $n$ than the outer $s$-electrons. It is for this reason that the $d$-level has a low energy and, in fact, it is because of this that the electron enters the $d$-level in the first place.

In addition to those mentioned above there occur other exceptions to the general rule that the ionization potentials increase across the rows of the periodic table. There are rather marked and perhaps rather unexpected irregularities at oxygen and sulfur. Other irregularities, the causes of which are rather obvious from the electron structures of the elements, occur at gallium, indium and thallium.

Turning now to a comparison of the first, second, and third ionization potentials of the same element, we note that the second ionization potential is always much larger than the first and the third always much larger than the second. It is, of course, to be expected that it will be harder to remove an electron from a positively charged ion than from a neutral atom, and the difficulty increases with the charge on the ion. It is to be noticed, however, that there are certain striking differences in this respect between sodium, magnesium, and aluminum, for example. In the case of sodium, after one electron is removed, a rare-gas-like electron configuration is left and it is very difficult to remove the second electron. In the case of magnesium, two electrons must be removed before getting to the rare-gas structure and these two electrons are reiatively easy to remove, whereas in the case of aluminum even the third electron is more easily removed than the second electron in sodium. These facts are related to the
fact that sodium is univalent in its compounds, calcium bivalent, and aluminum trivalent.
8.3. The electron affinity is defined as the energy that is given out when an electron is added to an atom to form a negative ion. The sccond electron affinity is the energy liberated when an electron is added to a negative ion to give a doubly charged negative ion. The electron affinities of only a few elements are known, some of these are given in Table 5. They are determined in a way to be discussed later, in See. 14.7.

> Table 5.--Electron Arpinities
> (In electron volts)

Cl................................................................ 3.78

Br............... . ................................ 3.55
I........................................................................ 3.22

S....................................................... $-4.0^{a}$

Se...................................................... $-4.6^{4}$
a For the addition of two electrons.
The halogens, if they add one electron, give ions with a rarcgas structure. The latter are, therefore, very stable, and the electron affinities of the halogens are correspondingly high. The electron affinities of the elements of the oxygen group are presumably also positive, but, all that can be measured is the sum of the first two electron affinities, which is negative in spite of the rare-gas structure of the doubly charged ion thus formed, because the last electron must be added to the singly charged ion against an electrostatic repulsion.
8.4. Electropositivity and Electronegativity of the Elements.When he uses the term "clectropositive" or "electronegative" in describing the characteristics of an element, the chemist refers to a complex array of properties, not all of which parallel each other completely. Nevertheless, in a general way, an element is electropositive if it has a relatively great tendency to lose an electron (or, perhaps better, a relatively small attraction for an electron), and it is electronegative if it has a relatively great electron affinity. It is, in fact, possible to formulate a reasonably good definition of electropositivity or electronegativity in terms of these two properties of the elements; this will be done in Sec. 12.3. In a general way, it can be seen from Tables 4 and 5 that the general trends of electropositivity and electronegativity
defined in this way will be that which the chemist has always found. Elements become more electropositive as we go to the left of the periodic table and down; they become more electronegative as we go to the right and up.
8.5. X-ray spectra of the elements are of great historical interest because it was by means of them that Moseley first found a completely objective and unequivocal method of ordering the elements in the periodic table. The X-ray lines he studied are lines of very small wave length emitted by the elements. The wave lengths of these lines do not, on progressing from element to element, show any changes that correspond to the periodic properties of the elements but instead change gradually and uniformly. It is possible to assign to each element an ordinal number, representing the position, in this series, of its X-ray line of a given type, a number that turns out to be equal to the atomic number of the element. ${ }^{1}$ Further, the frequency of the X-ray line, if it belongs to the so-called K -series (explained below), is approximately proportional to the square of the atomic number.

These relationships are easily understood in the light of presentday theories. X-ray lines arise from transitions in the inner shells of the atoms. Suppose, for example, a metal is bombarded by high-speed electrons, as is the case in an X-ray tube. It is possible for such a high-speed electron to knock an electron out of the K-shell of the atom. The K-electrons of an atom are those near the nucleus, and as most of the time they are much closer to the nucleus than to most of the other electrons in the atom, the latter have only a relatively small shielding effect. We can get an approximate value for the energy of a K-electron by neglecting the shielding entirely; this yields the expression $-\frac{2 \pi^{2} m Z^{2} e^{4}}{h^{2}}$, the quantum number $n$ being 1. Now suppose an L-electron drops into the K-shell, filling up the hole which is there. In this process, an X-ray line is emitted; it belongs to the K -series because the electron drops back into the K -shell. If as a very rough approximation we neglect shielding for the L-electron too, its energy is $-\frac{2 \pi^{2} m Z^{2} e^{4}}{4 h^{2}}$, since $n=2$, and the fre-

[^35]quency of the X-ray line is $\left(2 \pi^{2} m Z^{2} e^{4} / h^{3}\right)\left(1-\frac{1}{4}\right)$; since the energy of the L-electron contributes only a relatively unimportant term to this expression, the approximation made in neglecting shielding will be sufficiently good. The corrections that should be made to this expression will depend on which one of the L-electrons actually makes the jump, as they are not all alike, but we may neglect these differences and compare always the same X-ray line for the different elements. The frequency will thus be roughly proportional to the square of the atomic number, as actually found. Of course, in the case of hydrogen and helium which have no L-electrons, lines of this sort cannot occur, but certain possible electron transitions correspond pretty closely. Elements that have M-, N -, etc., electrons will also present the possibility of jumps from these higher levels to a hole in the K-shell, and there can also be transitions between the higher shells. Similar relations between frequency and atomic number will hold for all these types of transition provided the comparison is made between corresponding lines of the different elements.

## Exercises

1. Explain the breaks in the value of the ionization potential that occur at gallium, indium, and thallium.
2. Rubidium is more electropositive than silver. Explain. Discuss the difference in chemical properties from the point of view of the electronic structure.
3. It is not so easy to remove the valence electron from normal cesium as it is to remove the valence electron of lithium after the latter has been excited to the 68 -level. Explain.
4. Copper has a smaller atomic volume than potassium, the alkali metal in the same row of the periodic system. Explain.
5. Calculate the fourth ionization potential of beryllium.
6. From measurements on crystals, such as described in Chap. XIV, ic is found that the size of the rare-airth ions (of the type $\mathrm{Ce}^{+++}$) progressively decreases as the $4 f$-level fills up (the "lanthanum contraction"). Explain.

## CHAP'TER IX

## MOLECULAR POTENTIAL-ENERGY CURVES AND MOLECULAR MOTION

We turn now to the consideration of a problem that is central to the whole of chemistry. It will be the purpose of this chapter to discuss qualitatively, and with the aid of simple examples, the general ideas that are involved in the study of chemical combination, as well as the types of motion that occur in molecules.
9.1. The Formation of Compounds.-Perhaps the simplest type of chemical-compound formation is the formation of polar compounds, and for purposes of illustration, we shall discuss the forces involved in cases of this kind. Let us consider, for cxample, the formation of a gaseous sodium chloride molecule from a gaseous sodium ion, $\mathrm{Na}^{+}$, and a gaseous chlorine ion, $\mathrm{Cl}^{-}$, i.e., the reaction

$$
\begin{equation*}
\mathrm{Na}^{+}+\mathrm{Cl}^{-} \rightarrow \mathrm{NaCl} \tag{1}
\end{equation*}
$$

It would, of course, be possible to consider the formation of a molecule of sodium chloride from a neutral sodium atom and a neutral chlorine atom (all being supposed to be in the gascous state), writing the reaction

$$
\begin{equation*}
\mathrm{Na}+\mathrm{Cl} \rightarrow \mathrm{NaCl} \tag{2}
\end{equation*}
$$

However, it will appear later, in Chap. XIV, that this latter reaction is best treated as the sum of a series of steps

$$
\begin{aligned}
\mathrm{Na} & \rightarrow \mathrm{Na}^{+}+\mathrm{E}^{-} \\
\mathrm{Cl}+\mathrm{E}^{-} & \rightarrow \mathrm{Cl}^{-} \\
\mathrm{Na}^{+}+\mathrm{Cl}^{-} & \rightarrow \mathrm{NaCl}
\end{aligned}
$$

where $\mathrm{E}^{-}$is used as the chemical symbol for a free electron. At present, however, it is merely desired to illustrate the process of compound formation by means of an example in which the attractive force is of a particularly simple type, and for this purpose we confine our attention to reaction (1).

When the sodium and chlorine ions are sufficiently far away from each other, the force that exists between them is of a purely
electrostatic nature and is the same as that existing between an electron and a positively charged nucleus, namely, $e^{2} / r^{2}$ where $e$ is the charge on the electron and $r$ the distance between the centers of charge (which are the same as the centers of gravity) of the sodium and chlorine ions. If it is assumed that the potential energy is zero when $r$ is infinite, then the potential energy at any distance $r$ is given by the usual expression $-e^{2} / r$. This is true at any rate as long as $r$ is great enough. However, it will break down at smaller distances. For it must be remembered that the sodium and ehlorine ions are not point charges, but that they have shells of electrons that extend out from the nuclei to distances of the order of $10^{-8} \mathrm{~cm}$. When the two ions come so close that interpenctration of the electron shells. begins to take place, other forces come into play. These result in a resistance against bringing the nuclei closer together; i.e., a repulsive force appears which works against the attraction due to the gross electric charges. The repulsive forces probably arise principally from the following cireumstance. ${ }^{1}$ It was shown in Sec. 4.6 that a quantum state occupies a region of a definite size in the phase space, and, by Sec. 7.2, there can be only one electron in a single quantum state. If the electron shells are pushed together, this means that more electrons are forced into a given volume (in ordinary space). Since each electron is in its own quantum state, the result is that there are more quantum states per unit volume of ordinary space. This means that each quantum state must occupy a greater region in the momentum part of the phase space. Thus the momentum, and therefore the energy, corresponding to each quantum state is raised; just as in the case of the electron moving in a box, considered in Sec. 4.2, the energy of all the quantum states goes up if the box is made smaller. It might be argued that instead of more electrons on the average occupying the given volume some of the electrons would simply be pushed out of the volume, and this is partly true; but this pushing-aside process itself requires energy. The net result is that as soon as the two ions are close enough

[^36]together so that the electron shells affect each other, a repulsive force sets in, and this repulsion then increases very rapidly when the distance is decreased only a very little, and it quickly overcomes the attractive force. The effective potential energy between the two ions is shown schematically as a function of $r$ in Fig. 34. At great distances, the curve starts off as an inverse first-power curve; at smaller distances, the effect of the repulsive forces begins to become cvident. At the distance $r_{0}$, the repulsive and attractive forces just balance and the potential-energy curve has a minimum at that point; at smaller distances, the repulsive force predominates, and since it now requires work to push the


Fra. 34.-Molecular potential-energy curve.
particles together the potential rapidly increases as the distance decreases.

It is, of course, not necessary for the attractive forces to be of the same nature as those in the example just considered. It is quite possible to have strong attractive forces between neutral atoms, due-to the interaction of the electrons in the atoms, as we shall see in the next chapter; other types of repulsive force than those considered above may be operative. ${ }^{1}$ In such cases, the attractive force will not manifest itself at such great distances as in the case where the attraction is between two ions; but in general, attractive forces, if they occur at all, do manifest themselves at greater distances than the repulsive forces. The latter, whatever their origin, always predominate at very small distances, and one gets potential curves which resemble Fig. 34 qualitatively in that, as $r$ decreases from infinity, the potential first decreases to a

[^37]minimum and then increases very rapidly to an extremely high value.

In looking at the matter from the point of view of experiment, the mere fact that molecules exist with a fairly definite distance between atoms is indication that the potential-energy curve has somewhat the shape shown in Fig. 34. If there were no repulsive forces at small distances, the atoms in the molecule would not remain a definite distance apart; instead, their positions would tend to coincide. The existence of a position of equilibrium implies a minimum in the potential-energy curve. At ordinary temperatures, a molecule tends to have a low energy; this means that there will be but little kinetic energy and the atoms will have to be at positions of low potential energy; i.e., the value of $r$ will not, in the course of the motion of the atoms, become very different from $r_{0}$, where the potential-energy curve has its minimum. The shape of the potential-energy curve will be further discussed, in connection with the experimental material, in Secs. 9.4 and 9.5. The nature of the attractive and repulsive forces operative in solids will be discussed in later chapters; in particular, the forces in the ionic type of crystals, such as NaCl , will be discussed in some detail in Sec. 14.5, and the forces in gaseous molecules of this type treated more or less quantitatively in Sec. 14.9. It may be remarked that every available line of evidence on the repulsive forces verifies the relatively great steepness of the potential curve in the region where the interatomic distance is less than $r_{0}$.

Leaving then, for the present, the more detailed discussion of the experimental facts, a somewhat more exact formulation of the theoretical side of the problem may be attempted. When we consider a single atom, we must deal with the motion and the quantization of a number of electrons attracted to a nucleus which may be treated approximately as a fixed center of force. In a case of a molecule consisting of two atoms, it is necessary to consider the effects of two centers of force. If these two centers of force are far removed from each other, each electron can be thought of as attached to one or the other of them and the problem reduces to two problems of a single center of force. On the other hand, if the two centers of force are close together, then it is not possible to say definitely whether a given electron, especially an outer electron, belongs to one center or the other,
and the two-center problem must be considered in its entirety. The approximation made if it is assumed that each electron is definitely attached to one or the other of the centers of force is much worse in some cases than in others. It is not necessary to go into this matter at the present time; what we wish to bring out now is that each electron occupies a certain quantum state with a certain energy in the two-center problem just as in the one-center problem. But in the case of the two-center problem, the energy of any quantum state depends upon the distance between centers. Whether the atoms will appear to attract or repel each other depends upon whether the sum total of all these clectron energies is increased or decreased when the distance between the atoms is increased. From this point of view, then, the effective potential energy of the two atoms is merely the sum of the energies of the quantum states of all the electrons. ${ }^{1,2}$ Subtracting from this sum the value of the total energy of the quantum states of the two atoms at infinite separation is equivalent to changing the zero of potential energy so that it occurs when the two atoms are infinitely separated; this was done in Fig. 34. This method of setting the zero of potential energy is sometimes inconvenient, however, because there is more than one possible potential-energy curve for a pair of atoms; we often wish to compare the encrgies of the different curves and, therefore, desire that there be a common energy zero for them all, instead of having a special zero for each one.

If one of the electrons is excited, it will be in a quantum state that has a different energy than the lowest or normal state, and the total energy of all the electrons will be a different function of the distance between the atoms. Thus, in Fig. 35 are pictured schematically some potential-cnergy curves belonging to a single pair of atoms. The zero of potential energy is taken arbitrarily as convenient, but it is the same for all curves. The difference between the curves at any value of $r$ shows how much energy is necessary to excite an electron to the particular excited

[^38]state considered, when the atoms are that distance apart. When $r$ is very great, this simply means exciting the electron of one or the other of the atoms; the asymptotic difference between the curves when $r$ is great therefore represents the energy necessary to excite an electron of a particular one of the atoms to some definite state of higher energy. And, of course, states can also occur in which more than one electron is excited.

As long as there is no transition from one potential-energy curve to another, we can, if we are interested in the motion of the nuclei, consider them as point masses moving in a potential-


Fig. 35.-Normal and excited potential-chergy curves for a pair of atoms. It will be noted that one of these curves is depicted without a minimum. It is quite possible for electronic states to exist in which no attraction between the atoms occurs. Such a state, obviously, will not result in molecule formation.
energy field which is a function of the distance between them, the forces between them being directed along the line joining the particles. It is a well-known mechanical principle that the center of gravity of the system may move with a constant velocity without affecting the relative motion of the two masses (see Appendix I). The relative position of the two masses may be given by specifying three coordinates $r$, the distance between them, and the polar angles $\theta$ and $\phi$ giving the direction in space of the line joining them. The relative motion is given if $r, \theta$, and $\phi$ are known as functions of the time. It may be shown (Appendix I, pp. 451f.) that, as far as their relative motion is concerned, the system of two particles (of mass $m_{1}$ and $m_{2}$ ) can be replaced by a single particle of mass $\mu=m_{1} m_{2} /\left(m_{1}+m_{2}\right)$ attracted to (or repelled from) a fixed center with a force that is
the same function of the distance as the force between the two particles of the system is of the distance between them. The coordinates $r, \theta$, and $\phi$, of the representative particle, taking the fixed center as the origin, are then the same functions of the time as the coordinates $r, \theta$, and $\phi$ defined above for the two-particle system. The mass $\mu$ is called the "reduced mass" of the original pair of particles.
9.2. Molecular Energy Levels.-Since the relative motion of the atoms in a molecule can be replaced by the motion of a representative particle of mass $\mu$, acted upon by a central field of force, the quantization of the molecule is very similar to that of the hydrogen atom, ${ }^{1}$ the only essential difference being that the potential $-\frac{e^{2}}{r}$ is replaced by a potential $V$ which is a more complicated function of $r$. No account need be taken of the motion of the center of gravity of the molecule, since the relative motion of the atoms is quite independent of it. The quantization of the angular momentum and its projection along an arbitrary axis proceeds just as in Sec. 4.5, provided the vector sum of the orbital and spin angular momenta of all the electrons vanishes when the motion of the nuclei is not taken into account. If there is a resultant electronic angular momentum, it has a gyroscopic effect on the motion of the molecule, but for our purposes consideration of this may be omitted. We shall use the quantum numbers $j$ and $m_{j}$ to designate the nuclear momentum and its projection, respectively, writing for the total angular momentum of the $j$ th state ( $j$, corresponding to $l$ of Sec. 4.5, can have any integral value from 0 to $\infty$ )

$$
\begin{equation*}
p_{i}=\sqrt{j(j+1)} \frac{h}{2 \pi} \tag{3}
\end{equation*}
$$

and for its projection

$$
\begin{equation*}
p_{m_{i}}=\frac{m_{j} h}{2 \pi} \tag{4}
\end{equation*}
$$

[^39]where $m_{j}$, corresponding to $m_{l}$ of Sec. 4.5, can take integral values from $-j$ to $j$.

In quantizing the energy, account must be taken of the radial motion, just as in the case of the hydrogen atom, though the actual nature of the radial motion of the atoms in a molecule is very different from the radial motion of the electron in the hydrogen atom. It has been remarked in the preceding section that for a molecule in a low-energy level the value of the coordinate $r$ never becomes greatly different from $r_{0}$. This is illustrated


Fig. 36.
by Fig. 36. For simplicity, we shall first consider the case in which $j=0$, so that there is no rotational energy. The direction of the line joining the two atoms remains fixed in space, i.e., $\theta$ and $\phi$ are constant, but the atoms oscillate back and forth about positions of equilibrium. Since the pair of atoms can be replaced by a single representative particle of mass $\mu$, the kinetic energy associated with this oscillation or vibrational motion is $\frac{1}{2} \mu \hat{r}^{2}$. If $E$ represents the total energy of the pair of atoms (excluding, of course, any energy of translation of the center of gravity) and $V$, the potential energy, the difference between them $E-V$ is the kinetic energy. In the case sketched in Fig. 36, this is negative to the left of $r_{1}$ and to the right of $r_{2}$. According to the classical picture; then (and the description heretofore
given has adhered to the classical picture) values of $r$ less than $r_{1}$ or greater than $r_{2}$ cannot occur. According to wave mechanics, there is a certain probability that $r$ might be less than $r_{1}$ or greater than $r_{2}$, but these classically forbidden cases are not very probable, and it is approximately correct even on the wave mechanical basis to say that $r$ is confined between $r_{1}$ and $r_{2}$. In general, for low molecular energies, $r_{2}-r_{1}$ is not more than about 10 per cent as great as $r_{0}$, so the oscillation may be treated as a small oscillation.

Let the value of the potential energy at its minimum be designated as $V_{0}$. The potential energy $V$ at any point $r$ may be expressed in terms of $V_{0}$ as a power series in $r-r_{0}$, a process very commonly employed in mathematical considerations, in the following manner:

$$
\begin{equation*}
V=V_{0}+a\left(r-r_{0}\right)+b\left(r-r_{0}\right)^{2}+c\left(r-r_{0}\right)^{3}+\ldots \tag{5}
\end{equation*}
$$

where $a, b, c, \ldots$ are constants. Differentiating with respect to $r$ gives

$$
\begin{equation*}
\frac{d V}{d r}=a+2 b\left(r-r_{0}\right)+3 c\left(r-r_{0}\right)^{2}+\cdots \tag{6}
\end{equation*}
$$

but since $V$ has its minimum at $r=r_{0}, d V / d r$ must be equal to zero there. Hence it is seen that $a=0$. Further, if $r-r_{0}$ is not too large (and as noted above it does not become large if $E$ is not too high), it is possible to neglect the higher terms in $r-r_{0}$. Then Eq. (5) becomes

$$
\begin{equation*}
V=V_{0}+b\left(r-r_{0}\right)^{2} \tag{7}
\end{equation*}
$$

Motion in a potential-energy field given by an equation of this type is called "simple harmonic motion."

The increase $d V$ in the potential energy, when the representative particle is displaced a small distance $d r$, is equal to $-f d r$, where $f$ is the force on the particle. (The minus sign arises because $f$ is taken as positive if it acts in the direction of increasing $r$, and the potential energy increases if the force is opposed to the displacement.) Since, from these remarks, $f=-\frac{d V}{d r}$, it is seen from Eq. (6) that, approximately,

$$
\begin{equation*}
f=-2 b\left(r-r_{0}\right) \tag{8}
\end{equation*}
$$

This can be set equal to the reduced mass times the acceleration, giving as the classical equation of motion

$$
\begin{equation*}
-\mu \ddot{r}=2 b\left(r-r_{0}\right) . \tag{9}
\end{equation*}
$$

The solution of this differential equation is

$$
\begin{equation*}
r-r_{0}=A \sin \left(\sqrt{\frac{2 b}{\mu}} t+\delta\right) \tag{10}
\end{equation*}
$$

where $A$ and $\delta$ are constants of integration. This shows that. according to the classical picture and making the approximations noted (simple harmonic motion), the value of $r$ oscillates back and forth past the position of equilibrium $r_{0}$ as a sinusoidal function of the time. $r$ returns to its original value after a time $\tau$ such that $\sqrt{2 b / \mu} \tau=2 \pi$. The reciprocal of $\tau$ is the frequency of vibration $\nu_{0}$ which is thus given by

$$
\begin{equation*}
\nu_{0}=\pi^{-1} \sqrt{\frac{b}{2 \mu}} . \tag{11}
\end{equation*}
$$

It should be noted that $b$ depends only upon the potential-energy curve, the broader the minimum being, the smaller $b$. $\mu$, of course, depends only on the masses of the atoms. From Eq. (11), it is seen that $\nu_{0}$ depends, then, at least to the approximation to which Eq. (7) is valid (i.e., for sufficiently low energy levels) only on the potential energy and the masses of the atoms and is independent of the total energy, which depends upon the amplitude of the motion (i.e., upon the largest value $r-r_{0}$ can take in the motion). From Fig. 36, it is clear that the higher the energy level, the greater this amplitude will be, and the total energy is closely related to the magnitude of $A$ in Eq. (10).

The preceding account gives a fairly complete description of the vibration from the classical point of view. Quantum theory, we know, will restrict the possible energies of the system. In the case of the simple harmonic oscillator described above, the energy levels may be shown to be given by the following formula:

$$
\begin{equation*}
E_{v}-V_{0}=\left(v+\frac{1}{2}\right) h \nu_{0} \tag{12}
\end{equation*}
$$

where $v=0,1,2$. . .
The treatment of the vibrational motion outlined above was carried out for the case where there is no rotational motion.

If there is rotational motion, it may be shown that, to a first approximation, it is independent of the vibrational motion, and the energy due to the rotational motion may simply be added to the energy given by Eq. (12). Since the amplitude of the vibrational motion is small, the rotational motion may be handled as though the two atoms were at $a$ fixed distance $r_{0}$. This means that Eq. (17), of Sec. 4.5, will hold without alteration other than insertion of the appropriate quantities for the case at hand, which gives for the rotational energy

$$
\begin{equation*}
E_{j}=\frac{j(j+1) h^{2}}{8 \pi^{2} \mu r_{0}^{2}}=\frac{j(j+1) h^{2}}{8 \pi^{2} I} \tag{13}
\end{equation*}
$$

where $I=\mu r_{0}{ }^{2}$ is the moment of inertia of the two nuclei about their center of gravity, assuming them held rigidly fixed at the distance $r_{0}$. Since this equation involves a number of approximations, it is not generally applicable when the energy of vibration or rotation is not low, in contrast to Eqs. (3) and (4), which are not subject to these limitations. $m_{j}$, of course, has no effect on the energy.

A better understanding of the relationship (12) above, may be had by a consideration of the integral $\int p_{r} d r$. As stated above, the problem of the diatomic molecule is formally the same as that of the hydrogen atom, except that the potential energy does not have the form $-\frac{e^{2}}{r}$. If, therefore, $-\frac{e^{2}}{r}$ is replaced by $V=V_{0}+b\left(r-r_{0}\right)^{2}$ and $l$ is replaced by $j$, and $m$ is replaced by $\mu$, Eq. (15), page 66, will hold in the present instance, and the expression for the total energy may be written

$$
\begin{equation*}
E=\frac{p_{r}^{2}}{2 \mu}+\frac{j(j+1) h^{2}}{8 \pi^{2} \mu r^{2}}+V_{0}+b\left(r-r_{0}\right)^{2} \tag{14}
\end{equation*}
$$

This may be solved for $p_{r}$ and the result placed in $\int p_{r} d r$. The integral must be taken over a complete oscillation of the particle; i.e., it must be taken over the motion of the particle while it moves from the smallest classically possible value of $r$, i.e., $r_{1}$, to the largest value $r_{2}$, and back again. $p_{r}$ is positive when $d r$ is positive, and negative when $d r$ is negative. This means that $p_{r} d r$ is always positive, and we write for the integral in the particular case that $j=0$,

$$
\begin{equation*}
\int p_{r} d r=2 \int_{r_{1}}^{r_{2}} p_{r} d r=2 \int_{r_{1}}^{r_{2}} \sqrt{2 \mu\left[E-V_{0}-b\left(r-r_{0}\right)^{2}\right]} d r \tag{15}
\end{equation*}
$$

$r_{1}$ and $r_{2}$ are the values of $r$ for which $\dot{r}$ and hence $p_{r}$, the integrand of (15),
becomes zero, so that $r_{1}=r_{0}-\sqrt{\left(E-V_{0}\right) / b}$ and $r_{2}=r_{0}+\sqrt{\left(E-V_{0}\right) / b}$. The integral in Eq. (15) may be readily evaluated, giving

$$
\begin{equation*}
\int p_{r} d r=\pi\left(E-V_{0}\right) \sqrt{\frac{2 \mu}{b}}=\frac{\left(E-V_{0}\right)}{\nu_{0}}, \tag{16}
\end{equation*}
$$

the latter relation following from Eq. (11). It is now readily seen that Eq. (12) represents the type of condition on $\int p_{r} d r$ demanded by Sec. 4.6.

The rotational energy levels may be readily taken care of in this scheme. if it is noted that the term $\frac{j(j+1) h^{2}}{8 \pi^{2} \mu r^{2}}$ in Eq. (14) acts just like an addition to the potential energy. If the range of values from $r_{1}$ to $r_{2}$ is small enough, it may be considered as practically constant and written $\frac{j(j+1) h^{2}}{8 \pi \mu r_{0}{ }^{2}}$. This term, identical with the right-hand side of Eq. (13), then finally appears as an addition to the total energy.
9.3. Molecular spectra offer, as might be expected, the best source of information on molecular energy levels. The energy, of course, is not observed directly, but as usual the spectral lines represent differences between energy levels. The spectra are much simplified by the fact that the quantum number $j$ obeys certain selection rules; namely, it can change only by $\pm 1$ or, in some cases, 0 . The quantum number $m_{i}$ can change only by $\pm 1$ or 0 , but since it does not affect the energy it is not important for our present purposes.

Three kinds of molecular spectra are observable. ${ }^{1}$ In the very far infrared, transitions involving only changes in $j$ and no other quantum numbers are observed. On account of the selection rules mentioned above, these spectra are very simple, consisting of a series of lines equally spaced on the frequency scale, but because they lie so far in the infrared, their observation requires a rather difficult technique. Since far infrared means waves of very low frequency, and hence quanta of low energy, the fact that these spectra appear in this region indicates that the energies

[^40]of different rotational states with the same value of $v$ lie very close together.

In the near infrared, it is possible to observe spectra that arise from simultaneous changes in $v$ and $j$. Since higher frequencies are involved, it is evident that vibrational energy levels are spaced farther apart than rotational levels. ${ }^{1}$

The most important spectra occur at still higher frequencies, in the visible and ultraviolet. They involve electronic transitions, being due to transitions from vibrational and rotational levels belonging to one potential-energy curve to levels belonging to another curve.

From analyses of these spectra, it is possible to learn much about the details of the energy levels of molecules. Since the energy may be described approximately as a sum of a term such as given by Eq. (12) and a term such as given by Eq. (13), the statement that the energy is separated into vibrational and rotational parts is experimentally verificd, at least approximately. Since, as just seen, the difference in energy between adjacent rotational levels with given $v$ is in general small compared with the difference between adjacent vibrational levels, the energy states appear to occur in groups or bands, all those with given $v$ and different $j$ 's being grouped together.

From the spacing between vibration levels, it is possible to find $\nu_{0}$ from Eq. (12), and ultimately $b$ from Eq. (11), since $\mu$ is known. This gives information about the shape of the potentialenergy curve near its minimum. From the spacing of the individual rotational levels in a given band, it is possible to find $I$ from Eq. (13), and from $I$, the interatomic distance $r_{0}$ may be found. The study of molecular spectra (band spectra) thus yields very important information about the molecule.
9.4. The Dissociation Energy.-A still more important molecular constant, the energy necessary to pull the two atoms

[^41]apart, can also often be obtained by the study of band spectra. As already noted, it is only an approximation to consider a molecule as a harmonic oscillator. The energy levels of a


Fig. 37.-Illustrating spacing of molecular vibration-rotation levels, showing positions of bands for which $v=0,1$, and 2, above the minimum of potential energy $V_{0}$. Levels for $j$, with values from 0 to 5 shown in each band. To illustrate the transitions which occur in molecular spectra, the possible quantum jumps starting from the level $v=1, j=3$ are shown. (We assume $j$ can change by $\pm 1$.) An increase in energy means a quantum must be absorbed, a decrease of energy means a quantum is given out. The transitions shown are classified as follows:
a, b-near infrared absorption.
c, d -near infrared emission.
e -far infrared emission.
$f$-far infrared absorption
Visible and ultraviolet transitions cannot be shown because the bands belonging to only one electronic state appear in the figure.
harmonic oscillator are spaced at equal intervals, but in actual molecules it is observed that the higher the energy, the closer together the levels become. When the allowed energies become closer together, the difference in momenta between adjacent
levels also becomes smaller, which means that an energy level occupies a smaller volume in the momentum space than it would were the molecule a harmonic oscillator with a frequency corresponding to the difference in energy for the low-energy levels. Therefore, in order that each energy level should have its regular quota $h$ in the complete phase space, the distance over which the oscillator can move in coordinate space must be greater. Thus the actual potential-energy curve must be more spread out than a harmonic-oscillator curve would be. The situation is illustrated in Fig. 38. At the energy indicated, a classical harmonic oscillator would have a range of motion from A to B , whereas with the other curve, which resembles an actual molec-ular-potential curve, the classical range of motion at the same


Fig. 38.-Actually observed type of molecular enorgy curve, contrasted with curve for harmonic oscillator.
energy would be from F to G , a much greater distance. This spreading out of the potential-energy curve is in harmony with the tacit assumption, which has been made throughout, that a potential-energy curve will approach a definite limiting value as $r$ is indefinitely increased; in other words, it will require only a finite amount of energy to pull the atoms in a molecule completely apart. It will be observed that the real potential-energy curve in Fig. 38, as well as the potential-energy curves illustrated previously, has been so drawn as to be approaching an asymptotic value for large distances of separation. If the total vibrational energy of the pair of atoms exceeds this value, the classical range of the relative motion of the two atoms becomes infinite; i.e., the atoms are free. Above this energy, the energy levels are infinitely close together; in other words, the spectrum becomes continuous, just as in the case of the hydrogen atom when the electron has energy greater than the ionization energy and is therefore a free
electron. If the energy at which the continuous spectrum sets in can be observed, it is possible to determine the dissociation energy of the molecule. In general, rather than to observe this directly, it is more accurate to observe the discrete vibration levels as near as possible to the dissociation potential, and extrapolate to the energy at which the difference in energy between two successive levels becomes zero.

The actual energy necessary to dissociate a molecule in its lowest vibrational state will not be exactly equal to the difference between the lowest point on the curve and the asymptote, because, as will be seen from Ea. (12), even when $v$ is zero, $E-V_{0}$, the cnergy of the oscillator measured from the lowest point of the curve, is not zero, but is equal to $\frac{1}{2} h \nu_{0}$, which is known as the "zero-point energy."

It should be borne in mind that in speaking of the dissociation energy of a molecule reforence is had to a molecule in some definite electronic state. A molecule has many electronic states, to each of which corresponds a potential-energy curve, and each potential-energy curve has its own dissociation energy. In other words, the dissociation energy of a molecule depends upon the electronic state it is in. When no statement to the contrary is made, however, it is usual to use the term "dissociation energy" to mean the dissociation energy of the molecule in its lowest, electronic state. ${ }^{1}$
9.5. The shape of the potential-energy curves in the case of actual molecules is not a problem that needs to be considered in great detail. An account of a fcw of the qualitative features will be sufficient for our purposes. The fact that the vibrational levels become closer together at higher energies means that the actual potential-energy curve must spread out at these higher energies more than the corresponding harmonic-oscillator curve, but it does not say just how it will spread out. In fact, it is possible to find an infinite number of potential curves to fit any given set of energy levels. It will be noted, however, that in Fig. 38 the curve, which has been claimed to have the qualitative features of actual potential curves, has been drawn so that it is steeper for small values of $r$ than the harmonic-oscillator curve,

[^42]the increasing width at high energies of the "actual"'curve being due to its behavior at large values of $r$. The steepness for small values of $r$ has already been mentioned in Sec. 9.1 as being in accord with various lines of experimental evidence. Further evidence regarding the shape of the potential-energy curves may be obtained from a study of the rotational spectrum of molecules. The treatment of the rotational energy levels given above was, of course, a very crude one. It was recognized that it cannot give an entirely correct result to simply add to $V$ the constant quantity $\frac{j(j+1) h^{2}}{8 \pi^{2} \mu r_{0}{ }^{2}}$, and especially will this be in error if the potentialenergy curve is not symmetrical. In the case of the nonharmonic curve shown in Fig. 38, it is quite obvious that it would be a better approximation for the higher energy levels if, while still assuming that the effective addition to the potential energy did not vary with $r$, we should replace $r_{0}$ by a greater valuc. Thus the rotational levels may be expected to be closer together, the greater the value of the vibrational quantum number. This is actually observed to be the case, and provides further evidence that the type of curve shown in Fig. 38 is correct in its qualitative features.
9.6. The rotation and vibration of polyatomic molecules present a much more complicated problem than the case of diatomic molecules. ${ }^{1}$ The translational motion of the whole molecule, however, is handled just as easily as before; the coordinates of the separate atoms are referred to the center of gravity of the molecule, and the translation of the molecule is just the same as that of a mass equal to the sum of the masses of all the atoms in the molecule concentrated at the center of gravity.

Consider first the case of a "rigid" molecule. In such a molecule, each of the atoms vibrates about a position of equilibrium and all of the equilibrium positions are definitely fixed with respect to each other, forming a "rigid framework" for the molecule. In general, such a molecule has three degrees of freedom of rotation, i.e., it is necessary to specify three angles, as well as the coordinates of the center of gravity, in order to completely determine the position of the rigid framework of equilibrium positions in space. The state of rotation of the

[^43]molecule is given by specifying three rotational quantum numbers which determine, among other things, the rotational energy. -In order to completely specify the positions of the atoms, we can then fix their relative positions by giving the Cartesian coordinates of each one, taking its own equilibrium position as the origin for the coordinates of any particular atom. If there are $N$ atoms in the molecule, there are, in all, $3 N$ such coordinates. However, only $3 N-6$ are independent. For example, if all the atoms were displaced in the same direction and by the same distance, this would amount simply to a translation of the whole molecule, i.e., the rigid framework to which the coordinates of the separate atoms are referred would be shifted along. There being six independent ways in which the position and orientation of the rigid framework can be changed, this implies six conditions on the $3 N$ coordinates if the motion of the atoms is to be such as not to include a translation or rotation of the framework. There are thus $3 N-6$ independent degrees of freedom of relative nonrotational motion of the atoms, i.e., $3 N-6$ vibrations, each with its own frequency, and each having a quantum number.

If all the atoms are arranged in a straight line, then two angles are sufficient to specify the direction in space of this line, and there are only two degrees of freedom of rotation. In this case there are, then, $3 N-5$ degrees of freedom of vibration.

A rigid polyatomic molecule with three rotational degrees of freedom has, as is shown in treatises on mechanics, three principal axes which are at right angles to each other. If the body is set rotating about one of these axes, it will continue to rotate about this axis forever, provided it is not acted upon by external forces, whereas if it is set to rotating about any other axis, the instantaneous axis of rotation continually changes. There are three principal moments of incrtia, one for each of the principal axes. In terms of these, the motion of the system is readily described, and the moment of inertia about any arbitrary axis can be readily calculated. The principal moments of inertia enter into the quantization of the rotational motion, and an analysis of the rotational spectrum of the molecule will sometimes give values for the principal moments of inertia. These moments of inertia depend upon the arrangement of the atoms in the molecule, and they in turn can, if the molecule is simple enough, give informa-
tion about the arrangement of the atoms, and thus furnish a valuable aid in the determination of the structure of the molecule.

We shall not discuss the rotational spectrum or energy levels of polyatomic molecules further but shall give a brief account of the vibrational motion. It will be assumed that the vibrations are small, that the center of gravity of the molecule is at rest, and that the molecule is not rotating. This procedure is justified, for it may be shown that to a first approximation the motion of the molecule may be considered to be separated into translational, rotational, and vibrational motions which are independent of each other.

In discussing the vibration of a polyatomic molecule, the mathematical details will not be given, but an attempt will be made to describe the motion qualitatively according to the classical picture. In a polyatomic molecule, the force acting upon any given atom depends not only on the position of that particular atom, but also upon the position of all other atoms. When all the atoms are simultaneously in a position of equilibrium, the force on any one of them is, of course, zero. If any atom is displaced, not only are forces exerted on it, but it must necessarily exert forces on its neighbors. In general, this set of complex interactions results in a very complicated motion. However, it is possible to set a polyatomic molecule into vibration in such a way that all the atoms vibrate about their equilibrium positions with the same frequency and in phase with each other, i.e., they all pass through the equilibrium position at the same time. Such a state of motion is known as a normal mode of vibration. There are as many different normal modes of vibration as there are vibrational degrees of freedom. Any actual vibrational motion, however complex, can be analyzed into (i.e., be shown to be built up by superposition of) some or all of the normal modes of vibration.

The nature of the normal modes of vibration may be illustrated by means of a simple example, the carbon dioxide molecule, ${ }^{1}$ in which the atoms are known to be arranged in a straight line, thus, $\mathrm{O}-\mathrm{C}-\mathrm{O}$. This molecule has $3 N-5=4$ vibrational degrees of freedom. In two of the normal modes of vibration, the motion of the atoms will be in the line of centers, as illustrated in Fig. 39

[^44](a) and (b). One of them (a) consists of motions of the oxygens only about their positions of equilibrium, the two oxygens moving simultaneously toward or away from the carbon atom. In the other (b), the oxygens move simultaneously in one direction while the carbon moves in the opposite direction. These are stretching vibrations. There are also two bending vibrations, one of the type shown in Fig. 39 (c), the other just like it but at right angles to it. A bending at some other angle is simply a


Fig. 39.-Normal vibrations for carbon dioxide. Carbon atoms white, oxygen atoms black.
superposition of the other two, and so is not an independent mode of vibration. In general, bending frequencies are much lower than stretching-type frequencies connected with the same type of bond.

In Fig. 40, the normal modes of vibration of the water molecule are illustrated. Here there are $3 N-6=3$ vibrational degrees of freedom, since it is not a straight-line molecule. The oxygen atom, being so much heavier, will move very little compared with the hydrogen atoms. This is indicated roughly by the length of

(a)

(b)

(c)

Frg. 40.-Normal vibrations of the water molecule. Oxygen atoms, large circles; hydrogen atoms, small circles.
the arrow. It will be seen that vibrations (a) and (b) invoive stretching of the bonds, whereas (c) is the bending type.

In any molecule, each normal mode of vibration has its own characteristic frequency and each one is quantized independently of the others. The allowed energies of any normal mode of vibration are given in terms of the frequency in the same way as for a simple vibration. The total vibrational energy of the molecule is the sum of the separate energies of the various modes of vibration.

Though each normal mode of vibration has its own frequency, there are often relations between these frequencies, since the various types of vibration involve motions of the same bond. Sometimes these relations can give valuable information concerning the structure of the molecule. Thus, it can be readily shown that in a straight-line triatomic molecule the ratio of the two stretching frequencies depends only on the masses of the atoms, provided the forces between the two outside atoms can be neglected, and the ratio can be calculated theoretically. If approximately this ratio is found experimentally, it lends evidence that the molecule is a straight-line molecule. Otherwise it has a kinked structure.

The method can be applied, however, only to relatively simple polyatomic molecules, since the actual analysis of the spectrum is generally very difficult. ${ }^{1}$ In making such an analysis, use is made of all known properties of the spectrum. In particular, selection rules, which depend very largely on the symmetry properties of the molecule, have proved very helpful.

## Exercises

1. The maximum distance between the atoms (i.e., the distance between them at the end of the vibration) of the molecule $\mathrm{C}_{2}$ would be $0.058 \AA$. greater than the equilibrium distance, if they vibrated classically with an energy equal to the energy of the lowest vibrational state. Calculate $b$, the frequency, and the encrgy between energy levels, assuming simple harmonic oscillation.
2. The equilibrium distance between atoms in the molecule HI in the normal state is $1.62 \AA$.; in $\mathrm{I}_{2}$, it is $2.66 \AA$.; in $\mathrm{C}_{2}$, it is $1.31 \AA$. Calculate the energies of the first five rotational states of each of these molecules.
3. A body of mass $m$ moves (one dimensionally) in a potential-energy field such that if $x>0$, the potential energy $U=a x$, whereas if $x<0$, then $U=-a x$. How many energy levels are there with energy less than $E$ ? Answer this question numerically if $m$ is the mass of $a$ hydrogen atom, $E$ is 0.5 electron volt, and $a$ is 1 volt per Angstrom (see Chap. IV).
4. Suppose that in far infrared absorption the quantum number $j$ changes from a value $j_{0}$ to $j_{0}+1$. From Eq. (13), find a formula for the frequency of the light absorbed as a function of $j_{0}$. Show that the spectrum consists of a series of lines of equally spaced frequencies.
[^45]
## CHAPTER X

## THE HYDROGEN MOLECULE

The hydrogen molecule is the simplest example of a nonpolar or nonionic molecule. The combination in this instance is between two neutral atoms, which are exactly alike, so that one has no more tendency than the other to form either positive or negative ions. Of course, ultimately the forces involved are electrostatic forces, for the hydrogen nuclei are bound together by the electrons; but it is obvious that this statement implies that the electrons which effect the binding are between the protons, and the reason that they stay in this advantageous position is understood only by a study of the wave functions of the electrons. Ordinary mechanics is completely incapable of solving this problem, and the solution of it by the use of wave mechanics has been one of the great triumphs of that theory. We
 may, however, start our discussion by using the corpuscular picture of the electron.

Suppose that we have two positive hydrogen nuclei or protons $A$ and $B$ and two electrons 1 and 2. The distances between the various particles are designated as shown in Fig. 41. The potential energy of the whole system is given in this case by the expression

$$
\begin{equation*}
\frac{e^{2}}{r_{12}}-\frac{e^{2}}{r_{\mathrm{A} 1}}-\frac{e^{2}}{r_{\mathrm{B} 2}}-\frac{e^{2}}{r_{\mathrm{A} 2}}-\frac{e^{2}}{r_{\mathrm{B} 1}}+\frac{e^{2}}{r_{\mathrm{AR}}} \tag{1}
\end{equation*}
$$

If, however, we consider the problem of the electrons moving under the influence of the two centers of force at $A$ and $B$, we see that only the first five of the terms in the foregoing potential expression enter into the problem of determining the electronic energy. The last term, which arises from the repulsion of the
nuclei, is a term that is simply added to the electronic energy to get the total energy of the system. Starting now with the two nuclei an infinite distance apart, let us suppose them to be slowly pushed together. At the beginning, the problem is that of two separated atoms, but as the nuclei approach each other it is necessary to consider the effect of both nuclei on both electrons. Finally, the two nuclei may be thought of as merged together. In this case, the electronic energy is just the same as for the helium atom, since there are two electrons moving in the field of a center of force of twice the strength of a proton. This suggests that a study of the energy levels of the helium atom may be of some assistance in understanding the nature of the binding forces in hydrogen, and this is indeed the case.
10.1. The helium atom was treated by means of the quantum mechanics by Heisenberg. We shall consider a helium atom in which one of the electrons is in the lowest energy level, a $1 s$-state, but in which the other electron is in some excited energy level. At first, we shall neglect the Coulomb repulsion between the elec-trons-i.e., the motion of each electron under the influence of the positive nucleus is treated as though the other electron were not there. The wave functions of the electrons are thus hydrogenlike wave functions, modified, of course, on account of the double charge on the nucleus. We shall denote the wave function for the unexcited state as $\psi$ and the wave function for the excited state as $\phi$. The two electrons will be designated as 1 and 2 , respectively. If electron 1 is in the unexcited state and electron 2 in the excited state, this will be indicated by writing $\psi(1)$ and $\phi(2)$, and if the electrons are exchanged we shall write $\psi(2)$ and $\phi(1)$. Wave functions for the whole system are found by taking products of $\psi$ and $\phi$. Thus if $(\psi(1))^{2} d x_{1} d y_{1} d z_{1}$ is the probability of finding electron 1 in a certain element of volume of size $d x_{1} d y_{1} d z_{1}$ and $(\phi(2))^{2} d x_{2} d y_{2} d z_{2}$ is the probability of finding electron 2 in an element of volume of size $d x_{2} d y_{2} d z_{2}$, then the probability that they will both simultaneously be in the indicated volume elements is $(\psi(1))^{2}(\phi(2))^{2} d x_{1} d y_{1} d z_{1} d x_{2} d y_{2} d z_{2}$ $=(\psi(1) \phi(2))^{2} d x_{1} d y_{1} d z_{1} d x_{2} d y_{2} d z_{2}$. Thus $\psi(1) \phi(2)$ can be taken as the combined wave function for both electrons. It should be noted that $d x_{1} d y_{1} d z_{1}$ and $d x_{2} d y_{2} d z_{2}$ refer to two different volumes in ordinary space, but they are.both referred to the same set of coordinate axes, the subscript 1 referring to
the coordinates of electron 1 and the subscript 2 referring to the coordinates of electron 2. In the phase space (Sec. 4.6) for the two electrons, however, $x_{1}$ and $x_{2}, y_{1}$ and $y_{2}$, and $z_{1}$ and $z_{2}$ would all be marked off along different axes.

But the preceding wave functions make no mention of the spin. The state of the spin can be indicated by means of one of two spin wave functions, ${ }^{1} \alpha$ which says that the spin of the electron is in one direction and $\beta$ which says that the spin is in the other direction. Thus the wave function $\psi(1) \phi(2) \alpha(1) \beta(2)$ tells us that, electron 1 is in the unexcited state and has its spin in the direction indicated by $\alpha$, and that electron 2 is in the excited state and has its spin in the opposite direction. Now, of course, either electron can be the one in the unexcited state, and either electron can have its spin in either direction. There are eight possible combinations, as follows:

$$
\begin{align*}
& \psi(1) \phi(2) \alpha(1) \alpha(2) \\
& \psi(1) \phi(2) \beta(1) \beta(2) \\
& \psi(1) \phi(2) \alpha(1) \beta(2) \\
& \psi(1) \phi(2) \beta(1) \alpha(2) \\
& \phi(1) \psi(2) \alpha(1) \alpha(2) \\
& \phi(1) \psi(2) \beta(1) \beta(2) \\
& \phi(1) \psi(2) \alpha(1) \beta(2) \\
& \phi(1) \psi(2) \beta(1) \alpha(2) \tag{2}
\end{align*}
$$

But on closer thought it will be realized that these functions do not really furnish satisfactory wave functions for the problem. For they assume that the two electrons are distinguishable, whereas in reality it is quite impossible to distinguish any given state from the state in which the electrons are interchanged; it is to be expected that two such states, which are entirely indistinguishable and which have exactly the same energy, would pass freely from one into the other. Such a situation should be exhibited by the wave functions themselves, and it is necessary to find wave functions that do take it into account when attempting to calculate the effect of the action of the two electrons on each other, even in rough approximation. Now the wave func-

[^46]tions, as written, are solutions of the wave equation, but it may be shown that the sum of two solutions, or, more gencrally, any linear combination of the various solutions which represent states having the same energy, is also a solution. ${ }^{1}$ This suggests that we should look for linear combinations of the solutions, which have the property that they involve the two clectrons in the same way. Such a wave function will be so constituted that it either remains unchanged (the wave function is symmetric) or changes in sign (the wave function is antisymmetric) when the two electrons are interchanged. It is allowable for the wave function to change in sign, because any calculation of actual probabilities involves a square of the wave function and is unchanged when the electrons are interchanged even though the wave function itself changes in sign. There are cight independent wave functions, as has been seen, and there are eight independent linear combinations which have the foregoing necessary properties. These combinations are given herewith, and the reader may verify, by actually interchanging the symbols 1 and 2 for the two electrons, that they have the properties claimed for them.

Symmetric combinations: ${ }^{2}$

$$
\begin{align*}
& \psi(1) \phi(2) \alpha(1) \alpha(2)+\phi(1) \psi(2) \alpha(1) \alpha(2) \\
&=\alpha(1) \alpha(2)\{\psi(1) \phi(2)+\phi(1) \psi(2)\} \\
& \psi(1) \phi(2) \beta(1) \beta(2)+\phi(1) \psi(2) \beta(1) \beta(2) \\
&=\beta(1) \beta(2)\{\psi(1) \phi(2)+\phi(1) \psi(2)\} \\
& \psi(1) \phi(2) \alpha(1) \beta(2)+\phi(1) \psi(2) \beta(1) \alpha(2)  \tag{3}\\
& \psi(1) \phi(2) \beta(1) \alpha(2)+\phi(1) \psi(2) \alpha(1) \beta(2)
\end{align*}
$$

Antisymmetric combinations:-2

$$
\begin{aligned}
\psi(1) \phi(2) \alpha(1) \alpha(2)-\phi(1) \psi(2) \alpha(1) \alpha(2) \\
=\alpha(1) \alpha(2)\{\psi(1) \phi(2)-\phi(1) \psi(2)\}
\end{aligned}
$$

[^47]\[

$$
\begin{align*}
& \begin{array}{c}
\psi(1) \phi(2) \beta(1) \beta(2)-\phi(1) \psi(2) \beta(1) \beta(2) \\
=\beta(1) \beta(2)\{\psi(1) \phi(2)-\phi(1) \psi(2)\} \\
\psi(1) \phi(2) \alpha(1) \beta(2)+\psi(1) \phi(2) \beta(1) \alpha(2) \\
-\phi(1) \psi(2) \alpha(1) \beta(2)-\phi(1) \psi(2) \beta(1) \alpha(2) \\
=\{\alpha(1) \beta(2)+\beta(1) \alpha(2)\}\{\psi(1) \phi(2)-\phi(1) \psi(2)\} \\
\psi(1) \phi(2) \alpha(1) \beta(2)-\psi(1) \phi(2) \beta(1) \alpha(2) \\
+\phi(1) \psi(2) \alpha(1) \beta(2)-\phi(1) \psi(2) \beta(1) \alpha(2) \\
=\{\alpha(1) \beta(2)-\beta(1) \alpha(2)\}\{\psi(1) \phi(2)+\phi(1) \psi(2)\}
\end{array} \\
& \begin{array}{c}
\text { (4) })
\end{array}
\end{align*}
$$
\]

Now it is found in nature that only antisymmetrical functions occur; for example, in our study of the spectrum of helium we shall see that it may be understood by taking into account only the antisymmetric wave functions. This statement is a somewhat more general statement of the Pauli principle (see Sec. 7.2). Consider, for example, the special case in which $\phi$ is the same as $\psi$. Then, according to the Pauli principle, since both electrons are in the same state aside from spin, their spin must be different. It is seen that the first two symmetrical wave functions do not have this property. And if $\psi$ is the same as $\phi$, the last two symmetrical wave functions both reduce to $\psi(1) \psi(2)\{\alpha(1) \beta(2)+\beta(1) \alpha(2)\}$. Though the spin state $\alpha(1) \beta(2)+\beta(1) \alpha(2)$ is originally built up of states in which one electron has one spin and another the other spin, this combination is generally classified, for reasons into which we cannot go here, with those spin states in which both electrons have the same spin. Thus all the symmetrical states must be discarded in this case. But if $\psi$ is the same as $\phi$, all the antisymmetrical wave functions automatically vanish, except the last one, in which the spin function $\alpha(1) \beta(2)-\beta(1) \alpha(2)$ is the one that is recognized as having the electrons in opposite spin states.

In our discussion up to this point, the action of the electrons on each other has been neglected. We now have to see how this interaction affects the results. Only the electrical interaction needs to be considcred. The magnetic forces between the magnetic moments associated with their spin and orbital rotations (which have hitherto not even been mentioned in this chapter, but which were briefly discussed at the end of Sec. 6.2) are much smaller, and may still be neglected for the present. The electrical force which we wish to take into account is the electrostatic repulsion between the two electrons. Since it is a
repulsion, it is to be expected that the energy of any state will be higher than that obtained by neglecting it, but the exact amount the energy will be raised for any given $\phi$ and $\psi$ depends upon which one of the possible antisymmetrical combinations is considered. We note that the antisymmetrical wave functions are divided into two factors, a p pin factor and a coordinate (or, as it is often called, orbital) factor. If the wave function is antisymmetric in the spin part, it is symmetric in the orbital part, and vice versa. The first three of the wave functions as written are symmetric in the spin and antisymmetric in the orbital part, while only the last one is antisymmetric in the spin and symmetric in the orbital part. The coordinate part is most important in determining the energy to be associated with any given wave function, for it is this part of the wave function which determines the probability that the electrons shall be any given distance $r_{12}$ apart, and the mutual potential energy of the electrons is given by $e^{2} / r_{12}$. Now the antisymmetrical orbital factors vanish if the coordinates of the two electrons are the same. For the values of $\psi(1)$ and $\phi(2)$ depend only upon the coordinates of the respective electrons, and if the coirdinates of the two electrons are the same, $\psi(1) \phi(2)$ must have the same value as $\psi(2) \phi(1)$. Thus a wave function with an antisymmetrical orbital factor gives a probability of zero for the two electrons to be in the same place and a small probability for them to be near each other. On the other hand, a wave function with a symmetric orbital factor allows the electrons to come close together. When the electrons are close together, their mutual energy is high, so the energy of a state whose wave function is symmetrical in its orbital part is higher than the energy of the corresponding state that is antisymmetrical in the orbital part. As has been seen, there are three states with antisymmetrical orbital factors. On account of the small interaction of the spin magnetic moments and the magnetic moments due to the orbital rotations, these three states may have slightly different energies, but they will all be considerably lower than the energy of the state with a symmetric orbital factor. Corresponding to any given excited state $\phi$ of one of the electrons there is, then, a singlet state, and with a somewhat lower energy, the members of a triplet.

Of course, the considerations of the preceding paragraph concern chiefly the difference between states symmetrical and anti-
symmetrical in the orbital parts, but built up out of the same original wave functions $\psi$ and $\phi$; the actual total energy, however, is determined principally by the particular states that $\psi$ and $\phi$ represent. ${ }^{1}$ Consider, for example, all those term values or energy levels of helium for which $\psi$ is the lowest $s$-state, namely, the $1 s$-state, and $\phi$ represents some other $s$-state. To distinguish the various $\phi$ 's, they may be written as $\phi_{n}$, using the total quantum number $n$, which goes with the particular $\phi$, as a subscript. The encrgy levels, which go with some of the lower values of $n$, are shown schematically in Fig. 42, the vertical height of the horizontal line representing the energy of the particular state.

A somewhat more detailed consideration of the energies of the different states will be in order. $n=1$ represents a very special case, as $\phi_{1}=\psi$, and as we have seen, there is but one state whose wave function is different from zero, namely, the one for which the coordinate part is symmetrical. Now the ionization potential of $\mathrm{He}^{+}$, i.e., the energy necessary to just remove the remaining
${ }^{1}$ It will be recognized that this is the basis of the considerations of Chap. VII. There we assumed that the cuergy of a given electronic configuration depended upon the quantum numbers of the various electrons, and we did not allow for exchange of electrons at all. This is a sufficiently good approximation for many purposes, as will be evident from the comparison of ionization potentials for comparable singlet and triplet states, given in the next paragraph; at the same time, it will be seen that the exchange effect is by no means vanishingly small.


Fig. 42.-Energy levels of He , with one electron in the 18 -state and the other in some s-state (total quantum number given by $n$ ). The energy of the lowest state of $\mathrm{He}^{+}$is taken as the zero of energy (top horizontal line). The indicated separation of the members of triplet states is purely schematic. When both electrons are s-electrons, the members of a triplet actually coincide in energy, if the atom is not in an external field; in any case, the true separation would scarcely be visible on the scale of the diagram.
electron, is 54.1 volts. If there were no interaction between the two electrons of He, the energy necessary to remove both electrons would be twice this, or 108.2 volts. Actually, the energy necessary to remove one electron from He is only 24.5 volts, the sum of the two ionization potentials being 78.6 volts. It is thus seen that the mutual repulsion of the electrons has a large effect on the energy. The energy necessary to remove one electron is considerably greater than the ionization potential of the hydrogen atom which is 13.5 volts; it is obvious, however, that one electron to some considerable extent shields the other electron from the charge on the nucleus, ${ }^{1}$ as was already seen in Sec. 7.3. If one of the electrons is in an excited state, then we should expect the electron in the lower state to have a still greater shielding effect. Thus in the state represented by $\phi_{2}$, the energy necessary to pull away the electron in the $2 s$-state is 4.74 volts if the atom is in the triplet state and 3.95 if it is in the singlet state, as compared with 3.38 volts to pull off a $2 s$-electron from hydrogen. Parenthetically, it may be remarked that in the particular case under consideration, where $\phi_{2}$ represents an $s$-state, the energies of all three states of the triplet coincide. In other cases, the three triplet levels differ from each other by very small amounts, but for a few states the differences have been measured.

The preceding discussion will have given some idea of the nature of the helium spectrum. We shall now proceed to consider Heitler and London's approximate theory of the hydrogen molecule, ${ }^{2}$ making use of many of the ideas developed in connection with the helium atom. In particular, the device of setting up certain approximate wave functions, in which certain poten-tial-energy terms are neglected, will again be used. As in the case of the helium atom, these approximate wave functions will be sufficiently good to make possible a rough estimate of how the. neglected potential-energy terms affect the energy levels. Again we shall not attempt to carry out quantitative calculations, but,

[^48]shall be content with the qualitative picture this procedure gives us.
10.2. The Hydrogen Molecule.-Refcrence is once again made to Fig. 41 for the notation. We shall start our discussion of the hydrogen molecule by supposing that it is a simple combination of two atoms with one of the electrons definitely attached to nucleus $A$ and the other to nucleus $B$. It will be supposed, as a first rough approximation, that these two atoms do not affect each other at all, an approximation which is good if they are far apart, but becomes increasingly poorer as they come closer together. If it is electron 1 that is attached to nucleus A and electron 2 that is attached to nucleus B, this approximation may be thought of as the result of neglecting the terms
$$
-\frac{e^{2}}{r_{\mathrm{A} 2}}-\frac{e^{2}}{r_{\mathrm{B} 1}}+\frac{e^{2}}{r_{12}}
$$
in Eq. (1); whereas, if electron 2 is on nucleus A and electron 1 on nucleus B , the terms $-\frac{c^{2}}{r_{\mathrm{A} 1}}-\frac{c^{2}}{r_{\mathrm{B} 2}}+\frac{e^{2}}{r_{12}}$ are neglerted.

The wave function corresponding to the lowest energy of the atom formed from nucleus $A$, if all interaction with the other atom is neglected, will be designated as $\psi_{A}$; the corresponding wave function for the other atom will be $\psi_{\mathrm{B}}$. These are simply wave functions for the lowest state of the hydrogen atom, the only difference between them being that they are centcred on different points of space. If electron 1 is on atom $A$, the wave function $\psi_{\mathrm{A}}$ is a function of the coordinates of this electron, $x_{1}, y_{1}$, and $z_{1}$; to indicate this, we shall write $\psi_{A}(1)$; similarly, $\psi_{B}(2)$ is a function of $x_{2}, y_{2}$, and $z_{2}$, the coordinates of the other electron, and represents this electron in the lowest energy state of the atom formed by it with nucleus $B$. The wave function for the system is $\psi_{\mathrm{A}}(1) \psi_{\mathrm{B}}(2)$. This is very similar to the wave function for the helium atom and means, of course, that the probability that the coordinates of electron 1 lie between $x_{1}$ and $x_{1}+d x_{1}, y_{1}$ and $y_{1}+d y_{1}, z_{1}$ and $z_{1}+d z_{1}$ and that, simultaneously, the coordinates of electron 2 lie between $x_{2}$ and $x_{2}+d x_{2}, y_{2}$ and $y_{2}+d y_{2}$, $z_{2}$ and $z_{2}+d z_{2}$ is given by $\left(\psi_{\mathrm{A}}(1)\right)^{2}\left(\psi_{\mathrm{B}}(2)\right)^{2} d x_{1} d y_{1} d z_{1} d x_{2} d y_{2} d z_{2}$. This is anticipated because the two electrons are independent of each other in the approximation we are considering. If electron

2 is on A and electron 1 on B , then the wave function of the system is $\psi_{A}(2) \psi_{B}(1)$. It is necessary, in order to get a complete description of the system, to multiply by the proper spin functions, just as in the case of the helium atom.

The wave functions thus set up, which will be like those of expression (2) if $\psi_{\mathrm{A}}$ replaces $\psi$ anl $\psi_{\mathrm{B}}$ replaces $\phi$, have a fault very similar to that of (2), namoly, they do not allow for exchange of the two electrons. This can again be corrected for by taking combinations, and once more it will be only the antisymmetrical combinations that are allowed. In this case, these are the following:

$$
\begin{gather*}
\alpha(1) \alpha(2)\left\{\psi_{A}(1) \psi_{B}(2)-\psi_{B}(1) \psi_{A}(2)\right\} \\
\beta(1) \beta(2)\left\{\psi_{A}(1) \psi_{B}(2)-\psi_{B}(1) \psi_{A}(2)\right\} \\
\{\alpha(1) \beta(2)+\beta(1) \alpha(2)\}\left\{\psi_{A}(1) \psi_{B}(2)-\psi_{B}(1) \psi_{A}(2)\right\} \\
\{\alpha(1) \beta(2)-\beta(1) \alpha(2)\}\left\{\psi_{A}(1) \psi_{B}(2)+\psi_{B}(1) \psi_{A}(2)\right\} \tag{5}
\end{gather*}
$$

An exchange of the two electrons, each one changing its nucleus and, possibly, changing its spin, will cause a change of sign of each of these combinations.

Just as in the case of the helium atom, the wave functions with the antisymmetrical orbital part give a zero probability for the two electrons to be in the same position and a small probability for them to be close together. The wave function whose orbital part is symmetrical, on the other hand, gives a considerable probability for the electrons to be close together. This means, particularly if the distance between the nuclei is of the order of magnitude of the major axis of the ellipse for the lowest state of the hydrogen atom, that there is a considerable probability for both electrons to lie in the region between the nuclei; for, under these circumstances, both $\psi_{\mathrm{A}}$ and $\psi_{\mathrm{B}}$ have fairly large values in this region. On the other hand, the probability of a configuration in which both the electrons are, let us say, on the left of nucleus A in Fig. 41 will be relatively small, for $\psi_{\mathrm{B}}$ falls off rapidly as the distance from B increases (see Sec. 5.7, especially Fig. 23, case $n=1$ ). The net result is that there is a marked tendency for the two electrons to lie between the nuclei for the wave function that is symmetric in the orbital part. This produces a lowering of the energy.. For, although there is a repulsion between the two close electrons which causes a raising of the energy of the system,
this is more than counterbalanced by the attractive forces between the clectrons and nuclei (more specifically the attraction of each electron for the nucleus to which it was not originally attached) so that the electrons act as a sort of cementing bond between the nuclei. The forces thus considered are just those due to the terms $-\frac{e^{2}}{r_{\mathrm{A} 2}}-\frac{e^{2}}{r_{\mathrm{B} 1}}+\frac{e^{2}}{r_{12}}\left(\right.$ or $\left.-\frac{e^{2}}{r_{\mathrm{A} 1}}-\frac{e^{2}}{r_{\mathrm{B} 2}}+\frac{e^{2}}{r_{12}}\right)$ which were neglected in setting up the potential-energy expressions to determine the original wave functions, and it is seen that there are two negative terms and only one positive. As we have noted before, if the two centers of force are brought continuously closer together, the wave function will continuously change from that for the separated hydrogen atoms to a function representing a state of the helium atom, and the encrgy will go over from a value equal to the sum of the energies of two hydrogen atoms to that of the particular state of the helium atom, provided the repulsion between the nuclei is neglected. It is fairly obvious, and may be shown by quantum mechanical considerations, that the state just considered (two hydrogen atoms in their lowest states, orbital part of the wave function symmetrical) goes over into the lowest, state of the helium atom, which, it will be remembered, was also symmetrical. If we take as our zero of energy that state in which all the particles, the two nuclei and the two electrons, are infinitely separated from each other, we see that the total energy of two widely separated hydrogen atoms is minus twice the ionization potential of hydrogen, or -27.1 volts. The energy of the helium atom in its lowest state is the negative of the sum of the ionization petentials of helium, or -78.6 volts. As the two nuclei, thought of as merely centers of force, are pushed together, the cnergy of the system continually decreases, as the immediately preceding considerations have indicated, changing from -27.1 to -78.6 volts.

This neglects, however, the nuclear repulsion. At larger distances, the attractive forces just considered prevail over the nuclear repulsion, but at smaller distances the electrons are, so to speak, "squeezed out" of the space between the two nuclei; so they no longer form such an effective bond, and the repulsive forces predominate over the attractive. This results in an effective potential-energy curve between the two nuclei of the general character of that shown in Fig. 34. (Of course, in

Fig. 34 the zero of potential energy has been made to coincide with the asymptotic part of the curve, whereas if the zero of energy is taken as described in the foregoing paragraph the asymptotic part of the curve in this case would come at -27.1 volts. However, this does not affect the shape of the curve.)

The minimum of the curve for the hydrogen molecule occurs when the nuclei are separated by $0.74 \AA$., and the energy difference between the minimum and the asymptote (representing the energy of two separated hydrogen atoms) is 4.718 volts. The hydrogen in its lowest vibrational state has an energy (zero-point, energy $=\frac{1}{2} h \nu_{0}$, see Sec. 9.4) 0.264 volt higher than the energy of the minimum, so the dissociation energy is 4.454 volts. It, should be emphasized that we have described the situation resulting from the interaction of two hydrogen atoms in their lowest energy states, and with oppositely directed electron spins, i.e., with antisymmetrical spin function, thus forcing the coordinate part of the wave function to be symmetrical, by the Pauli principle. It should also be stated that the values of the constants involved which have been given are experimental values. The approximate considerations that have been outlined, when carried through, do not yield exactly these values, but do show qualitatively how the attraction between two hydrogen atoms arises. ${ }^{1}$
10.3. The Lowest Repulsive State of the Hydrogen Molecule. If we start with two hydrogen atoms in their lowest energy levels, but with symmetrical spin functions and antisymmetrical coordinate functions, we find that the two electrons have but little tendency to be close to each other, and this results in there being but a small density of electricity in the region between the two nuclei, where the wave function for the center of force A overlaps that for the center of force B. If the repulsion between the two nuclei is neglected, it appears that the action of the two electrons is still to lower the energy of the system, because the two attrac-

[^49]tive terms $-\frac{e^{2}}{r_{\mathrm{A} 2}}$ and $-\frac{e^{2}}{r_{\mathrm{B} 1}}$ (or $-\frac{e^{2}}{r_{\mathrm{A} 1}}$ and $\left.-\frac{e^{2}}{r_{\mathrm{B} 2}}\right)$ overbalance the term $e^{2} / r_{12}$ arising from the repulsion of the two electrons. The net attraction is not so great, however, as in the case considered in the last section, and the state connects with an excited level of the helium atom. It is, of course, a triplet state, as there are three symmetrical spin functions, and it will naturally connect with a triplet state of the helium atom. The connection is actually with the $1 s 2 p$ triplet state of the helium atom, which has three energy levels in the neighborhood of -57.7 volts. We may describe this situation by saying that the electron that goes into the $2 p$-state has been promoted. The attractive force has in this case been able to reduce the energy from - 27.1 volts (that of the separated hydrogen atoms, which is of course the same as in Sec. 10.2 ) only to -57.7 volts instead of to -78.6 volts. (On taking into account the repulsion of the nuclei, it is found that it more than counterbalances the attractive force at all distances of the nuclei. There is thus no tendency whatsocver for two hydrogen atoms in a triplet state to form a molecule.

Every state of a pair of hydrogen atoms is connected with some definite state of the helium atom, in a manner similar to that which we have discussed in the cases where both hydrogen atoms are in their lowest energy states. The excited states, which result in both attractive and repulsive curves of various types, are not of great interest for our particular purposes, and we shall therefore not go further into this subject. It will be found discussed in various papers and books on band spectra.
10.4. The Hydrogen Molecule. Ion.-Experiments in which the positive ions resulting from an electrical discharge in hydrogen gas have been studied have demonstrated the existence of the hydrogen molecule ion, $\mathrm{H}_{2}{ }^{+}$. In this case, there is but one electron moving under the influence of two attracting centers of force. It is thus, in many respects, a simpler system than the hydrogen molecule.

Suppose that in Fig. 43 there are two nuclei at A and B and an electron at C , the distances being designated as indicated. The potential energy of the system, leaving out the repulsion between the nuclei, is equal to $-\frac{e^{2}}{r_{\mathrm{A}}}-\frac{e^{2}}{r_{\mathrm{B}}}$. It can be supposed, as a first approximation, that the electron is on nucleus A, unin-
fluenced by nucleus $B$, in which case the term $-\frac{e^{2}}{r_{B}}$ is neglected and we have a hydrogenlike wave function centered on $A$, namely, $\psi_{A}$; or we can suppose it is on nucleus B, neglecting the term $-\frac{e^{2}}{r_{A}}$, with wave function $\psi_{\mathrm{B}}$. It, of course, makes no difference in the energy whether the electron is on nucleus $A$ or nucleus B; we may therefore expect that the electron will pass freely from one nucleus to the other. To get approximate wave functions which indicate an equal probability of the clectron being on either of the two nuclei, we may try the symmetrical and antisymmetrical ${ }^{1}$ combinations $\psi_{A}+\psi_{B}$ and $\psi_{A}-\psi_{B}$. If $\psi_{\mathrm{A}}$ and $\psi_{\mathrm{B}}$ represent the lowest levels of the respective hydrogen atoms, then $\psi_{\mathrm{A}}$ depends only on the distance from A , and $\psi_{\mathrm{B}}$ only on the distance from B. On the


Fig. 43. plane equidistant from $\Lambda$ and B , therefore, $\psi_{\mathrm{A}}$ and $\psi_{\mathrm{B}}$ will be equal, so that $\psi_{A}-\psi_{B}$ will be zero, whereas $\psi_{A}+\psi_{\mathrm{B}}$ will be large. The symmetrical combination therefore gives a large probability that the electron will be between the nuclei, and the antisymmetrical combination gives but a small probability for this configuration. As might be expected, when the nuclear repulsion is allowed for, this results in a net attraction for the symmetrical combination and a net repulsion for the antisymmetrical. For if the electron has a large probability of being in the region between the nuclei where the neglected attractive potential $-c^{2} / r_{\mathrm{A}}$ or $-e^{2} / r_{\mathrm{B}}$ is larger in magnitude than the term $e^{2} / r_{A B}$ arising from the nuclear repulsion, attraction results. Otherwise the nuclear repulsion predominates. $\psi_{\mathrm{A}}+\psi_{\mathrm{B}}$, therefore, represents the lowest state or ground level for $\mathrm{H}_{2}{ }^{+}$and $\psi_{\mathrm{A}}-\psi_{\mathrm{B}}$ represents an excited state giving no molecule formation. The corresponding energies coincide, of course, when A and B are an infinite distance apart, but only then.
${ }^{1}$ Here the terms "symmetrical" and "antisymmetrical" are used in a slightly different sense than previously. As there is only one electron, no question of an exchange of electrons enters, but $\psi_{\mathrm{A}}+\psi_{\mathrm{B}}$ is symmetrical and $\psi_{A}-\psi_{B}$ is antisymmetrical with respect to a shift of the single electron from one nucleus to the other.

This shows, in a general way, how attraction results from the action of a single electron in the case of the hydrogen molecule ion. It is possible, however, in this simple case, to work out the complete wave mechanical problem with any degree of exactitude desired, by numerical methods. This has been done by Burrau for the lowest state of the hydrogen molecule ion. ${ }^{1}$ Its potentialenergy curve is similar in shape to that of the hydrogen molecule, with a minimum when the nuclei are $1.06 \AA$. apart, the minimum being 2.78 volts below the asymptotic value of the curve. The dissociation energy, allowing for the zero-point energy, is 2.64 .


Fig. 44.--Potential-energy curves for the hydrogen molecule ion, (a) neglecting nuclear repulsion, (b) including nuclear repulsion.

This potential-energy curve, the term due to the nuclear repulsion being omitted, is shown schematically in Fig. 44(a). In this figure, the zero of energy is taken as the potential energy when the protons are an infinite distance apart and the electron is an infinite distance from both of them. The dissociation of the hydrogen molecule ion which has been considered, however, is not dissociatien iato two ions and an electron but dissociation into one ion and an atom. The asymptotic value for the potential energy at great distances of separation is therefore the negative of the ionization potential of hydrogen, -13.5 volts, as shown in the figure.

[^50]It is fairly obvious that when the distance between the nuclei is reduced to zero the state reached will be the lowest state of the helium ion, $\mathrm{He}^{+}$. Thus when $r=0$, the potential energy has reached the negative of the ionization potential of $\mathrm{He}^{+},-54.1$ volts. When we combine the attractive curve shown in Fig. 44(a) with the repulsion of the nuclei, we get the final curve shown in Fig. 44(b), in which the same zero of energy is used. This curve appears very flat on the scale used, and it is of interest to note that it represents a rather small difference between two large quantities, the attractive and repulsive potentials.
10.5. Alternative Treatment of the Hydrogen Molecule.-The treatment of the hydrogen molecule ion suggests another method (the Hund-Mulliken method-see Sec. 11.3) of considering the hydrogen molecule in which the problem is approached through a different set of approximations. ${ }^{1}$ According to this point of view, we consider the two-center problem, and feed electrons one by one into the molecule, just as in our discussion of the building up of the periodic system we fed electrons in one by one in the single-center problem. Putting the first electron into the lowest energy level gives the hydrogen molecule ion, with the potential-energy curve (nuclear repulsion being neglected) shown in Fig. 44(a). (It will be remembered that the zero of energy is the energy when electrons and nuclei are separated.) Putting another electron into the lowest energy level would, provided the mutual interaction of the two electrons could be neglected, give a curve just twice as far below the axis as the curve of Fig. 44(a). The repulsive potential of the nuclei is the same when two electrons are in the molecule as when one is there, but the repulsive potential of the two electrons must be added. This can be taken into account approximately by assuming that the electrons are at the positions of the respective nuclei (which no doubt gives an underestimate since the electrons tend to be close together). This means; then, that the repulsive as well as the attractive potential is approximately doubled, hence the total potential is doubled, and the estimated potential-energy curve for $\mathrm{H}_{2}$ lies just twice as far below the axis as the curve of Fig. 44(b). The calculated energy of dissociation is about

$$
2 \times 2.64=5.28 \text { volts }
$$

[^51]which is about half a volt too large. This is reasonably good agreement, considering the approximations involved, and especially since the repulsions between the electrons were underestimated.

It will be recognized that this is a very suggestive and interesting method of treating the hydrogen molecule. In the general case of more complicated molecules, it is possible to start with two attracting centers of force of greater strength than protons and build up shells for the two-center problem, as has already been done for the one-center problem. Excited states of the molecule are states in which one, or more, of the electrons is not, in its lowest possible orbit. For example, in the hydrogen molecule, if one of the electrons is in the state discussed in connection with the hydrogen molecule ion and is represented by $\psi_{\mathrm{A}}+\psi_{\mathrm{B}}$ and the other is in the state represented by $\psi_{\mathrm{A}}-\psi_{\mathrm{B}}$, which, as we saw in Sec. 10.4, corresponds to a higher energy, the molecule will be in an excited state. An exact correspondence cannot be found, however, between the excited states formed in this way and those discussed in Sec. 10.3. This is because both ways of representing the molecule are approximations, and since they are different approximations the results cannot be brought into exact coincidence. As a matter of fact, the method of the present section apparently yields more repulsive states starting with the wave functions $\psi_{\mathrm{A}}$ and $\psi_{\mathrm{B}}$ than the method of Sec. 10.3. For we can suppose that the function $\psi_{\mathrm{A}}+\psi_{\mathrm{B}}$ goes over to the $1 s$-state of helium when the nuclei are made to coincide, and the function $\psi_{\mathrm{A}}-\psi_{\mathrm{B}}$ goes over to one of the $2 p$-states of helium. If there are two electrons with opposed spins in the $\psi_{\mathrm{A}}+\psi_{\mathrm{B}}$ state, this gives the $1 s^{2}$ - or ground state of helium. However, if there is one electron in the $\psi_{\mathrm{A}}+\psi_{\mathrm{B}}$ state and one in the $\psi_{\mathrm{A}}-\psi_{\mathrm{B}}$ state, then as $\psi_{\mathrm{A}}+\psi_{\mathrm{B}} \rightarrow \psi$ and $\psi_{\mathrm{A}}-\psi_{\mathrm{B}} \rightarrow \phi$, where $\psi$ and $\phi$ have the significance attached to them in Sec. 10.1 ( $\psi$ here representing the 18 -state and $\phi$ a. $2 p$-state), all four combinations of Eq. (4) would be possibilities. Thus not only the triplet $1 s 2 p$-state, as in Sec. 10.3, but also the singlet state is included. Furthermore, by putting both electrons in the $\psi_{\mathrm{A}}-\psi_{\mathrm{B}}$ state, we shall connect with a $2 p^{2}$-state of helium. Thus, altogether, if we include the ground state, we get six helium levels out of $\psi_{A}$ and $\psi_{\mathrm{B}}$, instead of four. The reason for this apparent discrepancy will appear in the next section.

We may at this point insert a few words about the "electron pair." As we shall see very shortly, the paired-electron valence bond plays an important role in the theory of valence. The considerations of the present chapter show that a pair of electrons has a bonding action in the case of the hydrogen molecule. Though a single electron can give a bond, as in the hydrogen molecule ion, a pair of electrons produces a stronger bond. From the discussion of the preceding paragraph, it can be seen why three electrons do not usually give a strong bond. A third electron would have to go into a higher encrgy state, making the arrangement unstable. ${ }^{1}$ Similar statements will hold also for polyatomic as well as diatomic molecules. A bonding electron between any pair of atoms in a polyatomic molecule may be said, with a certain approximation, to be in a definite quantum state. Only two electrons, with opposed spins, can go into the lowest level (in the term "level" we includ. both states with all quantum numbers, other than that of spin, the same). This does not mean that under certain circumstances there will not exist double and triple bonds in which more than two clectrons are involved, or even three-electron bonds (see Sec. 16.13), but it does furnish a reason for the outstanding importance of the electron pair in chemistry.
10.6. Comparison of the Approximations Involved in the Two Methods of Treating the Hydrogen Molecule.-The wave functions for the electrons in the hydrogen molecule, obtained in the treatments outlined above, naturally differ from each other. The orbital part of the wave function for the lowest energy state, according to the Heitler-London method of treatment, is, as has been seen,

$$
\begin{equation*}
\Psi_{\mathrm{HL}}=\psi_{\mathrm{A}}(1) \psi_{\mathrm{B}}(2)+\psi_{\mathrm{B}}(1) \psi_{\mathrm{A}}(2) \tag{6}
\end{equation*}
$$

An approximation for the corresponding wave function in Mulliken's scheme is obtained by noting that when the hydrogen molecule is in its lowest energy level the state of both electrons is described by the lowest hydrogen molecule ion wave function $\psi_{A}+\psi_{B}$. Thus the combined wave function for the two electrons can be written as

[^52]\[

$$
\begin{align*}
\boldsymbol{\Psi}_{M} & =\left\{\psi_{A}(1)+\psi_{B}(1)\right\}\left\{\psi_{A}(2)+\psi_{B}(2)\right\} \\
& =\psi_{A}(1) \psi_{A}(2)+\psi_{B}(1) \psi_{B}(2)+\psi_{A}(1) \psi_{B}(2)+\psi_{B}(1) \psi_{A}(2) \tag{7}
\end{align*}
$$
\]

Of course, neither of these is the exact wave function for the hydrogen molecules, for they both involve approximations. They differ from each other in that $\Psi_{M}$ contains the terms $\psi_{\mathrm{A}}(1) \psi_{\mathrm{A}}(2)$ and $\psi_{\mathrm{B}}(1) \psi_{\mathrm{B}}(2)$ which represent a condition in which both electrons are on the same nucleus; ${ }^{1}$ these terms are, in fact, of equal importance with the other terms. On the other hand, in the Heitler-London theory, such terms are deliberately excluded. Now on account of the strong repulsion between electrons, it is obvious that the truc wave function will not give so great a possibility of the two electrons being on the same nucleus as the Mulliken method of approximation. On the other hand, there is some probability, cven though it is small, of their being simultaneously on the same nucleus. This is entirely neglected in the Heitler-London method. This suggests that the true wave function would be better represented by an intermediate form, ${ }^{2}$ a linear combination of $\Psi_{\mathrm{HL}}$ and $\Psi_{\mathrm{M}}$,

$$
\begin{equation*}
\psi_{A}(1) \psi_{B}(2)+\psi_{B}(1) \psi_{A}(2)+a\left\{\psi_{A}(1) \psi_{A}(2)+\psi_{B}(1) \psi_{B}(2)\right\} \tag{8}
\end{equation*}
$$

where $a$ has some value between 0 and 1. This is indeed true, but the form (8) is still not the correct wave function, even though it is nearer to it than either (6) or (7). It still contains certain approximations, whịch may not all have been explicitly stated, but are, nevertheless, implied. ${ }^{3}$

[^53]It is seen that in (8), as written, the quantity $a$ may be regarded as a parameter which may be varied until its best value is found. By extension of this method, using more parameters, and somewhat different forms of the wave function, better approximations can be secured, and the method may be developed into a series of successive approximations by means of which the true wave function may probably be approached with any degree of accuracy which time and patience will allow. Once the correct wave function has been found, the correct energy may be obtained also. A treatment of this sort has been carried out for the hydrogen molecule by James and Coolidge, ${ }^{1}$ and these authors have found a value of the energy of dissociation which is very close to that observed experimentally. There is thus no doubt that quantum mechanics gives the correct result, though in many respects the exact calculation is less suggestive and the concepts less readily visualized than is the case with the approximate methods.

The more exact methods have also been applied to the calculation of the energy levels of helium, and to a few simple molecules other than hydrogen. Even in the case of hydrogen and helium, however, the calculations are exceedingly involved.
10.7. Properties of Hydrogen Atoms.-It may be well to insert at this point a bricf account of the properties of hydrogen atoms as contrasted to hydrogen molecules. ${ }^{2}$ As the two atoms in a molecule are bound together with considerable energy, it might well be expected that hydrogen atoms would be much more reactive than hydrogen molecules, and this is, indeed, the case. The large energy of binding is further reflected in the methods by which hydrogen atoms may be prepared, for it is necessary that large quantities of energy should be available.

Hydrogen atoms were first prepared by Langmuir, using a glowing tungsten wire. If a tungsten wire is heated by an electric current in the presence of hydrogen, more energy is required to keep it at a certain temperature than in vacuum, because heat

[^54]is conducted away by the hydrogen. If the tungsten wire is heated above $2000^{\circ} \mathrm{C}$., it is found that the cooling effect of the hydrogen becomes abnormally large. This is explained on the assumption that the hydrogen molecules are beginning to dissociate and are abstracting the necessary energy from the wire. Further evidence is the fact that if the hydrogen is present at a very small pressure ( $10^{-2}$ to $10^{-3} \mathrm{~mm}$.) the gas may be noticed to gradually disappear (clean-up effect). It was found that the hydrogen disappeared into the glass walls of the vessel and could be driven out again by heating them. This occurs only if the tungsten wire is heated to a sufficiently high temperature. It obviously indicates that the properties of the gas have changed, and is readily explained by the assumption that hydrogen atoms are produced and absorbed by the glass. The enhanced chemical activity of the gas can also be studied at low pressures, but this is not a good way of producing hydrogen atoms for this purpose.

From the amount of the cooling of the tungsten wire, Langmuir found it possible to make an estimate of the equilibrium constant for the dissociation of hydrogen at various temperatures and so obtain the heat of dissociation. This calculation was based on the assumption that equilibrium was established between atoms and molecules absorbed on the tungsten, and involves consideration of the rate of transfer of atoms and molecules between gas phase and absorbed layer, as well as the diffusion of atoms from the wire. . By measuring the amount of cooling of the wire at various pressures and temperatures, the percentage of hydrogen molecules dissociated and the heat of dissociation could be calculated. The value obtained was in reasonably good agreement with later more exact results obtained by spectroscopic methods. The results obtained at different temperatures and pressures were consistent with the assumption that an equilibrium was being measured. For orientation, Table 6, giving the approximate degree of dissociation at various temperatures and pressures, is inserted. ${ }^{1}$

Wood and later Bonhoeffer and others have prepared hydrogen atoms by passing hydrogen at low pressures ( 0.1 to 1 mm .) along a tube through which an electric discharge was maintained by means of a potential of 5,000 to 20,000 volts. The gas could be

[^55]Table 6.-Degree of Dissociation of $\mathrm{H}_{2}$

| $\mathrm{T}\left({ }^{\circ} \mathrm{K}\right)$ | 2000 | 3000 | 4000 |
| :--- | :--- | :--- | :--- |
| At 760 mm. | 0.0012 | 0.090 <br> At 1 mm. | 0.034 |

led away from the discharge, and was found to be very reactive. This reactivity would be retained after the gas had passed through considerable lengths of glass tubing provided there was a small amount of oxygen present, which poisoned the wall; otherwise the hydrogen atoms were absorbed on the wall and recombined there. That the abnormal reactivity of the gas thus produced is in reality due to the presence of hydrogen atoms is indicated by the fact that hydrogen atoms are known to be


Fig. 45.-Schematic drawing of discharge tube for production of hydrogen atoms. present in the discharge, because their spectrum is there, and there is no evidence to indicate that the effects are due to any other active body. In particular, the possibility of effects due to the presence of ions has been considered by Bonhoeffer. The rate at which the active bodies disappear, as discussed below, is also consistent with the assumption that they are atoms which on disappearing recombine.

The gases from the discharge tube can be used to study the properties of hydrogen atoms. It is found that they are very reactive, and will undergo many reactions which hydrogen molecules will not. The atom will react with mercury liquid to form HgH gas; one sees over the surface of the mercury a bluish light in which the spectrum of this molecule is present, as well as the $2537 \AA$. mercury line. The reactions that occur are supposed to be the following:

$$
\begin{gathered}
\mathrm{Hg}+\mathrm{H} \rightarrow \mathrm{HgH} \text { (excited) } \\
\mathrm{HgH} \text { (excited) }+\mathrm{H} \rightarrow \mathrm{Hg} \text { (excited) }+\mathrm{H}_{2}
\end{gathered}
$$

Hydrogen atoms react at room temperatures with oxygen to form hydrogen peroxide, ${ }^{1}$ and they also react rapidly at room

[^56]temperature and in the dark with chlorine, bromine, and iodine. Molecular hydrogen does not react with oxygen at room temperature, only slowly with chlorine in the dark, and extremely slowly, if at all, with bromine and iodine. Hydrogen atoms do not react with water, ammonia, or methane, ${ }^{1}$ but they do react with various higher hydrocarbons, forming hydrogen molecules and free radicals. They react with hydrogen sulfide, arsine, hydrogen chloride, and hydrogen bromide. Hydrogen atoms reduce numerous solids, such as sulfur, phosphorus, arsenic, antimony, and a number of oxides and salts. The effect of hydrogen atoms on the oxides and salts was observed by passing hydrogen through the discharge and then over the substance to be investigated; reduction, when it occurred, could be seen to take place by means of the change in color.

In the case of sulfur, $\mathrm{H}_{2} \mathrm{~S}$ is formed, and as $\mathrm{H}_{2} \mathrm{~S}$ is volatile, the vessel containing the sulfur loses weight. This loss of weight can be used as an indicator of the rate of recombination of hydrogen atoms as the gas containing them passes down a tube. The vessel containing the sulfur is placed at varying distances along the tube as the gas runs down the tube at a constant streaming velocity (holding, of course, the conditions in the discharge constant), and the relative losses of weight are compared. In this way, knowing how fast the gas is moving down the tube, the rate of recombination can be estimated. Other experimental methods are also available. ${ }^{2}$ It is found that only a small fraction of the collisions of hydrogen atoms (calculated assuming diameters of the order of $10^{-8} \mathrm{~cm}$.) are effective in causing recombination. This low efficiency is, however, easily understood, for two hydrogen atoms obviously have enough energy to dissociate, else they would already be combined as a molecule. If the spins of the electrons are correct, they will attract each other when they come together in collision, but they will separate again unless another body is present to take away the excess energy. The recombination of hydrogen atoms

[^57]thus requires a three-body collision. The third body need not be a hydrogen atom, or a gas molecule of any kind, however; it may, for example, be a solid. Hydrogen atoms combine very readily on the surfaces of many solids, in particular, metals, which are strongly heated by the energy of dissociation thus relcased.
10.8. Ortho- and Parahydrogen.-In preceding pages of this chapter, we have discussed the electronic wave functions of the hydrogen molecule. There are phenomena, of some interest, that are explained by reference to the nuclear wave functions. ${ }^{1}$ It is natural to assume that the nuclear wave function, like the wave function of an electron, may be divided into two parts, a spin part and a coordinate part. Further, a proton, like an electron, also has a spin angular momentum, whose projection along an axis may take the values $\pm \frac{1}{2} h / 2 \pi$; so there will be three symmetrical spin wave functions and one antisymmetric spin wave function, with respect to interchange of the two nuclei.

The symmetry propertics of the coordinate part of the nuclear wave functions must now be considered. If the orientation of the line joining the centers of the two nuclei is expressed by means of the usual polar coordinates $\phi$ and $\theta$ (see Fig. 13, page 49), it is seen that interchanging the two nuclei is equivalent to changing $\phi$ into $\phi+\pi$ and changing $\theta$ into $\pi-\theta$. In Chap. IX, we considered some of the properties of diatomic molecules, in general, and noted that since the force between the two atoms is directed along the line of centers the motion of these atoms has much in common with the motion of the electron in the hydrogen atom. In particular, the wave function may be written in the form $R \Phi \theta$, where $R$ is a function only of $r$, the distance between the atoms, and $\Phi$ and $\theta$ are functions, respectively, of the two variables $\phi$ and $\theta$. It will be clear from the statement made above that the symmetry properties of this wave function will depend upon the factor $\Phi \theta$, and it is found that it is symmetrical if $j$, the rotational quantum number, is even, and antisymmetrical if it is odd. We shall not.attempt a detailed explanation of this fact, but may call attention to an analogous case, which is somewhat simpler. If there were a molecule that could rotate only in

[^58]a plane, then by introducing the reduced mass it could be treated as a plane rotator of the type considered in Chap. IV. Interchange of the nuclei would correspond to changing $x$ of See. 4.4 to $\chi+\pi$, and examination of Fig. 12 will show that wave functions are symmetrical if the rotational quantum number is even, antisymmetrical if it is odd.

If the complete nuclear wave function for the hydrogen molecule is to be antisymmetrical, then a symmetrical coordinate function must always be combined with an antisymmetrical spin function, and vice versa. The molecules of the type in which the spin function is antisymmetrical and the coordinate part symmetrical are called "parahydrogen"; the other combination gives "orthohydrogen." For parahydrogen the rotational quantum number $j$ has the values $0,2,4, \ldots$; for orthohydrogen $j=1,3,5$, . . .

One would, therefore, expect a different proportion of orthoand parahydrogen at high and low temperatures. If the temperature is very low, all the hydrogen will be in its lowest rotational energy level, if equilibrium is established, and hence will be parahydrogen. At high temperatures, the average molecule will have a large rotational quantum number. The number of orientations $2 j+1$ will not differ very much from one $j$ to the next, if $j$ is large enough, so that one might at first expect equal numbers of the two kinds of hydrogen at high temperatures. However, it must be remembered that there are three kinds of symmetrical spin functions and only one antisymmetrical. Therefore at high temperatures (room temperature is in this sense a high temperature), orthohydrogen should predominate in the ratio of $3: 1$. That this is actually true is indicated by the spectrum of hydrogen, which shows alternating intensities.

It is found, however, that if ordinary hydrogen is cooled to a low temperature the ratio of ortho- to parahydrogen actually remains unchanged over long periods of time; ortho- and parahydrogen thus behave much like separate compounds. The transition from one type to the other is very slow, except under conditions such that the atoms of an $\mathrm{H}_{2}$ molecule are separated, or in the presence of a substance the molecules of which have a magnetic moment. Of course, if the atoms are separated they will recombine in such a way as to give an equilibrium mixture of ortho- and parahydrogen, even though the directions of the
spins of the individual atoms are not changed; a magnetic substance is able actually to cause changes in the directions of the individual proton spins. Pure parahydrogen may be obtained at low temperatures by cooling hydrogen in the presence of activated charcoal, which acts as a catalyst for the conversion, probably due to magnetic interaction. If the charcoal is then removed, the parahydrogen can be heated up to room temperature, and will not go over into the ordinary mixture for a long time. Its properties differ from those of ordinary hydrogen, e.g., it has a different specific heat and a different vapor pressure

Other diatomic molecules, composed of two atoms of the same kind, are known from spectral observations to have similar properties. The phenomena are, in general, much more complicated, for the nuclei of other atoms than hydrogen consist not of a single proton, but of a number of particles closely cemented together. These matters are beyond the scope of this book, and will not be considered further here

## CHAPTER XI

## THEORIES OF VALENCE

As has been indicated in previous chapters, there are at least two different kinds of chemical combination, (1) that which is due primarily to the attraction between a positive and a negative ion, and (2) that which is due to the formation of an electron-pair bond, as exemplified by the hydrogen molecule. The first type is known as "polar" or "ionic binding"; the second type is called "nonpolar" or "covalent binding." The distinction between the two types of bonds was probably first made by Abegg.

If a pair of atoms combines chemically, it may generally be expected that, if one of them has one or more electrons which are relatively easily removed, while the other has a considerable tendency to add one or more electrons, the bond will be polar. On the other hand, if the two have nearly equal tendencies to lose or add electrons, the bond will be covalent. If two atoms of the same kind combine, the situation is ideal for the formation of a nonpolar bond. In Chap. XII, these ideas will be given a more quantitative treatment, and the gradation between polar and nonpolar bonds will be considered in connection with the properties of simple gas molecules. For the present, it may be assumed that a bond can be classed as belonging to one type or the other.

The present chapter will be chiefly devoted to the formulation of electron structures associated with chemical bonds and, in particular, covalent bonds, though the place of polar bonds in the scheme will also be indicated. The electron-pair bond, similar to that formed in the hydrogen molecule, as discussed in Chap. X, will be the basis of this discussion.

In the present chapter, not much attention will be given to properties of the chemical bonds, such as bond energy. The bond energy and certain other properties will be considered in Chap. XII, and the discussion of other characteristics of the covalent bond, of a somewhat different nature, will be deferred to Chap. XV.
11.1. Lewis's Theory of Valence.-The importance of the electron pair was early recognized by Lewis, ${ }^{1}$ long before the present concepts of the quantum theory which, as we saw in the last chapter, so clearly predict such a phenomenon, had crystallized. He called attention to the fact that practically all chemical compounds contain an even number of electrons. Almost the only common compounds existing at room temperature that have an odd number of electrons are $\mathrm{NO}, \mathrm{NO}_{2}$, and $\mathrm{ClO}_{2} . \quad \mathrm{NO}_{2}$, as is well known, tends to polymerize, giving $\mathrm{N}_{2} \mathrm{O}_{4}$ which has an even number of electrons, and there is also some tendency for NO to double up. A few other compounds with an odd number of electrons are discussed by Lewis, but these are all unstable substances existing only under special circumstances.

Lewis also emphasized the tendency of atoms to fill up a shell of eight electrons. This idea, which was independently considered by Kossel and had been foreshadowed by Abegg and by Parson, has been greatly developed by Lewis and by Langmuir, and has been of much utility in the discussion of both polar and nonpolar compounds. Thus consider the formation of NaCl . The outer shell ( M -shell) of electrons of a sodium atom contains but one electron, whereas the outer shell of a chlorine atom (also an M-shell) contains seven electrons. If the sodium loses an electron, the sodium ion that is left has an outer shell (an L-shell, the only M-electron having been removed) of eight electrons, whereas the chlorine ion also has an outer shell of eight. The electron configurations of these ions are exactly the same as those of the nearest rare gas atoms and, undoubtedly, represent very stable states. In the case of NaCl , we therefore expect sodium and chlorine ions to be formed as a preliminary step, and the combination to take place between them.

On the other hand, when a $\mathrm{Cl}_{2}$ molecule is formed, the bond is an electron-pair bond, and Lewis assumed that each member of the pair was shared by both chlorine atoms and could complete the octet, or group of eight, of each one. Lewis adopted the scheme of writing formulas in which the electrons in the outermost shells were represented by dots. Thus the formula of $\mathrm{Cl}_{2}$ would be : $\ddot{\mathrm{Cl}}: \ddot{\mathrm{C}} \mathrm{l}:$, the electrons being grouped together as pairs,

[^59]the middle pair belonging to both chlorine atoms equally. Much use will be made of this notation.

There are a great many nonpolar compounds in which one or more of the atoms involved have a shell of eight, when the shared electrons are counted for both atoms. We give a few examples:

$\quad: \quad$| $: \ddot{\mathrm{Cl}}:$ |
| :--- |
| $: \ddot{\mathrm{Cl}}: \ddot{\mathrm{Cl}}:$ |
| $: \ddot{\mathrm{Cl}}:$ |$\quad: \ddot{\mathrm{O}}: \ddot{\mathrm{S}}: \ddot{\mathrm{O}}: \quad \mathrm{H}: \stackrel{\mathrm{H}}{\ddot{\mathrm{C}}}: \mathrm{H}$

In the case of $\mathrm{CH}_{4}$, the hydrogen atoms have but two electrons in their shells, but this really corresponds to an octet in other atoms inasmuch as a K-shell can have but two electrons and the corresponding rare gas has but two electrons in its outer shell. There are many complex ions in which all the atoms have an outer shell of eight (or the equivalent). Thus we have
the net charge on the ion being indicated outside the brackets. In the case of a double or triple bond, Lewis assumes that two or three pairs of clectrons, respectively, are shared between atoms in order to complete the shell of eight. Thus we have
$\underset{\mathrm{H}}{\mathrm{H}:: \stackrel{\mathrm{C}}{\mathrm{C}} \quad \text { and } \quad \mathrm{H}: \mathrm{C}:: \mathrm{C}: \mathrm{H}, 0}$

The formation of double and triple bonds is an indication of the tendency of the combining atoms to complete the shell of eight. Further examination of the $\mathrm{SO}_{2}$ molecule shows that all the atoms could complete their shell of eight by the formation of a double bond, thus, $\ddot{O}:: \ddot{\mathrm{S}}: \ddot{\mathrm{O}}:$ As a matter of fact, this is probably nearer to giving a true description of this molecule than the formula previously given. It is rather unsymmetrical, but it is not to be expected that the double bond would always stay at a particular one of the $\mathrm{S}-\mathrm{O}$ bonds. It is undoubtedly continually shifting from one side to the other. There are also other possibilities for the structure of $\mathrm{SO}_{2}$. Thus either one of the oxygens could have but six electrons, instead of the sulfur. It may be that each one of the configurations has some grain of truth in it,
and that the truth approximates some intermediate situation, or a tautomeric mixture of all possibilities, ${ }^{1}$ with the two doublebonded structures (i.e., the structures with the double bond to one or the other of the oxygens) predominating.

It should be noted that the character of the electron-pair bond is not dependent upon which one of the atoms involved originally furnished the electrons. Both electrons of a pair can come from one of the atoms (called by Sidgwick ${ }^{2}$ the "donor," the other atom which shares these electrons then being called the "acceptor"), or one of the electrons may come from each atom, or in the case of ions, one of the clectrons may have been furnished by an atom that is no longer present at all.

It is always possible, in purely formal fashion, to consider any electron pair as being formed by one electron from each atom. Thus $\mathrm{SO}_{4}^{-}$may be considered to be formed from sulfur and oxygen ions, of structure $(\dot{\mathrm{S}})^{++}$and $(: \ddot{\mathrm{O}} \cdot)^{-}$, respectively. Whether this is a good way of viewing the situation, i.e., whether the forces involved in the formation of the bond can really be considered to be the forces between the ions plus the ordinary force expected from an electron-pair bond, is another question-in this case, it may be a reasonably good approximation.
11.2. London's Theory of Valence.-As has been noted, Lewis stresses the stability of the octet of electrons. But there are compounds and ions in which it must be assumed that the central atom has more than an octet, as shown by $\mathrm{PCl}_{5}, \mathrm{SF}_{6}$, $\left(\mathrm{CoCl}_{6}\right)$--. London ${ }^{3}$ has given a formulation of the theory couched in more modern language, which also allows for these cases, and a somewhat modified version of his theory will be given here.

London's theory deals primarily and directly with those cases in which the two electrons in the pair come from different atoms. A case like $\mathrm{SO}_{2}$ could be handled by formulating it in terms of the ions, as was done above, so that each ion involved in the bond furnishes one of the electrons of the pair.

[^60]In order to have the possibility of forming an electron-pair bond, there must be one electron in each atom (or ion) in such a condition that it can pair with the other electron, so that their spins cancel each other. An electron that is already paired with another electron in the same atom is not available, while it is still so paired, for bond formation. Two electrons within a single atom are said to be paired if they have opposite spins and all their other quantum numbers are the same.

The question as to whether an electron that is already paired within an atom can become available for bond formation with an electron from another atom depends upon whether it can be unpaired without expenditure of too much energy. For purposes of discussion, London thus considers the unpairing process as an intermediate step in the formation of a compound. Now according to London's theory, an electron is readily unpaired, provided this can be done without change in the value of the total quantum number $n$ of that electron. It is readily seen that this leads at once to the prediction that $\mathrm{NCl}_{3}$ may be formed but not $\mathrm{NCl}_{5}$, and that $\mathrm{PCl}_{5}$ is possible. This is true, because the outer electrons of nitrogen are in the shell for which $n=2$. Since two states form a pair provided all their quantum numbers except the spin quantum number are the same, we see that there are only four pairs of states for which $n=2$, namely, one pair of $s$-states and three pairs of $p$-states. Since there are five electrons, it is obvious that only three can be unpaired if all of them are to remain in the $n=2$ shell. Therefore there will be only three available to combine with the odd electron of a chlorine atom, so that $\mathrm{NCl}_{3}$ is a possible compound, but not $\mathrm{NCl}_{5}$, which is in accord with experimental facts. On the other hand, the value of $n$ for the outer electrons of phosphorus is 3, and there are nine such states, one $s$-state, three $p$-states, and five $d$-states. It is therefore readily possible to have five electrons unpaired without going out of the $n=3$ shell. In similar fashion, it is seen that it is possible to explain the existence of $\mathrm{SF}_{6}$ and compounds in general in which one, or more, of the atoms has a shell of more than eight.

Some presumptive doubt, at least, as to the basis of this theory appears when an attempt is made to estimate the actual energy involved in the unpairing of the electrons. Thus the theory supposes that $\mathrm{PCl}_{5}$ exists because it is possible to unpair the
electrons in the phosphorus without leaving the $n=3$ shell. But as a matter of fact, in the building up of the periodic system, the $4 s$-levels fill up before the $3 d$-levels. Now to be sure, we cannot say that the order of the levels in phosphorus will be the same as in K , the element in which a $4 s$-electron first appears, but it does seem likely that at least not much is gained by the fact that to unpair the electrons nonc have to be taken to the $4 s$-level. But another factor than the energy required to unpair the electrons enters into the problem, namely, the bond energy. It is altogether probable not only 1 hat the bonds which would be formed if some of the electrons were excited to the $4 s$-level would not be so strong as the bonds formed when this is not necessary, but also that this is a determining factor.

It is rather unfortunate, however, that it is often not really possible in the present stage of our knowledge to separate and evaluate the various factors that determine the stability of compounds. There seems to be no doubt that the stability of $\mathrm{PCl}_{5}$ relative to $\mathrm{PCl}_{3}$ is greater than the stability of $\mathrm{NCl}_{5}$ relative to $\mathrm{NCl}_{3}$, for $\mathrm{PCl}_{5}$ vapor at 1 atm . dissociates only slightly at $100^{\circ} \mathrm{C}$., whereas $\mathrm{NCl}_{5}$ is unknown; but this difference may be due in large part to the mere fact that there is more room to pack atoms about the relatively large phosphorus atom, and what the relative importance of this factor as compared with the electronic structure may be is very difficult to decide. We shall have more to say, both about the coordination number (i.e., the number of atoms that can surround a central atom) and about bond formation, in later chapters.

London summarizes the results of his theory by saying that, in agreement with experiment, fluorine should be only univalent, oxygen only bivalent, and nitrogen only trivalent. This is true, provided one is careful in his definition of valence, or if one attempts to apply it only in those cases in which one of the electrons of each pair comes from one of the atoms involved and the other from the other atom. The cases in which nitrogen is apparently pentavalent are always compounds in which one of the atoms is held primarily by ionic forces. Thus in $\mathrm{NH}_{4} \mathrm{Cl}$, for example, the $\mathrm{Cl}^{-}$is held to the $\mathrm{NH}_{4}+$ by ionic forces, and the chlorine cannot be considered to be bound by a covalent link to nitrogen.
11.3. The Hund-Mulliken Theory of Valence.-We turn now to a consideration of the views advocated by Hund, Mulliken, Herzberg, Lennard-Jones, and others. ${ }^{1}$ Their point of view is to consider the electronic orbits in the field of force produced by several centers of force. Each orbit in this complex field of force will be determined by definite quantum numbers, and will have a certain energy that depends upon the quantum numbers and also the relative positions of the various centers of force. We then feed electrons one by one into the quantum states, starting with those of lowest energy, just as we did with atoms in Chap. VII. The hydrogen molecule has already been considered from this point of view in Sec. 10.5.

It is very helpful to consider the gradual change in the energy of the quantum states on starting with a separate pair of atoms, and allowing them gradually to approach each other until they form a united atom with atomic number equal to the sum of the atomic numbers of the separate atoms. It was seen in Sec. 10.3 that an electron may be promoted in this process; that is to say, its value of the quantum number $n$ may be greater in the united atom than in the separated atom. In the case of the hydrogen molecule, it was not necessary for promotion to occur. But in some cases, the united atom cannot be formed without the promotion of one or more electrons. For example, if two helium atoms in their normal states, each containing two $1 s$-electrons, are united to form a beryllium atom, two of the clectrons must be promoted to the $l$-shell. The process of promotion requires energy. In the intermediate situation, where there are neither separated atoms nor a united atom, promotion will have begun, and as it requires energy it contributes to the instability of the configuration. Thus we see why the $\mathrm{He}_{2}$ molecule is not stable. Promotion is due to the operation of the Pauli exclusion principle, and is associated with repulsive forces. This repulsion

[^61]is essentially the same thing discussed in Sec. 9.1, though if the two atoms are pushed very close together, the direct electrostatic repulsion of the positive nuclei may play a role. It thus appears that the strength of a bond between two atoms will depend to a large extent on how many electrons have to be promoted (or at least are on the way to promotion) when the bond is formed. Electrons that are shared without promotion are bonding electrons, but promoted electrons have an antibonding action.

As we have remarked, the process of promotion is one that takes place gradually as the atoms are brought together. If we speak of an electron as promoted, it means that we consider that electron from the united atom point of view, for only in the united atom is it fully promoted. In many cases, this may be a good approximation, but in the case of the combination of manyelectron atoms, it is evident that whether the separated atom or the united atom is the better approximation for the molecule at the actual molecular distance of separation will depend upon which of the electrons we are considering. Only the outer electrons are involved in valence phenomena, and it is obvious that the presence of another atom affects the inner electrons relatively little. The inner electrons may, therefore, best be considered from the separated atom viewpoint, and no promotion of these electrons is involved at the usual molecular distances. Of course, if the two atoms were pushed closer together, then in the case of many-electron atoms there would be many more electrons than could be accommodated in the inner shells, and wholesale promotion of electrons would be necessary. It is, of course, this threat of promotion that prevents the molecular distances from being smaller than they are.

The principles involved in this view of valence phenomena may be best brought out by considering a few examples. The hydrides of the light elements are particularly susceptible to this sort of treatment. Let us take the hydrides of boron, for example. The inner electrons of boron presumably do not come into the picture. It is necessary to consider only the outer electrons of boron and the electrons of hydrogen. All these electrons become part of one shell which may be considered to be the shell of the boron ${ }^{1}$ atom for which $n=2$. It is not necessary then to

[^62]promote an electron until the $n=2$ shell is filled, and so the following compounds might be expected to be possibilities: $\mathrm{BH}, \mathrm{BH}_{2}, \mathrm{BH}_{3}, \mathrm{BH}_{4}, \mathrm{BH}_{5}$. Any compound with more than five hydrogens would be unstable as it would be necessary to promote one electron for each succeeding hydrogen atom that is brought in. It is, of course, not true that the molecules listed are actually known. BH has been found spectroscopically, but the others are actually unknown. Mulliken believes that all of them should be stable with respect to decomposition into atoms, but that they will undergo other reactions. Thus he believes that $\mathrm{BH}_{5}$ will be stable with respect to
$$
\mathrm{BH}_{5} \rightarrow \mathrm{~B}+5 \mathrm{H}
$$
but that the reaction
$$
\mathrm{BH}_{5} \rightarrow \mathrm{BH}_{3}+\mathrm{H}_{2}
$$
will tend to go on account of the great stability of the hydrogen molecule. $\mathrm{BH}_{3}$ itself does not exist as such, but only as a dimer $\mathrm{B}_{2} \mathrm{H}_{6}$. It will be noted that the electronic structure of $\mathrm{BH}_{3}$, in so far as it rescmbles the united atom, is just the same as that of the oxygen atom. It has been suggested that the combination of $\mathrm{BH}_{3}$ 's is a process very similar to the combination of oxygen atoms; however, there appears to be evidence against this point of view as we shall see in Sec. 16.13, and it seems likely that the bond between the borons resembles more closely a single bond.

Whether $\mathrm{BH}_{5}$ is actually stable with respect to decomposition into the atoms is not surely known But whether it is stable or not, its prediction by a theory exhibits one of the characteristic features of that theory in a rather striking way. It is seen that in $\mathrm{BH}_{5}$ there are four pairs of outer electrons and five hydrogen atoms. The hydrogen atoms are simply there, somewhere in the electron swarm, and they do not share particular electrons. The Hund-Mulliken theory in general lays stress upon the general electron configuration rather than the bonds between particular atoms.

According to the Hund-Mulliken theory, the series of hydrides of carbon should stop at $\mathrm{CH}_{4}$. In this case, the existence of the various hydrides is pretty well established. CH is known spec-
atom, and promotion with respect to hydrogen does not occur. Of course, in the fully united atom, with all hydrogens merged with the boron, the situation would be different.
troscopically, and $\mathrm{CH}_{3}$ has been demonstrated by chemical means to be an intermediate in many organic reactions taking place in the gas phase. ${ }^{1}$

We may now consider a number of other molecules from the Hund-Mulliken point of view. We turn first to $\mathrm{Li}_{2}$. Each Li atom has two $1 s$-electrons and one $2 s$-electron. Now the average distance from the nucleus of the electron in hydrogen when in its $1 s$-state is about $0.5 \times 10^{-8} \mathrm{~cm}$. In lithium, on account of the larger nuclear charge, the distance of the $1 s$-electrons is even smaller, being about $0.2 \times 10^{-8} \mathrm{~cm}$. On the other hand, the distance between nuclei of $\mathrm{Li}_{2}$ is known from spectroseopic data to be $2.67 \times 10^{-8} \mathrm{~cm}$. and is therefore seen to be very great compared with the region occupied by the $1 s$-electrons. In spite of this fact, James ${ }^{2}$ has shown by quantum mechanical calculations that the $1 s$-electrons play a significant role in determining the bond energy. This raises some doubts as to the fundamental validity of our usual procedure of neglecting the inner electrons in discussing valence phenomena. It seems probable, however, that for qualitative discussions this assumption is justified. We therefore say that the $1 s$-electrons are not shared in $\mathrm{Li}_{2}$. With such a small number of electrons, there is, of course, no question of promotion.

In the cases of $\mathrm{N}_{2}$ and CO (which have identical clectron structures), the $1 s$-electrons are not shared, and there are ten electrons to go into the $n=2$ shell. But it will only hold eight, and two electrons must be promoted. In the case of CN (which is known spectroscopically and at high temperatures, though actually it is a molecule with an odd electron and not stable with respect to the reaction $2 \mathrm{CN} \rightarrow \mathrm{C}_{2} \mathrm{~N}_{2}$ ), one electron must be promoted.

It may be reasonably expected that there will be more unshared electrons in molecules composed of atoms farther along in the first row of the periodic table. Mulliken believes that the $2 s$-electrons are not shared in $\mathrm{NO}, \mathrm{O}_{2}$, and $\mathrm{F}_{2}$. This leaves six $2 p$-places held in common by the two atoms. Oxygen has six outer electrons of which two are $2 s$-electrons. There are thus in the $\mathrm{O}_{2}$ molecule only $2 \times 4=8$ electrons to share the six places, and so two are promoted, whereas if the $2 s$-electrons were shared,

[^63]four would have to be promoted. In NO and $\mathrm{F}_{2}$ with unshared $2 s$-electrons, one and four electrons, respectively, are promoted.

As far as the energy of the bond is concerned, it really makes little difference according to this theory whether the $2 s$-electrons are considered to be shared or unshared. For Mulliken considers that every electron that is shared but not promoted is a bonding electron, whercas every electron that is shared and promoted has an antibonding action, which, roughly speaking, counteracts the effect of a bonding electron. If the $2 s$-electrons are not shared, then the oxygen molecule, for example, has eight shared electrons, of which two are promoted. The net effect, therefore, is that of four bonding electrons. If the $2 s$-electrons are shared, then there are four more shared electrons, but two more must be promoted; the shared $2 s$-electrons, therefore, have no net effect. In any case, there are effectively four bonding electrons, equivalent to (but not actually forming-see Sec. 16.13) a double bond, in $\mathrm{O}_{2}$.

It is readily seen why no molecule of the formula $\mathrm{Ne}_{2}$ exists (at least it cannot be formed from neon atoms in their normal states). On the assumption that the $2 s$-electrons are not shared, there are twelve shared electrons, of which six are promoted, the net bonding effect being nil.
11.4. Comparison of the Theories of Valence.-The HundMulliken theory of valence lays more stress than the other theories on the entire electron structure, and does not emphasize the idea of the electron-pair bond. According to the HundMulliken theory, an electron if shared is oither bonding or antibonding, and this does not depend on whether there is an electron pair or not. It must be stated that this view is certainly supported by the existence of the stable molecule $\mathrm{H}_{2}{ }^{+}$. On the other hand, it is true that in the great majority of compounds all the electrons are paired, and it certainly is convenient to speak of the electron-pair bond, even if in certain cases it occurs only incidentally. We saw in Sec. 10.5 why the electron pair is of frequent occurrence in valence phenomena, and in this connection it must be emphasized that the Hund-Mulliken theory is not opposed to the idea of the electron-pair bond, though it does not stress it; in fact, in Sec. 10.5 the hydrogen molecule was actually being considered from the Hund-Mulliken point of view. The Hund-Mulliken theory rather states that the electron-pair bond is a special case of a somewhat more general phenomenon. It is
seen that the electrons in molecules form shells, which consist of quantum levels of somewhat similar energies, just as in atoms. Only when promotion occurs is the amount of energy required excessively high. This enables us to see very clearly why there are sometimes more than two electrons in a bond. However, we shall see in Chap. XV how double and triple bonds may also be understood from a point of view that may be considered an extension of the Heitler-London theory.

On the other hand, when we consider most polyatomic molecules, it is obvious that it is going to be very difficult to count up the shared and unshared electrons and decide which are promoted. Furthermore, there seems to be good evidence, from organic chemistry, for example, and from the chemistry of the complex ions which will be studied later, that there are definite valence bonds with definite directions. In all cases where there are such definite valence bonds, it would seem to be expedient, at least for our purposes, to use the electron-pair picture, though Mulliken has recently considered polyatomic molecules in some detail.

It is the belief of the author, also, that Lewis's rule of cight, in spite of the fact that there are many exceptions, is of definite value in deciding which compounds are likely to be most stable.

It seems very likely that the Hund-Mulliken theory is more appropriate for the discussion of the hydrides of the elements, because of the small size of the proton and the fact that its distance (obtained from spectroscopic data) from the element to which it is attached is so small that it may be considered to be within the shell of valence electrons, which is only slightly disturbed from its spherical shape. Every proton may thus be said to share the whole valence shell. This theory is also helpful, as we have seen, in considering the diatomic compounds of the light-elements.

## Exercises

1. Give the Lewis formula for $\mathrm{C}_{3} \mathrm{H}_{8}$; for $\mathrm{CH}_{3} \mathrm{NNCH}_{8}$.
2. Discuss the molecules NO, $\mathrm{F}_{2}, \mathrm{CN}$, and the hypothetical molecule CF from the Hund-Mulliken point of view.
3. It has been claimed by Dennis and Rochow [J. Am. Chem. Soc., 85, 2431 (1933)] that they have evidence of a compound $\mathrm{HFO}_{3}$, though Cady [ibid., 66, 1647 (1934)] does not believe their evidence is conclusive. If the compound does exist, is this necessarily inconsistent with London's ideas on valence? Write a possible Lewis formula for the compound.

## CHAPTER XII

## TRANSITION FROM COVALENT TO IONIC BINDING IN SIMPLE GASEOUS COMPOUNDS

Following the more or less formal description of chemicalvalence phenomena in the last chapter, we are now ready to turn to a more detailed discussion of the physical properties of the chemical bond. This study will be initiated by a consideration of the properties of some of the simple molecules which commonly occur, at ordinary temperatures, in the gas phase. The binding within these molecules is generally of the covalent rather than the ionic type, but derivations from pure covalency occur and can be studied with the aid of a number of properties, the most important of which is the binding energy. The electric moment of the molecule also throws light on this question, as does the distance between atoms forming a bond. More detailed study of the latter property will be deferred to later chapters. Of importance, also, are the causes of deviation from covalent binding. These causes are bound up with the properties of the atoms forming the bond, such as their tendency to gain or lose electrons, and the ease with which they are distorted in an electric field. These various considerations will receive a systematic treatment in the present chapter.
12.1. Elementary Diatomic Gases.-The discussion may best be begun by a consideration of some of the properties of some typical molecules that are composed of two like atoms. In such a case, the valence forces are necessarily of a nonpolar character. Owing to the motion of the electrons, it is possible, even in such a case, for one of the atoms to be temporarily positively charged and the other, at the same time, negatively charged, but either of the atoms will be exactly as often positively as negatively charged. This temporary polarity, with displacement of electrons as often in one direction as in the other, is a part of the nonpolar bond, and any part of the forces that arises therefrom is included in the term "nonpolar force."

The magnitude of the valence forces is best measured by means of the energy necessary to break the molecule, when in its lowest electronic state, into its constituent atoms. Closely related, as it will appear, is the equilibrium distance between atomic nuclei for the lowest state of the molecule, and values of this quantity will also be given, ${ }^{1}$ though, as stated above, a more detailed discussion is reserved for later chapters.

The equilibrium distance between the nuclei is gencrally obtained, as explained in Sec. 9.3, by a study of the rotational spectrum of the molecule. It also may be obtained by a study of the scattering of $\mathbf{X}$ rays or electrons, as outlined in Chap. XV. The energy of dissociation may be obtained by a study of the vibrational spectrum of the molecule (Sec. 9.4). It may also be obtained by application of the thermodynamic equation [Eq. (7) of Appendix II]

$$
\frac{d \ln \kappa}{d T}=\frac{\Delta E}{k T^{2}},
$$

in which $\kappa$ is the equilibrium constant for the dissociation (the square of the concentration of dissociated atoms divided by the concentration of molecules), $T$ the absolute temperature, $k$ the gas constant per molecule, and $\Delta E$ the average energy of a pair of dissociated atoms minus the average energy of a molecule. Measurement of $\kappa$ at different temperatures will yield $\Delta E$. This latter quantity, the energy necessary to dissociate a molecule on the average, is not exactly the same as the energy of dissociation $D$ obtained from band spectra, which is equal to the energy necessary to go from the lowest vibrational state to the asymptotic part of the potential-energy curve. For $\Delta E$ includes the energy due to thermal agitation; in other words, it takes into account the fact that at finite temperatures the molecules are not all in their lowest vibrational state and have, besides, rotational and translational energy, and the atoms also have some kinetic energy. The kinetic energy of the atoms does not exactly balance the average cxtra energy of the molecules, but both of these terms are small at ordinary temperatures, and we may for our purposes neglect the difference between $\Delta E$ and $D$.

[^64]
## Table 7.-Values of the Energy of Dissociation at Room Temperature for Diatomic Molecules (Kilogram-calories per mole)

| $\mathrm{H}_{2}$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| 103.2 |  |  |  |  |
| $\mathrm{Li}_{2}$ | $\mathrm{C}_{2}$ | $\mathrm{~N}_{2}$ | $\mathrm{O}_{2}$ | $\mathrm{~F}_{2}$ |
| 26.4 | 83 | 169.6 | 116.7 | 62.9 |
| $\mathrm{Na}_{2}$ |  | $\mathrm{P}_{2}$ | $\mathrm{~S}_{2}$ | $\mathrm{Cl}_{2}$ |
| 17.4 |  | 41.9 | 76 | 57.2 |
| $\mathrm{~K}_{2}$ |  | $\mathrm{As}_{2}$ | $\mathrm{Se}_{2}$ | $\mathrm{Br}_{2}$ |
| 11.6 |  | 34.3 | 72 | 45.5 |
| $\mathrm{Rb}_{2}$ |  |  | $\mathrm{Te}_{2}$ | $\mathrm{I}_{2}$ |
| 10.6 |  |  | 53 | 35.7 |

$\mathrm{Cs}_{2}$
$\mathrm{Bi}_{2}$
10.1
18.8

From Bichowsky and Rossini "Thermochemistry of Chemical Substances," except $\mathrm{O}_{2}$ and the alkali molecules which are from data in the third supplement of Landolt-Börnstein, "Tabellen", and in Sponer, " Molekulspektren," vol. I, corrected to room temperature, and $\mathrm{S}_{2}, \mathrm{Se}_{2}$, and $\mathrm{Te}_{2}$, which are from Goldfinger, Jeunchomme, and Rosen, Nature, 138, 205 (1936), and $\mathrm{C}_{2}$ which is from Herzberg, "Molecular Spectra and Molecular Structure."

Values in the table are $\Delta E$ of dissociation rather than $\Delta H$ (see Appendix II).
In Tables 7 and 8 , we give values of $\Delta E$ (or $D$ ) and $r_{e}$, the equilibrium distance, for a number of diatomic molecules, some of which do not occur as ordinary substances in large quantity, but are known only through their spectra. These are arranged in such a way as to bring out the periodic relationships. The first feature which appears is that, in any column of the periodic table, the value of $r_{c}$ increases and the value of $D$ decreases on going from the lighter to the heavier elements. This is, of course, to be expected; the distance at which the repulsive forces between the

Table 8.-Values of $r$ f for Elementary Diatomic Molecules (In Angstroms)

| $\begin{gathered} \mathrm{H}_{\mathbf{2}} \\ 0.739 \end{gathered}$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| $\mathrm{Li}_{2}$ | $\mathrm{C}_{2}$ | $\mathrm{N}_{2}$ | $\mathrm{O}_{2}$ | $\mathrm{F}_{2}$ |
| 2.670 | 1.31 | 1.09 | 1.204 | $1.45{ }^{\circ}$ |
| $\mathrm{Na}_{2}$ |  | $\mathrm{P}_{2}$ | $\mathrm{S}_{2}$ | $\mathrm{Cl}_{2}$ |
| 3.07 |  | 1.88 | $1.92{ }^{\text {a }}$ | 1.983 |
| $\mathrm{K}_{2}$ |  |  | $\mathrm{Se}_{2}$ | $\mathrm{Br}_{2}$ |
| 3.91 |  |  | $2.19{ }^{\text {b }}$ | 2.28 |
|  |  |  | $\mathrm{Te}_{2}$ | $\mathrm{I}_{2}$ |
|  |  |  | $2.59{ }^{\text {b }}$ | 2.660 |

From Sponer, "Molekulspektren," vol. I, except as noted.
a Maxwell, Mosley, and Hendrices, Phys. Ret., 50, 41 (1936).
${ }^{6}$ Maxwell and Moslet, ibid., 57, 21 (1940).

- Brociway, J. Am. Chem. Suc., 60, 1348 (1938).
nuclei set in increases as the number of electron shells surrounding the nuclei increases. This increase of the distances involved necessarily results in a decrease of the binding force; the electrons that effect the binding are far removed from the centers of force.

To get a qualitative understanding of the variations which occur across the rows of the periodic system, it is necessary to call to mind what has been learned about the electronic structure of the molecule. The Lewis formula for the fluorine molecule is $: \ddot{\mathrm{F}}: \ddot{\mathrm{F}}:$, involving a single bond. That this single bond will differ in many respects from the single bond in hydrogen is obvious, for the other electrons in the outer shells of the fluorine atoms must affect the electrons that form the bond. In the case of oxygen, however, there is a more profound difference, for in order to have a shell of eight around both oxygens we must write a double bond ${ }^{1}: \dot{0}:: \dot{\rho} \dot{\square}$, and it is interesting that the dissociation energy of oxygen is roughly twice that of fluorine. Similarly, in the case of nitrogen we should write a triple bond $: \mathrm{N}:: \mathrm{N}:$, and here the dissociation energy is roughly three times that of fluorine. Looking at the matter from the point of view of the Hund-Mulliken theory of valence, we probably should not stress the qualitative aspects of the difference between those various molecules quite so much; but, as seen in the last chapter, when the antibinding effect of promoted electrons is taken into account, two effective bonding pairs are left in the case of oxygen and three in the case of nitrogen.

In view of the regularity of the values for the dissociation energy going from fluorine to nitrogen, there is a rather striking break at carbon. It is quite obvious that the dissociation energy of carbon is not what would be expected from a quadruple bond, and we shall see in Chap. XV reasons for doubting the possibility of four pairs of electrons being shared between two atoms and filling the outer shell of both of them to the desired number eight. 'I'he energy of $\mathrm{C}_{2}$, as a matter of fact, is between that of $\mathrm{O}_{2}$ and

[^65]that of $\mathrm{F}_{2}$; so it appears that the bond is between a single and a double bond. The break in the value of the energy of dissociation that appears with $\mathrm{C}_{2}$ in the first row of the periodic system appears in the elements of the nitrogen group in subsequent rows. It will be noted that $P_{2}, \mathrm{As}_{2}$, and $\mathrm{Bi}_{2}$ have relatively low energies of dissociation. However, the possibility of errors in these values is so great that too much stress should not be laid on them.
12.2. Elementary Polyatomic Gases.-A slight digression on the elementary polyatomic gases may be of interest at this point. A number of the substances at the right-hand side of the periodic table have polyatomic forms. ${ }^{1}$ Among them are $P_{4}$, which is stable up to $1500^{\circ} \mathrm{C}$. and then somewhat dissociated into $\mathrm{P}_{2}$; $\mathrm{O}_{4}$, which forms to some extent at liquid air temperature, and ozone, $\mathrm{O}_{3}$; the various forms of sulfur, $\mathrm{S}_{8}$, the form which predominates in the vapor at the boiling point of sulfur, and the molecules $S_{6}$ and $S_{2}$ occurring at higher temperatures (at $1000^{\circ}$ sulfur vapor is largely $S_{2}$, and it is in large part dissociated into atoms at $2000^{\circ}$ ); $\mathrm{Se}_{8}$ and $\mathrm{Se}_{2}$; and perhaps other forms of sulfur and selenium. There is evidence of various polymers in liquid sulfur and selenium, which occur in a number of different forms. The fact that these elements exist in these various forms indicates a certain versatility in their electron structure as may also be indicated by the fact that their solids show allotropic modifications. (At least one solid form consists of polymer molecules, $\mathrm{S}_{8}$.)
$\ddot{\mathrm{S}}: \ddot{\mathrm{S}}: \ddot{\mathrm{S}}$
The electron structure of $\mathrm{S}_{8}$ is :S: : $\mathrm{S}:$ It is a ring structure
:S:S:S:
involving only single bonds, and $\mathrm{P}_{4}$ is a tetrahedron involving only single bonds, each atom sharing an electron pair with each of the other three. ${ }^{2}$ No such structure would be possible with the halogens, and only diatomic halogen molecules are known.

[^66]The tetratomic molecule of oxygen would seem to be in a somewhat different category from the other polyatomic gases. Its energy of dissociation in two $\mathrm{O}_{2}$ molecules is very low indeed, being only about 0.006 electron volt. ${ }^{1}$ This suggests that the $\mathrm{O}_{4}$ molecule may be thought of as two $\mathrm{O}_{2}$ molecules rather loosely bound together by van der Waals forces, as discussed in Chap. XVII. Although this energy of binding is of the order of magnitude to be anticipated from this type of force, this evidence is not entirely conclusive, for we might readily suppose that no energy would be required to form four single bonds of $\mathrm{O}_{4}$ from two double bonds ${ }^{2}$ in $\mathrm{O}_{2}$. However, certain peculiarities of the spectrum of $\mathrm{O}_{4}$ are best explained on the assumption that it is composed of two $\mathrm{O}_{2}$ molecules loosely held together, ${ }^{3}$ and we may assume that this is actually the case. On the other hand, all the facts are against any similar assumption in the case of $\mathrm{P}_{4}$, for example, as it is far too stable. (The reaction $\mathrm{P}_{4} \rightarrow \mathbf{2 P}_{\mathbf{2}}$ requires 1.2 electron volts.) The properties of the polymers of sulfur and selenium indicate that they also are stable. Of course, loosely bound molecules like $\mathrm{O}_{4}$ undoubtedly occur with these substances also; but are not of importance, any more than is the case with oxygen, in affecting the gross physical and chemical properties.

Ozone is a different type of polymer from any of the others; it is very reactive and unstable as compared with $\mathrm{O}_{2}$.
12.3. An Approximate Measure of Electronegativity.-Even in the case of a purely covalent bond, there is, as has already been noted, a certain chance for both the electrons of an electron-pair bond to be on one of the atoms, which causes a momentary polarity, but does not make the bond polar. In order for the bond to be wholly or partly polar, one of the bonded atoms must attract electrons more strongly than the other. If a measure for the attraction of an atom for electrons, i.e., for.its electronegativity, could be obtained, it would be possible to form some idea as to which compounds would tend to be polar. A method for getting a measure of the electronegativity of atoms has recently been suggested by Mulliken. ${ }^{4}$

[^67]Suppose that we had two atoms A and B a large distance from each other; in this case, it would be easy, at least theoretically, to tell whether it required more energy to take an electron from atom $A$ and put it on atom $B$, or to take an electron from atom $B$ and put it on atom $A$. The energy required in the first process is $I_{\mathrm{A}}-F_{\mathrm{B}}$, where $I_{\mathrm{A}}$ is the ionization potential of A and $F_{\mathrm{B}}$ is the electron affinity of $B$. The energy required in the second process is $I_{\mathrm{B}}-F_{\mathrm{A}}$, the meaning of the symbols being obvious. If these two quantities are equal, i.e., if

$$
I_{\mathrm{A}}-F_{\mathrm{B}}=I_{\mathrm{B}}-F_{\mathrm{A}}
$$

or

$$
I_{\mathrm{A}}+F_{\mathrm{A}}=I_{\mathrm{B}}+F_{\mathrm{B}},
$$

then it is just as casy to take an electron one way as the other. On the other hand, if

$$
I_{\mathrm{A}}+F_{\mathrm{A}}>I_{\mathrm{B}}+F_{\mathrm{B}}
$$

then

$$
I_{\mathrm{A}}-F_{\mathrm{B}}>I_{\mathrm{B}}-F_{\mathrm{A}},
$$

and it is easier to take the electron from $B$ and put it on $A$ than it is to take an electron from $A$ and put it on B. Thus a comparison of $I+F$ for two different elements will show which element has the greater attraction for electrons. Mulliken proposes to take this quantity $I+F$ as a measure of the electronegativity of an element. It is, of course, a pure assumption to suppose that this remains a good measure of the electronegativity for an atom that is combined in a molecule. It does, however, give very reasonable results, as is seen from the second column -of Table 9 , which gives $I+F$ for the halogens and hydrogen.

Table 9.-Electronegativity Values
(In volts)

| Element | Original values | Revised values |
| :---: | :---: | :---: |
| F | 22. | 25.3 |
| Cl | 16.7 | 19.6 |
| Br | 15.1 | 18.1 |
| I | 13.7 | 16.5 |
| H | 14.25 | 14.25 |
| Li | $\cdots \cdots$ | 5.7 |

The only feature of this table which may seem strange to chemists is the fact that hydrogen appears to be more electronegative than iodine, and this appearance is undoubtedly incorrect. The reason for it seems to reside in the fact that the state of a hypothetical $\mathrm{I}^{+}$ion in combination does not resemble sufficiently closely its state when free. In finding the ionization potential for the purpose of determining the electronegativity of iodine, we are not necessarily interested in the energy necessary to remove the electron and leave the resulting $I^{+}$in its lowest possible state, but rather in the energy necessary to remove the electron and leave the $I^{+}$in a state in which it would be capable of combining with $\mathrm{H}^{-}$, say, to form HI. In $\mathrm{I}^{+}$, there are four $p$-electrons to fill three $p$-states (six when spin is considered), and in the normal state of $I^{+}$two of these electrons are in one of these levels and each of the other two is in a separate level; furthermore, these last two electrons have their spin in the same direction, and the $\mathrm{H}^{-}$ion, in which the electrons have opposite spins, cannot combine directly with $\mathrm{I}^{+}$to form an electron-pair bond. Thus, in order to form HI from $\mathrm{H}^{-}$and $\mathrm{I}^{+}$, we have a situation which is the reverse of that considered in the last chapter in connection with London's valence theory; the electrons must be paired, or at least the resultant spin must be reduced to zero before the compound can be formed. It must be remembered, also, that there are a number of states of $I^{+}$in which the resultant spin is zero, corresponding to different distributions of the electrons among the quantum levels. The actual state of combined iodine will not resemble any one of these as much as some average or composite of all of them. Thus in evaluating the.ionization potential of I, we should really take the energy of the reaction

$$
\mathrm{I} \rightarrow \text { electron }+\mathrm{I}^{+}(\text {composite excited state })
$$

which will be greater than the energy for the reaction

$$
\mathrm{I} \rightarrow \text { electron }+\mathrm{I}^{+} \text {(normal state) }
$$

On the basis of considerations such as these, Mulliken has made a revised estimate of electronegativities, as given in Table 9. To this, for comparison, the value of lithium has been added. The electron affinity of lithium has been roughly esti-
mated, but since it is very small a very rough estimate will suffice. Thus the value of $I+F$ in the alkali metals is chiefly determined by $I$. It will be evident that the electronegativity of the alkali metals decreases, as expected, from lithium to cesium. Furthermore, the electronegativities of the copper group metals will be greater than those of the alkali metals. The electronegativities of both alkali and copper-group metals are very much less than that of hydrogen, and it is seen that from this point of view hydrogen should be classed with the halogens rather than with the alkalies.

Mulliken has considered the possibility of extending his electronegativity table to polyvalent elements. In such cases, however, it is necessary to consider the possibility of multiply charged ions, so that not only the first, but also the second and possibly higher ionization potentials and electron affinities need to be considered. The considerations thus become more involved and the conclusions less certain. Since there are other means of estimating electroncgativity, which can also be applied to polyvalent elements, we shall not attempt to apply the present method to them.
12.4. Polarizability as a Criterion for Electronegativity.-Once we have a list of the electronegativities of the elements, we have a ready means of predicting which bonds will be more polar and which will tend rather toward the covalent type. The greater the difference between the electronegativities of two elements, the more polar the bond between them will be.

A succinct and useful set of rules for determining the relative polarity of valence bonds has been given by Fajans. ${ }^{1}$ These rules may be conveniently formulated if we consider a polar bond as the norm, and inquire how far it departs from the pure polar type; this enables us to refer to the anion and the cation. The bond, then, will depart most greatly from the purely polar type if (1) the charge on the ions is large, (2) the cation is small, and (3) the anion is large. ${ }^{2}$ The reasons for these rules are very easily seen. If the charge on the ions is large, the force between them is large, and the cation tends to draw over toward it some of the electrons of the anion, thus effectively decreasing the charge of

[^68]pach. If the cation is small, ${ }^{1}$ the center of force is able to get close to the anion, thus exerting a great force on it, and drawing electrons away from it; if the anion is large, the forces on the outer electrons due to its own nucleus are small, it is easily deformable, and the outer electrons can readily be displaced toward the cation. It will be seen that the last two rules are really simply qualitative expressions of the rule that a bond is less polar, the smaller the difference in the electronegativities of the atoms forming it. For the smaller the cation, the more force it will exert on electrons and the more electronegative it will be; similarly, the larger the anion, the less electronegative it will be, and thus (since, by definition, the anion is always the more electronegative of the two) the smaller will be the difference in electronegativities. As was noted in Sec. 12.3, it is necessary to consider the electronegativity of the atom when combined in the molecule; so it is not at all certain that the sum of the ionization potential and electron affinity of an atom will be a better measure of its actual electronegativity than would be given by the lack of deformability of its negative ion on the one hand, and by the ability of its positive ion to cause deformation on the other. However, a great ability of a positive ion to cause deformation will invariably be associated with a small deformability of the negative ion of the same element; so it might well be that in the case of the elements which tend to form negative ions the smallness of their deformability alone would be a reasonable measure of the electronegativity.

We are interested in the deformation of an ion in the presence of the electric field due to a neighboring ion. The deformability of any body in an electric field is commonly called its "polarizability," ${ }^{2}$ and this concept may be quantitatively formulated.

[^69]We start with the consideration of a neutral atom, which is composed of electrical charges, but in which the total positive and negative charges are equal in amount and have, furthermore, the same center of gravity. If such an atom is placed in an electric field, there is a displacement of electric charge in the body, resulting in the scparation of positive and negative charges, and producing an electrical dipole. The strength, or moment, of such a dipole is defined in a way that is similar to the definition of magnetic moment given in Sec. 6.2. If a negative charge of $\epsilon$ is placed a distance $\delta$ from an equal positive charge, the electric moment of the pair is $\epsilon \delta$. In the case of an atom, $\delta$ may be considered to be the displacement of the "center of gravity" of negative electricity with respect to the positive charge of the nucleus; the moment is then $Z e \delta$, where $Z$ is the atomic number and $e$ the elementary electronic charge. As far as dipole strength is concerned, this is equivalent to displacement of a single electronic charge through a distance $Z \delta$. If we are dealing with an ion rather than a neutral atom, the situation is not essentially changed; the displacement of charge is simply superposed upon the total charge.

Now, let the moment produced by an electric field applied to an atom or an ion be $M$. It is proportional to the applied field $E$, and the constant of proportionality is the polarizability, which is designated as $\alpha$. We have

$$
\begin{equation*}
M=\alpha E \tag{1}
\end{equation*}
$$

In order to find the order of magnitude of $\alpha$ for an atom, ${ }^{1}$ let us suppose, as a rough approximation, that the atom consists of a positive nucleus of charge $Z e$, surrounded by a sphere of negative electricity of uniform density and radius $R$. Suppose now that it is placed in a uniform electric field of strength $E$, and that this field causes a displacement of amount $\delta$ of the positive nucleus and the negative sphere with respect to each other, without distorting the latter, as shown in Fig. 46. If such a displacement occurs, then according to a familiar law of electrostatics, the positive nucleus is attracted back to the center by all the charge within a radius $\delta$ with the same force as if this charge were at the center of the sphere. Since the total charge is $Z e$, the amount of charge

[^70]in the small sphere of radius $\delta$ is $Z e\left(\delta^{3} / R^{3}\right)$. This attracts the positive charge with a force $\frac{Z^{2} e^{2}\left(\delta^{3} / R^{3}\right)}{\delta^{2}}=\frac{Z^{2} e^{2} \delta}{R^{3}}$. Or the situation may be described by saying that there are equal and opposite forces of this magnitude on the positive and negative charges which tend to pull them together. On the other hand, the field exerts equal and opposite forces equal to $Z e E$ on the positive and negative charges, respectively, tending to pull them apart. Equilibrium occurs when these two tendencies balance, i.e.,

$\mathrm{F}_{\mathrm{I} \text { i. }} 46$.
when $Z e E=Z^{2} e^{2} \delta / R^{3}$, and it is this condition which determines $\delta$; from it, it is seen that
\[

$$
\begin{equation*}
\delta=\frac{E R^{3}}{Z e} \tag{2}
\end{equation*}
$$

\]

Now the electric moment produced by this displacement of charge is $Z e \delta$, which, by definition of $\alpha$, must be equal to $\alpha E$. Hence

$$
\begin{equation*}
\alpha=R^{3} . \tag{3}
\end{equation*}
$$

This result is very rough, but should give the correct order of magnitude, and it is seen that there is a very close relation between polarizability and size.
$\alpha$ is generally measured indirectly by measuring the refractive index of light. A light beam produces an oscillating electric field, which polarizes the atoms of the substance through which it passes. The electric moment produced in the atoms naturally also oscillates and creates a field which interacts back with the field of the light beam. The index of refraction is closely related to this interaction.. For details, the student must be referred to treatises on optics or electron theory; the relation that exists
between polarizability and index of refraction is given by the formula ${ }^{1}$

$$
\begin{equation*}
\alpha=\frac{3}{4 \pi N} \frac{n^{2}-1}{n^{2}+2} V, \tag{4}
\end{equation*}
$$

where $n$ is the index of refraction for light of infinite wave length and $V$ is the volume containing $N$ molecules. The theory indicates that this formula should be additive; i.e., in a mixture, the quantity on the right-hand side of Eq. (4), which is directly measured experimentally, should give the average of the polarizabilities of the substances in the mixture. Thus if, of the $N$ molecules, $N_{1}$ were of one kind and $N_{2}$ of another, and $n$ were the refractive index of the mixture, then we should have

$$
\begin{equation*}
\alpha_{\text {average }}=\frac{N_{1} \alpha_{1}+N_{2} \alpha_{2}}{N}=\frac{3}{4 \pi \bar{N}} \frac{n^{2}-1}{n^{2}+2} V . \tag{5}
\end{equation*}
$$

However, the polarizability of an atom may be affected by the proximity of other atoms. In this case, (4) and (5) do not hold and corrections must be made. So in the case of ions dissolved
${ }^{1}$ The significance of this equation may perhaps be better understood if we write it

$$
\alpha \bar{V}=\frac{3}{4 \pi} \frac{(n-1)(n+1)}{n^{2}+2} .
$$

Now in vacuum $n$ is equal to 1 , and if the molecular concentration $N / V$ is sufficiently small, $n$ will be very close to 1 , so that under these circumstances we may write

$$
\alpha_{\bar{V}}^{N} \cong \frac{n-1}{2 \pi},
$$

and the deviation of the refractive index from its value in vacuum is simply proportional to the density and to $\alpha$. The more complicated expression is needed for high concentrations to take account of the effects of the atoms on each other. It must be emphasized, however, that this takes into account only the effects of fields, due to the polarization of the atoms, on neighboring atoms, and does not take into account any effect of one atom on the polarizability of its neighbors. Such an effect results in deviation from Eq. (4).

It should be noted that if $N$ is equal to Avogadro's number so that $V$ is the molar volume, the quantity $\frac{V\left(n^{2}-1\right)}{n^{2}+2}$ is what is commonly known as the "mole refraction."

See Lorentz, "Theory of Electrons," Chap. IV, G. E. Stechert \& Company. Debye, "Polar Molecules," Chap. I, Reinhold Publishing Co., 1929.
in water, it might be expected on account of the large forces exerted by the ions on the water (see Chap. XIX) that the polarizability of the water would be affected. However, as a first approximation, in order to get a starting point, it is natural to assume Eq. (5) to be correct, which is the same thing as assuming that the polarizabilities of gaseous ions can be obtained from measurements on ions in solution. By measuring the refractive index of water, one can, from Eq. (4), obtain $\alpha$ for water. Having this value, it is then possible, assuming that (5) holds, to measure the index of refraction of dilute solutions and so obtain values for the polarizabilities of ions. 'In addition, the polarizabilities of the rare gases are known from measurements of their indices of refraction.

It must be noted, however, that the polarizability of a single ion cannot be measured, as an ion of opposite sign must always be present with it. Only the sum of the polarizabilities of a positive and negative ion, or the difference in polarizabilities of two positive ions or two negative ions (e.g., the difference between $\mathrm{Rb}^{+}$and $\mathrm{K}^{+}$may be obtained from measurements on RbCl and $\mathrm{KCl})$, can be found directly. However, certain relations between the polarizabilities may be inferred. ${ }^{1}$ For example, consider the series $\mathrm{Cl}^{-}, \mathrm{A}, \mathrm{K}^{+}$, all of which have the same electronic structure and differ only in the nuclear charge. The greater the nuclear charge, the more tightly the electrons will be bound. Tight binding of the electrons will be expected to result in a small size of the ion or atom and a small polarizability. Thus we may confidently write a series of inequalities for the polarizabilities of these substances, as follows: $\alpha_{\mathrm{Cl}^{-}}>\alpha_{\mathrm{A}}>\alpha_{\mathrm{K}^{+}}$. Likewise, since the percentage change in nuclear charge on going from $\mathrm{Cl}^{-}$to A is greater than that on going from A to $\mathrm{K}^{+}$, it may be anticipated that the percentage change between the first pair will be greater than between the second pair. Thus we expect $\alpha_{\mathrm{Cl}^{-}} / \alpha_{\mathrm{A}}>\alpha_{\mathrm{A}} / \alpha_{\mathrm{K}^{+}}$. Similarly, we may write $\alpha_{\mathrm{Br}^{-}}>\alpha_{\mathrm{Kr}}>\alpha_{\mathrm{Rb}^{+}}$ and $\alpha_{\mathrm{Br}}-/ \alpha_{\mathrm{Kr}}>\alpha_{\mathrm{Kr}} / \alpha_{\mathrm{Hb}}{ }^{+}$. But since the percentage change from $\mathrm{Cl}^{-}$to A is greater than from $\mathrm{Br}^{-}$to Kr , we may also write $\alpha_{\mathrm{Cl}^{1}} / \alpha_{\mathrm{A}}>\alpha_{\mathrm{Br}}-/ \alpha_{\mathrm{Kr}}$. There is thus obtained a large set of

[^71]inequalities, and it is found that these determine, within narrow limits, the way the average polarizability of a solution must be divided between the positive and negative ions. Furthermore, certain regularities among the various ratios appear, which hold well as long as we deal only with the fairly large ions, $\mathrm{K}^{+}, \mathrm{Rb}^{+}$, $\mathrm{Cs}^{+}$, and $\mathrm{Cl}^{-}, \mathrm{Br}^{-}$, and $\mathrm{I}^{-}$. When smaller ions are considered, the regularities break down. This is probably due to the fact that these smaller ions exert larger forces on the water, changing its polarizability sufficiently so that it cannot in these cases be assumed that Eq. (5) is valid, and it is, consequently, not possible to get the polarizabilities of the gascous ions directly by measuring the refractive index of the solution. However, the regularities in the various ratios permit extrapolations, not only to the smaller ions, such as $\mathrm{Na}^{+}$and $\mathrm{F}^{-}$, but also to ions of larger charge, where the interaction between ion and water is also so great that Eq. (5) breaks down. In this way, Fajans and Joos ${ }^{1}$ have set up a table of ionic polarizabilities. This table has recently been slightly revised by Fajans, ${ }^{2}$ and the results have been confirmed also by several theoretical investigations. ${ }^{3}$ The values of most of the ions given in Table 10 are those of Fajans, except that the values for $\mathrm{Li}^{+}$and $\mathrm{Bc}^{++}$are the theoretically calculated values of Pauling, ${ }^{3}$ as for these ions, Fajans's method does not give good results.

In the same table, we give in parentheses the cubes of the ionic radii as taken from Table 16 of Chap. XIV. It is seen that these values are of the same order of magnitude as the polarizabilities, and parallel them to a marked degree, but that the polarizabilities show a greater variation. Using the polarizability of the ions of the more negative elements as a measure of the electronegativity, we can arrange them in the following order of decreasing negativity: ${ }^{4} \mathrm{~F}, \mathrm{O}, \mathrm{Cl}, \mathrm{Br}, \mathrm{I}, \mathrm{S}, \mathrm{Se}, \mathrm{Te}$. This order coincides with that obtained in Sec. 12.8 from energy considerations.

[^72]
## Table 10.-Ionic Polarizabilities in Cubic Angstroms (In parentheses cube of radius from Table 16)


12.5. The Transition between Covalent and Polar Bonds from the Point of View of Wave Mechanics.-Suppose there are two atoms A and B that we imagine to be held a fixed distance apart. Let us further suppose that these two atoms are held together by a single bond, consisting of a pair of electrons, and that the motion of these two electrons can be treated as in a two-center problem; i.e., it is assumed that each electron moves under the influence of two centers of force, one at $A$ and one at $B$, each centrally symmetric but ncither one necessarily a simple inversesquare force. Since A and B are different atoms, they will have different laws of force, and one will attract the electrons more than the other. If now we should set up an approximate law of force, say a sort of average between the law for A and the law for B, and assume that both A and B had this same law of force, then we should get an approximate wave function, let us say $\psi_{c}$ (a function of the coordinates of the two electrons and also depending on the distance between A and B ), which represents a covalent bond between A and B On the other hand, if we assumed that the more electropositive of the atoms (let us suppose that this one is A) exerted no attraction on the electrons whatsoever, we should get a wave function $\psi_{p}$ in which the electrons were always on the electronegative atom $B$, which could be said to represent a polar bond. The real wave function would be more closely approximated by some combination of the two wave functions,
let us say $C_{c} \psi_{c}+C_{p} \psi_{p}$ where $C_{c}$ and $C_{p}$ are constants. These wave functions will have to fulfill the appropriate normalization conditions (see page 41)

$$
\int \psi_{c}^{2} d \tau=1, \quad \int \psi_{p}{ }^{2} d \tau=1, \quad \int\left(C_{c} \psi_{c}+C_{p} \psi_{p}\right)^{2} d \tau=1
$$

where $d r=d x_{1} d y_{1} d z_{1} d x_{2} d y_{2} d z_{2}$, where $x_{1} y_{1}, z_{1}$ and $x_{2}, y_{2}, z_{2}$ are the coordinates of the respective electrons, and the integration is carried over all space. These simply state that no matter what approximation is used, the probability ${ }^{1}$ of finding the pair of electrons somewhere is 1 . These equations are equivalent to one condition on $C_{c}$ and $C_{p}$, but it is still possible to fix arbitrarily the ratio between $C_{p}$ and $C_{c}$. This should naturally be done in such a way as to make the combination wave function resemble the true one as closely as possible, and the resulting value of $C_{p} / C_{c}$ might then be taken as a measure of the polarity of the bond. The process of combining the two wave functions $\psi_{c}$ and $\psi_{p}$ is similar to the combining of the Heitler-London and Hund-Mulliken type of nonpolar wave functions as in Eq. (8) of Sec. 10.6. (It should be remarked that the wave function of Eq. (8) is not normalized and, therefore, really needs yet to be multiplied through by a constant.) The wave function $\psi_{c}$ already consists of (or, better, is approximated by) a combination of the Heitler-London and Hund-Mulliken types of functions, and it is a further combination with a polar function $\psi_{p}$ which is expected to give a still better approximation to the true molecular wave function.

But the idea of using linear combinations of approximate wave functions was considered even earlier in Chap. X, e.g., when the symmetrical and antisymmetrical combinations of the functions $\psi_{A}(1) \psi_{B}(2)$ and $\psi_{B}(1) \psi_{A}(2)$ were taken. These two functions represented states with the same energy, and after taking into account the effects of some of the approximations, their combinations gave two states, one with much lower energy and one with much higher energy. In the case of the wave functions $\psi_{c}$ and $\psi_{p}$ now under consideration, the energies $E_{c}$ and $E_{p}$ which go with them are not necessarily equal. If they are not equal,

[^73]it may seem strange that $\psi_{c}$ and $\psi_{p}$ can be combined at all, as one would not expect the system to be able to switch back and forth between two states having different energies, apparently in violation of the law of conscrvation of energy. However, it will be remembered that in obtaining $\psi_{c}$ and $\psi_{p}$ and hence $E_{c}$ and $E_{p}$ special approximations were made about the forces exerted by the centers of force A and B on the bonding pair of electrons. This simply means that some of the energy of the electrons is neglected. If the error thus produced is of the order of magnitude of the difference of energy $E_{c}-E_{p}$, then it is quite possible for a linear combination of $\psi_{c}$ and $\psi_{p}$ to represent the true state of affairs better than cither one alone. ${ }^{1}$

In the combination of $\psi_{A}(1) \psi_{B}(2)$ and $\psi_{B}(1) \psi_{A}(2)$ in Sec. 10.2, we had a symmetrical combination giving the lowest state of the system and there was also a second linearly independent, in a sense complementary, antisymmetrical combination representing an excited state of the system. So also, if a certain combination $C_{c} \psi_{c}+C_{p} \psi_{p}$ gives the lowest state of the system at present under consideration, there will be another possible linearly independent combination that gives an excited state of the system. If the lowenergy state is predominantly polar, the complementary excited state will be predominantly nonpolar, and vice versa. Suppose $\mathfrak{E}_{p}$ is the energy of the more polar combination and $\mathfrak{E}_{c}$ that of the more covalent, then:
If $E_{p}>E_{c}$,
we have

[^74]and
\[

\left.$$
\begin{array}{c}
\mathfrak{E}_{p}>E_{p}  \tag{6}\\
\mathfrak{E}_{c}<E_{c} ;
\end{array}
$$\right\}
\]

but if $E_{c}>E_{p}$,
we have
and

$$
\left.\begin{array}{c}
\mathfrak{E}_{c}>E_{c}  \tag{7}\\
\mathbb{E}_{p}<E_{p}
\end{array}\right\}
$$

Thus, on improving the calculation, the energy levels are spread apart.

These results are taken from wave mechanics, and it is a little difficult to make them seem intuitively evident. They may be described in a more or less intuitive manner (and somewhat amplified) as follows. When a system is in its lowest energy level, the electrons tend to get into such a state as to make the energy as low as possible. Thus the combination of $\psi_{c}$ and $\psi_{p}$ which will make the energy as low as possible is the one that is chosen. If this combination is predominantly polar, then in its lowest state the molecule is polar. On the other hand, the other independent combination of the two wave functions is such as to make the energy as high as possible. Thus if the lower state is predominantly polar, we naturally expect the higher one to be predominantly nonpolar, as, if making the molecule polar decreases the energy, making it nonpolar should increase the energy.

The preceding account assumes that a good approximation for the true state of the molecule can be obtained by combining only two approximate functions. This is sometimes not true, but if more than two are necessary the electrons nevertheless try to take up that position which makes the energy of the ground state as low as possible. This exceedingly important rule from the wave mechanics is entirely general ${ }^{1}$ and will be used frequently in the subsequent pages.

The functions $\psi_{c}$ and $\psi_{p}$, as remarked above, are functions of the distance between the atoms A and B , and so are the corresponding energies $E_{c}$ and $E_{p}$. It may well be, for example, that

[^75]$E_{\mathrm{c}}$ is greater than $E_{p}$ at great distances of separation, and that at small distances the reverse is true. We then have the situation shown by the solid curves, ${ }^{1}$ representing $E_{c}$ and $E_{p}$, in Fig. 47. The dotted lines in Fig. 47 then represent $\mathfrak{E}_{c}$ and $\mathfrak{E}_{p}$. According to (6) and (7), the lower dotted line represents $\mathbb{E}_{p}$ to the right of the point at which $E_{p}$ and $E_{c}$ cross, and to the left of the point it represents $\mathfrak{F}_{c}$, whereas the opposite is true of the upper dotted line. In any event, the state of the system which goes with the lower dotted line gradually changes in character from completely polar to practically completely nonpolar on going from greater to smaller distances of separation. The exact amount the dotted potential-energy curves depart from the solid curves depends

upon two things (1) the nature and the size of the approximations involved in setting up $\psi_{c}$ and $\psi_{p}$ and (2) the value of $\left[E_{p}-E_{c}\right]$. The smaller the latter quantity, other things being equal, the greater will be the deviation between solid and dotted curves.
12.6. Energies of Polar and Covalent Bonds.-The consideratiens of Sec. 12.5 suggest that an examination of the energies of various compounds might throw light on the polar or nonpolar character of the bonds involved in these compounds. If we knew the energy of formation to be expected if the bond involved were a strictly polar bond and if we knew that to be expected if it

[^76]were a strictly nonpolar bond, then on the basis of Sec. 12.5 an actual bond which had some polar and some nonpolar character ought to have an energy lower than either.

These ideas may be illustrated by a consideration of the diatomic interhalogen compounds. Consider for example the compound CIF. Fluorine is more electronegative than chlorine; so if we regarded this as an ionic compound we would consider it to be formed from $\mathrm{Cl}^{+}$and $\mathrm{F}^{-}$. Thus the reaction $\mathrm{Cl}+\mathrm{F} \rightarrow \mathrm{ClF}$ is taken as the sum of the steps

$$
\begin{align*}
\mathrm{Cl} & \rightarrow \mathrm{Cl}^{+}+\text {electron }  \tag{a}\\
\mathrm{F}+\text { electron } & \rightarrow \mathrm{F}^{-}  \tag{b}\\
\mathrm{Cl}^{+}+\mathrm{F}^{-} & \rightarrow \mathrm{ClF} \quad \text { (polar compound) } \tag{c}
\end{align*}
$$

The energy changes associated with the steps (a) and (b) are known (Tables 4 and 5, Chap. VIII), and the energy associated with (c) can be estimated; so an estimate for the over-all energy of the reaction can be made. From Table 33 of Chap. XVI, we can make a rough estimate of the $\mathrm{Cl}-\mathrm{F}$ distance in the compound; ${ }^{1}$ it turns out to be $1.63 \AA$. We can make a rough guess of the energy of a polar compound of $\mathrm{Cl}^{+}$and $\mathrm{F}^{-}$by assuming that the repulsive force starts in suddenly at this distance and at once becomes very great. The energy is then simply the electrostatic energy at that distance, and is 8.78 electron volts. When the energies of reactions (a) and (b) are added in, it is found that in the reaction $\mathrm{Cl}+\mathrm{F} \rightarrow \mathrm{ClF}$ (polar compound) an energy of approximately 0.1 electron volt would be absorbed; thus considered as a polar compound, CIF would not be stable at all. It is therefore at once evident that the bond in ClF is preponderantly covalent. It may, however, have some slight polar character, which would make the energy of dissociation greater than it would be were the bond purely covalent. In order to decide whether this is actually the case or not, it is necessary to have some means of estimating what the strength of the bonds would be were it purely covalent. It seems very natural to suppose that if the bond were purely covalent the energy of dissociation should be some sort of a mean-as an approximation we may take

[^77]the arithmetic mean-between the dissociation energies of $\mathrm{Cl}_{2}$ and $\mathrm{F}_{2}$. These latter are 2.48 and 2.72 volts, respectively (Table 7), the arithmetic mean being 2.60. The actual observed energy of dissociation is 3.74. It is thus seen that there is a difference $\Delta$ of 1.1 volts, and it is seen that this is too large to be much influenced by the way in which the estimate of the energy of a purely nonpolar bond was made. It seems most natural to suppose that this difference is due, at least in large part, to a certain amount of polarity in the bond. We shall hereafter use the arithmetic mean of the energy of the bonds between like atoms to get an estimate of the expected value of the purely nonpolar bond. ${ }^{1}$ The chief justification of the procedure is the fact that over a wide range of compounds the actual bond energies are practically always, within the limit of accuracy, greater than or equal to that calculated for the nonpolar bond, thus indicating that the energy of the compound is less ${ }^{2}$ than it would be if the bonds were purely nonpolar, as expected from Sec. 12.5. Another justification is the fact that it enables us to make a consistent arrangement of the elements in the order of their electronegativities, as we shall see in Sec. 12.8. The arrangement is consistent in that essentially the same order is obtained when different sets of compounds are used to estimate the relative electronegativities.
12.7. Definition of the Term "Bond Energy."-In the foregoing pages, the term "bond energy" has been used several times, without any definition having been formulated for it. In the case of diatomic molecules, its meaning will be clear; it is simply the dissociation energy, taken at room temperature, as a

[^78]matter of convenience. ${ }^{1}$ It is only in the case of polyatomic molecules that any difficulty can occur. However, in the case of polyatomic atoms containing only one kind of bond, such as $\mathrm{CH}_{4}$ or $\mathrm{H}_{2} \mathrm{O}$, there is still no difficulty. In this case, the bond energy is simply the energy required to dissociate the molecule completely into atoms, divided by the number of bonds. Thus the energy of the $\mathrm{C}-\mathrm{H}$ bond in methane is one-fourth the energy of the reaction $\mathrm{CH}_{4} \rightarrow \mathrm{C}+4 \mathrm{H}$. It is to be noted that this is not the same as the energy of the reaction $\mathrm{CH}_{4} \rightarrow \mathrm{CH}_{3}+\mathrm{H}$, as the bonds that are left in the unsaturated radical when one $\mathbf{H}$ is taken off are somewhat changed from their original condition. The latter quantity is of considerable importance in chemical kinetics, but is not essential to most of the problems treated in this book.

The significance of the term bond energy as applied to compounds in which more than one kind of bond occurs may perhaps best be brought out by considering some examples. The best set of examples to use for this purpose is that furnished by the series of paraffin chain saturated hydrocarbons, for here the experimental data are most extensive. The complete dissociation of a hydrocarbon $\mathrm{C}_{n} \mathrm{H}_{2 n+2}$ into $n \mathrm{C}+(2 n+2) \mathrm{H}$ obviously involves the breaking of $2 n+2 \mathrm{C}-\mathrm{H}$ bonds and $n-1 \mathrm{C}-\mathrm{C}$ bonds. The usefulness of the concept of bond energy in this case lies in the fact that it is possible to assign a definite value to the energy of the $\mathrm{C}-\mathrm{H}$ bond and a definite value to the energy of the C-C bond, and on multiplying the former by $2 n+2$ and the latter by $n-1$ get the total energy required to break up the whole molecule into atoms to a reasonably good approximation, regardless of the value ${ }^{2}$ of $n$.

A few words regarding the method of testing the hypothesis of constant bond energies in the case of hydrocarbons may not be out of place, since it is not possible actually to measure the energy of complete dissociation into atoms directly. The reaction which is actually studied is the combustion of the hydrocarbon ${ }^{3}$

[^79]$$
\mathrm{C}_{n} \mathrm{H}_{2 n+2}+\frac{3 n+1}{2} \mathrm{O}_{2} \rightarrow n \mathrm{CO}_{2}+(n+1) \mathrm{H}_{2} \mathrm{O}
$$

Following Thomsen, this can be thought of as broken up into the following steps:

$$
\begin{aligned}
\mathrm{C}_{n} \mathrm{H}_{2 n+2} & \rightarrow n \mathrm{C}+(2 n+2) \mathrm{H} \\
n \mathrm{C}+n \mathrm{O}_{2} & \rightarrow n \mathrm{CO}_{2}
\end{aligned}
$$

and

$$
(2 n+2) \mathrm{H}+\frac{n+1}{2} \mathrm{O}_{2} \rightarrow(n+1) \mathrm{H}_{2} \mathrm{O} .
$$

Now let the bond energy of a $\mathrm{C}-\mathrm{H}$ bond be $E_{\mathrm{O}-\mathrm{H}}$ and that of a C-C bond be $E_{\mathrm{C}-\mathrm{c}}$. Further, let the energy given out when the reaction $\mathrm{C}+\mathrm{O}_{2} \rightarrow \mathrm{CO}_{2}$ takes place be $E_{\mathrm{CO}_{2}}$, and the energy given out when the reaction $2 \mathrm{H}+\frac{1}{2} \mathrm{O}_{2} \rightarrow \mathrm{H}_{2} \mathrm{O}$ takes place be $E_{\mathrm{H}_{2} \mathrm{O}}$. Then the energy given out when the hydrocarbon $\mathrm{C}_{n} \mathrm{H}_{2 n+2}$ is oxidized is
$E_{n}=n E_{\mathrm{CO}_{2}}+(n+1) E_{\mathrm{H}_{2} \mathrm{O}}-(n-1) E_{\mathrm{C}-\mathrm{C}}-(2 n+2) E_{\mathrm{C}-\mathrm{H}}$.

Now $E_{\mathrm{CO}_{2}}, E_{\mathrm{C}-\mathrm{C}}$, and $E_{\mathrm{C}-\mathrm{H}}$ are not known independently, but $E_{\mathrm{CO}_{2}}$ is independent of $n$ and $E_{\mathrm{H}_{2} \mathrm{O}}$ is also. We cannot test the constancy of $E_{\mathrm{C}-\mathrm{C}}$ and $E_{\mathrm{C}-\mathrm{H}}$ separately; so the best way to proceed from this point seems to be to assume that $E_{\mathrm{C}-\mathrm{H}}$ is independent of $n$ and then check the constancy of $E_{\mathrm{C}-\mathrm{c}}$ as obtained on the basis of this assumption. This can be done by comparing the value of $E_{n}$ given by Eq. (8) with $E_{n+1}$, the energy of combustion of the next higher hydrocarbon. $\quad E_{n+1}$ is obtained by replacing $n$ by $n+1$ in Eq. (8). It is readily seen that

$$
\begin{equation*}
\frac{n+2}{2} E_{n}-\frac{n+1}{2} E_{n+1}=E_{\mathrm{C}-\mathrm{c}}-\frac{1}{2} E_{\mathrm{CO}_{2}} \tag{9}
\end{equation*}
$$

The left-hand side of this equation we shall call $P_{n} . \quad P_{n}$ may be obtained for different values of $n$, and since $E_{\mathrm{CO}_{2}}$ must be independent of $n, P_{n}$ will be independent of $n$ if $E_{\mathrm{c}-\mathrm{c}}$ is, as required by the hypothesis of constant bond energies. If $n$ is set equal to 1 , then $P_{n}$ gives the apparent energy of the carbon-carbon bond in ethane, minus $\frac{1}{8} E_{\mathrm{CO}_{3}}$. Setting $n=2$, the apparent additional
energy of the new carbon-carbon bond in propane, minus $\frac{1}{2} E_{\mathrm{CO}_{2}}$, is obtained, and so on. The values of $P_{n}$ for different values of $n$ are given in Table 11, which is computed from data of Rossini. ${ }^{1}$ It is seen that the apparent value of $E_{\mathrm{C}-\mathrm{C}}$ is not entirely independent of $n$, but that there is a definite trend. However, the trend is small so that for our purposes it may be neglected.

Table 11.-Bond Engrgies in the Normal Saturated Hydrocarbons ( $E_{n}$ in kilogram-calories per mole)

| $n$ | $E_{n}$ | $-P_{n}$ |
| :---: | :---: | :---: |
| 1 | 211.61 | 53.9 |
| 2 | 371.33 | 50.5 |
| 3 | 528.79 | 49.8 |
| 4 | 685.87 | 49.6 |
| 5 | 842.90 |  |

Another test of the hypothesis of constant bond energies may be made by using the energy of combustion of diamond. ${ }^{2}$ The energy of combustion of diamond may be thought of as broken up into two steps, the evaporation of the solid to form carbon atoms and the combination of the carbon atoms with oxygen. Letting $-2 P$ (for reasons that will presently become obvious) be the energy evolved in the reaction C (diam.) $+\mathrm{O}_{2} \rightarrow \mathrm{CO}_{2}$ and $S$ the energy absorbed on sublimation of diamond, we may write

$$
-2 P=-S+E_{\mathrm{Co}_{3}}
$$

In diamond, each carbon atom has a bond to four other carbon atoms. Each bond, however, is common to two carbon atoms. There are, therefore, twice as many bonds as atoms, and we may set $S=2 E_{\mathrm{c}-\mathrm{c}}$, where $E_{\mathrm{c}-\mathrm{c}}$ is the energy required to break a carbon-carbon bond in diamond. This gives

$$
-2 P=-2 E_{\mathrm{c}-\mathrm{c}}+E_{\mathrm{CO}_{2}}
$$

It is seen that, if $E_{\mathrm{o}-\mathrm{c}}$ is to be the same for diamond as for hydrocarbons, not only should $P_{n}$ be constant, but $P$ and $P_{n}$ should be

[^80]equal. $P$ is found experimentally ${ }^{1}$ to be -47.2 kg .-cal. This agrees well with the value of $P_{n}$ for the higher hydrocarbon and differs by 6.7 kg .-cal. (or 0.29 volt electron) from the value of $P_{1}$ (ethane). It thus appears that the constancy of bond energies becomes better for compounds containing a great many atoms (a diamond is a giant molecule containing practically an infinite number of atoms). It is probable, however, that reasonably good results will be obtained when we make our estimate of the nonpolar bond energy (as in Sec. 12.6, in order to calculate $\Delta$ ) by consistent use of data for the compounds containing the smallest possible number of atoms. We are forced to do this in general, and so we shall also do it in the case of the carbon compounds.

Although we can make a test of the constancy of bond energies, it is not possible from available data to get the absolute values of the $\mathrm{C}-\mathrm{C}$ and $\mathrm{C}-\mathrm{H}$ bond energies with certainty. Of the energy quantities considered above, one, $E_{\mathrm{H}_{2} \mathrm{O}}$, is known, for the reaction $2 \mathrm{H}+\frac{1}{2} \mathrm{O}_{2} \rightarrow \mathrm{H}_{2} \mathrm{O}$ may be thought of as decomposed into the two steps, $2 \mathrm{H} \rightarrow \mathrm{H}_{2}$ and $\mathrm{H}_{2}+\frac{1}{2} \mathrm{O}_{2} \rightarrow \mathrm{H}_{2} \mathrm{O}$, the energy of the first being known spectroscopically and that of the second calorimetrically. Assuming then, that $E_{\mathrm{C}-\mathrm{C}}$ and $E_{\mathrm{C}-\mathrm{H}}$ are constant, one of the three quantitics $E_{\mathrm{C}-\mathrm{C}}, E_{\mathrm{C}-\mathrm{H}}$, and $E_{\mathrm{CO}_{2}}$ may be assigned arbitrarily and the two others evaluated. For, setting $n=1$ and letting $E_{1}$ be the value of $E_{n}$ for mothane, we have

$$
E_{1}=E_{\mathrm{CO}_{2}}+2 E_{\mathrm{H}_{2} \mathrm{O}}-4 E_{\mathrm{C}-\mathrm{H}}
$$

and, similarly, for ethane

$$
E_{2}=2 E_{\mathrm{CO}_{2}}+3 E_{\mathrm{H}_{2} \mathrm{O}}-E_{\mathrm{C}-\mathrm{C}}-6 E_{\mathrm{C}-\mathrm{H}}
$$

$\boldsymbol{E}_{\mathrm{CO}_{\mathbf{2}}}$ and $\boldsymbol{E}_{\mathrm{C}-\mathrm{H}}$ could be determined from these equations if $E_{\text {c }-\mathrm{c}}$ were known, but a third equation (for propane, for example) would not be independent. If the heat of vaporization of diamond were known accurately, we could obtain a value of $E_{\mathrm{c}-\mathrm{c}}$, as will be clear from the preceding discussion. Actually it seems about as satisfactory to assign it an arbitrary value of 3.00 electron volts (known to be of the right order of magnitude). It may be remarked that the value of $\Delta$ for the $\mathrm{C}-\mathrm{H}$ bond is independent of the value assigned to $E_{c-c}$, for any change in

[^81]$E_{\mathrm{C}-\mathrm{C}}$ produces just half the change in $E_{\mathrm{C}-\mathrm{II}}$ and
$$
\Delta=E_{\mathrm{C}-\mathrm{H}}-\frac{1}{2}\left(E_{\mathrm{C}-\mathrm{C}}+E_{\mathrm{H}-\mathrm{H}}\right)
$$
12.8. Polarity of Bonds and the Electronegativity Scale.-In Table 12 is given a comparison of actual single-bond energies (first value) and the values obtained theoretically on the assumption that the bonds are purely covalent (second value). Below these is given the difference, $\Delta$, actual value minus the theoretical value for the hypothetical covalent bond. It is scen that $\Delta$ is positive as expected in almost every case, and in the exceptions the deviation is small and may be due to experimental error.

A few words regarding the method of determination of the single-bond energies in Table 12 will be in order. In many cases, it was possible to get single-bond energiess from the dissociation energies of diatomic molecules, these being obtained spectroscopically; but sometimes thermochemical (calorimetric) measurements are also involved.

As an example, the determination of the ICl bond energy, which is the energy of the reaction

$$
\begin{equation*}
\mathrm{ICl} \rightarrow \mathrm{I}+\mathrm{Cl} \tag{A}
\end{equation*}
$$

may be considered. This may be obtained as half the sum of the energies of the following reactions:

$$
\begin{equation*}
2 \mathrm{ICl} \rightarrow \mathrm{I}_{2}+\mathrm{Cl}_{2} \tag{B}
\end{equation*}
$$

(energy of reaction known from thermochemical measurements)

$$
\begin{equation*}
\mathrm{I}_{2} \rightarrow 2 \mathrm{I} \tag{C}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{Cl}_{2} \rightarrow 2 \mathrm{Cl} \tag{D}
\end{equation*}
$$

[energy of reactions (C) and (D) known from spectroscopic data].
Sometimes it is necessary to use already determined bond energies to get a new bond energy. Thus the energy for the $\mathrm{O}-\mathrm{O}$ single bond is obtained in the following way. First the energy of the $\mathrm{O}-\mathrm{H}$ bond is obtained. This is half the energy of the reaction

$$
\begin{equation*}
\mathrm{H}_{2} \mathrm{O} \rightarrow 2 \mathrm{H}+\mathrm{O} \tag{E}
\end{equation*}
$$

in which two $\mathrm{O}-\mathrm{H}$ bonds are broken. The energy of reaction

Table 12.-Bond Energies (first row); Calculated Nonpolar Bond Energits (second row); and $\Delta$ Values (third row) (All in electron volts)

|  | H | C | N | P | 0 | S | F | Cl | Br | I |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| H | 4.494 | $\frac{4.085}{\frac{3.747}{0.338}}$ | $\begin{aligned} & 3.64 \\ & \frac{2.78}{0.86} \end{aligned}$ | $\begin{aligned} & 2.74 \\ & \frac{2.66}{0.08} \end{aligned}$ | $\begin{aligned} & 4.77 \\ & \frac{3.00}{1.77} \end{aligned}$ | $\begin{aligned} & 3.50 \\ & 3.08 \\ & \hline 0.42 \end{aligned}$ | $\begin{aligned} & 6.40 \\ & \frac{3.63}{2.77} \end{aligned}$ | $\begin{array}{r} 4.45 \\ 3.50 \\ \hline 0.95 \end{array}$ | $\begin{array}{r} 3.79 \\ 3.25 \\ \hline 0.54 \end{array}$ | $\begin{array}{r} 3.10 \\ 3.03 \\ \hline 0.07 \end{array}$ |
| C |  | 3.00 | $\begin{aligned} & 2.32 \\ & \frac{2.03}{0.29} \end{aligned}$ |  | $\begin{aligned} & 3.24 \\ & 2.25 \\ & 0.99 \end{aligned}$ | $\begin{aligned} & 2.34 \\ & \frac{2.33}{0.01} \end{aligned}$ | $\begin{aligned} & 4.78 \\ & \frac{2.88}{1.90} \end{aligned}$ | $\begin{array}{r} 3.16 \\ \frac{2.75}{0.41} \end{array}$ | $\begin{array}{r} 2.63 \\ 2.50 \\ \hline 0.13 \end{array}$ |  |
| N |  |  | 1.06 |  |  |  | $\begin{aligned} & 2.99 \\ & \frac{1.91}{1.08} \end{aligned}$ | $\begin{array}{r} 1.60 \\ -1.78 \\ -0.18 \end{array}$ | 1.30 -1.53 -0.23 |  |
| $\mathbf{P}$ |  |  |  | 0.82 |  |  |  | $\begin{aligned} & 2.72 \\ & \frac{1.66}{1.06} \end{aligned}$ | $\begin{aligned} & 2.13 \\ & 1.41 \\ & \hline 0.72 \end{aligned}$ | $\begin{aligned} & 1.30 \\ & 1.20 \\ & \hline 0.10 \end{aligned}$ |
| 0 |  |  |  |  | 1.50 |  | $\begin{aligned} & 2.52 \\ & \frac{2.13}{0.39} \end{aligned}$ | $\begin{aligned} & 2.13 \\ & 2.00 \\ & \hline 0.13 \end{aligned}$ |  |  |
| S |  |  |  |  |  | 1.66 |  | $\begin{array}{r} 2.83 \\ \frac{2.08}{0.75} \end{array}$ | $\begin{array}{r} 2.44 \\ \frac{1.83}{0.61} \end{array}$ |  |
| F | : |  |  |  |  |  | 2.76 | $\begin{aligned} & 3.74 \\ & \frac{2.63}{1.11} \end{aligned}$ |  |  |
| Cl |  |  |  |  |  |  |  | 2.505 | $\begin{aligned} & 2.29 \\ & \frac{2.25}{0.04} \end{aligned}$ | $\begin{array}{r} 2.22 \\ \frac{2.04}{0.18} \end{array}$ |
| Br |  |  |  | - |  |  |  |  | 2.000 | 1.86 <br> 1.79 <br> 0.07 |
| I |  |  |  |  |  |  |  |  |  | 1.572 |

According to very recent data [Hughes, Corruccini, and Gilbert, J. Am. Chem. Soc. 61, 2642 (1939)] Falue for $\mathbf{N}-\mathbf{N}$ should be 0.86. This makes $\Delta$ for $\mathbf{N}-\mathbf{C l}$ and $\mathrm{N}-\mathrm{Br}$ lees negative, but does not have an important effect on Table 14. (Added in proof.)
( E ) is obtained as the sum of

$$
\begin{array}{cll}
\mathrm{H}_{2} \mathrm{O} \rightarrow \mathrm{H}_{2}+\frac{1}{2} \mathrm{O}_{2} & \text { (thermochemical data) } & \text { (F) } \\
\mathrm{H}_{2} \rightarrow 2 \mathrm{H} & \text { (spectroscopic data) } & \text { (G) } \\
\frac{1}{2} \mathrm{O}_{2} \rightarrow \mathrm{O} & \text { (spectroscopic data) } & \text { (H) }
\end{array}
$$

Next, the energy of reaction

$$
\begin{equation*}
\mathrm{H}_{2} \mathrm{O}_{2} \rightarrow 2 \mathrm{H}+2 \mathrm{O} \tag{I}
\end{equation*}
$$

is obtained. This is the sum of

$$
\begin{array}{cl}
\mathrm{H}_{2} \mathrm{O}_{2} \rightarrow \mathrm{H}_{2}+\mathrm{O}_{2} & \text { (thermochemical data) } \\
\mathrm{H}_{2} \rightarrow 2 \mathrm{H} & \text { (spectroscopic data) } \\
\mathrm{O}_{2} \rightarrow 2 \mathrm{O} & \text { (spectroscopic data) } \tag{L}
\end{array}
$$

The energy of reaction (I) is the $\mathrm{O}-\mathrm{O}$ bond energy plus the energy of two $\mathrm{O}-\mathrm{H}$ bonds, since $\mathrm{H}_{2} \mathrm{O}_{2}$ has the structure ${ }^{1}$ $\mathrm{H}-\mathrm{O}-\mathrm{O}-\mathrm{H}$. The $\mathrm{O}-\mathrm{H}$ energy being known, the energy of the $\mathrm{O}-\mathrm{O}$ bond is found immediately. The ideas involved in the procedure are essentially similar to those used in obtaining the $\mathrm{C}-\mathrm{H}$ bond energy.

In Table 13 is given a list of the reactions used in constructing Table 12. The first column gives the bond whose energy is sought, and in the last two columns are given the other bond energies and the dissociation energies used. In the last column, we also make note, by number, of any reaction energies which are used in calculating the bond energy in question, but which have been previously used in calculating some other bond energy, and so are not repeated in the tabulation. Sometimes a number of alternative methods for calculating a given bond energy are indicated; the results of these have been averaged, except in the case of the $S-S$ bond where the results of the
${ }^{1}$ This is indicated chemically by the fact that the hydrogens are replaceable and the peroxide properties are always associated with a pair of oxygens. Further, X-ray analysis shows that in the crystals of $\mathrm{BaO}_{2}$ and $\mathrm{SrO}_{2}$ the oxygens lie close together in pairs ("Strukturbericht," Vol. III). These facts, of course, do not enable one to say whether the hydrogens are on different oxygen atoms, giving a structure with single bonds throughout, or if they are on the same oxygen, but the evidence seems to be in favor of the former. For a discussion of this point and references to the chemical considerations, see Mellor, "Comprehensive.Treatise on Inorganic and Theoretical Chemistry," Vol. I, pp. 952ff. Longmans, Green and Co., 1927. See also the work on the structure of liquid $\mathrm{H}_{2} \mathrm{O}_{2}$ of Randall, Proc. Roy. Soc., 159, 83 (1987), and the theoretical work of Penney and Sutherland, Trans. Faraday Soc., 80, 898 (1934); J. Chem. Phys., 2, 492 (1934).

Table 13.-Thermochemical Data Used in the Calculation of Bond Energies
(All substances in the gaseous state unless otherwise indicated: $l=$ liquid, $s=$ solid, ete.)

| Bond |  | Renction | Energy alsorbed, kg.-cal. | Other bond energies used | Other reaction enprgies used |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |
| $\begin{aligned} & \mathrm{N}-\mathrm{H} \\ & \mathrm{~N}-\mathrm{N} \end{aligned}$ | (1) | $\mathrm{NH}_{3} \rightarrow \frac{1}{2} \mathrm{~N}:+{ }_{3}^{3} \mathrm{H}_{2}$ | 11.00 |  | $\mathrm{N}, \mathrm{H}_{2}$ |
|  | (2) | $\mathrm{NaH}_{4} \rightarrow \mathrm{NaH}_{4}(\mathrm{aq})$ | -1.1.1 | $\mathrm{N}-\mathrm{H}$ | $\mathrm{N}_{2}, \mathrm{H}_{4}$ |
|  | (3) | $\mathrm{NaH}_{4}(\mathrm{arg}) \rightarrow \mathrm{N}_{3}+2 \mathrm{H}_{2}$ | -4.5 |  |  |
| P--P | (4) | $\mathrm{P} \mathrm{l}_{1} \rightarrow 4 \mathrm{P}$ (I, yellow) | -13.2 |  |  |
|  |  | $\mathrm{P}(\mathrm{I}$, vellow) $\rightarrow$ P | 31.6 |  |  |
| O-H | (6) | $\mathrm{H}_{2} \mathrm{O} \rightarrow \mathrm{H}_{2}+\frac{1}{2} \mathrm{O}_{2}$ | 57.801 |  | $\mathrm{H}_{2}, \mathrm{O}_{4}$ |
| O-0 | (7) | $\mathrm{H}_{2} \mathrm{O}_{2} \rightarrow \mathrm{H}_{2}+\mathrm{O}_{2}$ | 33.59 | O-H | $\mathrm{H}_{2}, \mathrm{O}$ |
| S-H | (8) | S (rhomb.) $\rightarrow \mathrm{s}$ | 53. |  | $\mathrm{H}_{2}$ |
|  | (9) | $\mathrm{H}_{2} \mathrm{~S} \rightarrow \mathrm{He}_{2}+\mathrm{S}$ (rhomb.) | 5.3 |  |  |
| S-s | (10) | $\mathrm{H}_{2} \mathrm{~S} \square_{y}, \mathrm{H}_{2}+2 \mathrm{~S}$ (rhomb.) | -8.94 | S--H | $\mathrm{H}_{2}$, (8) |
| S-S | (11) | ${ }_{s}^{1} \mathrm{~s}_{s} \rightarrow \mathrm{~S}$ (rhomb.) | -2.50 |  | (8) |
| $\mathrm{P}-\mathrm{H}$ | (12) | $\mathrm{P}^{2} \mathrm{H}_{5} \rightarrow \mathrm{P}$ (I, yellow) $+{ }_{2}^{2} \mathrm{H}$ | 2.3 |  | (5), $\mathrm{H}=$ |
| F-H | (13) |  | ${ }^{64.0}$ |  | $\mathrm{H}_{2}$ |
|  | (14) | $\frac{1}{2} \mathrm{~F}_{2} \rightarrow \mathrm{~F}$ | 31.75 |  |  |
| $\mathrm{Cl}-\mathrm{H}$ | (15) | $\mathrm{HCl}_{\ldots} \ldots \frac{1}{2} \mathrm{H}_{2}+\frac{1}{2} \mathrm{Cl}$ | 22.06 | .. ....... | H. |
|  | (16) | $\frac{1}{2}$ Cll $\rightarrow \mathrm{Cl}$ | 28.90 |  |  |
| $\mathrm{Br}-\mathrm{H}$ | (17) | $\mathrm{HBr} \rightarrow{ }_{2}^{1} \mathrm{H}_{2}+\frac{1}{2} \mathrm{Br} \mathrm{P}^{(l)}$ | 8.65 | $\ldots$ | H: |
|  | (18) | $\frac{1}{1} \mathrm{Br}{ }^{(l)} \rightarrow \mathrm{Br}$ | 26.88 |  |  |
| 1-H | (19) | $\mathrm{HI} \rightarrow \frac{1}{2} \mathrm{H}_{2}+\frac{1}{2} \mathrm{r}_{2}(s)$ | -5.91 |  | H, |
|  | (20) | $\frac{1}{2} \mathrm{I}()^{(s)} \rightarrow \mathrm{I}$ | 25.59 |  |  |
| $\mathrm{C}-\mathrm{N}$ | (21) | $\begin{gathered} \mathrm{CH}_{3} \mathrm{NH}_{2} \rightarrow(\text { (diam. })+{ }_{2}^{1} \mathrm{~N}_{2} \\ +{ }_{2}^{5} \mathrm{H}_{2} \end{gathered}$ | 7.3 | $\mathrm{N}-\mathrm{H}, \mathrm{C}-\mathrm{H}$ | $\mathrm{H}_{2}, \mathrm{~N}:$ |
|  | (22) | $\mathrm{CH}_{4} \rightarrow \mathrm{C}$ (diam.) +2 H , | 18.24 |  |  |
| C-N | (23) | $\begin{aligned} & \left(\mathrm{CH}_{4}\right)_{2} \mathrm{NH} \rightarrow 2 \mathrm{C} \text { (diam.) } \\ & +\frac{1}{2} \mathrm{~N}_{2}+\frac{7}{2} \mathrm{H}_{2} \end{aligned}$ | 8.2 | $\mathrm{N}-\mathrm{H} . \mathrm{C}-\mathrm{H}$ | $\mathrm{H}_{2}, \mathrm{~N}_{2},(22)$ |
| $\mathrm{C}-\mathrm{O}$ | (24) | $\begin{aligned} & \mathrm{CH}_{3} \mathrm{OH} \rightarrow \mathrm{C} \text { (diam.) }+2 \mathrm{H}_{2} \\ & +\mathrm{fO}_{2} . \end{aligned}$ | 48.44 | $\mathrm{C}-\mathrm{H}, \mathrm{O}-\mathrm{H}$ | $\mathrm{H}_{2}, \mathrm{O}_{2},(22)$ |
| C-0 | (25) | $\begin{aligned} & \left(\mathrm{CH}_{3}\right)_{2} \mathrm{O} \rightarrow 2 \mathrm{C} \text { (diam.) }+3 \mathrm{H}_{2} \\ & +2 \mathrm{O}_{2} \end{aligned}$ | 46.4 | $\mathrm{C}-\mathrm{H}$ | $\mathrm{H}_{3}, \mathrm{O}_{2},(22)$ |
| C-s | (26) | $\begin{aligned} & \mathrm{CH}_{3} \mathrm{SH} \rightarrow \mathrm{C}(\text { (diam.) }+2 \mathrm{H}: \\ & +\mathrm{S} \text { (rhomb.) } \end{aligned}$ | 3.6 | $\xrightarrow[\mathrm{S}-\mathrm{H}, \mathrm{C}-\mathrm{O},]{\mathrm{O}}$ | $\mathrm{O}_{2}, \quad(8)$, (24). |
| C-8 | (27) | $\begin{aligned} & \left(\mathrm{CH}_{3}\right) 3 \mathrm{~S} \rightarrow 2 \mathrm{C}(\text { diam. })+3 \mathrm{H}_{2} \\ & +\mathrm{S} \text { (rhomb.) } \end{aligned}$ | 8.0 | C-C | (8) |
|  | (28) | $\mathrm{C}_{2} \mathrm{H}_{6} \rightarrow 2 \mathrm{C}($ diam. $)+3 \mathrm{H}_{2}$ | 20.96 |  |  |
| C-F | (29) | $\mathrm{CF}_{4} \rightarrow \mathrm{C}($ diam. $)+2 \mathrm{~F}_{2}$ | 163. | $\mathrm{C}-\mathrm{H}$ | $\mathrm{F}_{2}$, (22), $\mathrm{H}_{2}$ |
| $\mathrm{C}-\mathrm{Cl}$ | (30) | $\mathrm{CCl}_{4} \rightarrow \mathrm{C}($ diam $)+2 \mathrm{Cl}_{2}$ | 25.9 | $\boldsymbol{\alpha}-\mathrm{H}$ | $\mathrm{Cl}_{2}$, (22), $\mathrm{H}_{3}$ |
| C-Cl | (31) | $\begin{gathered} \mathrm{CHCl}_{8} \rightarrow \mathrm{C}(\text { diam. })+\frac{3}{2} \mathrm{Cl}_{3} \\ +\frac{1}{2} \mathrm{H}_{2} \end{gathered}$ | 23.6. | C- $-\mathrm{H}_{\text {\% }}$ | $\mathrm{Cl}_{2}, \mathrm{H}_{2}$, (22) |
| $\mathrm{C}-\mathrm{Cl}$ | (32) | $\mathrm{CH}_{2} \mathrm{Cl}_{2} \rightarrow \mathrm{C}($ diam. $)+\mathrm{Cl}_{2}+\mathrm{H}_{2}$ | 21.7 | C- $\mathrm{H}^{\text {c }}$ | $\mathrm{Cl}_{2}, \mathrm{H}_{2}$, (22) |
| $\mathrm{C}-\mathrm{Cl}$ | (33) | $\begin{aligned} & \mathrm{CH}_{3} \mathrm{Cl} \rightarrow \mathrm{C}(\text { diam. })+\frac{1}{2} \mathrm{Cl} \\ & +\frac{8 \mathrm{H}_{2}}{} \mathrm{H}_{2} \end{aligned}$ | 20.1 | $\mathrm{C}-\mathrm{H}$ | $\mathrm{Cl}_{12}^{2}, \mathrm{H}_{2}$, (22) |
| $\mathrm{C}-\mathrm{Br}$ | (34) | $\mathrm{CBr}_{4} \rightarrow \mathrm{C}$ (diam.) $+2 \mathrm{Br}_{2}(l)$ | -12. | $\mathrm{C}-\mathrm{H}$ | (18, (22), $\mathrm{H}_{2}$ |
| $\mathrm{C}-\mathrm{Br}$ | (35) | $\begin{aligned} & \mathrm{CHBr}_{3} \rightarrow \mathrm{C} \text { (diam.) }+\frac{8}{2} \mathrm{Br}(\mathrm{l}) \\ & +\frac{1}{2} \mathrm{H}_{2} \end{aligned}$ | -6. | $\mathrm{C}-\mathrm{H}$ | (18), $\mathrm{H}_{2}$, (22) |
| $C-\mathrm{Br}$ | (36) | $\begin{aligned} & \mathrm{CH}_{2} \mathrm{Br}_{2} \rightarrow \mathrm{C}(\text { diam. })+\mathrm{Br}_{2}(l) \\ & +\mathrm{H}_{2} \end{aligned}$ | 1. | $\mathrm{C}-\mathrm{H}$ | (18), $\mathrm{H}_{2}$, (22) |

Table 13.-Thermochemical Data Used in the Calculation of Bond Enargies.-(Continued)

| Bond |  | Reaction | Energy absorbed, kg.ceal. | Other bond energies used | Other reaction energies used |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |
| $\mathrm{C}-\mathrm{Br}$ |  | $\begin{gathered} \mathrm{CH}_{3} \mathrm{Br} \rightarrow \mathrm{C} \text { (diam.) }+{ }_{2}^{1} \mathrm{Br}(l) \\ +{ }_{2}^{2} \mathrm{H}_{2} \end{gathered}$ | 8.5 | (-H | (18), $\mathrm{H}_{2}$, (22) |
| $\mathrm{C}-\mathrm{I}$ | (38) | $\begin{aligned} & \mathrm{CHI}_{3} \rightarrow \mathrm{C}(\text { diam. })+3{ }_{2} \mathrm{I}_{\mathrm{g}(\mathrm{~s})} \\ & +\frac{1}{2} \mathrm{H}_{2} \end{aligned}$ | - 11. | $\mathrm{C}, \mathrm{H}$ | (20), $\mathrm{H}_{2}$, (22) |
| C-I | (39) | $\begin{aligned} & \mathrm{CH}_{2} \mathrm{I}_{2} \rightarrow \mathrm{C}(\text { diam. })+\mathrm{I}(\mathrm{~s}) \\ & +\frac{1}{2} \mathrm{H}_{2} \end{aligned}$ | -25. | ( $-\cdots$ | (20), $\mathrm{H}_{2}$, (22) |
| C-I | (40) | $\begin{gathered} \mathrm{CH}_{3} \mathrm{CH}_{3} \mathrm{IL} \\ +{ }_{2}^{8} \mathrm{H}_{2} \\ \mathrm{C} \end{gathered} \text { (diam.) }+{ }_{2}^{1} \mathrm{I}_{2}(\beta)$ | -4.5 | $\mathrm{C}-\mathrm{H}$ | (20), $\mathrm{H}_{2}$, (22) |
| $\mathrm{N}-\mathrm{F}$ | (41) | $\mathrm{NF}_{3} \rightarrow \frac{1}{2} \mathrm{~N}_{2}+{ }_{2}^{8} \mathrm{~F}_{2}$ | 26.6 |  | $\mathrm{N}_{2}, \mathrm{~F}_{2}$ |
| $\mathrm{N}-\mathrm{Cl}$ | (42) | $\mathrm{NCl}_{3}\left(\right.$ in $\left.\mathrm{CCl}_{4}\right) \rightarrow \frac{1}{2} \mathrm{~N}_{2}+{ }_{2}^{8} \mathrm{Cl}_{2}$ | -55.0 |  | $\mathrm{N}_{2}, \mathrm{Cl}_{2}$ |
|  | (43) | $\mathrm{NCl}_{3}\left(\right.$ in $\left.\mathrm{CCl}_{4}\right) \rightarrow \mathrm{NCl}_{3}$ | 6. (est.) |  |  |
| $\mathrm{N}-\mathrm{Br}$ |  | $\begin{aligned} & \mathrm{NOCl} \rightarrow \frac{1}{2} \mathrm{~N}_{2}+\frac{1}{2} \mathrm{O}_{2}+\frac{1}{2} \mathrm{Cl}_{2} \\ & \mathrm{NOBr} \rightarrow \frac{1}{2} \mathrm{~N}_{2}+\frac{1}{2} \mathrm{O}_{2}+\frac{1}{2} \mathrm{Br}_{2}(l) \end{aligned}$ | $\begin{aligned} & -12.8 \\ & -17.7 \end{aligned}$ | $\mathrm{N}-\mathrm{Cl}$ | $\mathrm{Cl}_{2}, \mathrm{Br}_{2}$ |
| P.-Cl | (46) | $\mathrm{PCl}_{3} \rightarrow \mathrm{P}\left(\mathrm{I}\right.$, yellow) $+\frac{3}{2} \mathrm{Cl}_{2}$ | 70.0 |  | $\mathrm{Cl}_{2}$, (5) |
| $1 \mathrm{P}-\mathrm{Br}$ | (47) | $\mathrm{PBr}_{3}(l) \rightarrow \mathrm{P}(\mathrm{I}$, yel. $)+{ }_{2}^{3} \mathrm{Brz}(l)$ | 45.0 |  | (18), (5) |
|  | (48) | $\mathrm{PBr}_{3}(l) \rightarrow \mathrm{PBr}_{3}$ | 10.0 (est.) |  |  |
| P-I | (49) | $\mathrm{PI}_{3}(\mathrm{~s}) \rightarrow \mathrm{P}\left(\mathrm{I}\right.$, yellow) $+{ }_{2}^{3} \mathrm{I}_{2}(\mathrm{~s})$ | 10.9 | $\ldots$ | (20), (5) |
|  | (50) | $\mathrm{PI}_{3}(8) \rightarrow \mathrm{PI}_{3}$ | 30 (est.) |  |  |
| O-F | (51) | $\mathrm{F}_{2} \mathrm{O} \rightarrow \mathrm{F}_{2}+\frac{1}{2} \mathrm{O}_{2}$ | -5.5 |  | $\mathrm{F}_{2}, \mathrm{O}_{2}$ |
| $\mathrm{O}-\mathrm{Cl}$ | (52) | $\mathrm{Cl}_{2} \mathrm{O} \rightarrow \mathrm{Cl}_{2}+\frac{1}{2} \mathrm{O}_{2}$ | -18.25 |  | $\mathrm{Cl}_{2}, \mathrm{O}_{2}$ |
| $\mathrm{S}-\mathrm{Cl}$ | (53) | $\mathrm{S}_{2} \mathrm{Cl}_{2} \rightarrow 2 \mathrm{~S}$ (rhomh.) $+\mathrm{Cl}_{2}$ | 5.65 | S-S | (8), $\mathrm{Cl}_{2}$ |
| $\mathrm{S}-\mathrm{Br}$ | (54) | $\begin{aligned} & \mathrm{S}_{2} \mathrm{Br}_{2}(l) \rightarrow 2 \mathrm{~S} \text { (rhomb.) } \\ & +\mathrm{Br}_{2}(l) \end{aligned}$ | 4.0 | S-S | (8), (18) |
|  | (55) | $\mathrm{S}_{2} \mathrm{Br}_{2}(l) \rightarrow \mathrm{S}_{2} \mathrm{Br}_{2}$ | 11.9 (est.) |  |  |
| $\mathrm{F}-\mathrm{Cl}$ | (56) | $\mathrm{ClF} \rightarrow \frac{1}{2} \mathrm{Cl}_{2}+{ }_{2}^{1} \mathrm{~F}_{2}$ | 25.7 |  | $\mathrm{Cl}_{2}, \mathrm{~F}_{2}$ |
| $\mathrm{Cl} \cdots-\mathrm{Br}$ | (57) | $\mathrm{BrCl} \rightarrow \frac{1}{2} \mathrm{Cl}_{2}+\frac{1}{2} \mathrm{Br}_{2}(l)$ | -3.07 |  | $\mathrm{Cl}_{2}$, (18) |
| $\mathrm{Cl}-\mathrm{I}$ | (58) | $\mathrm{ICl} \rightarrow \frac{1}{2} \mathrm{Cl}_{2}+\frac{1}{2} \mathrm{I}_{2}(s)$ | -3.46 |  | $\mathrm{Cl}_{2}$, (20) |
| $1-\mathrm{Br}$ | (59) | $\mathrm{IBr} \rightarrow \frac{1}{2} \mathrm{Br}_{2}(l)+\frac{1}{2} \mathrm{I}_{2}(s)$ | -9.6 |  | (18), (20) |

All data from Bichowsky and Rossini, "Thermochemistry of Chemical Substances," Reinhold Publishing Corporation, 1936, except a few which were estimated and reaction (41) which is from the gecond supplement (1931) of tandolt-Börnstein, "Tabellen." Reaction (8) is corrected to conform to the value of the dissociation energy of $\mathrm{S}_{2}$ given in Table 7. Reaction (2) is based on heat of vaporization from Landolt-Börnstein, "Tabellen," third supplement (1936), and heat of solution from Bushnell, Hughes, and Gilbert, J. Am. Chem. Soc., 69, 2142 (1937).
second method, involving $\mathrm{S}_{8}$, have not been used. All energies in Table 13 are given in kilogram-calories taken directly from the various tabulations indicated, but in Table 12, in conformity with the usage of Pauling ${ }^{1}$ in setting up his original table of electronegativities, electron volts are used. Results given in kilogram-calories may be converted to electron volts by dividing

[^82]by 23.06. (Concerning units, see note, page 461.) All energies and bond energies in Tables 12 and 13 are for room temperature. ${ }^{1}$

It will be noted that only those compounds have been used which involve elements in their lowest valence state. The table of electronegativities, which will be subsequently obtained from Table 12, therefore, refers sperifically to elements in their lowest valence states, and will not be expected to be applicable in other cases. In finding the P - P bond energy, it is assumed that the phosphorus in $\mathrm{P}_{4}$ is in its lowest valence state, as $\mathrm{P}_{4}$ is known to have a tetrahedral structure, each phosphorus atom thus being connected with each of the others by single bonds, a total of six bonds being involved in the molecule. It is assumed that $\mathbf{S}_{8}$ has a ring structure, each S atom being attached to two neighbors by a single bond. $\mathrm{H}_{2} \mathrm{~S}_{2}$ presumably has a structure like $\mathrm{H}_{2} \mathrm{O}_{2}$, and $\mathrm{S}_{2} \mathrm{Cl}_{2}$ and $\mathrm{S}_{2} \mathrm{Br}_{2}$ are assumed to be ${ }^{2} \mathrm{Cl}-\mathrm{S}-\mathrm{S}-\mathrm{Cl}$ and $\mathrm{Br}-\mathrm{S}-\mathrm{S}-\mathrm{Br}$. The structures of all other compounds used are obvious or well known and need not be discussed at this point. In the case of carbon bonds, only the simplest compounds involving the desired linkages have been used.

One of the most remarkable features brought out in Table 12 is the extremely low value of the bond energy for the $\mathrm{N}-\mathrm{N}$ single bond and for the $\mathrm{O}-\mathrm{O}$ single bond. The $\mathrm{O}-\mathrm{O}$ bond has a strength less than that of S-S, which is an exception to the almost universal rule that under similar circumstances the binding between small atoms is tighter than that between larger atoms in the same column of the periodic table. ${ }^{8}$ This will be discussed further in Sec. 14.11.
${ }^{1}$ All the bond energies listed in Table 12 are really too large by $k T$ (or about 0.025 electron volt at room temperature), because the bond energy plus $k T$ is what is obtained directly from tabulated values of heats of reaction (such as given in Table 13) which include the heat absorbed in order to supply energy for the work done against the atmosphere when the reaction is carried out at constant pressure [i.e., tabulations give the $\Delta H$ instead of $\Delta E$ of the reaction, where the symbols are those used in Eq. (6) of Appendix II]. The inclusion of the extra $k T$ ' in the tabulated values will obviously make no difference. It is to be noted that it is not included in the values of Tables 7 and 11, which may cause some apparent discrepancies between these tables and Table 13.
${ }^{2}$ See Acemrmann and Mayme, J. Chem. Phys., 4, 379 (1938).
${ }^{3}$ It is indeed possible that the value for the $S-S$ bond is in some error, but in any event the $0-0$ single-bond energy is, comparatively speaking, quite low. In the case of carbon, the situation is very different from that

We may now consider the setting up of a table of relative electronegativities. It is desired to place the elements in linear order, assigning to each one a number, which will express its electronegativity. Pauling ${ }^{1}$ has noted that it is possible to assign to each element a definite number $x$ such that for any two elements, say, $\Lambda$ and B , the relation $\left(x_{\mathrm{A}}-x_{\mathrm{B}}\right)^{2}=\Delta_{\mathrm{AB}}$ (where $\Delta_{A B}$ is the particular value of $\Delta$ from Table 12) is approximately fulfilled. ${ }^{2}$ This makes it possible to assign a series of values of $x$ from the $\Delta$ values, and this number $x$ may be taken as the measure of the electronegativity; it, will be seen then that the greater the distance between the electronegativities of two elements, the greater the corresponding value of $\Delta$, as expected. We then proceed as follows: We first note, by inspection of the $\Delta$ values, that the elements can be arranged in the following order of increasing electronegativity: $\mathrm{P}, \mathrm{H}, \mathrm{S}, \mathrm{I}, \mathrm{C}, \mathrm{Br}, \mathrm{N}, \mathrm{Cl}, \mathrm{O}, \mathrm{F}$. We then find values for $x_{\mathrm{A}}-x_{\mathrm{B}}$, where A and B represent two adjacent elements in the list. Thus, for Cl and O , the value of $\sqrt{\Delta}$ for the $\mathrm{Cl}-\mathrm{O}$ bond gives at once a value of ${ }^{3}$ $x_{\mathrm{o}}-x_{\mathrm{Cl}}$. However, another estimate of $x_{\mathrm{o}}-x_{\mathrm{Cl}}$ can be
obtaining with oxygen and nitrogen. By comparison of the energies of formation of $\mathrm{C}_{2} \mathrm{H}_{4}$ and $\mathrm{C}_{2} \mathrm{H}_{2}$ with that of ethane, the $\mathrm{C}=\mathrm{C}$ double-bond energy and $\mathrm{C} \equiv \mathrm{C}$ triple-hond energy may be estimated to be 5.28 and 7.08 electron volts, respectively, assuming that the energy of the $\mathbf{C}-\mathbf{C}$ bond is 3.00 volts. It thus appears that the energy of a double bond is less than twice, and the energy of a triple bond less than three times that of a single bond. (This conclusion could hardly be upset even though the value for the $\mathrm{C}-\mathrm{C}$ bond should turn out to be appreciably different from 3.00). The dissociation energy of oxygen, which contains a hond that resembles a double bond, is much more than twice the single-bond energy, and the dissociation energy of nitrogen, which contains a triple bond, is much more than three times its single-bond energy. Although the single-bond encrgies of nitrogen and oxygen may not be exactly correct, it does not appear possible that the error is sufficiently great to account for the peculiarity; for all single-bond energies involving oxygen and nitrogen are smaller than the corresponding single-bond energies of carbon, and an appreciable inerease in the values of the $\mathrm{O}-\mathrm{O}$ and $\mathrm{N}-\mathrm{N}$ energies would result in the appearance of many more large negative values of $\Delta$ in Table 12 than are there at present.
${ }^{1}$ Paulinga, loc. cit.
${ }^{2}$ For a theoretical dednction of this relationship and further discussion of electronegativity seales, sce Mulliken, J. Chem. Phys., 3, 573, 586 (1935).
${ }^{3}$ In the cases where $\Delta$ is negative, it is, of course, impossible to find $\sqrt{\Delta}$. Since, if the ideas back of the procedure used are correct, negative values of $\Delta$ are due to experimental error, we have in these cases set $\sqrt{\Delta}=0$.
obtained from the values of $x_{\mathrm{C}}-x_{\mathrm{Cl}}$ and $x_{\mathrm{C}}-x_{\mathrm{o}}$, which are calculated from the respective $\Delta$ values. Thus a series of values for $x_{0}-x_{\mathrm{Cl}}$ can be found and the average taken. If this is done for all adjacent pairs of elements in the list, and H is arbitrarily assigned the value $x=0$, the values of $x$ for all the elements can be tabulated as shown in Table 14. It will be observed that with respect to the halogens the order is the same, and even the relative spacing somewhat the same as in Table 9.

Table 14.-Electronegativities

| P | -0.12 | Br | 0.88 |
| :--- | :---: | :---: | :---: |
| H | 0.0 | N | 1.02 |
| S | 0.30 | Cl | 1.09 |
| C | 0.47 | O | 1.46 |
| I | 0.47 | F | 1.97 |

In this table, no attempt has been made to include the electropositive elements, though values for the single-bond energies of the alkali halides and hydrides can be obtained. These substances, especially the halides, are so much more polar than nonpolar that no satisfactory results can be expected from treating the deviations from nonpolarity. ${ }^{1}$ They are considered as polar compounds in Chap. XIV.

Table 14 can, however, be readily extended to a few other negative elements (see Exercise 7, page 204).
12.9. Dipole Moments.-In the case of an elementary molecule in which the two atoms are alike and in which there is perfect symmetry with respect to the center of gravity, there is no net average displacement of either positive or negative charge from the center of gravity (unless the molecule is placed in an electric ficld, in which case an electric moment will be developed due to the polarizability of the molecule); the situation is as described on page 163, so that on the average the center of positive charge

[^83]coincides with the center of negative charge. On the other hand, the situation will be different with a gaseous molecule of NaCl , for example; for chlorine is more electronegative than sodium, and the electrons will tend to be drawn over toward the chlorine. Thus, there will be a displacement of electric charge, the center of positive charge will no longer coincide with the center of negative charge, and the molecule will possess a permanent dipole moment. If it were strictly true that NaCl were eomposed of $\mathrm{Na}^{+}$and $\mathrm{Cl}^{-}$ ions, it would be possible to calculate the dipole moment from the distance between the ions. For this purpose, it could be assumed that the net charge of each ion was concentrated at its renter. However, since actually the ions are polarizable, they might be expected to be distorted in each other's fields, resulting in a decrease in the electric moment. Such a polarizing effect would be especially marked in the hydrogen halides because of the


Fig. 48.-Model of a polar molecule; (a) ideal case; (b) showing distortion of anion by cation: the induced dipole partially cancels the original dipole.
large polarizing action of the small $\mathrm{H}^{+}$ion, and, as we have seen, $\mathrm{HCl}, \mathrm{HBr}$, and HI are to be considered as having nonpolar rather than polar binding. ${ }^{1}$

Enough has been said to make it evident that measurements of the dipole moment will give valuable information concerning the polarity of a bond. The magnitude of the moment can be obtained from measurements of the dielectric constant of a substance. It will be recalled that the dielectric constant $D$ of a substance is defined in the following way. Suppose we have a parallel-plate condenser with a certain charge on the plates; let the potential between the plates in a vacuum (whose dielectric constant is 1) be $\Phi$. Then if, without changing the charge on the plates, a substance whose dielectric constant is $D$ is introduced between them, the potential will drop to $\Phi / D$. The dielectric constant of a substance is thus a measure of its ability to counteract an electric field; it does this, of course, by producing an

[^84]electric field itself in the opposite direction, either by displacement of electric charge within itself, i.e., in virtue of its polarizability, or by orientation of its permanent dipoles. There is one essential difference bet ween these two effects, which enables us to separate them. The displacement offect is independent of temperature, but the orientat ${ }^{\circ}$ on depends upon the temperature, because the greater the thermal agitation, the greater the tendency for the directions of the dipoles to be randomly distributed and the more difficult it is for the applied field to orient them. To find the dipole moment, the dieleetric constant may be measured at various temperatures. ${ }^{1}$

The dielectric constant is closely related to the index of refraction $n$; in fact, according to the electromagnetic theory of light, for light of infinite wave length $n^{2}=D$. The relation between dielectric constant, polarizahility $\alpha$, and permanent electric moment $\mu$ is given by a relation similar to liq. (4), ${ }^{2}$ page 175 ,

$$
\begin{equation*}
\frac{D-1}{D+2} V=\frac{4 \pi}{3} N\left(\alpha+\frac{\mu^{2}}{3} \underset{k}{k} T\right) \tag{4a}
\end{equation*}
$$

where $k$ is Boltzmann constant (see page 461) and $T$ is absolute temperature. It is thus seen how measurements at different temperatures give $\mu$. $\mu$ can abo be found by measuring the dielectric constant and then finding the index of refraction for visible light instead of light of infinite wave length. In this case, $n^{2} \neq D$, because the frequency of the light is so great that the orientation of the molecule and hence of the permanent dipole does not have time to take place. Yet as far as the polarizability is concerned, the wave length can, at least in many cases, be considered practically infinite, because the displacement of charge in the molecule, as opposed to orientation, takes place very rapidly. Thus $\alpha$ can be found from Eq. (4), after which $\mu$ can be obtained from Eq. (4a).

In Table 15, we give, following Sidgwick, ${ }^{3}$ some results for the hydrogen halides. The second column gives $\mu$; the third column

[^85]the distance $\delta$ obtained by setting $\mu=\ell \hat{o}$ (whrere $e$ is the electronic charge); the fourth column $r_{0}$, the actual distance between hydrogen and halogen nuclei, as obtained from band spectra; and the last column $\delta / r_{0}$. It is seen that $\delta / r_{0}$ is considerably less than 1 , indicating a relatively small net displacement of charge within the molecule, or a great polarization of the halogen ion by $\mathrm{H}^{+}$. It is seen, furthermore, that the moment $\mu$ as well as the ratio $\delta / r_{0}$ decreases as the polarizability increases, in the order $\mathrm{Cl}^{-}$, $\mathrm{Br}^{-}, \mathrm{I}^{-}$, as is to be expected.

Table 15.-- Rome Difole Moments

|  | $\mu \times 10^{\prime \prime}$ e.s.u. | $\delta, \AA$ | $r_{u}, \AA$ | $\delta / r$, |
| :---: | :---: | :---: | :---: | :---: |
| HCl | 1.03 | 0.216 | 1.27 | 0.17 |
| HBr | 0.78 | 0.163 | 1.41 | 0.12 |
| HI | 0.38 | 0.080 | 1.61 | 0.050 |
| NaI . | 4.9 | 1.03 | 2.90 | 0.35 |
| KCl . | 6.3 | 1.32 | 2.79 | 0.47 |
| KI. | 6.8 | 1.42 | 3.23 | 0.44 |

To Table 15 have been added results for some gaseous alkali halide molecules, obtained by seheffers' by means of a molecularbeam method, somewhat similar to the Stern-Gerlach experiment on magnetic moments described in Chap. VI. It is seen that even in molecules as polar as these there is considerable polarization of the anion. It might well be that there would be less distortion in a crystal, where the field of the cations is more or less evenly distributed around the anion. ${ }^{2}$

In the case of polyatomic molecules, the situation is more complicated. However, in certain cases, where the structure of the molecule is known, the bond moments can be radily determined from measurements of the moment of the molecule and the assumption that this moment is the resultant of bond moments directed along the bond directions. Thus water is known (see Chap. XV) to have a kinked structure, the two

[^86]O-H bonds being at an angle of $105^{\circ}$. If these bonds have equal moments directed at this angle to each other, the bond moment is readily calculated from the measured resultant. In rarbon compounds, the problem is complicated on account of the tetrahedral symmetry of carbon. The bond moments in methane, for example; all cancel, and no information can be obtained regarding their magnitude from the fact that the electric moment of methane is zero. However, if the $\mathrm{C}-\mathrm{H}$ moment is obtained by extrapolation from $\mathrm{O}-\mathrm{H}$ and $\mathrm{N}-\mathrm{H}$ (the $\mathrm{N}-\mathrm{H}$ bond moment can be found because ammonia has a pyramidal structure, as is noted in Chap. XV, and hence the resultant moment is not zero), other carbon moments can be obtained from meàsurements of organic compounds. It is generally assumed that a bond moment depends only on the bond and is independent of the compound in which it is situated. It is not our purpose to go here into the details of the determination of bond moments, and we shall merely state that, a considerable number have been determined with more or less accuracy and certainty. It has been found ${ }^{1}$ that the hydrogen bond moment of quite a series of elements is roughly proportional to the electronegativity value given in Table 14. This would lead us to expect the moment of a single bond formed by any two elements, in general, to be proportional to the difference in their electronegativities. However, when neither of the elements involved is hydrogen, this is found to be at best only qualitatively true. It is, however, clear that there is a close connection between the dipole moment and the polar character of the bond, even though it does not appear possible to express it so satisfactorily as in the case of bond energies.
12.10. Moments and Bond Energies of the Hydrogen Halides, Considered as Ionic Molecules.-In the last section, we took the point of view that the hydrogen halides could be considered as polar molecules in which the anion was highly polarized by the field of the cation. In this section, a somewhat more quantitative development of this idea will be attempted, ${ }^{2}$ though it will

[^87]perhaps appear that this is really approaching the problem from the wrong end, since the hydrogen halides are more nearly covalent than ionic. But there are cight electrons in the valence shell, and if the displacement, which cancels part of the electric moment expected for a purely ionic molecule, is shared among them all, the displacement of any one need not be great. This is consistent with the ideas of the Hund-Mulliken theory of valence, and by a detailed wave mechanical calculation on essentially this basis, Kirkwood has been able to give a very good description of these molecules. For our purposes, however, we shall use a much cruder picture.

A number of very rough assumptions will be made. We shall ronsider the measured dipole moment $\mu$ of the molecule to be composed of two parts (1) the moment $c r_{0}$ to be expected if it really consists of two ions a distance $r_{0}$ apart and (2) the moment, say $\mu_{0}$, which is induced in the anion by the proton and which is, of course, in the opposite direction. We have then

$$
\begin{equation*}
\mu=c r_{0}-\mu_{0} . \tag{10}
\end{equation*}
$$

It is obvious that $\mu_{0}$ is nearly equal to $e r_{0}$, since $\mu$ is small compared with $c r_{0}$. We shall suppose that, as noted, $\mu_{0}$ is due to a displacement of a considerable amount of charge through a distance small compared with $r_{0}$, and that the dipole is located at the eenter of the halide ion. Now the field of force due to the proton at the center of the halide ion is equal to $e / r_{0}{ }^{2}$, and we may set $\mu_{0}=\alpha e / r_{0}{ }^{2}$. However, if this expression for $\mu_{0}$ is substituted into (10), it is found necessary to give $\alpha$ a value considerably smaller than that given in Table 10 in order to get the right value of $\mu$. This discrepancy is not at all surprising, considering the closeness of the proton to the anion and the consequently great variation of its field over the volume occupied by the anion, as well as the fact that the proton has penetrated well into the electron shell of the anion.

Let us now consider the work necessary to remove the proton to infinity against the electrical attraction due to the charge on the negative ion and the induced dipole. The potential of the proton due to the charge of the anion is $-e^{2} / r_{0}$, and by page 467 the potential due to the induced dipole is $-\frac{1}{2} \alpha e^{2} / r_{0}{ }^{4}=-\frac{1}{2} \mu_{0} e / r_{0}{ }^{2}$. The total work of removal, therefore, is $\frac{e^{2}}{r_{0}}\left(1+\frac{\frac{1}{2} \mu_{0}}{e r_{0}}\right)$. From
the values of $\frac{\delta}{r_{0}}\left(=\frac{\mu}{e r_{0}}=1-\frac{\mu_{0}}{e r_{0}}\right)$ in Table 15, it will be seen that the term due to the induced dipole is a very appreciable fraction of the whole work. Just how much of this work is to be referred to as the covalent part of the binding energy is probably an academic question, since covalent forces are also electrostatic in their ultimate origin.

Use of the values of $\delta / r_{0}$ from Talle 15 in the formula of the preceding paragraph to evaluate the encrgy of dissociation of the hydrogen halides into ions gives fairly good results. Still, because of the approximations involved, including in particular the neglect of the repulsive forees due to the penetration of the proton into the electron shell, the alculation must be considered to be quite rough. Thr diseussion, however, should serve to indicate something of the nature of the forees involved in the transition between polar and covalent linding.
12.11. Resonance.-As has been explained in some detail, the considerations of sees. 12.7 and 12.8 rest uron the hypothesis of constant bond energies. That is, it has been assumed that a definite encrgy is associated with a given bond between a given pair of atoms, no matter where this bond occurs. ()f course, this is only an approximation in any event, but there are certain sets of circumstancess under which this assumption can break down rather badly, and the subject :honld not be closed without some discussion of this matter. These exceptions are connected with a type of resonance of considerable importance, though most of the applications are in organic chemistry.

In Sec. 12.5, the phenomenon of rewonanco between covalent and ionie states of a molecule wes eonsidered in some detail, and a good deal of the material of this chapter is based directly, or indirectly, upon this discussion. It will be clear, however, that resonance will not necessarily be confined to this particular type of interaction. There can also be resonance between different possible electronic structures of a molecule, all of which may be essentially covalent. In fact, it has already been intimated that this is the case in the discussion of $\mathrm{SO}_{2}$ in Sec. 11.1.

It is especially easy for such a situation to occur in compounds containing double bonds. Consider, for example, formic acid. The electronic structure of this substance might conceivably be written either


These two electronic configurations would probably have nearly enough the same energies and the same atomic positions so that they could interact or resonate with each other. That the energies would be nearly equal is expected from the fact that both structures contain just the same bonds, with but a slightly different arrangement. The molecule, then, would actually be in a state intermediate to those described by the two Lewis formulas, and its energy would be lowered by the resonance. A similar situation might be expected with any carboxylic acid or ester. ${ }^{1}$

In the case of carbon dioxide, resonance might be expected among the three structures

$$
\ddot{\mathrm{O}}:: \mathrm{C}:: \ddot{\mathrm{O}}, \quad: \ddot{\mathrm{O}}: \mathrm{C}: \mathrm{O}: \quad \text { and } \quad: \mathrm{O}:: \mathrm{C}: \ddot{\mathrm{O}}:
$$

The first of these is the one usually writton, but the two others, involving a triple bond to one or the other of the oxygens, are quite conceivable, and their energies may not be greatly different from that of the first.

It will be interesting, then, to find the normal $\mathrm{C}=\mathrm{O}$ bond energy from compounds in which this resonance cannot occur, and compare it with $\mathrm{C}=\mathrm{O}$ ) bond energies in which resonance does occur. Resonance cannot occur in aldehydes. We may find the $\mathrm{C}=\mathrm{O}$ bond energy, knowing the $\mathrm{C}-\mathrm{H}$ bond energy, either by comparing the heat of combustion or of formation of acetaldehyde or glyoxal, OHC-CHO, with that of ethane, or by comparing the heat of combustion or formation of formaldehyde with that of methane. Unfortunately, these do not give consistent results. From these three compounds, 7.23, 7.39, and 6.69 clectron volts, respectively, are obtained. In any event, these values are all lower than the apparent value for $\mathrm{C}=\mathrm{O}$ obtained from compounds with resonance. Methyl formate (compared with methyl ether), formic acid (compared with methyl alcohol), and carbon dioxide (comvared with methane) give 7.90, 7.97,

[^88]and 7.88 electron volts, respectively, showing that the resonance energy has strengthened the bond considcrably.

Resonance can also have an effect on the interatomic distance, as will be seen in Sec. 16.9. Thus the interatomic distances in $\mathrm{CO}_{2}$ are abnormally small as compared with distances in compounds having $\mathrm{C}=\mathrm{O}$ groups without having the possibility of resonance. Irregularities in the interatomic distances also occur in $\mathrm{C}_{2} \mathrm{H}_{3} \mathrm{Cl}$, which can conceivably have either of the structures


It must be said, however, that the energy of this compound shows no abnormality.

Resonance between different electronic structures has recently received many applications in organic chemistry, especially in the explanation of properties of aromatic compounds. ${ }^{1}$

## Exercises

1. Calculate the energy of dissociation of IF into ncutral atoms, assuming that the hinding is polar. The IF distance may be estimated (see Table 33) at $2.0 \AA$.; the electron affinity of F is 4.12 electron volts. Estimate the actual energy of dissociation from Table 12. Do you believe IF to be predominantly ionic?
2. Make a similar calculation for HF. The interatomic distance is $0.864 \AA$. In this case, it will be necessary to allow for the repulsive forces in the assumed polar molecule. This may be done by multiplying the electrostatic potential by $\left(1-\frac{1}{n}\right)$, where $n$ may be taken as 6 , which is probably an overestimate (see Sec. 14.5 and Table 25).
3. Check the assumption of constancy of bond energies by calculating the energy of the C-O bond from Eq. (24) and again from (25) of Table 13.
4. Check the value of the bond energy for the $S-S$ bond, using Eq. (10), Table 13. Repeat, using Eq. (11).
5. Check the bond energy of the $\mathrm{C}-\mathrm{Cl}$ bond; of the $\mathrm{N}-\mathrm{F}, \mathrm{N}-\mathrm{Cl}$, and $\mathrm{N}-\mathrm{Br}$ honds; of the $\mathrm{S}-\mathrm{Cl}$ and the $\mathrm{S}-\mathrm{Br}$ bonds.
6. Calculate the average difference of the electronegativities of $S$ and I from the $\Delta$ values of Table 12.
7. Discuss the electronegativity table from the point of view of the periodic table. Estimate the positions of the following elements: As, Se , Si, B. For values, see Pauling "The Nature of the Chemical Bond," Chap. II.
${ }^{1}$ See Pauling, Chap. 22 of Gilman, "Organic Chemistry: An Advanced Treatise," vol. II, John Wiley \& Sons, Inc., 1938.

## CHAPTER XIII

## THE NATURE OF THE SOLID STATE

The classification of bonds as polar or nonpolar, with intermediate cases, is adequate to cover the situation with practically all gaseous molecules. In the case of solids, matters are not quite so simple. In some solid substances, the forces cannot be classed as either polar or nonpolar, in the restricted sense in which we have hitherto used these terms; on the other hand, there are many examples of solids in which just these kinds of forces are entirely adequate to describe the situation.

Solid substances (i.e., crystals) may be classified roughly into four classes, ${ }^{1}$ as follows:

1. Ionic (typically polar) crystals.
2. Atomic (typically nonpolar) crystals.
3. Molecular crystals.
4. Metals.

There are of course many gradations and many kinds of gradations between these types; the differences between them can, however, be best understood by considering the properties of the " most typical" members of each class.

In the typical ionic crystals, the forces are of the type already described as polar. The crystal consists of positively and negatively charged ions, held together by electrostatic attraction; any given ion exerts comparable forces on all its neighbors, so that it is not possible to group the atoms into molecules within the crystal, but, as is well known, the whole crystal must be considered as one gigantic molecule. Typical examples of these substances are furnished by the salts, e.g., the alkali halides, which in the gaseous state form molecules with polar bonds. Ionic crystals have in general certain characteristic properties;

[^89]they are hard, often easily soluble in water, in which they are ionized; they are nonvolatile, having boiling points usually above $1000^{\circ} \mathrm{C}$., and practically always above $700^{\circ}$; and the molten salts, consisting of mixtures of positive and negative ions, conduct the electric current. The molecular volumes are determined by the ionic radii in a way which will presently be discussed in some detail.

In atomic crystals, the forces are of the nonpolar-valence-type variety, such as occur in the elementary diatomic gases. Again the whole crystal must be considered as one gigantic molecule. Typical examples are furnished by C (in the form of diamond) $\mathrm{Si}, \mathrm{SiC}, \mathrm{AlN}, \mathrm{BeO}, \mathrm{ScN}, \mathrm{TiC}$. They are formed mostly from elements near the central portion of the periodic system. ${ }^{1}$ They are very hard, diamondlike bodies; in the most typical cases, they are extremely nonvolatile, indicating very strong forces. The molecular volumes are small, a property that goes with strong interatomic forces.

In the molecular crystals, in contrast to the two types just considered, the molccules retain their identity in the crystal complex. Thus, solid chlorine consists of $\mathrm{Cl}_{2}$ molecules held together by intermolecular forces which are weak compared with the forces that hold together the two atoms in a chlorine molecule. The intermolecular forces may be of two types. In some cases, notably the solids of diatomic molecules of clements on the right-hand side of the periodic table, the solids of the rare gases (which, though the gases are monatomic, may best be classed with the molecular solids), $\mathrm{CO}_{2}, \mathrm{CO}, \mathrm{SF}_{6}$, probably the hydrogen halides (except HF), $\mathrm{CH}_{4}$ and most organic substances, the forces are of a type that we may designate as van der Waals forces; they are the forces that are chiefly responsible for the deviations of the so-called permanent gases from behavior as perfect gases. They are due to the mutual interaction and polarizability of the electron shells surrounding the molecules, and are very weak forces. They have the unusual property that the force between large molecules is greater than the force between small ones; thus the forces increase from top to bottom of a column in the periodic system. For example, the forces between

[^90]molecules increase in the order $\mathrm{HCl}, \mathrm{HBr}, \mathrm{HI}$, as is indicated by the boiling points, $-85^{\circ} \mathrm{C},-67^{\circ} \mathrm{C} .,-35^{\circ} \mathrm{C}$., respectively; and, in general, the higher the molecular weight of an organic compound in a homologous series, the higher its boiling point. In many of these substances, the forces are sufficiently small, or at least depend so little on the relative orientation of the molecules, that there is probably actual rotation of the molecules inside the solid except at very low temperatures. At the very lowest temperatures, of course, unless the intermolecular forces were absolutely symmetrical, the molecules would be rigidly fixed in position, and no such rotation would occur. As the temperature is raised, however, it will be anticipated that a few molecules will get enough energy to begin to rotate. Now, when a molecule is itself rotating, this will obviously make it casier for its neighbors to rotate. ${ }^{1}$ Furthermore, as the temperature goes up, the volume increases and the molecules got less in each other's way. ${ }^{2}$ The effect is cumulative; as the temperature increases, the number of rotating molecules increases very rapidly, and rather suddenly the crystal will become unstable, and they will all rotate. Since increased rotation is aceompanied by absorption of heat, this can be followed by observing the specific heat, which will rise suddenly over a transition region of a few degrees and then drop, even more sharply, to near its normal value; or a regular transition with a latent heat of transition may occur. Transition points that have been interpreted in this way by Pauling ${ }^{3}$ are actually known in a number of cases.

Another type of force which may be instrumental in certain cases in holding together the molecules of molecular crystals is the electrostatic attraction that occurs between electric dipoles when they are properly oriented (they tend, of course, to orient themselves naturally in such a way as to attract rather than repel each other). This type of foree will be of most importance when the molecules have relatively large electric moments, and when the molecules are small, so that these electric moments can effectively get close to each other. Examples of crystals in which this type of force is probably predominant are $\mathrm{H}_{2} \mathrm{O}, \mathrm{HF}$,

[^91]$\mathrm{HNO}_{2}, \mathrm{H}_{2} \mathrm{CO}, \mathrm{CH}_{3} \mathrm{OH}, \mathrm{NH}_{2} \mathrm{OH}, \mathrm{H}_{2} \mathrm{O}_{2}$. In these cases, the dipole forces are larger than the van der Waals forces in the same compound, and the properties of the substances indicate, in general, a greater attraction between molecules than one would expect from the van der Waals forces alone. Thus the liquids tend to be fairly high boiling, compared with liquids of comparable molecular weight which have only van der Waals forces, and there is a tendency to polymerize in the liquid state, or for the molecules to associate in more complicated ways. If dipole forces predominate in holding a crystal together, there cannot be free rotation of molecules within the crystal.

Both types of molecular compounds tend to form rather soft crystals, an indication that the forces which come into play are relatively small compared with those in the ionic and atomic crystals; the compounds in which the chief forces are the van der Waals forces will be expected to be softer than similar compounds in which the dipole forces predominate, though not many data are available, and in any event, softness and hardness are qualities that are difficult to compare.

Finally, we have the metallic crystals, in which the forces in the typical cases, e.g., the alkali metals, are principally the forces between "free" electrons in the metals and positive ions. These substances are solid, relatively involatile, and conduct electricity readily owing to the more or less free electrons which they contain. The alkali metals are soft, but the metals toward the center of the periodic table (i.e., the iron and platinum metals and their neighbors) are hard; in these latter, however, and even more especially in substances'like bismuth, forces of the nonpolar-valence-bond type undoubtedly come into play.

In the foregoing account, we have confined ourselves for the most part to a discussion of typical properties of the various kinds of crystals, and have illustrated our discussion with typical examples. There are numerous cases in which a compound has some of the characteristics of one extreme class and some of the characteristics of another. We have just mentioned some metals that have some of the characteristics of atomic crystals. There are intermediate cases between atomic and ionic crystals, for example, AgI. And there are examples of molecular compounds: such as HCl , in which both dipole and van der Waals forces must
play some part. Then there are many cases in which forces of more than one type come into play in different parts of the same structure. Thus, there are numerous examples of complex anions and cations, such as $\mathrm{SO}_{4}^{-}$or $\mathrm{NH}_{4}{ }^{+}$, in which a central atom, or ion (sulfur or nitrogen in the examples considered), holds others around it by forces intermediate between the ionic and covalent types; the complex ion then enters as a whole into the crystal structure, and is bound by ionic forces to the other constituents. The $\mathrm{CdI}_{2}$ crystal furnishes a remarkable example of a mixture of molecular, nonpolar, and ionic forces. This crystal is composed of layers; each layer consists of three planesone of cadmium atoms, or ions, surrounded on either side by a plane of an equal number of iodine atoms, or ions. These three planes are bound into a compact layer by forces that are presumably intermediate between atomic and ionic and form a gigantic two-dimensional molecule. These molecules are then held together largely, presumably, by van der Waals forces.

The classification, with respect to the periodic table, of the substances forming the various types of compounds will probably be evident to the reader from the examples given and from the previous discussion of polar and nonpolar compounds. The ionic-type crystals always contain elements that are widely separated in the periodic table, one of which tends to give up electrons, the other of which tends to take on electrons. Typical solids of the other three types are either elementary solids, or compounds the elements of which are close together in the periodic table, the metals coming from the left, the atomic compounds from the center, and the molecular compounds from the right of the periodic table. ${ }^{1}$ Thus substances that tend to lose their electrons easily form metals, in which the electrons are more or less free; while substances intermediate in this respect form atomic compounds, in which there are several bonds to each atom; and in the case of substances that have a great attraction for electrons, there is such a tendency for localization of all the electrons that the presence of other molecules does not disturb the bonds already formed. Thus the electrons are held so tightly in a $\mathrm{Cl}_{2}$ molecule that they are not greatly disturbed by the near presence of other $\mathrm{Cl}_{2}$ molecules; but on the other hand. the electrons in a $\mathrm{C}_{2}$ molecule would be affected by the presence

[^92]of other carbon atoms or molecules sufficiently to cause the $\mathrm{C}_{2}$ to become part of the atomic crystal. (See also pages 368-369.)

The various types of solid compounds, briefly discussed above, will be treated in more detail in the succeeding chapters. Of course, it will not be possible to give a treatment of solids that is independent of the considerations of gases and liquids; some further properties of bonds in gaseous molecules will also be considered, and, occasionally, some discussion of the forces in liquids will be presented, though the situation in liquids is so complicated that no generally adequate treatment yet exists. In Chap. XII, although it dealt exclusively with gaseous substances, the general program for the study of the chemical bond has already been begun. The molecules treated in Chap. XII are of the type that form molecular solids, so that many of the properties of the bonds between atoms within the molecules of these solids have already been studied. And as already indicated, this type of foree is not qualitatively different from that encountered in atomic crystals.

Although in the preceding discussion a variety of properties has been mentioned, two properties that will be stressed in the ensuing study are the energy of formation of compounds and interatomic distances. The utility of the study of the energy is already clear, and it will be seen that the interatomic distance also depends on the type of binding, and can throw light in turn on the nature of the binding. Interatomic distances are measured by means of X rays; the methods used are briefly described in Chap. XIV, in connection with some simple examples.

Chapter XIV deals with polar or ionic crystals. Ionic radii, giving interatomic distances in polar crystals, are first considered. Then the energies of erystal lattices and energies of formation of polar crystals are studied, with the aid of a certain type of thermochemical cycle, known as the "Born-Haber cycle." The effect upon the energy of the transition from ionic to covalent binding is considered. The Born-Haber cycle is a powerful tool, and a number of special applications are given. Chapter XIV also contains a brief section on the energies of polar compounds in the gaseous state.

In Chap. XV, we return to the study of covalent binding, and present a discussion of some properties common to covalent bonds in both gases and crystals, which have not hitherto been
considered. In particular, the direction of the bonds in space is discussed. A new criterion for type of binding, the magnetic criterion, is introduced.

In Chap. XVI, the ideas developed in Chap. XV are applied, and a variety of properties of various complex compounds are considered. After a discussion of the methods of investigation and the chemistry of complex compounds, and some energetic considerations in a few cases where these are possible, there is a section on the stereochemistry of complex compounds. This is followed by a discussion of the arrangement of atoms in complex crystals. Next follows a discussion of covalent radii, which are compared with ionic radii, after whirh various experimental data that throw light on the type of binding and, in particular, the transition from ionic to covalent type in crystals are summarized. The chapter ends with two sections on special types of crystals and special types of bonds.

Chapter XVII deals with the nature of intermolecular forces in molecular crystals, and gives a disenssion of the relevant experimental material, including material bearing on the transition between this type of linding and other types.

Chapter XVIII discusses metallie erystals. The energies of binding and the nature of the binding in the alkali metals are considered in some detail; there is a section on the transition between metallic and covalent linding, a brief discussion of intermetallic compounds, and finally, a brief discussion of the recently developed wave mechanical picture of metallic binding.

The general aim of these chapters is, by discussion and a wealth of illustration, to give the reader a reasonably aceurate idea of the nature of chemical binding in the various types of compounds described in this chapter, and to show what can be done toward an understanding in relatively simple terms of the various properties of compounds which are gencrally described in treatises on inorganic chemistry.

In Chap. XIX, the ideas developed are applied to aqueous solutions.

## CHAPTER XIV

## IONIC CRYSTALS

As noted in the last chapter, the typical examples of ionic crystals are furnished by the alkali halides. These crystals may be considered to be composed of positive and negative ions, the forces that hold the ions together being almost entirely electrostatic and being balanced when the crystal is at equilibrium by the repulsive forces due to interpenetration of the electron shells. As the alkali halides are not only the most typical ionic crystals, but are also in many respects the simplest of all crystals, we shall treat them in some detail and illustrate with them the methods that may be used in the study of crystals and, in particular, ionic crystals. We shall show that most of their propertics are satisfactorily explained by the assumption that the attractive forces are purely electrostatic.
14.1. The Crystal Structure of the Alkali Halides.--All the alkali halides except $\mathrm{CsCl}, \mathrm{CsBr}, \mathrm{CsI}$ have the structure shown in Fig. 49. It may be seen that the ions are arranged at the corners of cubes, positive and negative ions alternating. In such crystals, the ions are said to have a coordination number of six, the coordination number being the number of nearest neighbors. (The term is also used to designate the number of atoms surrounding a central atom. Thus in methane or in chloroform, for example, the carbon atom has a coordination number of four; in the ion $\mathrm{PtCl}_{6}-$, the platinum atom has a coordination number of six.)

Figure 49 represents a very simple arrangement, and it is probably the first guess that one would make for the structure of sodium chloride if he knew nothing about the structure of crystals. Its experimental verification by the help of X rays will be discussed in the subsequent pages of this chapter. It is by no means the only possible crystal structure for crystals of this valence type; the chloride, bromide, and iodide of cesium have, in fact, another arrangement of atoms, in which all the ions
at the corners of a cube are alike and the other ions form a similar system of cubes, the vertices of which are at the middle of the first set of cubes, so that the ions have a coordination number of eight. This is known as a "body-centered cubic lattice"; for a figure, see Appendix IV.


Fit. 49.-The sodium chloride lattice: (a) showing the ions as contacting spheres; (b) showing the positions of the centers of the ions.
14.2. The Use of the $X$ Ray in the Study of Crystals.- $X$ rays offer a convenient tool for the study of crystals. ${ }^{1}$ The wave length of ordinary light is so great compared with atomic dimensions that even with the most powerful microscope we could never hope to see details of anything even several thousand times as large as an atom; but the wave lengths of $X$ rays are of the order of atomic dimensions, and so they are admirably adapted to use in "seeing" the arrangement of atoms in crystals. The reflection of $X$ rays from crystal faces has already been discussed in Sec. 3.2, and it was shown that from any crystal face the X rays will be reflected only if they are incident at certain angles $\theta$ such that

$$
\begin{equation*}
2 d \sin \theta=n \lambda, \tag{1}
\end{equation*}
$$

[^93]where $d$ is the distance of successive atomic planes, $\lambda$ the wave length of the $X$ rays used, and $n$ an integer called the order of the reflection. If X rays of known wave length are available and the various angles at which reflection occurs can be measured it is possible to determine $d$. This can easily be accomplished by having a crystal mounted so that it can be rotated with respect to the incident beam of X rays. If $d$ is known but not $\lambda$, the method can be used to determine $\lambda$. When the method was first used, neither $d$ nor $\lambda$ was known. However, by working with a constant source of X rays, so that $\lambda$, though unknown, would remain the same from one experiment to another, it was possible to determine the relative distances between various planes and thus determine the positions of the ions with respect to one another. And if the density of the crystal and Avogadro's number are known, the number of ions in a given volume can be determined. The arrangement of the ions and the number per unit volume being known, it was possible to compute the actual distances in the erystal and then from the distances determine $\lambda$ by use of Eq. (1). Having now a standard wave length, we can determine distances in other crystals, and thus determine their density by use of the X ray alone, obtaining values that may be compared with the density determined in the ordinary way. In the present state of the seience, it is often possible to get more accurate values of the density of a substance by use of $\mathbf{X}$ rays than by direct measurements, aceurate results by the ordinary methods often being, for various reasons, very difficult to obtain.

### 14.3. Application of X Rays to the Study of the Alkali Halides.

 If we examine Fig. 49 we see that there are many ways in which planes can be passed through the crystal so that the planes will go through centers of ions which lie close together. Three types of such planes are shown in the figure: (1), planes like ABC, AFE, etc., which (rather than use the usual nomenclature, which for our purposes is needlessly complicated) we shall call "straight planes"; (2) planes like BAE and FEC which we shall call "semidiagonal planes"; and (3) planes like AEC and GHJ which we shall call "diagonal planes." It may be readily seen from the geometry of the figure that if the distance between two adjacent straight planes is $\delta$ (equal, e.g., to BG) then the distance. between two adjacent semidiagonal planes is $\frac{1}{2} \sqrt{2} \delta$ and between two diagonal planes is $\frac{1}{3} \sqrt{3} \delta$. If the structure represented byFig. 49 is correct, an examination of the crystal with X rays and application of Bragg's law should show that there are actually distances in the crystal which bear the ratio $1: \frac{1}{2} \sqrt{2}: \frac{1}{3} \sqrt{3}$. Furthermore, it is possible to determine, by observing the directions of the incident and the reflected beams of $X$ rays with reference to the position of the crystal, the angles between the various kinds of planes, c.g., the angle between various straight. planes or between straight planes and semidiagonal planes.

There is another detail to which the attention of the reader must be directed. It will be noted that the straight planes and semidiagonal planes contain equal numbers of cach of the two kinds of ions, but that the diagonal planes contain only one kind of ion. Furthermore, the diagonal planes alternate-if one contains one kind of ion, the next plane will cont:ain the other kind. Therefore, alternate diagonal planes are different, and this has a special effect on the X-ray diagram, which we shall proceed to investigate.

Consider a set of planes, all alike, the distance between them being $d$. Then the angles at which reflection of $X$ rays will take place are given by Eq. (1). Now insert another set of planes, just like the original set, halfway hetween the latter. The possible angles of reflection $\theta^{\prime}$ will now be given by the modified expression

$$
\begin{equation*}
2 d^{\prime} \sin \theta^{\prime}=n \lambda, \tag{2}
\end{equation*}
$$

where $d^{\prime}=d / 2$. Solving for $\sin \theta$ from Eq. (1), we get

$$
\begin{equation*}
\sin \theta=\frac{n \lambda}{2 d}, \tag{3}
\end{equation*}
$$

and solving for $\sin \theta^{\prime}$ from Eq. (2)

$$
\begin{equation*}
\sin \theta^{\prime}=\frac{n \lambda}{2 d^{\prime}}=\frac{2 n \lambda}{2 d}=\frac{m \lambda}{2 \bar{d}}, \tag{4}
\end{equation*}
$$

which is just the same as (3) except that $m=2,4,6$. . . It is thus seen that inserting an extra set of planes halfway between the original ones is equivalent to suppressing the odd orders, and only half as many reffections occur. It is easy to understand why this occurs. The reflection from the new planes is in such phase that the odd orders are canceled out by the destructive
interference; the reflection from the new planes, however, reinforces the even orders, and these will now have an increased intensity. If, however, the new planes which are inserted are different from the original planes, and so do not reflect the $X$ rays with the same intensity, the odd orders of reflection will not be completely blotted out, but will still be there, though with diminished intensity. This is exactly what we should expect to happen with the diagonal planes in the crystal we have been considering. Actually it has been found in NaCl and other alkali halides of like structure that there are reflections at all the angles corresponding to the distance between two like diagonal planes, rather than merely the reflections corresponding to the distance between adjacent planes, but the odd orders are weak.

It should be noted that the straight, semidiagonal, and diagonal planes are not the only possible planes of atoms in the crystal.


Fig. 50. Many other such planes can of course be found, but they will contain fewer atoms per unit area, and the reflection will therefore be less intense. Furthermore, the distance between adjacent planes of this type will be small, as will be clear from the two-dimensional scetion shown in Fig. 50. For most of them, $d$ is so small that Eq. (1) cannot be satisfied even for $n=1$, since $\sin \theta$ cannot be greater than 1 ; therefore, from these planes there will be no reflection at all.

Before leaving the discussion of the structure of sodium chloride, it should be stated that there is at least one other possible arrangement of the ions which would have reflections at the same angles as the actual structure. This is the zincblende structure ${ }^{1}$ with Zn replaced by Na and S replaced by Cl . However, the relative intensities of the various reflections would be very different for the two different structures, and a study of them leaves no doubt as to the one to be assigned to NaCl . In general, the intensities are of great importance in the determination of crystal structures.
${ }^{1}$ See Appendix IV,

The foregoing discussion has shown how it is possible to verify, by the use of X-ray analysis, the structure of the alkali halides that have the atomic arrangement shown in Fig. 49. The verification of the structure of cesium salts that do not have this arrangement procceds just as simply. Planes of various kinds can be found in the crystal and their distances calculated. It is obvious that the distances involved will be different in this case, and the distances can be found and the postulated arrangement of the crystal verified by the use of $X$ rays in the same manner as before.

Of course when dealing with a crystal of a more complicated type, one is often confronted with a problem that is very much more difficult than those just discussed. It will of ten be difficult to make a preliminary guess as to the structure of the crystal, and sometimes $X$ rays alone will not enable one to distinguish among various possibilitics. In many cases, however, it is possible to obtain definite results, and in other cases one can supplement the information given by X rays with other information. As far as the X-ray analysis goes, however, there is no new principle involved, and as it is not desired to go into details of crystallography we shall in the future merely report the results of the X-ray analysis.

It should be mentioned that there are other methods of using the X rays than the Bragg method described above. These are the von Laue method and the Debye-Scherrer-Hull powder method. The von Laue method has already been briefly described in Chap. III; it has been very generally employed.
The powder method is really a modification of the Bragg method. A beam of X rays of definite wave length is allowed to pass through a powder. These $\mathbf{X}$ rays strike crystals that are oriented in all possible directions. Bragg reflection takes place from those crystals which happen to be oriented properly with respect to the incident beam. Reflection thus occurs in cones the rays of which make definite angles with the incident beam. If a photographic plate is placed some distance below the powder (which is laid upon a thin plate of some material as transpurent as possible to X rays), there appear upon it, in addition to a spot due to undeflected X rays, a series of rings where it intersects the cones of reflected X rays, and from the size of these rings and the geometry of the setup, information concerning the atomic distances within the crystal can be obtained.
14.4. The Ionic Radius.-The determination of interionic distances in crystals by means of X rays has brought out the fact that in many crystals these distances can be correlated by
assuming that each ion has a fixed and definite radius. ${ }^{1}$ The interionic distances, however, are always distances between the centers of two ions, and the actual radii of the separate ions cannot be found from a knowledge of these distances alone.

We may illustrate these statements with an example. Thus if the distances between positive and negative ions in NaCl , KCl , and KBr crystals are known, it is possible to calculate the distance in an NaBr crystal. Let an arbitrary radius be assigned to $\mathrm{Na}^{+}$. Then the radius of $\mathrm{Cl}^{-}$is found from the ionic distance in NaCl , on the assumption that two adjacent ions are touching. and the distance between centers is the sum of the two radii. From the radius of $\mathrm{Cl}^{-}$and the distance in KCl , the radius of $\mathrm{K}^{+}$is found. And similarly, from KBr , the radius of the $\mathrm{Br}^{-}$ is found. When the latter is added to the radius of $\mathrm{Na}^{+}$, it gives the expected ionie distance in NaBr . This agrees with experiment, thus, in this instance, confirming the assumption that the distances in the crystal can be explained by assuming ions of fixed radii. But it is clear that any division of the distance in the NaCl crystal will give the same result. Taking a smaller value for the radius of $\mathrm{Na}^{+}$, for example, eventually yields a correspondingly larger value for that of $\mathrm{Br}^{-}$, the sum being the same.

Various methods for dividing the distances in crystals between the ions have been suggested. Perhaps the most satisfactory is a theoretical one introduced by Pauling. ${ }^{2}$ The reason that the
${ }^{1}$ The additive rule was first proposed by W. L. Bragg, Phil. Mag., 40, 169 (1920), and the early development of the idea is due largely to Goldschmidt. See Goldschmidt, "Ceochemische Verteilungsgesetze der Elemente," I Kommisjon Hos Jacob Dybwad, Osk,, 1923-1927, especially vols. 7 and 8.
${ }^{2}$ Paulina, $_{1}$. Am. Chem. Soc., 49, 765 (1927). Earlier Wasastjerna, Soc. Sci. F'enn. Comm. Plys. Math., 1, No. 38 (1923); Zeits physik. Chem., 101, 193 (1922), and Goldsehmidt had used other methods for dividing the distance which gave results in agreement with those obtained by Pauling. Wasastjerna's method was based on the assumption that the mole refraction of an ion depends upon its size. The mole refraction of an ion is closely related to its polarizability, and that this should be related to the size of an ion will be clear from the discuasion of polarizability of molecules given in Sec. 12.4. Another method of getting the absolute size of ions, hased upon the assumption of anion-anion contact in eertain crystals (fee end of Sec. 14.4), was proposed by Landé, Zeits. Physit, 1, 191 (18:\%). Fecently the matter has been discussed from still a different point of view by Jensen, Meyer-Gossler, and Rohde, Zeits. Physik, 110, 277 (1938).
ions appear to have fairly definite radii lies in the nature of the repulsive forces which set in when the ions are brought close together. These forces are the same as in diatomic ionic-type molecules (see Sec. 9.1) and are due to the interpenetration of the electron clouds surrounding the ions. A relatively small interpenetration results in a very large increase of the repulsive force, so that the apparent size of the ion is very largely determined by the extension in space of the clectron cloud.

In a erystal such as KCl , in which the positive and negative ions are, respectively, the ions of alkali and halogen atoms coming just after and just before a given rare gas in the periodic table, the electronic structures are exactly similar, the only difference being in the charge on the nucleus. Now obviously in the $\mathrm{K}^{+}$ion, which has a greater charge on its nucleus than the $\mathrm{Cl}^{-}$ion, the electrons will be pulled in closer, so that $\mathrm{K}^{+}$will be smaller than $\mathrm{Cl}^{-}$- The exact difference in size will depend upon the effective charge on the outer electrons, which, of course, depends on the shielding effect of the imner electrons, which in turn depends upon how much the outer electrons penetrate the inner shells and upon the difference in size of the imer shells themselves in the two ions. In general, it may be said that the size of an orbit with a definite quantum number is inversely proportional to the effective charge. This is seen by replacing ${ }^{1} e^{2}$ by $Z^{\prime} e^{2}$, where $Z^{\prime} e$ is the cffective charge acting on the electron considered, in Eqs. (9) and (13) of Chap. V and eliminating $E$ between them. It is then found that with a given value of $n$, the quantity $a$, which effectively determines the size of the orbit, is inversely proportional to $Z^{\prime}$. The determination of the effective charge acting on the outer clectron is a very complicated calculation, into the details of which we cannot enter here. It has been done in a number of cases by Pauling, who has thus divided the distance in $^{2} \mathrm{NaF}, \mathrm{KCl}, \mathrm{RbBr}$, and CsI.
${ }^{1}$ Compare Chap. VII, Eq. (1). In this equation, $N$ is the number of inner electrons surrounding the nucleus, and the outer electron is revolving about them and is supposed not to penetrate. Hence it is moving under the influence of a charge $(Z-N) e$. Here the electron penetrates and moves under the influence of a charge whose average effective value is $Z^{\prime} e$. $Z^{\prime}$ thus takes the place of $Z-N$ in Eq. (1), Chap. VII.
${ }^{2}$ Since CsI has a body-centered structure, and since the interatomic distances in such a structure are somewhat larger than in the sodium chloride structure (see Sec. 14.6), correction has been made for this.

Once the radii of these ions are calculated, they can be used to obtain the radii of other ions with the same number of electrons but with different effective charges acting on these electrons by again assuming that the extension of the electron atmosphere in space is inversely proportional to the effective charge. Thus the radius of $)^{--}$can be calculated from that of $\mathrm{F}^{-}$, the radius of $\mathrm{Ca}^{++}$from that of $\mathrm{K}^{+}$, etc. The radius of $\mathrm{Li}^{+}$is obtained from the radius of $\mathrm{O}^{--}$and distances in $\mathrm{Ii}_{2} \mathrm{O}$, after applying the correction for the charge on the ions and the cordination number discussed below (Sec. 14.6). The results obtained are given in Table 16.


Nota: The radius of $\mathrm{Li}^{+}$and other radii derived therefrom (first row in the table) are slightly different from the values given by Pauling.

It will be noted that ions with an outer shell of eighteen electrons are also included in Table 16. These are treated as though they had the same structure as the ions of the rare-gas type. Although it might seem that this would not be justified, actually a wave mechanical calculation shows that the eighteen outer electrons of $\mathrm{Cu}^{+}$, for example, would on the average be somewhat closer to the nuclei than the eight outer electrons of $\mathrm{K}^{+}$, even if the effective charge acting on the outer electrons were the same in the two cases. It turns out that the electron density in the
extreme outer portion of an eighteen-electron shell ion, calculated on the assumption that the effective charges are the same in the two cases, is about equal to the electron density for an ion with shell of eight. It is the extreme outer part of the electron shell that determines the effective radius. Hence, it is only necessary in computing the radius of $\mathrm{Cu}^{+}$, for example, from that of $\mathrm{K}^{+}$, to correct for the difference in the effective charge. ${ }^{1}$

We may now check the hypothesis of constant ionic radii by comparing experimental and calculated distances for the various combinations of ions in the alkali halide crystals which have the sodium chloride structure. This is done in Table 17 . It will

Table 17.-Calculated and Observed Distances in Alkal Halides with the Sodium Chloride Structure
(In Angstroms)

|  | $\mathrm{Li}^{+}$ | $\mathrm{Na}^{+}$ | $\mathrm{K}^{+}$ | $\mathrm{Rb}^{+}$ | Cs ${ }^{1}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{gathered} \mathrm{F}^{-}, \text {cale. } \\ \text { obs. } \end{gathered}$ | 1.95 | (2.31) | 2.69 | 2.84 | 3.05 |
|  | 2.01 | 2.31 | 2.67 | 2.82 | 3.01 |
| $\mathrm{Cl}^{-} \text {, calc. }$obs. | 2.40 | 2.76 | (3.14) | 3.29 |  |
|  | 2.57 | 2.81 | 3.14 | 3.29 |  |
| $\mathrm{Br}^{-}$, ${ }^{\text {cal }}$ | 2.54 | 2.90 | 3.28 | (3.43) |  |
|  | 2.75 | 2.97 | 3.29 | 3.43 |  |
| $\mathrm{I}^{-}$, calc | 2.75 | 3.11 | 3.49 | 3.64 |  |
|  | 3.00 | 3.23 | 3.53 | 3.66 |  |

[^94]be observed that the agreement is good, except in the case of lithium salts. The reason for the discrepancy with these salts is readily understood if we note the small size of the lithium ion. The anion is so large that there is anion-anion contact, the cation being left free to bounce around in the interstices. The situation is illustrated in Fig. 51, which shows the cross section of one plane

[^95]of a normal sodium chloride typecrystal and also a similar section of a sodium chloride type crystal with anion-anion contact.

Anion-anion contact occurs if the ratio of the radius of the cation to the radius of the anion is less than $(\sqrt{2}-1): 1$. This condition is fulfilled in the case of all lithium halides except lithium fluoride. It would then be expected that one could obtain a direct measure of the anion radii by taking half the distance between anion centers in these crystals, and this is indeed the case. Half the distance between anion centers is $1.82 \AA$., $1.95 \AA$., and $2.12 \AA$. for $\mathrm{Cl}^{-}, \mathrm{Br}^{-}$, and $\mathrm{I}^{-}$, respectively, agreeing closely with the values given in Table 16. In the case of sodium iodide, and lithium fluoride the ratio of cation and anion radii is very close to the critical value $\sqrt{2}-1$. This means that double repulsion will occur, i.c., any given ion will be affected by the



Anion-anion contact

Fig. 51.
repulsive forces of ions of both signs instead of only ions of one sign. The effect of the extra repulsive force is to make the actual interionic distance slightly greater than the calculated distance.
14.5. Energy of Crystal Lattices.- Before proceeding further with the discussion of crystal radii, it will be advantageous to consider in somewhat more detail the forces operative in ionic crystals. ${ }^{1}$ The nature of these forees will already be clear from the discussions at the beginning of this chapter and elsewhere (e.g., Sec. 9.1). They consist of electrostatic forces and the repulsive forces due to interpenetration of electron shells.

Let us consider first the electrostatic forces. The potential, due to the electrostatic forces on some ion, say the $i$ th ion, is given by the sum ${ }^{2}$ over all other ions $\Sigma_{j} z_{i} z_{j} e^{2} / r_{i j}$, where $z_{j} e$ is the

[^96]charge on the $j$ th ion ( $e$ is the charge on the electron), $z_{i} e$ being, of course, the charge on the $i$ th ion, ${ }^{1}$ and $r_{i j}$ is the distance between the $i$ th ion and the $j$ th ion. The contributions to this sum come largely from the ions in the immediate neighborhood of the $i$ th ion, so that if the number of ions is large enough the value of the sum is independent of their number. This is true because there is practically complete cancellation of the contribution from positive and negative distant ions; there is as much positive as negative charge in the crystal, and the positive and negative charges are close to each other; so a distant positive charge will be balanced in its effect on the $i$ th ion by an almost equally distant negative charge. The sum is therefore equal to $-e^{2} / r$ (where $r$ is the shortest anion-cation distance) multiplied by a factor of the order of magnitude of one, and where the sign is negative because the ions closest to a given ion are all, or at least predominantly, of opposite sign, giving a negative potential (attraction). In simple crystals like the alkali halides, the sum for any given ion is the same as that for any other ion, because they are all similarly placed in the crystal. To find the total energy of such a crystal, we can then multiply the sum $\Sigma_{j} z_{i} z_{j} e^{2} / r_{i j}$ by the number of ions and divide by 2 (it is necessary to divide by 2 because the potential of any ion due to a second ion is exactly the same thing as the potential of the second ion due to the first-by considering the potential of any ion due to all the other ions, then summing again over all ions, we include the mutual potential of all pairs of ions twice). In other more complicated types of crystal, there may be different kinds of ions placed in different ways, each one with its own potential; but in any case the electrostatic encrgy of the crystal will be equal to $\frac{1}{2} e^{2} \Sigma_{i} \Sigma_{j} z_{i} z_{j} / r_{i j}$, and this sum will again be proportional to $N$, the number of "molecules" 2 in the crystal. The sum can be expressed in terms of $r, N$, and a constant depending solely on the geometry of the crystal. Suppose we allow $r$ to vary, kecping the crystal structure the same, i.e., holding each ion in the same relative position, so that every distance $r_{i j}$ changes in the same ratio as $r$; we shall then have

[^97]$r_{i j}=l_{i j} r$ where $l_{i j}$ is independent of $r$. Setting this into the sum, we have $\frac{1}{2}\left(e^{2} / r\right) \Sigma_{i} \Sigma_{j} z_{i} z_{j} / l_{i j}=-N A e^{2} / r$, where $A$ is a quantity that depends only on the $l_{i j}$ 's and the $z$ 's and hence only on the geometry of the crystal and the charges on the ions. The values of $A$, the so-called "Madelung constant" (after the investigator who made the first calculations of this constant.), are given in Table 18 for several different types of crystal. ${ }^{1}$ (Actually $A^{\prime} \alpha^{2}$ is given, where $\alpha$ is the largest common factor of the valences of the ions.) This then rompletes our description of the attractive forces in the crystal.

It has been usual to represent the repulsive energy between two ions $i$ and $j$ by an approximation of the type $b_{i j} / r_{i j}{ }^{n}$, where $b_{i j}$ and $n$ are constants. The repulsive forces are known to be practically zero to fairly small values of $r_{i j}$ and then to rise rapidly as $r_{i j}$ decreases. This behavior is reproduced by making $n$ fairly large. It varies for different crystals but is of the order of magnitude of 10 ; the method of evaluating it is discussed below. It is assumed to be the same for all ion pairs in a given erystal. The total repulsive energy of the crystal, like the electrostatic energy, is given by a double summation

$$
\begin{equation*}
\frac{1}{2} \sum_{i} \sum_{j} \frac{b_{i j}}{r_{i j}{ }^{i}}=\frac{1}{2 r^{n}} \sum_{i} \sum_{j} \frac{b_{i j}}{l_{i j}{ }^{n}}=\frac{N B}{r^{n}} \tag{5}
\end{equation*}
$$

where $B$ is again a constant depending on the geometry of the crystal. ( $B$, however, also depends on the magnitude of the repulsive forces.) The total potential energy per "molecule" is thus given by

$$
\begin{equation*}
U=-\frac{A e^{2}}{r}+\frac{B}{r^{n}} \tag{6}
\end{equation*}
$$

if $r$ is allowed to vary, ${ }^{2}$ keeping the crystal structure the same. Equation (6) defines a kind of potential-energy curve in which $U$ is defined as a function of $r$ when the crystal is expanded or
${ }^{1}$ Sherman, J., Chem. Rev., 11, 107 (1932).
${ }^{2}$ We may assume that $r$ varies arbitrarily, though an actual crystal naturally tends to an equilibrium condition in which $r$ has a definite value. This equilibrium position may be changed by application of pressure. A process in which $r$ changes, but in which departure from the condition of equilibrium is always infinitesimally small (i.e., in which the pressure is varied and always has the proper value), is said to be reversible.
compressed without displacement of the relative positions of the atoms. $U$ becomes zero when $r$ is infinite. The curve is very similar both in nature and in origin to that shown in Fig. 34, page 106, the only difference being that here we deal with the interaction of many ions, whereas there we were considering but two.

Table 18.--Values of the Madelung Constant for Diffelent Types of Chystals

| Crystal type | Example | Coordination number | $A / \alpha^{2}$ | $A_{0}$ |
| :---: | :---: | :---: | :---: | :---: |
| Sodium chloride. | NaCl | 6 | 1.748 | 1.748 |
| Cesium chloride. | CsCl | 8 | 1.763 | 1.763 |
| Sphalerite. | ZnS | 4 | 1.638 | 1.638 |
| Wurtaite. | ZnS | 4 | 1.641 | 1.641 |
| Fluorite. | $\mathrm{CaF}_{2}$ | Ca, 8; F, 4 | 5.039 | 1.680 |
| Rutile. | $\mathrm{TiO}_{2}$ | Ti, 6; O, 3 | 4.816 | 1. 606 |
| Anatase. | $\mathrm{TiO}_{2}$ | Ti, 6; 0, 3 | 4.800 | 1.600 |
| $\beta$-Quartz . | $\mathrm{SiO}_{2}$ | Si, 4; 0, 2 . | 4.439 | 1.480 |
| Cadmium iodide. | $\mathrm{CdI}_{2}$ | $\mathrm{Cl}, 6$ | 4.71 | 1.570 |

[^98]Equation (6) represents only the potential energy, and neglects any thermal motion of the ions. There is still the thermal energy to be considered. This will be of the order of, or less than, $3 k T$ per ion, where $k$ is the Boltzmann constant (see Appendix II), plus the zero-point energy, which will exist for vibrations of the crystal lattice just as it does for vibration of a molecule as seen in Secs. 9.2 and 9.4. This extra energy is in all cases extremely small compared with the potential energy and except in rather refined calculations can be neglected.

To the approximation that it is correct to neglect the thermal energy, no heat will flow in or out of the crystal when the distance $r$, and consequently the volume per molecule $V$, is changed. $U$, of course, changes for, by Eq. (6), it is a function of $r$. If the pressure on the crystal is $P$, and if the crystal is expanded
reversibly by an amount $d V$, it does work $P d V$, per molecule. This work is wholly supplied from the energy of the crystal, under the assumptions made, and so is equal to $-d U$. Thus we have $P=-\frac{d U}{d V}$. Under ordinary conditions, the pressure is practically equal to zero. A pressure of 1 atm., for example, is entirely negligible compared with the pressure necessary to change $V$ by an exceedingly small amount. If we set $d U / d V=0$ (which, if we assume that the relative positions of the atoms remain the same, ${ }^{1}$ is equivalent to $d U / d r=0$ and, of course, means that the energy $U$ has its minimum value), then this will be the ordinary condition of equilibrium for the crystal. That is, the crystal, if not under pressure, will naturally take the volume that makes this condition true. Let us call the value of $r$ corresponding to this condition $r_{0}$. Then we have, differentiating Eq. '(6) and setting the derivative equal to zero (multiplying through by $r_{0}{ }^{2}$ ),

$$
\begin{equation*}
A e^{2}-\frac{n B}{r_{0}{ }^{n-i}}=0 . \tag{7}
\end{equation*}
$$

If we are interested in the energy of the crystal at equilibrium, as is usually the case, we may readily find it from (6) by setting $r=r_{0}$ in that equation; and evaluating $B$ from Eq. (7), we get

$$
\begin{equation*}
U_{0}=-\frac{A e^{2}}{r_{0}}\left(1-\frac{1}{n}\right) \tag{8}
\end{equation*}
$$

It is thus seen that the energy of formation of the crystal from the ions (generally known as the "lattice energy" of the crystal") can be found if $n$ can be determined.

Since $A$ and $r_{0}$ may be taken as known, Eq. (7) gives one relation between $B$ and $n$. If we could find one more relation between them, they could both be evaluated "experimentally."

[^99]This second relation is furnished by the measurement of the compressibility of the crystal. The compressibility is defined as the relative decrease in volume per unit pressure applied. This may be written as

$$
\begin{equation*}
\kappa=-V^{-1} \frac{d V}{d \vec{P}} \tag{9}
\end{equation*}
$$

where $V$ is the molecular volume and $P$ the applied pressure. Since $P=-\frac{d U}{d V}$ if all the energy of the crystal is potential energy, we also have $\frac{d P}{d \bar{V}}=-\frac{d^{2} U}{d V^{2}}$. By Eq. (9), this gives

$$
\begin{equation*}
\frac{d^{2} U}{d V^{2}}=-\frac{1}{\frac{d \bar{V}}{d P}}=\frac{1}{\kappa \bar{V}} \tag{10}
\end{equation*}
$$

$V$ is proportional to $r^{3}$, if the atoms remain in the same relative positions, and the constant of proportionality is readily found if the geometry of the crystal is known. Let us call this constant a. Furthermore, $U$ is given as a function of $r$ by Eq. (6). The various terms in Eq. (10) may, therefore, be evaluated; it is found that

$$
\begin{equation*}
-\frac{4 A e^{2}}{9 a^{2} r^{7}}+\frac{n(n+3) B}{9 a^{2} r^{n+6}}=\frac{1}{\kappa a r^{3}} . \tag{10a}
\end{equation*}
$$

If $\kappa$ is measured under conditions such that the volume of the crystal has its normal value, i.e., when $r=r_{0}$, then, since $r_{0}$ and all other quantities in the equation except $B$ and $n$ are known, this gives the second relation between the latter quantities.

The compressibility of the alkali halides has been measured by Slater, ${ }^{1}$ who extrapolated his results to absolute zero. The kinetic energy of the lattice, which in our consideration has been neglected, may well be expected to have a greater effect on the compressibility, which involves a second derivative, than on the encrgy of the crystal, so that in calculating values of $r_{0}$ and $n$ it is obviously best to make the extrapolation to absolute zero.

Pauling ${ }^{2}$ has used the following values for $n$ for ions with electron structure of the type indicated: He (e.g., $\mathrm{Be}^{++}, \mathrm{B}^{+++}$),

[^100]5; $\mathrm{Ne}, 7$ 7 $\mathrm{A}, \mathrm{Cu}^{+}, 9$. $\mathrm{Kr}, \mathrm{Ag}^{+}, 10 ; \mathrm{Xe}, \mathrm{Au}^{+}, 12$. In the case of compounds containing ions with different electron configurations, the average value was used for $n$. In the limited number of cases in which data are available, these values check fairly well with the experiments (see also end of Sec. 14.6). No data are available for the ions with an outer shell of eighteen, however.

The values of $n$ are far from eertain, but fortunately it is not necessary for $n$ to be known very accurately in order to be able to calculate the energy of a crystal with a fair degree of accuracy. This is readily seen from the expression for the energy of a crystal, as given by Eq. (8). An error of 1 in $n$ will make an error of about one- $n$th part in the term $1 / n$ of Eq. (8), which in turn contributes about $1 / n$ of the energy. Thus an error of 1 in $n$ will make a fractional error of $1 / n^{2}$ in the energy, which would vary from 4 per cent for $n=5$ to less than 1 per cent for $n=12$. Sherman believes that the error in actual cases will not usually exceed 3 per cent.

There is some probability of error due to the approximate form $B / r^{n}$ which has been taken for the repulsive potential. Evaluating $B$ and $n$ by use of Eqs. (7) and (10a) amounts to determining $B$ and $n$ in such a way that the first and second derivatives of the repulsive part of the potential have the eorrect values at $r=r_{0}$. This, of course, does not necessarily mean that the repulsive potential itself will have the right value at $r=r_{0}$, and the correctness of the assumption will depend upon the validity of our form of approximation.

Another type of approximation, which is probably preferable from the theoretical point of view and which does not give very different results from the approximation already used, is one of the form $b e^{-\frac{r}{\rho}}$, where $b$ and $\rho$ are constants, so that, instead of (6), we write

$$
\begin{equation*}
U=-\frac{A e^{2}}{r}+b e^{-\frac{r}{p}} \tag{11}
\end{equation*}
$$

This form of repulsive potential has certain theoretical advantages. It was first used in the actual calculation of crystal energies, a subject to which we shall revert later, by Born and Mayer. ${ }^{1}$ The repulsive potential rises the more suddenly and

[^101]rapidly the smaller $\rho$ so that $r_{0} / \rho$ (a dimensionless quantity) is in a certain sense the counterpart of $n$ of Eq. (6) and it also can be evaluated by a consideration of the compressibility of the crystal. For details, the paper of Born and Mayer must be consulted. With a potential of the form (11), we get in place of Eq. (8)
\[

$$
\begin{equation*}
U_{0}=-\frac{A e^{2}}{r_{0}}\left(1-\frac{\rho}{r_{0}}\right) \tag{12}
\end{equation*}
$$

\]

in which it will be seen that the term $1 / n$ is replaced just by $\rho / r_{1}$.
It is worthy of note that the value of $\rho$ as determined by the compressibilities was found by Born and Mayer to have nearly the same value, namely, $0.345 \AA$., for all the alkali halides. With the single exception of lithium iodide, in which case Born and Mayer believe the compressibility may be in error, the values range between 0.310 and $0.384 \AA$. In finding the values of $\rho$, Born and Mayer used a somewhat more exact form for the repulsive potential ${ }^{1}$ and took into account a number of small eorrections to the formula (11) which also of course enter into the expression connecting the compressibility with $\rho$. Instead of attempting to estimate the compressibility at $0^{\circ} \mathrm{K}$., they set up a thermodynamic expression (involving the coefficient of thermal expansion and the change of the compressibility with temperature and pressure-all at room temperature) by means of which it was possible to relate the desired quantity $\rho$ with the compressibility at room temperature. Enough data were available for nine alkali halides to carry out the calculations, and estimates could be made for other alkali halides. In addition, they took into account the van der Waals forces between the ions, which cause further modifications in the expressions used in the determination of $\rho$. The van der Waals forces, as explained in Chap. XVII, result from mutual polarization of the ions. The motion of the electrons in an ion causes a temporary dipole moment in that ion, which in turn induces a dipole moment. in neighboring ions in such a direction as to produce attraction between the ions. The permanent charge on an ion (say ion I--

[^102]see Fig. 52) will also induce a polarization in a neighboring ion (ion II) so as to cause attraction between them; however, there

Ion I


Fig. 52.-- Illustrating the distortion of a negative ion by two positive ions. The induced dipoles cancel as far as their moments are concerued but may not be located at the center of the negative ion. will be another ion (ion III) on the other side of ion II, and the electric moment produced in ion II by the permanent charge of ion III will just cancel that produced by ion I, so that no net attraction occurs. This, of course, assumes that the dipoles produced in ion II may be taken as located exactly at the center of this ion, so that the dipole produced in ion II by ion III has as much effect on ion I as the dipole produced in ion II by ion I, itself. If ion II is readily distorted, this will not be the case, and there will then be an extra attraction due to this canse between the ion pairs; such an attraction may be considered to be due to an incipient covalent binding force.
14.6. Interionic Distances in Real Crystals.-Since an ion is not simply a hard sphere like a billiard ball, but has a certain compressibility, the actual distances between ions in a crystal will depend not only upon the extension in space of the electron atmospheres of the ions, but also upon the forces the ions exert on each other, ${ }^{1}$ as expressed, for example, by Eq. (7). Since the radii of the alkali and halide ions were determined from distances in uni-univalent crystals with sodium chloride structures, and since the radii of the other ions in Table 16 really represent extensions in space of the electron cloud about the ion, determined by comparing with alkali and halide ions, it is seen that the distances in a crystal should be given by such radii only if the crystal were a uni-univalent crystal with sodium chloride structure. But, of course, the polyvalent ions cannot form uni-univalent crystals and they may not have the sodium chloride structure. Let us, therefore, define what may be called a "reduced" Madelung constant $A_{0}$ by the equation

$$
\begin{equation*}
A=\frac{z_{2} z_{4} A_{0} f}{2} \tag{13}
\end{equation*}
$$

[^103]where $z_{c}$ and $z_{a}$ are the absolute values of the charges (expressed as multiples of $e$ ) of cation and anion, respectively, $f$ is the number of ions in the molecule (i.e., $f=2$ for $\mathrm{NaCl}, f=3$ for $\mathrm{CaCl}_{2}$, etc.), and $A_{0}$ depends solely upon the geometry of the crystal and not on the valence. Thus it will be clear from the expressions for the attractive potentials at the beginning of Sec. 14.5, taken together with Eq. (13), that $A_{0}$ will be the same for NaCl and MgO , both of which have the sodium chloride structure, and for both of which, of course, $f=2$. It will be observed from Table 18 that $A_{0}$ does not depend very strongly on the geometry of the crystal, and the value of $A$ is determined mostly by $z_{c}, z_{a}$, and $f$. As a first approximation, we shall consider $A_{0}$ to be independent of the form of the crystal.

In the case of the repulsive term, we can write approximately

$$
\begin{equation*}
B=f_{r} C_{N} B_{0} \tag{14}
\end{equation*}
$$

where $f_{c}$ is the number of cations per molecule, $C_{N}$ the coordination number of the cation, and $B_{0} / r^{n}$ the repulsive potential between a single pair of ions. The total number of contacts between anion and cation in a crystal having but one kind of cation is $f_{c} C_{N} N$, where $N$ is the number of molecules. Therefore, if we take into account only the potential between adjacent atoms and assume that the anion-cation distances for all $C_{N}$ contacts of a given ion have the same value, namely, $r$, then the total repulsive potential of the crystal is equal to $f_{c} N C_{N} B_{0} / r^{n}$, so that Eq. (14) follows from Eq. (5). Substituting Eqs. (13) and (14) into Eq. (7) and solving for $r_{0}$ give

$$
\begin{equation*}
r_{0}=\left(\frac{2 f_{c} n C_{N} B_{0}}{z_{c} z_{a} A_{0} f e^{2}}\right)^{\frac{1}{n-1}} \tag{15}
\end{equation*}
$$

The radii of Table 16 give the correct value of $r_{0}$ for crystals of the sodium chloride type, which are crystals with $z_{a}=z_{c}=1$, with $2 f_{c} / f=1$, and with $C_{N}=6$. We now assume on the basis of Eq. (15) that if these quantities do not have these values, the value of $r_{0}$ obtained from Table 16 may be corrected by multiplying by $\left(2 f_{c} C_{N} / 6 z_{c} z_{a} f\right)^{\frac{1}{n-1}}$. Pauling's set of values of $n$ (see Sec. 14.5) can be used. The calculation is easily made by means of tables constructed by Zachariasen.

In Table 19 are presented the results for the alkaline earth oxides, sulfides, and selenides, which have the sodium chloride

Table 19.-Distances for Alkaline Earth Oxides, Etce. (In Angstroms)

|  | $\mathbf{M g}{ }^{++}$ | $\mathrm{Ca}^{++}$ | $\mathrm{Sr}^{++}$ | $\mathrm{Ba}^{++}$ |
| :---: | :---: | :---: | :---: | :---: |
| $\begin{array}{cc} \mathrm{O}^{--}, & \text {calc......... } \\ & \text { obs. . . . . } \end{array}$ | 2.05 | 2.41 | 2.56 | 2.79 |
|  | 2.10 | 2.40 | 2.58 | 2.77 |
| $\mathrm{S}^{--}$, cal | 2.54 | 2.83 | 2.98 | 3.21 |
|  | 2.60 | 2.84 | 3.01 | 3.19 |
| $\mathrm{Se}^{--}$, calc. obs. | 2.72 | 2.97 | 3.12 | 3.34 |
|  | 2.73 | 2.96 | 3.12 | 3.30 |
| Te ${ }^{--}$, calc | .... | 3.18 | 3.32 | 3.55 |
|  |  | 3.17 | 3.33 | 3.50 |

Data from "Strukturbericht." Calculated values for MgS and MgSe corrected for anion-auion contact.
structure. The excellent agreement is perhaps the best justification for the use of Pauling's values of $n$ in attempting to make a rough estimate of the expected interionic distance in an ionic crystal, which can be compared with experimental distances in connection with the study of the transition between ionic and covalent binding. The discussion of other cases is deferred until Chap. XVI, after the consideration of covalent crystals.

Pauling's values of $n$ do not give so completely satisfactory a result when an attempt is made to find the contraction on going from a coordination number of six to a coordination number of one (vaporization of a sodium chloride crystal). This is treated in Sec. 14.9.
14.7. The Born-Haber Cycle.-In the preceding pages of this chapter, we have considered the energy of formation of a crystal from the ions which compose it. In most cases, it is not possible to measure this energy directly, but the energy of formation of the crystal from the clements is known. The latter can be decomposed into the energies of a number of processes, which constitute hypothetical intermediate steps in the formation of the crystal. Let us consider, for example, the formation of sodium chloride from elementary solid sodium and elementary
gaseous chlorine. The reaction may be supposed to take place either directly or through the following steps: ${ }^{1}$


The encrgy placed above each arrow indicates the energy absorbed by the system in the particular step. If the cycle takes place at the absolute zero of temperature, $S$ is the energy of sublimation of sodium at absolute zero, $I$ is the ionization potential, $D$ is the energy of dissociation of chlorine at absolute zero, $F$ is the electron affinity, and $-U_{0}$ is the lattice energy. $S$ and $I$ represent the energy absorbed when the process involved goes in the direction indicated, and $D$ is the energy absorbed when the reaction $\mathrm{Cl}_{2}$ (gas) $\rightarrow 2 \mathrm{Cl}$ (gas) takes place. As energy is actually absorbed in these processes, they are all positive quantities. $F$ is the energy absorbed when an electron is removed from $\mathrm{Cl}^{-}$; it is also a positive quantity. When the reverse reaction takes place, the energy absorbed is $-F$ (i.e., energy is actually evolved). $U_{0}$ is given, at least in good approximation, by Eq. (8) or (12). In Eqs. (8) and (12), the energy of the crystal is assumed to be zero when the ions are completely separated, and $U_{0}$ is a negative quantity. The positive quantity $-U_{0}$, the lattice energy, is the energy absorbed when the ions are separated. In the reverse reaction, energy $U_{0}$ is absorbed; since $U_{0}$ is negative, energy is actually evolved. The total energy of formation of the crystal from the elementary substances $Q$ [energy absorbed in the reaction Na (solid) $+\frac{1}{2} \mathrm{Cl}_{2}$ (gas) $\rightarrow \mathrm{NaCl}$ (solid)] is given by

$$
\begin{equation*}
Q=S+I+\frac{1}{2} D-F+U_{0} \tag{16}
\end{equation*}
$$

$Q$ is accurately known experimentally for many substances, as are all the quantities in Eq. (16) except $F$ and $U_{0}$. The latter can be calculated as indicated in Sec. 14.5, and the equation may thus be used to obtain $F$. As a matter of fact, there have been recently several direct experimental determinations of $F$, but these are probably not to be regarded as being so reliable as the

[^104]determination from Eq. (16). We shall therefore use this equation for the purpose of calculating $F$ for the various halogens. The reliability of the results may then be estimated from the consistency of the values $F$ obtains from different compounds of a given halogen. (Concerning energy units, see note, page 461.)

Calculations of this type were made by Mayer and Helmholz ${ }^{1}$ for the alkali halides and have recently been improved by Huggins. ${ }^{2}$ In calculating the lattice energy, Fq. (12) was used, but with appropriate corrections for van der Waals forces, ${ }^{3}$ etc., as discussed in Sec. 14.5. As already noted, $\rho$ was found not to vary greatly from crystal to crystal, and in calculating $U_{0}$ the same (mean) value was used for all the salts. Born and Mayer took $\rho=0.345 \AA$., and Huggins took $\rho=0.333$. The zero-point energy of vibration of the crystals was also corrected for. The values for $U_{0}$ are given in Table 20. These follow Huggins but have been corrected to room temperature by taking into account the (relatively very small) thermal energy of the crystal ${ }^{4}$ and the gaseous ions. The tabulated values also include the heat absorbed in order to furnish energy for the work done against the atmosphere when the process is carried out at constant pressure; in other words, they are the changes in heat content (see Appendix II), which are the values obtained directly experi-
${ }^{1}$ Mayer and Helmholz, Zeits. Physik, 75, 19 (1932).
${ }^{2}$ Huggins, J. Chem. Phys., 5, 143 (1937). Verwey and de Boer [Rec. trav. chim. Pays-Bas, 55, 431 (1936)] have also made a recalculation, but they merely corrected the van der Waals potential used by Mayer and Helmholz without considering how this change affected the equilibrium condition, and hence $\rho$ and other dependent quantities; the latter changes partially cancel the original change in the van der Waals potential.
${ }^{3}$ The effect of the van der Waals forces is small but not entirely negligible. Theircontribution to the attractive potential ranges from around 6 ( Li salts) to 12 kg .-cal. (Cs salts). Recent work of May, Phys. Rev., 52, 339 (1937), and 54, 629 (1938), indicates that the contribution may possibly be larger.

If the van der Waals forces are neglected altogether, this will be partially compensated for by using in Eq. (12) the different value of $\rho$ which is obtained from the compressibility by neglecting the van der Waals forces. Some idea of how much the van der Waals force affects $\rho$ may be obtained by calculating $U_{0}$ as Huggins has done, and then reversing the process, calculating an effective value of $\rho$ directly from Eq. (12) without making the corrections. Such values of $\rho$ are given for the alkali halides in Table 27.
${ }^{4}$ Following Mayer and Helmholz. Energies (except $I$ and $F$ ) in all tables throughout the chapter are for room temperature and, unless otherwise noted, contain the work done against the atmosphere.
mentally. The other quantities also include the work done against the atmosphere and are for room temperature, except for the ionization potentials. The average kinetic energies of a gaseous atom and a gaseous ion at any temperature will be equal; so taking the ionization potential at $0^{\circ} \mathrm{K}$. merely neglects the

Table 20.-The Born-Haber Cycle for the Alkali Halides (All energies in kilogram-calories)

| Salt | $-Q$ | $S$ | $I$ | $\frac{1}{2} D$ | $-V_{0}$ | $F$ | $\mathrm{Av} F$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| LiF | 145.6 | 39.0 | 123.8 | 31.8 | 245.1 | 95.1 |  |
| NaF | 136.0 | 25.9 | 118.0 | 31.8 | 216.4 | 95.3 |  |
| KF. | 134.5 | 19.8 | 99.7 | 31.8 | 193.2 | 92.6 | 95.0 |
| $\mathrm{R}, \mathrm{F}$ | 133.2 | 18.9 | 95.9 | 31.8 | 183.4 | 96.4 |  |
| CsF. | 131.7 | 18.8 | 89.4 | 31.8 | 175.9 | 95.8 |  |
| LiCl . | 97.6 | 39.0 | 123.8 | 28.9 | 201.1 | 88.2 |  |
| NaCl . | 98.3 | 25.9 | 118.0 | 28.9 | 184.0 | 87.1 |  |
| KCl | 104.4 | 19.8 | 99.7 | 28.9 | 168.3 | 84.5 | 87.3 |
| RbCl | 105.1 | 18.9 | 95.9 | 28.9 | 162.1 | 86.7 |  |
| CsCl . | 106.3 | 18.8 | 89.4 | 28.9 | 153.2 | 90.2 |  |
| LiBr . | 87.6 | 39.0 | 123.8 | 23.1 | 189.9 | 83.6 |  |
| NaBr | 90.6 | 25.9 | 118.0 | 23.1 | 175.9 | 81.7 |  |
| KBr | 97.9 | 19.8 | 99.7 | 23.1 | 161.5 | 79.0 | 81.8 |
| RbBr . | 99.6 | 18.9 | 95.9 | 23.1 | 156.1 | 81.4 |  |
| CsBr . | 101.5 | 18.8 | 89.4 | 23.1 | 149.6 | 83.2 |  |
| LiI | 72.5 | 39.0 | 123.8 | 18.1 | 176.2 | 77.2 |  |
| NaI | 76.7 | 25.9 | 118.0 | 18.1 | 164.4 | 74.3 |  |
| KI. | 86.3 | 19.8 | 99.7 | 18.1 | 152.5 | 71.4 | 74.3 |
| RbI | 88.5 | $: 18.9$ | 95.9 | 18.1 | 147.9 | 73.5 |  |
| CsI. | 91.4 | 18.8 | 89.4 | 18.1 | 142.4 | 75.3 |  |

[^105]kinetic energy (and the work done against the atmosphere) of the free electrons. The resulting electron affinity then fails to include the same quantity, so that the electron affinity obtained is actually that for $0^{\circ} \mathrm{K}$. This is presented in the last column of the table, together with the average for each of the halogens.

The values given for the electron affinities are probably correct to within 5 kg .-cal. and are seen to decrease, as expected, from fluorine to iodine. The fact that, within rather small
limits, the same electron affinity is obtained for a given halogen regardless of the salt used is evidence in favor of the correctness of the assumptions made concerning the nature of the forces operating in these crystals, and we can feel fairly certain that they are chiefly electrostatic and repulsive forces as supposed. ${ }^{1}$

These conclusions are further supported by some experiments in which the equilibrium between ions and a solid salt has been measured directly. Knowing the equilibrium constant, for example, for the reaction KI (solid) $\rightleftarrows \mathrm{K}^{+}$(gas) $+\mathrm{I}^{-}$(gas), together with already known thermodynamic data (entropies of the salt and of the ions-see footnote, page 406) enables one to obtain the energy of the reaction by means of a well-known thermodynamic relation [see Eq. (6) of Appendix II].

The experiment consists of heating the salt to a high temperature in a graphite furnace with a small opening, the whole being in a vacuum. The number of ions issuing from the hole in the furnace is determined by measuring the current they carry due to their electrical charges. From the laws of efflux of gases at low pressures, the concentration of ions in the furnace may then be calculated. [As a matter of fact, the ions are not actually in equilibrium with the salt, but with the gaseous molecules produced by heating the salt which were themselves heated to a higher temperature, so that actually the equilibrium constant for the reaction KI (gas) $\rightleftarrows \mathrm{K}^{+}$(gas) $+\mathrm{I}^{-}$(gas), for example, was measured and the value for the reaction KI (solid) $\rightleftarrows \mathrm{KI}$ (gas) taken from data of Wartenberg and others. ${ }^{2}$ ] In this way,

[^106]Mayer and Helmholz ${ }^{1}$ found the following values of the lattice energy for several salts (in kilogram-calories at $0^{\circ} \mathrm{K}$.):

| KI | CsI | RbBr | NaCl |
| :---: | :---: | :---: | :---: |
| 153.8 | 141.5 | 151.3 | 181.3 |

Tandon, ${ }^{2}$ using a similar method, has obtained the following results:

| NaI | KI | NaBr | KBr |
| :---: | :---: | :---: | :---: |
| 166.4 | 150.6 | 176.3 | 159.7 |

These results are in satisfactory agreement with the values in Table 20, and this agreement lends further support to the belief that the forces in these crystals are of the ionic type.

Further support comes to the theory from the direct measurement of the electron affinity of iodine. Sutton and Mayer ${ }^{3}$ have measured the rates of emission of electrons and negative ions from a tungsten filament heated to a high temperature in the presence of iodine. Electrons may be separated from negative ions by taking advantage of the much greater deflection of electrons in a magnetic field, due to their small mass. It is assumed that practically all iodine molecules striking the surface (their number per second can be calculated from the pressure of iodine and the area of the wire) are dissociated. Some appear as atoms, but others are converted to negative ions by the electrons coming from the wire, and it is assumed that equilibrium is established at the surface of the wire between atoms, ions, and electrons. There are then enough data to calculate the equilibrium constant for the reaction $I$ (gas) + electron (gas) $\rightleftarrows \mathrm{I}^{-}$(gas). This gives the free energy change in the reaction; the entropy change can be calculated theoretically, and so the energy of the reaction can be calculated from the considerations of Appendix II. In this way, Sutton and Mayer obtain 72.4 kg .-cal. for the electron affinity of iodine. The uncertainty in this result may be several kilogram-calories, and it would seem to be in satisfactory agreement with the value obtained from Table 20. More

[^107]recently Glockler and Calvin ${ }^{1}$ have, by means of an experiment based on the same principles but different in details, obtained a value of 74.6 kg .-cal.

Similar direct determinations for bromine have led to estimates of the electron affinity of ${ }^{2} 88$ and $^{3} 80 \mathrm{~kg}$.-cal.

Once reliable values for the electron affinities are available, it is possible to use them, in conjunction with Eq. (16) (or the appropriate modification of it, if other than a uni-univalent salt is being considered), to find an "experimental" value of $U_{0}$, provided the other quantitics in the equation are known experi-

Table 21.-The Born-Haber Cycle for Cuprous, Silver, and Thallous Halides
(All energies in kilogram-calories)

| Salt | -Q | $S$ | $I$ | $\frac{1}{2} D$ | $F$ | $\begin{gathered} -U_{0} \\ (\text { expt. }) \end{gathered}$ | $\begin{gathered} -U_{0} \\ \text { (theor.) } \end{gathered}$ | $\begin{gathered} U_{0}-U_{0} \\ \text { (theor.) (expt.) } \end{gathered}$ | Van der Waals contribution to $-U_{0}$, theor. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| CuCl . | 34.3 | 81.2 | 177.4 | 28.9 | 87.3 | 234.5 | 216 | 18 | (15) |
| CuBr | 30.5 | 81.2 | 177.4 | 23.1 | 81.8 | 230.4 | 208 | 22 | (15) |
| CuI. | 25.2 | 81.2 | 177.4 | 18.1 | 74.3 | 227.6 | 199 | 29 | (17) |
| AgF. | 48.7 | 68.0 | 174.0 | 31.8 | 95.0 | 227.5 | 219 | 9 | (24) |
| AgCl . | 30.3 | 68.0 | 174.0 | 28.9 | 87.3 | 213.9 | 203 | 11 | (29) |
| AgBr . | 27.6 | 68.0 | 174.0 | 23.1 | 81.8 | 210.9 | 197 | 14 | (27) |
| AgI. | 22.4 | 68.0 | 174.0 | 18.1 | 74.3 | 208.2 | 190 | 18 | (31) |
| TlCl. | 48.6 | 40 | 140.2 | 28.9 | 87.3 | 170 | 167 | 3 | (28) |
| TlBr. | 45.3 | 40 | 140.2 | 23.18 | 81.8 | 167 | 164 | 3 | (28) |
| TII. | 38.5 | 40 | 140.2 | 18.1 | 74.3 | 162 | 159 | 3 | (30) |

Experimental values from Bichowsky and Rossini, "Thermochemistry of the Chemical Substances," Reinhold Publishing Corporation, 1936.
mentally. $U_{0}$ may then be calculated theoretically, as in the case of the alkali halides, and the theoretical and experimental values compared. This has been done by Mayer and Mayer and Levy ${ }^{4}$ for a number of the silver, thallous, and cuprous
${ }^{1}$ Glockler and Calvin, J. Chem. Phys., 3, 771 (1935).
${ }^{2}$ Glockler and Calvin, ibid., 4, 492 (1936).
${ }^{3}$ Weisblatt and Mayer, Baltimore meeting of the American Chemical Society, April, 1939.
${ }^{4}$ Mayer, J. Chem. Phys., 1, 327 (1933); Mayer and Levy, ibid., 1, 647 (1933). These authors have corrected for van der Waals forces, following Mayer, J. Chem. Phys., 1, 270 (1933). The contribution of the van der Waals potential to $-U_{0}$ (theor.) is given in Table 21, in parentheses, so that the, reader may form some judgment as to its importance.
halides. In these calculations the important constants in the repulsive part of the potential were obtained from the compressibilities, and allowance was made for the van der Waals forces. The results are presented in Table 21. It is seen that in the case of the silver halides the agreement is good for the fluoride, but that the discrepancy between experimental and theoretical values increases with the size of the halide ion and is rather considerable in the case of silver iodide. It seems probable that this is due to the silver iodide bond being partly covalent. The copper salts appear to be more covalent than the silver

Table 22.-Results of the Application of the Born-Haber Cyole to Halide Cnystals

| Crystal | $-U_{0}$ (expt.) | $-U_{0}$ (theor.) | $l_{0}$ (theor.) $-U_{0}$ (expt.) |
| :---: | :---: | :---: | :---: |
| $\mathrm{MgF}_{2}$. | 688.8 | 696.8 | -8.0 |
| $\mathrm{CaF}_{2}$. | 617.2 | 617.7 | -0.5 |
| $\mathrm{SrF}_{2}$. | 587.5 | 587.5 | 0.0 |
| $\mathrm{BaF}_{2}$. | 553.4 | 556.4 | -3.0 |
| $\mathbf{M n F} \mathbf{2}^{\text {. }}$ | 645.0 | 656.3 | -11.3 |
| $\mathrm{FeF}_{2}$. | 668.6 | 657.7 | 10.9 |
| $\mathrm{NiF}_{2}$. | 703.2 | 697.1 | 6.1 |
| $\mathrm{CdF}_{2}$. | 661.9 | 628.7 | 33.2 |
| $\mathrm{PbF}_{2}$. | 589.7 | 580.7 | 9.0 |
| $\mathrm{SrCl}_{2}$. | 501.3 | 493.6 | 7.7 |
| $\mathrm{CdI}_{2}$. | 563.1 | 473.6 | 89.5 |
| $\mathrm{PbI}_{2}$. | 497.1 | 457.7 | 39.4 |

salts, which is expected since copper ion is smaller. In the case of the thallous salts, the theoretical and experimental values of $U_{0}$ agree within the limits of error, and it seems unlikely that the thallous halide bonds are appreciably covalent. Inasmuch as thallium has three valence electrons, it would hardly be expected to have a covalent bond in a compound in which it has lost only one valence electron.

It will be seen, nevertheless, that even in the cases in which discrepancy is greatest, the assumption of ionic binding gives a fairly good value for the binding energy. This is true for a large number of salts of metals in the transition region of the periodic table, as will be seen from the accompanying Table 22 of experimental and calculated values of $U_{0}$, which is taken from
the work of Sherman. ${ }^{1}$ These calculated values of $U_{0}$ are probably not so accurate as those of Mayer and his collaborators. Equation (6) rather than Eq. (11) was used to approximate the potential, for one thing, and no corrections were made for van der Waals forces; nevertheless, these values of Sherman's are
Table 23.-The Born-Haber Cycle for the Alkaline Earth Oxiden, Sulfides, and Salenides

| Crystal | $n$ | -Q | $S$ | $I$ | $\frac{1}{2} D$ | $-U_{0}$ | $F$ | Av. $F$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| MgO | 7.0 | 146 | 36.5 | 520.6 | 59.2 | 940.1 | $-178$ |  |
| CaO | 8.0 | 151.7 | 47.5 | 412.9 | 59.2 | 842.1 | -171 | 166.5 |
| SrO | 8.5 | 141 | 47 | 383.8 | 59.2 | 790.9 | -160 | 166.5 |
| BaO | 9.5 | 133 | 49.1 | 349.0 | 59.2 | 747.0 | -157 |  |
| MgS | 8.0 | 82.2 | 36.5 | 520.6 | 53 | 778.3 | -86 |  |
| CaS | 9.0 | 114 | 47.5 | 412.9 | 53 | 721.8 | -95 | -02 |
| SrS. | 9.5 | 113 | 47 | 383.8 | 53 | 687.4 | -91 | -92 |
| BaS | 10.5 | 111 | 49.1 | 349.0 | 53 | 655.9 | -94 |  |
| CaSe. | 9.5 | 81.8 | 47.5 | 412.9 | 51 | 698.8 | -106 |  |
| SrSe. | 10.0 | 83.4 | 47 | 383.8 | 51 | 667.1 | -102 | -105 |
| BaSe. | 11.0 | 81.3 | 49.1 | 349.0 | 51 | 637.1 | -107 |  |

In the case of $S$ and $S e$, the quantity $\frac{1}{2} D$ includes the heat of sublimation and $Q$ is the energy of formation from solid $S$ or Se ; $\frac{1}{2} D$ has been corrected to conform to Table 7. - $U_{0}$ was calculated by Sherman from Eq. (8), using the values of $n$ given. It contains the work done against the atmosphere, so it is a $\Delta H$, rather than a $\Delta E$, term.

Note: A recent recalculation of $F$ for oxygen [de Boer and Verwey, Rec. trav. chim. PaysBas, 65, 443 (1936)] yields a value of -173 . An earlier calculation by Mayer and Maltbie, Zeits. Physil, 75, 748 (1932), using the method of Born and Mayer, gave less consistent results for the oxides and sulfides than the calculation of Sherman.
sufficiently good to illustrate the point. ${ }^{2}$ The largest discrepancy occurs in the case of cadmium iodide, which is undoubtedly a bad example of an ionic crystal (see Chap. XIII). The approximate agreement between theory and experiment in the
${ }^{1}$ Sherman, Chem. Rev., 11, 93 (1932).
${ }^{2}$ The experimental value of $U_{0}$ in Tables 22 and 24 is obtained from the available data by the use of Eq. (16) (properly modified if the number of anions or cations in the molecule is greater than 1). The values of heats of formation and sublimation given by Sherman have been compared with the more recent tabulation of Bichowsky and Rossini (footnote, Table 20) and a recalculation made wherever the differences were more than a few kilogramcalories. In Table 22, no allowance was made for the slightly different value of $F$ obtained here, because Sherman's values of $U_{0}$ were all calculated from Eq. (8) rather than Eq. (12), and it seemed more consistent to use his values of $F$. Energies, Tables 22 to 25 are in kilogram-calories.
case of all these salts (which is to be contrasted with the results obtained when we attempted in Sec. 12.6 to calculate the binding energy of chlorine fluoride on the assumption that the bond was ionic ${ }^{1}$ ) maybe an indication that the bonds in all these compounds have only a relatively small amount of covalent character. We cannot be certain of this conclusion, however, for we do not know just what results might be reasonably expected on the basis of a purely covalent bond, and it scems quite possible that they would not be very different.

The Born-Haber cycle has been applied ${ }^{2}$ to the alkaline earth oxides, sulfides, and selenides, yielding values for the double electron affinities of oxygen, sulfur, and'selenium. The results are given in Table 23. It will be noted that the electron affinities in this case are negative because it requires energy in order to put on the second electron after the atom is already negatively charged. The values of the electron affinities obtained from Table 23 have been used, as in the case of the halides, to obtain theoretical and experimental values of $U_{0}$ for oxides, sulfides, and selenides, the results being given in Table 24. It will be observed again that although some discrepancies occur they are not exceedingly large.

Equation (16) may also be used to find a value of $U_{0}$ for the alkali hydrides, in which hydrogen plays the role of a negative ion, ${ }^{3}$ for the electron affinity of hydrogen has been quite accurately determined to be 16.4 kg -cal. by a wave mechanical calculation. ${ }^{4}$

[^108]The results are given in Table 25. In the case of these salts, it is not possible to compute $U_{0}$ very exactly directly from Eq. (8)

Table 24.-Results of the Application of the Born-FIaber Cycle to Oxides, Sulfides, and Sklenides

| Crystal | $-I_{0}$ (expt.) | $-U_{0}$ (theor.) | $U_{0}$ (theor.) - $U_{0}$ (expt.) |
| :---: | :---: | :---: | :---: |
| $\mathrm{Li}_{2} \mathrm{O}$. | 692 | 695 | -3 |
| $\mathrm{Cu}_{2} \mathrm{O}$. | 786 | 644 | 142 |
| $\mathrm{Ag}_{2} \mathrm{O}$. | 714 | 585 | 129 |
| MnO | 929 | 912 | 17 |
| FeO . | 937 | 944 | -7 |
| CoO . | 963 | 950 | 13 |
| NiO . | 965 | 968 | -3 |
| ZnO . | 964 | 977 | -13 |
| CdO. | 913 | 867 | 46 |
| $\mathrm{SnO}_{2}$. | 2812 | 2734 | 78 |
| $\mathrm{PbO}_{2}$. | 2829 | 2620 | 209 |
| $\mathrm{Al}_{2} \mathrm{O}_{3}$. | 3613 | 3708 | -95 |
| $\mathrm{Cr}_{2} \mathrm{O}_{3}$ | 3447 (?) | 3655 | -208(?) |
| $\mathrm{Na}_{2} \mathrm{~S}$. | 523 | 516 | 7 |
| $\mathrm{Cu}_{2} \mathrm{~S}$. | 682 | 612 | 70 |
| MnS. | 798 | 788 | 10 |
| ZnS. | 846 | 818 | 28 |
| CdS. | 801 | 770 | 31 |
| HgS. | 841 | 774 | 67 |
| PbS.. | 731 | 705 | 26 |
| $\mathrm{Cu}_{2} \mathrm{Se}$. | 689 | 599 | 90 |
| MnSe . | 789 | 757 | 32 |
| ZnSe. | 845 | 790 | 55 |
| CdSe. . | 803 | 745 | 58 |
| HgSe. . . . . . | 848 | 749 | 99 |
| PbSe. | 739 | 684 | 55 |

$U_{0}$ (theor.) from Sherman, Chem. Rev., 11, 154 (1932), (some corrected). $U_{0}$ (expt.) from Sherman, but corrected when necessary to conform to Table 4 and Bichowaky and Rossini, "Thermochemistry of the Chemical Substances." - $U_{0}$ contains the work done against the atmosphere, so is a $\Delta H$, rather than a $\Delta E$, term.
or (12), because the compressibilities are not known. The calculation can be turned around, however, and Eq. (8) can be used to calculate a value of $n$ from $U_{0}$. The values of $n$ so
obtained are also included in Table 25. The results appear very reasonable, and Hyllcraas ${ }^{1}$ has succeeded in treating the many

Table 25.-Application of the Born-Haber Cycle to the Alkali Hydrides

| Salt | $-Q$ | $-U_{0}$ (expt.) | $r_{0}$ | $n$ |
| :---: | :---: | :---: | :---: | :---: |
| LiH. | 21.6 | 219.9 | 2.042 | 4.45 |
| NaH . | 14 | 193.4 | 2.440 | 5.39 |
| KH | 10 | 165.0 | 2.850 | 5.28 |
| RbH. | 12 | 162.3 | 3.018 | 6.42 |
| CsH . | 12 | 155.7 | 3.188 | 6.92 |

Recalculated from data in Bichowsky and Rossini, "Thermochemistry of the Chemical Substances." - $U_{0}$ contains the work done against the atmosphere, so it is a $\Delta H$, rather than a $\Delta E$, term, but $n$ is calculated from the $\Delta E$ term.
clectron problem of the lithium hydride lattice quantum mechanically, obtaining for the lattice energy a value of 219 kg .-cal. as compared with 220 from Table 25; he obtained a value for the interionic distance of $2.21 \AA$. as compared with the experimental value of $2.042 \AA$.
14.8. The Stability of Salts of Different Valence Type.Grimm and Herzfeld ${ }^{2}$ have made some interesting calculations intended to show why certain conceivable salts with "odd" formulas, like $\mathrm{NaF}_{2}$ and CaCl , either do not exist or are unstable. Let us consider, for example, the reaction

$$
\begin{equation*}
\mathrm{NaF}_{2} \rightarrow \mathrm{NaF}+\frac{1}{2} \mathrm{~F}_{2} \tag{17}
\end{equation*}
$$

If it can be shown that the tendency of this reaction to go is very great, then $\mathrm{NaF}_{2}$ will be unstable. The reaction can be considered broken up into steps as follows: ${ }^{3}$

$$
\begin{equation*}
\mathrm{NaF}_{2} \xrightarrow{-U_{2}} \mathrm{Na}^{++}+2 \mathrm{~F}^{-} \xrightarrow{-I_{2}+F} \mathrm{Na}^{+}+\mathrm{F}^{-}+\mathrm{F} \xrightarrow{U_{1}-\frac{1}{2} D} \mathrm{NaF}+\frac{1}{2} \mathrm{~F}_{2} \tag{18}
\end{equation*}
$$

The energy absorbed in cach step is indicated above the arrow, $-U_{2}$ and $-U_{1}$ being the lattice energies for the reactions $\mathrm{NaF}_{2} \rightarrow \mathrm{Na}^{++}+2 \mathrm{~F}^{-}$and $\mathrm{NaF} \rightarrow \mathrm{Na}^{+}+\mathrm{F}^{-}$, respectively, $I_{2}$ the second ionization potential of sodium, and $D$ the dissociation energy and $F$ the electron affinity of fluorine. Grimm and
${ }^{1}$ Hylleraas, ibid., 63, 771 (1930). His value neglects thermal and zeropoint energy, etc.
${ }^{2}$ Grimm and Herzfeld, Zeits. Physik, 19, 141 (1923).
${ }^{3}$ All substances in gaseous state except $\mathrm{NaF}_{2}$ and NaF .

Herzfeld make the assumption that the energy of the reaction $\mathrm{NaF}_{2} \rightarrow \mathrm{Na}^{++}+2 \mathrm{~F}^{-}$is the same as that of the reaction $\mathrm{MgF}_{2} \rightarrow \mathrm{Mg}^{++}+2 \mathrm{~F}^{-}$, magnesium being the most nearly similar alkaline earth metal. This enables us to calculate the over-all energy for the reaction (17). We get for the energy absorbed

$$
Q=-U_{2}-I_{2}+F+U_{1}-\frac{1}{2} D=689-1084+95-216
$$

$$
\begin{equation*}
-32=-548 \mathrm{~kg} \cdot-\mathrm{cal} \tag{19}
\end{equation*}
$$

Thus an enormous amount of energy is given out when reaction (17) goes to the right, and $\mathrm{NaF}_{2}$ will be very unstable. The fact that a gas is given off increases still more the tendency of (17) to go to the right, since the motion of gas molecules is less restricted than that of solids (see Appendix II). The energy is so great principally because of the high second ionization potential of the alkali metal.

It is seen that it is extremely unlikely that sufficient error could arise from the approximations involved in the estimate of $U_{2}$ to affect the result. As a matter of fact, our value of $-U_{2}$ is probably an overestimate, for $\mathrm{Na}^{++}$would probably have a larger radius than $\mathrm{Mg}^{++}$since the nucleus of the latter has a greater positive charge. This would naturally result in the lattice energy of $\mathrm{NaF}_{2}$ being less than that of $\mathrm{MgF}_{2}$, giving $Q$ a still more negative value.

Sufficient data are given in the immediately preceding pages for the reader to convince himself that a similar result will hold for all alkali fluorides (though for CsF the value of $-Q$ has gone down to about 100) and, since the fluorides have the greatest lattice energies, the other halides of "odd" formula will be even less stable.

We turn now to a consideration of the alkaline carth halides. For example, let us consider $\mathrm{SrCl}_{2}$. If the reaction

$$
\begin{equation*}
\mathrm{SrCl}_{2} \rightarrow \mathrm{SrCl}+\frac{1}{2} \mathrm{Cl}_{2} \tag{20}
\end{equation*}
$$

does not tend to go, $\mathrm{SrCl}_{2}$ will be stable toward decomposition. This reaction may be analyzed into steps, as follows: ${ }^{1}$

$$
\begin{equation*}
\mathrm{SrCl}_{2} \rightarrow \mathrm{Sr}^{++}+2 \mathrm{Cl}^{-} \rightarrow \mathrm{Sr}^{+}+\mathrm{Cl}^{-}+\mathrm{Cl} \rightarrow \mathrm{SrCl}+\frac{1}{2} \mathrm{Cl}_{2} \tag{21}
\end{equation*}
$$

The only part of this scheme whose energy is unknown is $\mathrm{Sr}^{+}+\mathrm{Cl}^{-} \rightarrow \mathrm{SrCl}$. In this case, it is assumed that the reaction

[^109]has the same energy as $\mathrm{Rb}^{+}+\mathrm{Cl}^{-} \rightarrow \mathrm{RbCl}$. This would be expected to give an overestimate of the energy evolved, or an underestimate of the energy absorbed, since $\mathrm{Sr}^{+}$would be expected to have a larger radius than $\mathrm{Rb}^{+}$on account of the valence electron, though it is true that it is not known just how the presence of this valence electron may affect the result otherwise. We find the energy absorbed when (20) goes to the right to be about 155 kg -ccal. This is so high that, in spite of the fact that gas is formed when the reaction goes to the right, there will be no tendency for this to occur. [The reaction (20) in which a gas is formed is somewhat, though not exactly, analogous to the boiling of a substance, and, when it is considered that substances with half that energy of vaporization boil at well over $1000^{\circ}$, it is readily understood that there will be no tendency for (20) to go.]

It is also of interest to consider the reaction

$$
\begin{equation*}
\mathrm{Sr}+\mathrm{SrCl}_{2} \rightarrow 2 \mathrm{SrCl} \tag{22}
\end{equation*}
$$

The function of the metal may be thought of as the removal of the $\mathrm{Cl}_{2}$ in (20) and thus the displacement of the equilibrium to the right, but (22) may be handled by itself and does not involve the complication resulting from the formation of gas in the reaction. It may also be analyzed into steps, as follows:

$$
\begin{align*}
\mathrm{Sr} \text { (solid) }+\mathrm{SrCl}_{2} \text { (solid) } & \rightarrow \mathrm{Sr}^{++} \text {(gas) }+2 \mathrm{Cl}^{-} \text {(gas) }+\mathrm{Sr} \text { (gas) } \\
& \rightarrow 2 \mathrm{Sr}^{+} \text {(gas) }+2 \mathrm{Cl}^{-} \text {(gas) } \rightarrow 2 \mathrm{SrCl} \text { (solid) } \tag{23}
\end{align*}
$$

and it is found that the reaction requires the absorption of approximately 112 kg .-cal. ${ }^{1}$ The heats absorbed in the formation of other subhalides have been calculated in similar fashion, and are presented in Table 26. In spite of the large energies of reaction indicated by the calculation, it has often been claimed that subhalides of alkalies and silver, as well as of alkaline earths,

[^110]may be formed by heating the metal in the presence of the normal halide, or by electrolysis of the latter in the molten state. Some

## Table 26.-Calculated Heat Absorbed on Formation of Subhalides (In kilogram-calories)

$$
\mathrm{Mg}+\mathrm{MgF}_{2} \rightarrow 2 \mathrm{MgF} \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots
$$

$\mathbf{M g}+\mathrm{MgI}_{2} \rightarrow \mathbf{2 M g I}$ ..... 84
$\mathrm{Ca}+\mathrm{CaF}_{2} \rightarrow 2 \mathrm{CaF}$ ..... 154
$\mathrm{Ca}+\mathrm{CaCl}_{2} \rightarrow 2 \mathrm{CaCl}$ ..... 114
$\mathrm{Sr}+\mathrm{SrCl}_{2} \rightarrow 2 \mathrm{SrCl}$ ..... 112
$\mathrm{Ba}+\mathrm{BaF}_{2} \rightarrow 2 \mathrm{BaF}$ ..... 147
$\mathrm{Ba}+\mathrm{BaI}_{2} \rightarrow 2 \mathrm{BaI}$ ..... 100
authors, however, have claimed that these subhalides are merely solutions of the metal in the normal halide. A careful investigation was made by L. Wöhler and Rodewald, ${ }^{1}$ who came to the conclusion that compounds with the formulas $\Lambda_{2} \mathrm{~F}, \mathrm{CaF}, \mathrm{CaCl}$, and CaI do actually exist. $\mathrm{Ag}_{2} \mathrm{~F}$ reverts to the metal and normal halide above $90^{\circ} \mathrm{C}$., whereas CaCl and CaI are unstable with respect to the metal and normal halide below about $800^{\circ}$, and CaF is unstable below about $1000^{\circ}$; by rapid cooling, the calcium salts may be brought down to room temperature without decomposition. Guntz and Benoit ${ }^{2}$ claim to have prepared all the subhalides (as well as suboxides and subsulfides) of strontium and barium, though not in pure form. These do not tend to become unstable at low temperatures because of the higher heats of formation from metal and normal halide. [In the case of the calcium subsalts the heat of formation probably becomes negative at high temperatures, and their behavior is then explained by application of Eq. (8) of Appendix II.] The following heats of formation at room temperature are given by Guntz and Benoit:

$$
\begin{array}{rr}
\mathrm{Ca}+\mathrm{CaCl}_{2} \rightarrow 2 \mathrm{CaCl}, & 2.7 \mathrm{~kg} . \text { cal. evolved } \\
\mathrm{Sr}+\mathrm{SrCl}_{2} \rightarrow 2 \mathrm{SrCl}, & 14.6 \mathrm{~kg} . \text { cal. evolved } \\
\mathrm{Ba}+\mathrm{BaCl}_{2} \rightarrow 2 \mathrm{BaCl}, & 16.5 \mathrm{~kg} . \text { cal. evolved }
\end{array}
$$

These values, it will be noted, are in marked disagreement with Table 26.

[^111]On the other hand, Bichowsky and Rossini ${ }^{1}$ have listed heats of formation of gaseous MgF and CaF (from spectroscopic data). If it is assumed that the heats of sublimation of these substances are the same as those of NaF and KF, respectively, we can find the energy of formation of the solid substances and so get an "experimental" value of the heat of reaction for $\mathrm{Mg}+\mathrm{MgF}_{2} \rightarrow$ 2 MgF and $\mathrm{Ca}+\mathrm{CaF}_{2} \rightarrow 2 \mathrm{CaF}$ (involving only solid substances, of course). We find, respectively, 310 and 196 kg .ccal. absorbed, again not in agreement with Table 26, the discrepancy this time being in the opposite direction. It is obvious that our knowledge of the subhalides is not in a very satisfactory state.

There may, therefore, be some grounds for the doubts of some authors that the existence of the subhalides has been unequivocably proved. However, the chemical evidence appears to be in favor of their existence, and they seem to be much more stable, or less unstable, than expected. ${ }^{2}$ The existence of $\mathrm{Ag}_{2} \mathrm{~F}$ suggests the possibility that the subhalides contain a doubly charged halogen and a normal cation. This suggestion is hard to test because of the difficulty of estimating the electron affinity of such an ion as $\mathrm{Cl}^{--}$. If it is assumed that the difference in energy between the reactions $\mathrm{Cl}^{--} \rightarrow \mathrm{Cl}+2 \mathrm{E}^{-}$and $\mathrm{S}^{--} \rightarrow \mathrm{S}+2 \mathrm{E}^{-}$is the same as the difference between $\mathrm{K} \rightarrow \mathrm{K}^{++}+2 \mathrm{E}^{-}$and $\mathrm{A} \rightarrow \mathrm{A}^{++}+2 \mathrm{E}^{-}$ ( K and A having the same electronic structure as $\mathrm{Cl}^{--}$and $\mathrm{S}^{--}$, respectively), then sufficient data are available to estimate the energy for $\mathrm{Cl}^{--} \rightarrow \mathrm{Cl}+2 \mathrm{E}^{-}$, and a Born-Haber cycle can be

[^112]set up ( $\mathrm{E}^{-}=$electron). On this basis, however, even the reaction $\mathrm{CaCl} \rightarrow \mathrm{Ca}+\frac{1}{2} \mathrm{Cl}_{2}$ evolves energy, so the possibility does not seem very promising. We can only conclude that the alkaline earth subhalides do not have an ionic lattice. Their unexpected stability must have something to do with the extra valence electron of the metal atom, and it is possible that this electron gives the binding a partly metallic character. Pauling has suggested that in $\mathrm{Ag}_{2} \mathrm{~F}$, in which there are layers of silver and fluorine atoms, the binding between adjacent silver atoms is metallic.

In spite of the fact that calculations based on ionic lattices do not work well for the subhalides, it will be of interest to consider from this point of view the possibility of existence of alkaline earth trihalides. The reaction

$$
\mathrm{MgF}_{3} \rightarrow \mathrm{MgF}_{2}+\frac{1}{2} \mathrm{~F}_{2}
$$

for example, will proceed with the production of about 1100 kg .-cal., if we assume that the lattice energy of $\mathrm{MgF}_{3}$ is the same as that of $\mathrm{AlF}_{3}$ and obtain the latter from available experimental data in the same way that $U_{0}$ (expt.) was obtained in Table 22. We may also estimate that $\mathrm{BaCl}_{3}$ will decompose in similar fashion with the evolution of about 270 kg .-cal.

In quite a similar manner, it may be shown that rare gas monohalides should be expected to be unstable. Similar considerations have also been used by Grimm and Herzfeld in discussing the stability of oxides and sulfides. In connection with the latter calculations, the existence of peroxides, such as $\mathrm{Na}_{2} \mathrm{O}_{2}$, is of interest. The calculations definitely indicate that a lattice composed of $\mathrm{Na}^{++}$and $\mathrm{O}^{-}$ions.should not be stable, but if the lattice is composed of $\mathrm{Na}^{+}$and $\mathrm{O}^{-}$, the energy evolved in the reaction $2 \mathrm{Na}+\mathrm{O}_{2} \rightarrow \mathrm{Na}_{2} \mathrm{O}_{2}$ (found by using the value for the energy of $\mathrm{O}^{-}$given by Bichowsky and Rossini, and assuming the lattice energy to be the same as NaF ) is found to be about 80 kg .-cal. as compared with an experimental value of 119. These probably agree within the limits of error of the calculation. It is usually assumed, however, that in sodium peroxide the ions are $\mathrm{Na}^{+}$and $\mathrm{O}_{2}-$, the latter having the electron structure : $\ddot{O}: \ddot{O}: \quad$ (See footnote, page 191.)
There is, of course, no doubt that in general the "normal" formulas for the halides and oxides of the alkalies, alkaline
earths, and metals of the aluminum group represent the most stable possible combinations, and the preceding discussion will help to show why that is so. This discussion has not included consideration of many possible formulas in which the halogen or oxygen has an abnormal valence, because of the difficulty of estimating the energy of a halide or oxide ion with abnormal charge. The reason the metal ions generally exhibit a normal charge in their compounds may perhaps be summarized in general terms. The lattice energies increase very rapidly with increase in charge. This tends to make compounds in which the metal exhibits a large valence more stable. On the other hand, the work necessary to overcome the ionization potential tends to make it difficult to get an ion of large charge, and each successive ionization potential is larger. The increase in lattice energy, however, more than counterbalances the extra ionization potential required to increase the charge on the ion until all the valence electrons are removed. But once the last valence electron is removed, the work necessary to remove another electron becomes so much greater that it now more than counterbalances the extra lattice energy. This, of course, is only a rough picture of the situation as other factors, e.g., the energy of sublimation of the metal, play a role, but it is accurate in a general way. In order to verify these statements, the reader should work through some of the calculations given in the preceding paragraphs in detail (see, for example, Excrcises 3, 4, 6, 7, and 8 at the end of this chapter). In the case of copper, the second ionization potential is small enough and the deviations from ionic binding great enough to make cupric compounds stable (see especially Exercise 8, page 261). It may be remarked that deviations from the ionic type of binding can only make a compound more stable than one would calculate from the assumption that it is purely ionic, just as deviations from the pure covalent type make a predominantly covalent compound more stable, and for the same reason (see Sec. 12.5). If, therefore, it is found that a compound actually exists when the calculations indicate that it should be unstable, it may simply be because the calculations do not allow for a mixed type of binding, though, of course, other approximations may cause appreciable errors also.
14.9. The energy of the alkali-halide and hydride molecules in the gaseous state may be readily calculated from the crystalline
energy, provided we assume that the attractive and repulsive forces are of the same nature. ${ }^{1}$ Since experimental data are available for comparison, it scems worth while to make this calculation. The calculation is of interest because of the light it throws on the repulsive forces, and we shall accordingly carry out the computation by three methods, using different expressions for the repulsive potential.

Method I. In this case, the calculation is essentially like that of Sec. 14.6. If the crystal is of the sodium chloride type, vaporization involves a change of coordination number from 6 to 1 and a change of the Madelung constant $A$ from 1.748 to 1. It is seen from Eq. (15), therefore, that the value of the interionic distance $r_{0}{ }^{\prime}$ of the gascous molecule will be given by

$$
\begin{equation*}
r_{0}^{\prime}=r_{0}\left(\frac{1.748}{6}\right)^{\frac{1}{n-1}}, \tag{24}
\end{equation*}
$$

where $r_{0}{ }^{\prime}$ is the distance in the crystal and $n$ has the value assigned by Pauling.

The energy of the gascous molecule is determined in terms of its equilibrium distance by an equation exactly analogous to Eq. (8), but with $A=1$ and with $r_{0}$ replaced by $r_{0}{ }^{\prime}$. Thus

$$
\begin{equation*}
U_{0}^{\prime}=-\frac{e^{2}}{r_{0}^{\prime}}\left(1-\frac{1}{n}\right) \tag{25}
\end{equation*}
$$

The value of $-U_{0}{ }^{\prime}$ thus obtained corresponds to the energy absorbed in a reaction of the type

$$
\mathrm{NaCl}(\mathrm{~g}) \rightarrow \mathrm{Na}^{+}(\mathrm{g})+\mathrm{Cl}^{-}(\mathrm{g})
$$

An appropriate modification can be made for salts of the cesium chloride type, but it is just as satisfactory to calculate a value of $r_{0}$ for a salt of the sodium chloride type from Table 16, and then use this value in Eq. (24) without modifying the latter.

Method II is the same as Method I, excopt that we use the value of $n$ necessary to make Eq. (8) hold when $U_{0}$ is given the value from Table 20 or, in the case of other salts, the experimen-

[^113]tal value. It must be remembered, however, that $-U_{0}$ of Table 20 is the energy of a reaction of the type
$$
\mathrm{NaCl} \text { (solid) } \rightarrow \mathrm{Na}^{+}(\mathrm{g})+\mathrm{Cl}^{-}(\mathrm{g})
$$
including the work done against the atmosphere, i.e., it is the $\Delta H$ of such a reaction, while the $\Delta E$ of this reaction should be used in Eq. (8) (see Appendix II).

Method III uses the Born-Mayer approximation for the repulsive force. The energy of a pair of ions forming a gaseous molecule will be given by the expression

$$
\begin{equation*}
U^{\prime}=-\frac{e^{2}}{r^{\prime}}+b^{\prime} e^{-\frac{r^{\prime}}{p}} \tag{26}
\end{equation*}
$$

The first term is the electrostatic energy and differs from the electrostatic energy of the crystal only in that the factor $A$ does not appear. In the last term, giving the repulsive energy, $b$ of Eq. (11) is replaced by $b^{\prime}$; if $b$ is the coefficient for a crystal with sodium chloride structure and without anion-anion contact, then

$$
\begin{equation*}
b^{\prime}=\frac{b}{6} \tag{27}
\end{equation*}
$$

because each ion has one neighbor instead of six. ${ }^{1}$
We may determine the cquilibrium distance $r_{0}{ }^{\prime}$ in the gaseous molecule by setting $d U^{\prime} / d r^{\prime}$ equal to zero, getting

$$
\begin{equation*}
\frac{e^{2}}{r_{0}^{\prime 2}}-\frac{b^{\prime}}{\rho} e^{-\frac{r_{r^{\prime}}}{\rho}}=0 . \tag{28}
\end{equation*}
$$

If we solve for $b^{\prime}$ in torms of $r_{0}{ }^{\prime}$ and substitute into Eq. (26), we get an equation like Eq. (12):

$$
\begin{equation*}
U_{0}^{\prime}=-\frac{e^{2}}{r_{0}^{\prime}}\left(1-\frac{\rho}{r_{0}^{\prime}}\right) \tag{29}
\end{equation*}
$$

Substituting for $b^{\prime}$ from Eq. (27) into Eq. (28) and rearranging slightly, we get

$$
\begin{equation*}
\frac{6 \rho e^{2}}{r_{0}{ }^{\prime 2} b}=e^{-\frac{r_{0}{ }^{\prime}}{\rho}} \tag{30}
\end{equation*}
$$

[^114]or, taking logarithms of both sides and again rearranging the terms,
\[

$$
\begin{equation*}
r_{0}^{\prime}=\rho \ln \frac{b}{e^{2} \rho}-\rho \ln 6+2 \rho \ln r_{0}^{\prime} \tag{31}
\end{equation*}
$$

\]

If we differentiated Eq. (11) and solved for $r_{0}$, the equilibrium distance in the crystal, we would get

$$
\begin{equation*}
r_{0}=\rho \ln \frac{b}{e^{2} \rho}-\rho \ln A+2 \rho \ln r_{0} . \tag{32}
\end{equation*}
$$

From (31) and (32),

$$
\begin{equation*}
r_{0}-r_{0}^{\prime}=\rho(\ln 6-\ln A)+2 \rho \ln \frac{r_{0}}{r_{0}^{\prime}} \tag{33}
\end{equation*}
$$

In this development, van der Waals forces, thermal energy, and zero-point energy have been neglected. It seems best to assume that these are all included in the repulsive term, and then to determine $\rho$ in such a way that Eq. (12) gives a value of $U_{0}$ equal to that found in Table 20. This is similar to the way $n$ is determined in Method II. Born and Mayer and Huggins took the van der Waals force, thermal encrgy, and zero-point energy into account separately, and their calculated values of $U_{0}$ contain special corrections for these factors, and are based on a value of $\rho$ obtained from compressibilities by taking these factors into account. The difference between our value of $\rho$ and theirs will, to a certain extent, correct for the fact that we have not considered these quantities explicitly. ${ }^{1}$ However, it is clear that a term which involves the sum of a repulsive potential, a van der Waals potential, and a correction for kinetic energies will be only approximately represented by an exponential function; furthermore, these may differ in crystal and gas.

The results obtained by the various methods for the alkali halides and hydrides are given in Table 27, where they may be compared with each other and with the experimental results. The "experimental" values of $-U_{0}$ ' are obtained from the heat of sublimation $U_{0}-U_{0}{ }^{\prime}$ and from $-U_{0}$, taken from Table 20 or 25 . In Table 27, none of the energy quantities include work done against the atmosphere in a constant-pressure processthey are $\Delta E$ 's rather than $\Delta H$ 's.

[^115]On the whole, the agreement between the calculated and experimental values of $r_{0}{ }^{\prime}$ and $U_{0}{ }^{\prime}$ is fair, but the discrepancies are appreciable. Also the agreement between the different

Table 27.-Properties of Gaseous Alkali Halides and Hydrides

| Salt | $r_{0}, \AA$ | $\stackrel{n}{1}$ | $\stackrel{n}{n}$ | $\stackrel{\text { III }}{ }$ | $r_{0}^{\prime}$ I | $\begin{gathered} r_{0}{ }^{\prime} \\ \text { II } \end{gathered}$ | ró | $r_{0}^{\prime}$ expt. |  | $\left\|\begin{array}{c} -U_{0^{\prime}} \\ \mathbf{I} \end{array}\right\|$ | $\left\|\begin{array}{c} -U_{0} \\ \mathrm{II} \end{array}\right\|$ | $\begin{array}{\|c} -U_{0^{\prime}} \\ \text { III } \end{array}$ | $\text { " } \frac{-U_{0}{ }^{\prime}}{}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Lir | (1.95) | 6 | 5.90 | 0.33 | 1.52 | 1.52 | 1.25 |  | 63 | 181 | 181 | 194 | 181 |
| LiCl | (2.40) | 7 | 7.75 | 0.31 | 1.95 | 2.00 | 1.86 |  | 46 | 145 | 143 | 148 | 154 |
| LiBr | (2.54) | 7.5 | 8.46 | 0.30 | 2.10 | 2.15 | 2.04 |  | 44.2 | 136 | 135 | 138 | 145 |
| LiI. | (2.75) | 8.5 | 9.49 | 0.29 | 2.33 | 2.38 | 2.28 |  | 41 | 125 | 124 | 126 | 134 |
| NaF . | 2.310 | 7 | 7.32 | 0.316 | 1.88 | 1.90 | 1.74 |  | 71 | 150 | 150 | 155 | 144 |
| NaCl | 2.814 | 8 | 9.38 | 0.300 | 2.36 | 2.43 | 2.33 | 2.51 | 56.5 | 122 | 121 | 123 | 126 |
| NaBr . | 2.981 | 8.5 | 10.47 | 0.285 | 2.53 | 2.62 | 2.54 | 2.64 | 53.2 | 115 | 114 | 115 | 122 |
| NaI . | (3.11) | 9.5 | 11.51 | 0.27 | 2.69 | 2.76 | 2.70 | 2.90 | 49.8 | 110 | 109 | 110 | 113 |
| KF | 2.665 | 8 | 8.97 | 0.297 | 2.23 | 2.28 | 2.18 |  | 49.6 | 129 | 128 | 131 | 142 |
| KCl | 3.139 | 9 | 11.21 | 0.280 | 2.69 | 2.78 | 2.71 | 2.79 | 51.4 | 109 | 108 | 109 | 116 |
| KBr . | 3.293 | 9.5 | 12.00 | 0.274 | 2.85 | 2.94 | 2.88 | 2.94 | 49.5 | 103 | 103 | 103 | 111 |
| KI. | 3.526 | 10.5 | 13.60 | 0.259 | 3.10 | 3.20 | 3.15 | 3.23 | 48.3 | 96 | 96 | 96 | 103 |
| RbF | 2.815 | 8.5 | 9.15 | 0.308 | 2.39 | 2.42 | 2.32 |  | 52.8 | 122 | 121 | 123 | 129 |
| RbCl... | 3.270 | 9.5 | 11.59 | 0.282 | 2.83 | 2.91 | 2.84 | 2.89 | 50.9 | 104 | 104 | 104 | 110 |
| $\mathrm{RbBr} .$. | 3.427 | 10 | 12.81 | 0.268 | 2.99 | 3.09 | 3.03 | 3.06 | 50.2 | 99 | 98 | 99 | 105 |
| RbI.... | 3.663 | 11 | 14.98 | 0.245 | 3.24 | 3.35 | 3.11 | 3.26 | 49.2 | 93 | 92 | 92 | 98 |
| CsF . | 3.004 | 9.5 | 11.29 | 0.266 | 2.00 | 2.66 | 2.60 |  | 50 | 113 | 113 | 114 | 125 |
| CsCl . | 3.560 | 10.5 | 14.98 | 0.238 | 3.08 | 3.20 | 3.15 | 3.06 | 50.3 | 97 | 96 | 97 | 102 |
| CsBra... | 3.713 | 11 | 19.47 | 0.190 | 3.22 | 3.40 | 3.38 | 3.14 | 49.3 | 93 | 92 | 92 | 99 |
| CsI. . . | 3.95 | 12 | 2.5 .1 | 0.157 | 3.45 | 3.06 | 3.64 | 3.41 | 45.8 | 88 | 86 | 87 | 95 |
| LiH | 2.042 |  | 4.45 |  |  | 1.43 |  | 1.6 | 54.4 |  | 179 |  | 164 |
| NaH . | 2.440 |  | 5.39 |  |  | 1.84 |  | 1.88 | 39.0 |  | 146 |  | 153 |
| KH | 2.850 |  | 5.27 |  |  | 2.14 |  | 2.24 | 36.5 |  | 125 |  | 127 |

Note: When anion-anion contact occurs in the crystal, values of $p$ and $n$ (Method II) are estimated by extrapolation.

Values of $r_{0}$ in parentheses are calculated from Table 16 (cases of anion-anion contact). The other values are those given by Huggins, J. Chem. Phys., 5, 146 (1937).

Values of $U_{0}{ }^{\prime}-U_{0}$ for halides from Bichowsky and Rossini, "Thermochemistry of Chemical Substances'; for hydrides calculated dirently from dissociation energy from Sponer, "Molekülspektren," Tables 4 and 25, and the electron affinity of H.

Expt. values of $r^{\prime}{ }^{\prime}$ for halides from Maxwell, Hendricks, and Mosley, Phys. Rev., 62, 968 (1937); for hydrides, from Sponer, loc. cit.
methods of calculation is not bad, except in a few cases; in particular, Method III cannot be used at all for the hydrides. The value of $U_{0}{ }^{\prime}$ seems rather insensitive to the method of calculation. Since the differences between the calculated and
experimental values of $U_{0}{ }^{\prime}$ are in almost all cases fairly small compared with $U_{0}{ }^{\prime}-U_{0}$, we may be said to have made a reasonably good calculation of the energy of sublimation of the alkali halides. Yet it is seen that the calculated value of $-U_{0}{ }^{\prime}$ is rather consistently low, and the very fact that it is rather insensitive to the exact method of calculation makes this a little difficult to understand. If the greater experimental value of $-U_{0}{ }^{\prime}$ is due to greater polarization of the anion by the cation in the gaseous molecule where the force fields are very unsymmetrical, it would be expected that the observed values of $r_{0}{ }^{\prime}$ would be lower than the calculated values, whereas in a number of cases the reverse is true. One might account for the observed results by supposing that there is considerable polarization, and hence an appreciable contribution of covalent forces, in the gas molecule combined with a rather sudden increase of the repulsive force at distances near the observed values of $r_{0}{ }^{\prime}$.
14.10. The Proton Affinity of Ammonia.--Another interesting application of the Born-Haber cyele has been made by Grimin, ${ }^{1}$ whereby he has determined the proton affinity of ammonia, namely, the energy absorbed in the reaction

$$
\mathrm{NH}_{4}{ }^{+} \rightarrow \mathrm{NH}_{8}+\mathrm{H}^{+}
$$

It is possible to analyze the reaction

$$
\frac{1}{2} \mathrm{~N}_{2} \text { (gas) }+2 \mathrm{H}_{2} \text { (gas) }+\frac{1}{2} \mathrm{X}_{2} \text { (gas) } \rightarrow \mathrm{NH}_{4} \mathrm{X} \text { (crystal) }
$$

(where X is any halogen), which involves a total energy change $\boldsymbol{Q}$, in the following manner:

(all substances in gaseous state except $\mathrm{NH}_{4} \mathrm{X}$ ), where the energies absorbed in the various reactions are designated by the symbols written above the arrows. We have, then,

$$
\begin{equation*}
Q=-M+D_{\mathrm{H}}+D_{\mathrm{x}}+I-F-P+U_{0} \tag{34}
\end{equation*}
$$

[^116]All these quantities have been determined experimentally or otherwise except $U_{0}$, which may be calculated in the same manner as for other salts, on the assumption that the $\mathrm{NH}_{4}{ }^{+}$ion is a spherically symmetrical ion much like the alkali ions. This certainly should be a good approximation if the ammonium ion

Table 28.-Properties of Ammonitm Halides

| Salt | lonic: distauce, $\AA$. | Q, kg.cal. | $-U_{0}, \mathrm{~kg}$. -cal. |
| :---: | :---: | :---: | :---: |
| $\mathrm{NH}_{4} \mathrm{~F}$. | 2.63 | 111.9 | 177.5 |
| $\mathrm{NH}_{4} \mathrm{Cl}$. | 3.35 | 75. 1 | 153.3 |
| $\mathrm{NH}_{4} \mathrm{Br}$. | 3.51 | 64.7 | 147.4 |
| $\mathrm{NH}_{4} \mathrm{I}$. | 3.62 | 48.6 | 143.6 |

is rotating in the crystal. The values for the proton affinity thus obtained from ammonium fluoride, chloride, bromide, and iodide, respectively, are, according to Sherman, 219.6, 209.0, 208.6 , and 202.7 kg .-cal. per mole. These values are corrected to $0^{\circ} \mathrm{K}$.

The high value obtained from the fluoride (which means that the calculated value of $-U_{n}$ is less than the true value, provided the values for the other salts are approximately correct) has been interpreted by Sherman on the basis of the assumption that the ammonium ion is not rotating in the fluoride crystal. If this is the case, then the calculation of the Madelung constant $A$ in the expression for $U$ [Eq. (6) or (11), Sec. 14.5], will require the consideration of the structure of the ammonium ion and distribution of charge within it; a value of $A$ obtained by supposing the ammonium ion to be a spherically symmetrical positive ion will clearly give an incorrect value for $U_{0}$.

The question as to whether the ammonium ion will be freely rotating in the crystal is largely one of the relative energies of the form in which it is rotating and the form in which it is not. In general, the crystalline form in which rotation does not occur will have the lower encrgy. As will be seen in later chapters, the hydrogens in an ammonium ion are in all probability placed around the nitrogen at the corners of a regular tetrahedron. The charge distribution in such an ion cannot be spherically symmetrical, and there is undoubtedly a preponderance of
positive charge near the hydrogens. A negative ion which is near one of these positive centers has a lower potential than would be the case if all the charge were symmetrically placed about the center of the ammonium ion. In order to make the most of this arrangement in a crystal, the ammonium ion should not be rotating and there should be a negative ion near each hydrogen, so that each ammonium ion would have four negative neighbors. This, however, means that the crystal would have the wurtzite, sphalerite, or some similar structure (see Appendix IV), with a lower value of the constant $A$ (see Table 18), and hence a smaller lattice energy, assuming that the interatomic distance is not greatly changed. We may consider the potential of an ammonium halide crystal to be that of a crystal with a symmetrical cation, plus a contribution due to the tetrahedral structure of the ammonium ion; unless the latter contribution is sufficiently great, the crystal will not tend to have the form in which the ammonium ion has a coordination number of four. In the case of ammonium fluoride, the crystal has the wurtzite structure; this is probably because the fluoride ion is so small that, it can get close enough to the ammonium ion to make the energy due to the lack of symmetry appreciable. On the other hand, the chloride and bromide have the cesium chloride structure, and the iodide has the sodium chloride structure (cesium chloride below about $-15^{\circ} \mathrm{C}$.), and it is probable that the ammonium ion rotates freely at room temperature; at any rate, the effect of lack of spherical symmetry is not pronounced.

Since the nonrotating state of the ammonium ion is the one of lower energy, it would be expected to be the stable condition at low enough temperatures. A further factor would favor it at low temperatures. If the electron atmosphere of the ammonium ion extends farther out in some directions than in others, then when the ions are closely packed, there might be hindrance to the rotation due to a purely steric effect; i.e., when the ammonium starts to rotate the parts that bulge out will tend to strike other ions, and so the rotation will be stopped. As the salt is warmed up, a few of the ammonium ions will get enough energy to start rotating. Since energy is required for this, the specific heat of the crystal will begin to increase over its normal value. As the temperature is raised still further, it will become easier for ions to rotate, not only because it is easier to get the requisite energy.
but because the fact that a number of its neighbors are already rotating will mean that less energy will probably be required for a given ion to begin rotating, and further, the thermal expansion of the crystal will allow rotation to occur more readily. It is thus expected that the specific heat will first gradually then rapidly rise over a range of a few degrees, as the setting in of rotation becomes more noticeable, and then rather suddenly fall off when practically all the ions are rotating. Transitions of just this type, occurring over a range of about $10^{\circ}$, have been observed in ammonium chloride, bromide, and iodide ${ }^{1}$ at about $-30,-38$, and $-42^{\circ} \mathrm{C}$., respectively, and have been ascribed to the setting in of rotation in the crystal. ${ }^{2}$ The temperature at which the transition occurs decreases from chloride to iodide, indicating decreasing forces, as expected with increasing ionic radii. The force exerted by the very small fluorine ion must be considerably greater. It should, however, be noted that the fluoride also shows an anomaly in the specific heat at $-31^{\circ} \mathrm{C}$, but it is much less than those shown by the other salts. Its interpretation is doubtful, as the crystal structure is certainly best interpreted on the assumption that no rotation occurs at room temperature.

It is worth noting that the ammonium chloride crystal does not change from the cesium chloride structure below $-30^{\circ}$. It thus does not make fullest use of the possible energy lowering due to the lack of spherical symmetry (probably because of the smaller $A$ value for the wurtzite structure, as explained above). It is still possible for four chlorides to be especially near the hydrogens of a given ammonium ion, but there are four other chlorides nearby which are not especially near the hydrogens. In the wurtzite structure, each anion is near four hydrogens, one from the ammonium in each direction; in the cesium chloride structure, it is also near four hydrogens, but only half the eight anions near any cation are favorably placed. In the cases of $\mathrm{NH}_{4} \mathrm{Br}$ and $\mathrm{NH}_{4} \mathrm{I}$, the low temperature forms are neither wurtzite nor cesium chloride, and it is possible that the ammonium ion is still rotating but only about one axis.

[^117]In the gaseous state, the effect of the structure of the ammonium ion becomes much more pronounced. In the crystalline state, a rotating ammonium ion strongly resembles the rubidium ion; it has just about the same apparent size, and it is seen from Tables 20 and 28 that $\mathrm{NH}_{4} \mathrm{I}$, which has the sodium chloride structure, has about the same lattice energy as RbI. The lattice energies of the other ammonium salts, which do not have the sodium chloride structure, are, except for the fiuoride, still not far from those of the rubidium salts. The heat of sublimation of $\mathrm{NH}_{4} \mathrm{Cl}$ is, however, more than 20 kg .-cal. less than that of RbCl , indicating that gaseous $\mathrm{NH}_{4} \mathrm{Cl}$ has a relatively very low energy (i.e., its dissociation energy into $\mathrm{NH}_{4}{ }^{+}$and $\mathrm{Cl}^{-}$is higher by 20 kg .ccal. ${ }^{1}$ than it would be if $\mathrm{NH}_{4}{ }^{+}$were spherically symmetrical). This is probably due to the fact that in the gas phase, as we have seen in the last section, the distance between anion and cation is relatively small, so that the asymmetry of the cation becomes more important. Further, there is undoubtedly a displacement of one of the hydrogens ${ }^{2}$ toward the negative chloride ion in the gaseous molecule of $\mathrm{NH}_{4} \mathrm{Cl}$ which will still further lower the energy; this effect would also be present in the crystal, but it would probably be less marked, since the force is applied on all the hydrogens, and a displacement of one of them would probably make the displacement of another harder. It is still a little difficult to see why the lowering of the energy of a gaseous molecule of $\mathrm{NH}_{4} \mathrm{Cl}$ should be so much greater than the lowering of the energy in a crystal of $\mathrm{NH}_{4} \mathrm{~F}$ (about 12 to 15 kg.-cal. as judged by the abnormality of the proton affinity of $\mathrm{NH}_{3}$ calculated from $\mathrm{NH}_{4} \mathrm{~F}$ ), considering that the fluoride ion is so small and that there are four fluoride contacts per ammonium ion in the crystal. It is seen that the apparent anomaly of $\mathrm{NH}_{4} \mathrm{~F}$ crystal is certainly not greater than would be expected from the anomaly in the heat of sublimation of $\mathrm{NH}_{4} \mathrm{Cl}$.
14.11. Some Properties of OH and SH.-Estimates of the electron affinity of OH and SH have been made by calculation of lattice energies of crystals in which they occur by Goubeau

[^118]and Klemm, ${ }^{1}$ and West, ${ }^{2}$ respectively. OH has the same electronic structure as F , whereas SH has the same electronic structure as Cl . The difference between OH and F is that in F all the positive charge is in the nucleus, whereas in OH part of it is near the edge. A positive charge that is near the edge of an ion does not exert so strong a force on an electron as one that is at the center. This difference shows up in OH having a much smaller electron affinity than F . It also shows up in other ways. Thus $\mathrm{F}^{-}$is smaller than $\mathrm{OH}^{-}$, and the polarizability ${ }^{3}$ of $\mathrm{F}^{-}$is less than that of $\mathrm{OH}^{-}$. In a similar way, the electron in $\mathrm{SH}^{-}$ is less strongly held than that in $\mathrm{Cl}^{-}$. $\Lambda$ comparison of the various properties mentioned follows:
\[

$$
\begin{array}{ll}
\text { Electron affinity: } & \mathrm{F}, 95.0 ; \mathrm{OH}^{-}, \quad 48 ; \mathrm{Cl}^{2}, 87.3 ; \mathrm{SH}, \\
\text { Polarizability: } & \mathrm{F}-, 0.96 ; \mathrm{OH}^{-}, 1.88 ; \mathrm{Cl}^{-}, 3.57 ; \mathrm{SH}^{-}, 5.23 \\
\text { Radius in crystals: } & \mathrm{F}^{-}, 1.36 ; \mathrm{OH}^{-}, 1.53 ; \mathrm{Cl}^{-}, 1.81 ; \mathrm{SH}^{-}, 2.00
\end{array}
$$
\]

It will be observed that the difference between the electron affinities of F and OH is much larger than the corresponding difference between Cl and SH . This peculiarity is very likely connected with a change in the force on the proton in OH or SH when the electron is added. The proton probably moves to a new position of equilibrium, with a resultant decrease in the energy of the system. This effect must be greater in the case of SH than in the case of OH , and this may be possible because the proton is originally very loosely held in SH , and because this structure is larger and "softer" than OH. In any event, the proton is finally quite decply buried in the electron shell in the SH- ion, which appears to be spherically symmetrical in crystals and does not have marked dipole properties as does $\mathrm{OH}^{-}$.

The process of separating the two OH groups in $\mathrm{H}_{2} \mathrm{O}_{2}$ bears much the same relation to the dissociation of an $\mathrm{F}_{2}$ molecule as the separation of an electron from $\mathrm{OH}^{-}$bears to the separation of an electron from $\mathrm{F}^{-}$. In $\mathrm{H}_{2} \mathrm{O}_{2}$ or $\mathrm{F}_{2}$, half the molecule shares an electron from the other half, and, as in $\mathrm{F}^{-}$or $\mathrm{OH}^{-}$, the shell of eight of each part is filled. It is therefore of interest to note

[^119]that according to Bichowsky and Rossini, "Thermochemistry of Chemical Substances," the reaction
$$
\mathrm{H}_{2} \mathrm{O}_{2} \rightarrow 2 \mathrm{OH}
$$
requires 21.7 kg -cal. This is to be compared with
$$
\mathrm{F}_{\mathrm{z}} \rightarrow 2 \mathrm{~F}
$$
which, as is to be expected from the electron affinities, requires much more energy, namely, $63.5 \mathrm{~kg} .-\mathrm{cal}$.

Another closely related quantity is the bond energy. The ()-O bond energy (determined from $\mathrm{H}_{2} \mathrm{O}_{2}$ ) is 34.6 kg -cal., and the S-S bond energy (determined from $\mathrm{H}_{2} \mathrm{~S}_{2}$ ) is 38.3 kg .-cal. In Sec. 12.8, we commented upon the fact that the $S-S$ bond energy is greater than the ()-() bond energy. This now seems less surprising when considered in the light of the electron affinities of OH and SH , in view of the analogy between breaking an electron-pair bond and pulling off an electron. The surprising difference between the ()-() single-bond energy and the C-C bond energy is, however, still not explained.

West has also considered the proton affinity ${ }^{1}$ of $\mathrm{SH}^{-}$, i.e., the energy given out by the reaction

$$
\mathrm{SH}^{-}+\mathrm{H}^{+} \rightarrow \mathrm{H}_{2} \mathrm{~S}
$$

and found that this is 338 kg .-cal. The proton affinity of $\mathrm{Cl}^{-}$ is 328 kg .-cal. It is interesting that the electron affinity of Cl is greater than that of SH and the proton affinity less than that of $\mathrm{SH}^{-}$. The large proton affinity of $\mathrm{SH}^{-}$, in spite of its greater size, is due to the combination of its large polarizability, the possibility of internal adjustment by shift in position of the other proton, and the dipole moment, which, though small, makes it easier for a proton to be added since it means that some of the positive charge already there can be at a relatively great distance from the added proton.

West has pointed out that in some respects $\mathrm{SH}^{-}$resembles $\mathrm{Br}^{-}$more than it does $\mathrm{Cl}^{-}$. Thus the size of $\mathrm{Br}^{-}$in sodium chloride type crystals is $1.95 \AA$., very close to that of $\mathrm{SH}^{-}$, and

[^120]the polarizability of $\mathrm{Br}^{-}$is 4.99 , also close to that of $\mathrm{SH}^{-}$. The electron affinity of $\mathrm{Br}, 81.8 \mathrm{~kg}$.-cal., is also closer, but the proton affinity of $\mathrm{Br}^{-}, 318 \mathrm{~kg}$.-cal, is not so close as that of $\mathrm{Cl}^{-}$.
\[

$$
\begin{gathered}
\text { Exercises } \\
(s=\text { solid } ; g=\text { gas })
\end{gathered}
$$
\]

1. Show the results to be expected from an X-ray analysis by the Bragg method of a crystal of the CsCl type.
2. Calculate the energies of the following reactions: $\mathrm{Li}^{+}(g)+\mathrm{NaCl}(s) \rightarrow$ $\mathrm{Na}^{+}(g)+\mathrm{LiCl}(s) ; \mathrm{Na}^{+}(g)+\mathrm{KCl}(s) \rightarrow \mathrm{K}^{+}(g)+\mathrm{NaCl}(s) ; \mathrm{K}^{+}(g)+\mathrm{RbCl}(s)$ $\rightarrow \mathrm{Rb}^{+}(g)+\mathrm{KCl}(s) ; \mathrm{Rb}^{+}(g)+\mathrm{CsCl}(s) \rightarrow \mathrm{Cs}^{+}(g)+\mathrm{RbCl}(s)$. State in each case whether the reaction will be expected to go spontancously in the direction written or not when the concentration of the gaseous ions are unity.
3. ('alculate the energy of the following reactions: $\mathrm{RhF}_{2}(s) \rightarrow \mathrm{RbF}(s)+$ ${ }_{2}^{1} \mathrm{~F}_{2}(g) ; \operatorname{RbBr}_{2}(s) \rightarrow \mathrm{RbBr}(s)+\frac{1}{2} \mathrm{Br}_{2}(g)$. (Assume $\mathrm{RbBr}_{2}$ like $\operatorname{Sr}\left(\mathrm{l}_{2}\right.$.)
4. Calculate the energy of the reaction $\mathrm{CaBr}_{2}(s)+\mathrm{Ca}(s) \rightarrow 2 \mathrm{CaBr}(s)$.
5. From the data given in Table 25 and elsewhere in this chapter, cheek the values of $U_{0}$ (expt.) and $n$ for the alkali hydrides. The alkali hydrides have the sodium chloride structure.
6. $\mathrm{CdCl}_{2}$ crystallizes in a form somewhat similar to the cadmium jodide structure. Assuming that the Madelung constant $A$ is the same as for $\mathrm{CdI}_{2}$, calculate $U_{0}$ (see Table 36 , page 328 ). Find the experimental value for $U_{0}$ from data given in tables in this and earlier chapters, together with the following data: heat of formation from the elements (heat evolved in kilogram-calories per mole of salt), 93.0; heat of sublimation of $\mathrm{Cd}, 26.8$. Compare the theoretical and experimental values of $I^{\prime}{ }^{\prime}$, and discuss the result.
7. Find the experimental value of $I_{0}$ for $\mathrm{ZnCl}_{2}$ and $\mathrm{CuCl}_{2}$ from data given in tables in the book and the following: heats of formation, $\mathrm{ZnCl}_{2}, 99.5$; $\mathrm{CuCl}_{2}, 53.4$ (in both cases heat evolved in kilogram-calories per mole of salt); heat of sublimation of $\mathrm{Zn}, 27.4$.
8. Calculate the energy absorbed in the reaetion

$$
2 \mathrm{CuCl}(s) \rightarrow \mathrm{CuCl}_{2}(s)+\mathrm{Cu}(s)
$$

from the lattice energies of $\mathrm{CuCl}, \mathrm{CuCl}_{2}$, the ionization potentials of eopper and the heat of sublimation of copper. Similarly, calculate the energy absorbed in the reaction

$$
2 \mathrm{AgCl}(s) \rightarrow \mathrm{AgCl}_{2}(s)+\mathrm{Ag}
$$

assuming the lattice energy of $\mathrm{AgCl}_{2}$ to be the same as that of $\mathrm{CdCl}_{2}$ (see Fxercise 6). Repeat the latter calculation, assuming that the lattice energy of $\mathrm{AgCl}_{2}$ differs from that of $\mathrm{CdCl}_{2}$ by the same amount that the lattice energy of $\mathrm{CuCl}_{2}$ differs from that of $\mathrm{ZnCl}_{2}$. Analyze the principal reasons for the instability of $\mathrm{AgCl}_{2}$ as compured with $\mathrm{CuCl}_{2}$.
9. Calculate and compare the proton affinities of the halide ions.

## CHAPTER XV

## FURTHER PROPERTIES OF COVALENT BONDS

Before proceeding further in our study of the nature of chemical compounds, it will be necessary to extend somewhat our considerations concerning atomic binding in general; in particular, we shall have to discuss the phenomenon of directed valence. It has long been realized, or at least suspected, that valence bonds (of the nonpolar type) have direction; for example, it has long been customary in organic chemistry to speak of the tetrahedral carbon atom, implying that the valence bonds extend out toward the corners of a regular tetrahedron. To be sure, in this case, one might claim that, since carbon generally has four other atoms attached to it, the corners of a regular tetrahedron are the most natural positions for these atoms to take, regardless of whether the bonds have any specific orientative influence. A better example of the effect of directed valence is thercfore afforded by a molecule like the water molecule. It is definitely


Such an unsymmetric configuration is best explained as a property of the OH bonds; the two bonds tend to form at a certain definite angle to each other.
15.1. Methods of Determining Molecular Structure.-We shall here list and briefly discuss some of the principal methods by which the structure of molecules-involving such questions as the distances between atoms and the angles between bondscan be determined experimentally.

1. Measurement of clectric moment (see Sec. 12.9) will often give considerable qualitative information about the structure of a molecule, ${ }^{1}$ and from such measurements the kinked structure of the water molecule may be at once inferred. It is to be expected, of course, that the hydrogen atoms would be positively charged with respect to the oxygen atoms, thus producing a dipole.
${ }^{1}$ Debye, "Polar Molecules," Reinhold Publishing Corporation, 1929.

However, if the molecule is a straight structure the dipoles would cancel, because of the hydrogen's being oriented in exactly opposite directions. On the other hand, with the kinked structure this would not occur. Thus the finding of a finite dipole moment was definite evidence in favor of the kinked structure.
2. Analysis of the Vibration and Rotation Spectra.-The vibrational and rotational energy levels of a polyatomic molecule depend upon its structure, as has been shown in Chap. IX. Any means by which the various energy levels of a molecule may be inferred will be of value in the determination of the structure of the molecule.
3. Stereochemical Considerations.-The inferences that may be drawn from stereoisomerism in organic chemistry are well known. Similar considerations applied to the so-called inorganic complex molecules also yield much information. This subject will be treated more fully later.
4. Diffraction of $X$ Rays and Electrons.-It was shown in Chap. XIV that information regarding the arrangement of atoms in crystals may be obtained from X-ray analysis. It is possible from such measurements to learn about the arrangements of atoms in stable ions which generally enter into the crystal as units that are the same in all crystals. Also the diffraction of X rays by gases may be made to yield information about the structure of the gas molecules. ${ }^{1}$ This may be considered to be a limiting case of the powder method of X-ray analysis, the powder being so fincly divided that it consists of single molecules. There will still be a diffraction pattern but the diffraction rings will be broad instead of narrow. With a crystal, the reflection of $X$ rays from a surface takes place at the Bragg angles ${ }^{2}$ and practically at no other angle because of the reflection from many planes of the crystal, which ensures that, except at the Bragg angles, there will be waves in practically every phase, guaranteeing complete destructive interference. Of course, this does not occur when the reflection is from a single molecule, and instead of a sharp maximum of intensity at a definite angle there is a band with a broad maximum. Nevertheless, these diffraction patterns can be utilized, by the aid of

[^121]Fourier analysis, to give very directly the atomic distances in the molecule.

Instead of X rays, electrons may be used to give the diffraction pattern, ${ }^{1}$ since, as we have seen, they are diffracted in much the: same way as X rays. In the study of gases, electrons are in some respects better than X rays, because it is easy (by speeding up the electrons) to get shorter wave lengths and thus more rings in the diffraction pattern and because the scattering is more intense.
15.2. Directional Properties of Chemical Valence.-The physical reasons for the phenomenon of directed valence will now be briefly considered. Probably the simplest formulation of this problem is that given by Pauling, ${ }^{2}$ and though it involves many arbitrary assumptions, it will give a sufficiently good picture of the physical reality for our purposes. It has been remarked before that if a number of different wave functions correspond to the same value of the energy then any linear combination of those wave functions will also be an acceptable solution of the wave equation (see Sec. 10.1). Furthermore, we have seen that if wave functions are obtained on the basis of cortain approximations, then, even though these wave functions do not correspond to exactly the same energy, the true wave function after the approximations are removed will be a linear function of the approximate wave functions. ${ }^{3}$

Let us now consider an atom in the fields produced by the atoms with which it is combining. These fields produce a strong perturbing force, the potential of which will be great compared with the energy differences of the outer electron orbits. The result will be that the wave functions of these outer orbits will be rearranged so to speak; there will be a special set of linear combinations (equal in number to the original wave functions) which will give the resulting molecule the lowest energy, and which will, therefore, be involved in the formation of the ground state of the molecule. ${ }^{3}$
${ }^{1}$ For a summary and general discussion with references see Brockway, Rev. Mod. Phys., 8, 231 (1936); see also Bragg, p. 264 (loc. cit.). The application of electron diffraction to gases was originally due to Mark and Wierl.
${ }^{2}$ Pauling, J. Am. Chem. Soc., 53, 1367 (1931). See also Slater, Phys. Rev., 37, 481; 38, 1109 (1931). For a critical review and detailed discussion see Van Vleck and Sherman, Rev. Mod. Phys., 7, 167 (1935).
${ }^{3}$ The situation is similar to that described in Sec. 12.5. .

Some indication of the type of linear combination to be expected may be obtained from the hydrogen molecule. In this molecule, a concentration of electrons between the nuclei causes the attraction between the atoms. It is, therefore, natural to assume that the set of linear eombinations which is $t_{0}$ be favored is one that will cause the wave functions each to project out farthest in some specific direction, the direction of the bond it is to form, and to give a large electron density along the bond. It is on this assumption that the considerations of lauling rest.

We may illustrate these considerations by means of a simple example, the methane molecule. The carbon atom has four outer electrons. In the ground state, there are two $2 s$-electrons and two $2 p$-electrons. According to the theory of London, all the electrons must be unpaired before combination with the four hydrogens can take place. This assumption has been discussed in Chap. XI. In the present case, the unpairing is helped by the fact that "good" bond-cigenfunctions (i.e., wave functions that "stick out" markedly in certain directions) can be formed from a linear combination of one $s$-wave function and three $p$-wave functions (with the quantum number $m_{l}=-1,0,1$, respectively) better than from other combinations. It is found that the "best" four independent linear combinations of these waves have, respectively, high clectron densities in the directions of the corners of a regular tetrahedron. Thus in place of the original $2 s$ - and $2 p$-states, we have these bond-cigenfunctions, or bond-forming orbits, and into each of these orbits goes one of the outer electrons. Each outer electron then "pairs" with the electron of a hydrogen atom. The calculations show that the pairing is most effective, i.e., the bond energy lowest and the bond consequently most stable, if there is as much overlapping as possible between the wave function of a given electron and that of the electron with which it is paired and as little as possible between it and those of all other electrons on other atoms. This is realized if the hydrogens are situated at the corners of the tetrahedron toward which the bond-eigenfunctions point, and the stable form of the methane molecule is therefore tetrahedral.

The theory is not able, at the present time, to give more than the roughest estimate of the energy involved in the bond formation. Even the estimate of the energy of the preliminary unpairing of the clectrons offers some difficulty, for any one of the
unpaired electrons may have its spin oriented in either direction (for an unpaired electron does not have to share its orbital quantum state with another electron, and so its spin state is not restricted by the Pauli exclusion principle). There are, then, various possible spin combinations of the unpaired electrons. Although the energy due to electron spin is generally neglected in our calculations, it is nevertheless sufficient to cause a considerable difference between the energies of some of these states with different spin combinations; and since it is not known just which combination is to be used in bond formation, the energy of unpairing is left in some doubt. The energy to bring about the unpairing in carbon has, however, been estimated by Van Vleck, ${ }^{1}$ with what he believes to be about 10 per cent accuracy, to be around 7 electron volts or 160 kg .-cal. per mole. It has this rather large value on aceount of the necessity of exciting one of the $s$-electrons to a $p$-state. It is clear that unless there were a considerable gain from the formation of the tetrahedral bonds, as is the case with carbon compounds, the unpairing would not occur. In cases where there arc fewer than four groups or atoms attached to a central atom which has a completed octet, the energy gained by tetrahedral bond formation may not be great enough to counterbalance the disturbance of the low energy s-electrons, which in such a case as the water molecule need not take part in the bond formation. Under these circumstances the s-wave function is said to be unavailable for bond formation. The case of the water molecule will be discussed below, and in this case it is not possible to say unequivocally whether the $s$-wave function takes part in bond formation or not.

A tetrahedral arrangement of atoms about the central atom is not the only possibility. The arrangement which will occur in any given case depends upon the original wave functions involved in forming the bond-eigenfunctions. In general, of course, the wave functions which are concerned in the formation of the bond-eigenfunction cannot differ too greatly in energy, even though the effect of this difference in energy is largely erased by the effect of the other atoms. Thus one might expect the $s$ - and $p$-wave functions of a given shell to combine to form bond-eigenfunctions, but $s$ - and $p$-wave functions of different
${ }^{1}$ Ván Vleck, J. Chem. Phys., 2, 297 (1934).
shells would not be expected to so combine. A $d$-wave function might be expected to combine with $s$ - and $p$-wave functions of a shell just outside, however, since the corresponding energies are not very different; e.g., $4 s$ - and $4 p$-wave functions may combine with $3 d$-functions. It is possible, on the other hand, for such a $d$-state to be occupied by an electron or electrons not taking part in bond formation (i.c., not shared by an adjacent atom), in which case the $d$-wave function is not available for formation of a bond-eigenfunction. Although such a $d$-state can be occupied by two electrons with opposite spins, one such electron is sufficient to render it unavailable, inasmuch as a bond-eigenfunction, after being further transformed by interaction with the other combining atom, is generally occupied by a pair of shared electrons. On the other hand, there may be some cases in which the $d$-wave function is used in bond formation, and then one of the bond cigenfunctions is occupied by an electron or pair of electrons which is not shared. This situation, however, seems to be fairly rare.

The type of structure that will be produced by various wave functions may be inferred by a study of the nature of the bondeigenfunctions formed. Such a study has been made by Pauling, and although it involves a number of approximations which are not entirely satisfactory, it yiolds rules that appear to be fairly well confirmed by the experimental facts. These rules are as follows:

1. If only $p$-wave functions are involved in formation of the bond-eigenfunction, the valence bonds are at right angles to each other.
2. If all $s$ - and $p$-wave functions of a given shell are involved, the structure will be a tetrahedron. Expressing the fact that one $s$-wave function and three $p$-wave functions are involved, these are designated as $s p^{3}$ bonds.
3. If all $s$-and $p$-wave functions of a given shell and one $d$-wave function (usuc!ly from the shell just inside) are involved, the structure is a soluare. In this case, there are five wave functions that form five linear combinations four of which give electron distributions projeciser out earh in a specific direction, the four directions thus cietemmed being toward the corners of a square. The fifth conmation, which does, not involve either the $d$ or the s-eigenfunction.at all, dues not give a large electron density
except relatively near the central atom, and so is not a good bond-eigenfunction. Thus, only four of the five possible eigenfunctions are used in bond formation, and the fifth possible state will generally not be filled by an electron pair at all. In fact, an electron pair that has no other place to go than this fifth state will tend, instead, to render the $d$-eigenfunction unavailable. It is to be noted that it would be possible, by not using the $d$-wave function, to form a tetrahedron of the type (2), but the square here described is more stable, and is formed when a $d$-state of sufficiently low energy is available. These are known as $s p^{2} d$ bonds ( $p^{2}$ because the equivalent of one $p$-eigenfunction is used in forming the nonbonding combination).
4. If all $s$ - and $p$-wave functions of a given shell and three or more $d$-wave functions (presumably from an inner shell) are available, then a tetrahedron may be formed, only four of the seven resulting eigenfunctions being good bond-eigenfunctions. These are $s p^{3} d^{3}$ bonds. This is a more stable arrangement than the square, and if there are three or more $d$-spaces available, the resulting molecule or complex will have a tetrahedral structure (at least if its coordination number is 4 ). If only one or two $d$-spaces are available, it is not possible to have this type of bond-eigenfunction, and if the coordination number is 4 , only one of the $d$-wave functions is used, the square structure being formed.
5. If all $s$ - and $p$-wave functions of a given shell and two or more $d$-wave functions are available, six bónd-eigenfunctions may be formed, giving a regular octahedron. These are $s p^{3} d^{2}$ bonds.

There are still other possibilities, but the five given are the most important.

These rules will be illustrated by means of specific examples. As has already been pointed out, if the atoms surrounding a rentral atom are held to it by ionic forces, they will tend to take up symmetrical positions about the central atom. Since most of the configurations mentioned above as resulting from atomic binding are also symmetrical, it will be seen that the atomic arrangement will not always suffice by itself to distinguish between binding which is predominantly polar and binding predominantly nonpolar, and in general it is not possible to get a simple criterion for the degree of polarity of the bonds in complex compounds. In illustrating the rules for configuration, we shall
select compounds that are believed to be predominantly nonpolar, but it will be necessary to defer until later the discussion of the reasons why they are believed to be nonpolar. For the most part, the discussion of the determination of the structure of the molecules will also be deferred to later chapters. With this understanding, we shall proceed to give examples of the various types of atomic configuration.

1. It would be natural to suppose that the water molecule would furnish a good example of compound formation involving only $p$-wave functions. However, the angle between OH bonds is nearer the tetrahedral angle than it is to a right angle. This may be, indeed, due in part to the repulsion between the hydrogen atoms, but it may also be due to the bond-eigenfunctions actually being of the $s p^{3}$ tetrahedral type. ${ }^{1}$ The eight valence electrons would then be housed in those states, but two pairs would belong only to the oxygen, and only two pairs would actually be shared between the oxygen and a hydrogen. On the other hand, $\mathrm{H}_{2} \mathrm{~S}$ seems certainly to offer an example of $p$ bondeigenfunction, as do also the crystals of arsenic, antimony, and bismuth. In these crystals, the atoms are so arranged that each atom has three closest neighbors, and, therefore, three of the five outer electrons are shared. There will be three $p$ bondeigenfunctions belonging to each atom, each one of which can interact with a similar bond-eigenfunction of another atom; two atoms share each pair of electrons, and each atom shares a pair with three other atoms altogether. However, even here there may be some effect of the $s$-wave function, for the angles between the bonds are not exactly $90^{\circ}$, but are as follows: As, $97^{\circ} ; \mathrm{Sb}, 96^{\circ} ; \mathrm{Bi}, 94^{\circ}$.
${ }^{1}$ It has been argued by Stuart, Zeits. physit. Chem., B36, 155 (1937), that the normal valence angle for $N, O$, and $F$, and the heavier elements in the same columns of the periodic table is $90^{\circ}$, but that in many cases the mutnal repulsion of the attached group causes these angles to be larger. It is observed that the angles are greater, the smaller the central atom, and the larger the group attached to it, as would be expected. The attached groups can be assigned an effective radius which checks fairly closely with the effective radius estimated from interatomic or intergroup distances between atoms or groups attached to different (neighboring) molecules. Although this seems to be evidence in favor of the supposition that $N, O$, and $F$ do have a normal valence angle of $90^{\circ}$, it may still be true that when the angle is forced to a larger value the wave functions approach the tetrahedral type.

Table 29.-Bond Distances and Angles in Unsymmetrical. Molecules of Valence Types (1) and (2)

| Molecule | Distance, $\AA$ | Angle | Authority |
| :---: | :---: | :---: | :---: |
|  | $(\mathrm{C}-\mathrm{Cl}) 1.77$ | $112^{\circ}$ | B |
|  | $(\mathrm{C}-\mathrm{Cl}) 1.77$ | $112^{\circ}$ | B |
|  | 1.01 | $109^{\circ}$ | S |
|  | 1.52 | $104^{\circ}$ | B; S |
|  | 2.00 | $101^{\circ}$ | B; S |
|  | 1.72 |  | B; S |
|  | 2.16 | $103^{\circ}$ | B; S |
|  | $0.955$ | $104^{\circ} 40^{\prime}$ | S |
|  | 1.68 | $115^{\circ}$ | B |


| Table 29.-Bond Distances and Angles in Unsymmetrical |  |  |  |
| :---: | :---: | :---: | :---: |
| Molecules of Valence Types (1) and (2).-(Continued) |  |  |  |
| Molecule | Distance, $\AA$ | Angle | Authority |
|  |  |  |  |

Note: There has been some controversy as to whether the bond angle in $\mathrm{H}_{3} \mathrm{~S}$ should be $92^{\circ}$ or $85^{\circ}$. See Nielsen and Nielsen, J. Chem. Phys., 5, 277 (1937), and Cross and Crawford, ibid., 5, 370, 371 (1937).
2. Perhaps one of the simplest examples of the $s p^{3}$ tetrahedral bond-eigenfunction is that furnished by the carbon atom. Here the four wave functions of the L-shell are combined to form four tetrahedral bond-cigenfunctions. Each one of these interacts with the bond-cigenfunction of another atom, and an electron pair is shared between them. In the diamond crystal, for example, each carbon atom is surrounded by four carbon atoms tetrahedrally arranged about it, and cach bond-eigenfunction interacts with a bond-eigenfunction of one of the surrounding atoms. In some compounds, two of the bond-eigenfunctions of a given atom intcract with two from another atom, forming a double bond. Similarly, interaction between three eigenfunctions gives a triple bond. Another example of tetrahedral bondeigenfunction is furnished by the atoms in the AlN crystal. which has an arrangement much like the diamond, but with each atom surrounded by four others of a different kind.

As has already been noted, those cases are particularly interesting in which less than four atoms are arranged about a central atom with the angles between the bonds approximately equal to the tetrahedral angle $109^{\circ} 28^{\prime}$, or smaller. If there are less than four atoms, the structure cannot be explained by the tendency of the molecule to take a symmetrical form, but must be due to the properties of the bond. It is also an indication that the binding is nonpolar rather than ionic, since ions of the same sign
surrounding the central ion would tend to get as far away from each other as possible.

It is true that it has been shown that the effects considered in Secs. 12.9 and 12.10 are capable of producing the appearance of directed valence (see refcrence 2, page 200). We have seen that a cation induces a dipole moment in an anion. This dipole moment, if it is large enough, may exert sufficient forre on another cation to change very appreciably its equilibrium position with respect to the first cation. A cation induces in the anion a dipole that is oriented in such a direction as to attract the cation or any other positive ion very close to it; therefore the induced dipole will have the effect of partially overcoming the repulsion between any positive ions that may be near the anion. The first attempt to consider the structure of the water molecule was made in this way, and although an incorrect valence angle was deduced, a definitely kinked structure was predicted (in fact, the angle was too acute). It may be that recently these calculations have not been given the consideration they deserve, but in any event, since the polarization of one atom by another is a step in the transition from polar to nonpolar binding, this cannot alter our conclusion that a kinked structure for such a molecule as the water molecule is evidence for a predominance of covalent character in the bonds.

In view of the special interest of these unsymmetrical molecules, a table of some whose structures have been determined, either by the study of molecule spectra or by electric diffraction, has been included. Data for molecules whose structures have been determined by the former method are taken from Sponer, "Molekülspektren," vol. I (indicated by S in Table 29), and data for those studied by means of electron diffraction are taken from the article by Brockway ${ }^{1}$ (indicated by B in the table). The structure of the molecule is indicated, as well as may be in two dimensions, and the column headed "Distance" gives the distance between the central atom and the one next to it (if there is more than one distance, the particular distance is specified). The column headed "Angle" gives the angle between bonds. (If there is more than one kind of bond, it is the angle between two bonds of the kind for which the distance is given.) Other unsymmetrical molecules will be found listed in Brockway's article.

[^122]A slight digression about the properties of double and triple bonds may not be amiss at this point. The reason that it is possible to have free relative rotation of the two methyl groups in ethane but not of the two methylene groups in ethylene may now be made clear. The tetrahedral bond-eigenfunction is symmetrical about an axis through the line of centers of the two carbon atoms in ethane. Relative orientation of the two methyl groups does not affect the relation between the two interacting bond-eigenfunctions. The only forces tending to prevent free rotation are presumably those between the hydrogen atoms


Fig. 53.-Illustrating the structure of $\mathrm{H}_{2} \mathrm{C}=\mathrm{CH}_{2}$ and $\mathrm{H}_{2} \mathrm{C}=\mathrm{C}=\mathrm{CH}_{2}$, showing the carbon atoms as tetrahedra inscribed in cubes (see Appendix IV).
themselves. In the case of ethane, for example, these forces are probably great enough to prevent continuous rotation of the methyl groups, ${ }^{1}$ but not sufficiently great to prevent frequent rotation, as the methyls must frequently acquire sufficient energy to turn around with respect to each other against these forces. This means that, as far as chemical phenomena are concerned, the rotation may be considered as free, since the rotation occurs much more rapidly than most chemical reactions. On the other hand, with two interacting bond-eigenfunctions in each group, as in the case of ethylene, for example, relative rotation of groups cannot take place without affecting the interaction between at

[^123]least one pair of bond-eigenfunctions, and this requires a very great energy. Thus practically no rotation occurs around a double bond.

Elementary geometrical considerations show that the centers of gravity of all the atoms in an ethylene molecule are in a plane. This follows if we assume that the carbon atom has a tetrahedral structure and that a double bond involves sharing an edge, whereas with a single bond only a corner is shared. Similarly, in an arrangement like $\mathrm{C}=\mathrm{C}=\mathrm{C}$, all the carbon atoms lie in a straight line. Assuming that a triple bond means that the tetrahedra involved share a face, we see that all the atoms in acetylene lie in a straight line. (See Figs. 53 and 54.)

When a central atom is attached to one atom by a single bond and to another atom by a double bond, the three atoms should not be in a straight line, as is seen from the geometry of the tetrahedron (Fig. 53). The angle would be expected to be somewhat larger than the normal tetrahedral angle of $109^{\circ} 28^{\prime}$.


Fig. 54.-Illustrating the structure of $\mathrm{HC} \equiv \mathrm{CH}$, showing the carbon atoms as tetrahedra. An example is furnished by $\mathrm{SO}_{2}$ in which the two oxygens are attached to a central sulfur atom, one presumably by a single bond, the other by a double bond (else the octet of an atom is not complete). There is a possibility of resonance in this case, as was shown in Sec. 11.1, but all the possible electronic states would result in a kinked molecule. It is, therefore, not surprising that the molecule is actually found to be bent, ${ }^{1}$ the $0-S-O$ angle being in the neighborhood of $125^{\circ}$.
3. An example of the square structure is furnished by the nickel cyanide ion, $\mathrm{Ni}(\mathrm{CN})_{4}^{-}$. Nickel in its normal state has eight $3 d$-electrons and two $4 s$-electrons. Now the nickel atom shares an electron with each of the cyanide radicals. A cyanide radical is a neutral radical with an odd electron, resembling a halogen atom. The two extra clectrons, which give the negative charge to the complex ion, may be assigned to the nickel (for the purpose of discussion only). This gives an ion Ni - with eight $3 d$-electrons and four electrons in the $n=4$ shell, only the latter
${ }^{1}$ Cross and Brockway, J. Chem. Phys., 3, 821 (1935); Giauque and Stevenson, J. Am. Chem. Soc., 60, 1389 (1938).
of which are shared. The states occupied by the eight $3 d$-electrons do not, in this case, share in the formation of bond-eigenfunctions, as the electrons are paired among themselves. The unoccupied $3 d$-state is free to interact with the $4 s$ - and $4 p$-states to form bond eigenfunctions, into which the four clectrons, which have been roughly described as having $n=4$, can go. With one $3 d$-state and all the $4 s$ - and $4 p$-states available, we have a situation corresponding to that required for the formation of a square.

It will be seen that nickel has the maximum number of electrons with which a square configuration for the divalent state would be expected. Nevertheless, copper, which has one more electron, has a square structure in such compounds as $\mathrm{CuCl}_{2}\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}$. In this case, the extra electron is evidently housed in the fifth eigenfunction, noted in the deseription of $s p^{2} d$ bonds, and does not render the last $3 d$-state unavailable. A single electron is apparently not so effective in rendering this state unavailable as a pair. ${ }^{1}$
4. An example of the tetrahedron of the more stable type is $\mathrm{Cr} \mathrm{O}_{4}^{-}$-. This ion may conveniently be considered to be formed from $\mathrm{Cr}^{++}$and $\mathrm{O}^{-}$ions. The $\mathrm{Cr}^{++}$ion has four $3 d$ - and no $4 s$ - or $4 p$-electrons. All these electrons are shared, and it is obvious, since all of the $3 d$-wave functions are available, that the conditions for forming the tetrahedron of the more stable type are fulfilled.
${ }^{1}$ It should be noted that Cox, Wardlaw, Webster, and coworkers [J. Chem. Soc., 1935, 459, 731, 1475, 1936, 775, 1937, 1556; Nature, 139, 71 (1937); Sci. Prog., 32, 463 (1938)], consider that the plane structure is a characteristic of a bivalent central clement. Thus they claim from X-ray examination that not only nickel, copper, platinum, and palladium show the plane structure, but also bivalent silver, cobalt, manganese, tin, and lead. Such a structure for tin and lead involves outer $d$-states, or contravenes Pauling's criteria. Also the square structure for the cobalt compounds they examined (isomers of $\mathrm{CoCl}_{2} \mathrm{Py}_{2}$, where $\mathrm{Py}=$ pyridine) would be rather surprising since the magnetic criterion (Sec. 15.3) shows the binding to be ionic (or $s p^{3}$ ) [Barkworth and Sugden, Nature 139, 374 (1937)], and $\mathrm{CoCl}_{4}$ - has a tetrahedral structure. Cox and Welster also state that $\mathrm{Pt}\left(\mathrm{CH}_{3}\right)_{3} \mathrm{Cl}$ is tetrahedral, whereas platinic platinum with a coordination number of four might be expected to be square. If, in this compound, the bonds are of the $s p^{2} d^{8}$ tetrahedral type, one of the nonbinding eigenfunctions must contain a pair.

Two elements not in their bivalent states, namely, trivalent gold and manganese, are also said to show square coordination.
5. The ion $\mathrm{PtCl}_{6}{ }^{--}$is an example of the octahedron. This may be considered to be made up of neutral Cl's and a $\mathrm{Pt}^{--}$ion with ten $5 d$ - and two $6 s$-electrons; six of these twelve electrons are not shared. These six unshared electrons occupy three $d$-states, leaving just enough $d$-states of the $n=5$ shell available to satisfy the necessary conditions for an octahedron.
15.3. Magnetic Criterion for Type of Binding.-As remarked in the opening paragraph of this chapter, the mere fact that a compound or complex ion has one of the structures noted above is not a sufficient criterion to show that the binding is covalent if the structure is symmetrical. A kinked structure, such as exhibited by water, may be regarded as evidence that the bond is predominantly covalent, for if the bonding were ionic the two hydrogen ions would tend to get as far away from cach other as possible. Similarly, the square structure of $\mathrm{Ni}(\mathrm{CN})_{4}$ - would appear to indicate that the binding within the ion is covalent.

Another property that is of some value in distinguishing between ionic and covalent binding in such compounds or ions is the magnetic moment. ${ }^{1}$ As we have seen in Chap. VI, an electron in an atom contributes to the magnetic moment of the atom in two ways, by its orbital motion and by its spin. The contribution of an electron in a molecule depends largely on whether it is shared between atoms in the molecule or whether it may be regarded as belonging essentially to one atom only. An electron that is not, shared, and is well shielded from the action of other atoms in the molecule, acts much like an electron in an atom. The inner, unshared electrons usually occur in closed shells or closed subshells; in such cases, the magnetic moments of the different electrons in the shell or subshell just cancel each other, so that the net value of the magnetic moment is zero. We shall in the following discussion be most interested in the valence electrons and in the uncompleted subshells of $d$-electrons, which are appreciably affected by surrounding atoms.

It was shown in Chap. VI that the orbital magnetic momentum of an electron is proportional to the angular momentum. This

[^124]holds for molecules as well as atoms, and the fact that :angular momentum and orbital magnetic moment parallel each other is of some value in our exposition, since it is often easier to discuss the angular momentum than it would be to discuss the magnetic moment directly. We shall see that such a discussion will show that in a molecule there is usually no orbital magnetic moment, and that the.measured magnetic moment, being thus entirely due to spin, makes it possible to tell how many paired and how many unpaired electrons are present, thus throwing much light on the valence phenomena.

In previous discussions, much stress has been laid on the fact that there is conservation of the angular momentum of an electron moving in a field of force, such as is found in an atom, directed toward a fixed center. The proof of the conservation of angular momentum given in Appendix I depends directly upon the assumption that the field of force is of this type. In a molecule, however, the force on an electron is not necessarily at all times directly toward the center of gravity of the system, nor toward any single point. The angular momentum of an electron in a molecule will not remain constant. This does not mean, of course, that the angular momentum of the molecule as a whole is not conserved: the electrons merely exchange angular momentum with the nuclei. This exchange takes place continuously (though not necessarily uniformly). Since the nuclei are heavy bodies, so that a relatively small change in their velocity results in an appreciable change in angular momentum, the angular momentum of an electron is not only not conserved, but changes sign, and will on the average be as often in one direction as in the opposite. The average angular momentum with respect to the nuclei will be zero; ${ }^{1}$ therefore, since the motion of the nuclei is very slow compared with that of the electrons, the average angular momentum of the electrons with respect to fixed space will also be practically zero. ${ }^{2}$ This null value of the
${ }^{1}$ In the case of diatomic molecules, or molecules all of whose atoms are arranged in a straight line, the component of the angular momentum of electrons along this line of centers is conserved, because there will be no foree on the electrons perpendicular to such a line. The component of the angular momentum of an electron along the line of centers need not, therefore, be zero.
${ }^{2}$ There will be some contribution to the magnetic moment from the motion of the nuclei. This, however, will be small compared, for example,
angular momentum implies a null value of the orbital magnetic moment. The orbital magnetic moment about such centers is said to be quenched.

The angular momentum due to spin, however, is not readily exchanged with the angular momentum of the nuclei. The electrons in a molecule, therefore, contribute a spin magnetic moment just as in atoms. Often the magnetic moment of a molecule is contributed almost entirely by spins.

This statement might be thought to be incorrect because of the inner electrons which are so well shielded from the fields of the surrounding atoms that they move in the essentially spherical symmetrical field of a single atom; the relative motion of the atoms disturbs them but little, and their angular momentum is conserved (at least for a time that is long compared with the timenecessary for them to become orientated in a magnetic field.) ${ }^{1}$ But, as we have seen, such inner electrons ordinarily occur in closed subshells, and the magnetic moments of the different electrons in such a subshell cancel, so that the net value is zero. The only case in which electrons in an uncompleted subshell are well shielded from external fields is that of the rare earths, in which the $4 f$-electrons are in such a subshell. In this case, the $4 f$-electrons contribute to the magnetic moment through both their orbits and their spins. However, such electrons have little or nothing to do with valence phenomena, and so the problem of their magnetic moments will not be considered in this book.

The uncompleted $d$-shells of the transition element do enter into valence phenomena and are sufficiently affected by outside fields so that in many cases only their spins contribute to the

[^125]magnetic moment, although sometimes there is some residual effect due to the orbital moment, which, however, we shall neglect in the discussion. It is in the case of these $d$-electrons that the measurement of magnetic moments can give information concerning the type of binding in a compound. It is a general rule, empirically observed to be practically always obeyed, that in the lowest energy level of an atom the unpaired electrons in the atom have their spins in the same direction. Thus if there are $n$ unpaired electrons, these are lined up so the magnetic moments add, and if, in a magnetic: field, the complex is lined up as a whole with or opposed to the field, the component of the angular momentum along the field will be $\pm \frac{\frac{1}{2} n h}{2 \pi}$ since each electron contributes $\pm \frac{\frac{1}{2} h}{2 \pi}$. Or the complex of electron spins may be oriented in such a way that the component of the angular momentum in the direction of the field differs by an integral number of units from $\pm \frac{\frac{1}{2} n h}{2 \pi}$, thus giving the series of values $\frac{\frac{1}{2} n h}{2 \pi}, \frac{\left(\frac{1}{2} n-1\right) h}{2 \pi}, \ldots, \frac{\left(-\frac{1}{2} n+1\right) h}{2 \pi},-\frac{\frac{1}{2} n h}{2 \pi}$, the corresponding components of magnetic moment being obtained simply by multiplying these values by ${ }^{1} e / m c$. It is usual to designate $n / 2$ as $S$. It will be noted (see Sec. 5.4) that the values of the component of angular momentum are the same as would be contributed by an orbit with quantum number $l=S$, whose total angular momentum would be $\frac{\sqrt{S(S+1)} h}{2 \pi}$. The values of the component of magnetic moment are twice those resulting from such an orbit, and such as would result from a magnetic moment of $2 \sqrt{\bar{S}(\bar{S}+1)}(h c / 4 \pi m c)$. As has been noted in Sce. 6.2, the fundamental moment $h e / 4 \pi m c$ is known as a Bohr magneton, and the quantity $2 \sqrt{S(S+1)}$, which is commonly used as a measure of the magnetic moment, is consequently the number of Bohr magnetons. It is seen that the number of Bohr magnetons is determined by, and is itself a measure of, the number of unpaired electrons. ${ }^{2}$

## ${ }^{1}$ See $p .79$.

${ }^{2}$ This, however, may be considered as only the roughest sort of approximation. Very of ten the orbital motion and the spin affect each other in such a way that the magnetic moment is different from what would be

In view of the tendency of electrons that are not shared between atoms to be unpaired if possible (a tendency that presumably persists even if the atom is combined in a compound), measurement of the magnetic moment may throw light on the number of shared electrons. Since in ionic binding, electrons are not shared, whereas in covalent binding they are, something may thus be learned about the type of binding.

The way that the determination of the number of unpaired electrons can throw light upon the nature of the binding in a chemical compound may be illustrated by noting the difference between $\mathrm{FeF}_{6}-$ and $\mathrm{Fe}(\mathrm{CN})_{6}-$.- The experimental values ${ }^{1}$ of $2 \sqrt{S(S+1)}$ for these ions are $\sim 5.9$ and 2.6 , indicating five and one unpaired electrons, respertively $\left[2 \sqrt{\frac{5}{2}\left(\frac{5}{2}+1\right)}=5.92\right.$ and $\left.2 \sqrt{\frac{1}{2}\left(\frac{1}{2}+1\right)}=1.73\right]$. If the binding in such an ion is ionic, i.e., if the ion is composed of an $\mathrm{Fe}^{+++}$and six $\mathrm{X}^{-}$ions (where $\mathrm{X}^{-}=\mathrm{F}^{-}$or $\mathrm{CN}^{-}$), then the $\mathrm{X}^{-}$ions have only rlosed shells and contribute no magnetic moment, and the $\mathrm{Fe}^{+++}$has five unpaired $d$-electrons whose spins tend to add, giving $2 \sqrt{\frac{5}{2}\left(\frac{5}{2}+1\right)}$ Bohr magnetons. On the other hand, if octahedral bond-eigenfunctions are formed, there will be six pairs of shared electrons, earh $\mathrm{X}^{-}$ion furnishing one pair (or one of the electrons of earh pair may be thought of as coming from an Fe--ion, and one from a neutral X ). The $s p^{3} d^{2}$ octahedral bond-eigenfunctions, containing the shared electrons, use up two $d$-wave functions, so that only three $d$-places are left to hold the five unshared $d$-electrons of the Fe. Therefore, only one of these electrons may be unpaired. From this discussion, and from the respective values of the magnetic moments, it would be inferred that the $\mathrm{FeF}_{6}-\cdots$ ion ịs itself composed of ions, whereas the $\mathrm{Fe}(\mathrm{CN})_{0}-$ - ion, containing shared electron pairs, has predominantly covalent bonds.

[^126]Recent calculations of Van Vleck and Howard ${ }^{1}$ appear to indicate a possibility that the conclusion that the forces in $\mathrm{Fe}(\mathrm{CN})_{8} \cdots \cdots$ are predominantly covalent is not necessarily correct, for it is shown that the forces of surrounding ions might conceivably be sufficient to change the order of the energy levels of the $\mathrm{Fe}^{+++}$. However, since this does not occur in the $\mathrm{FeF}_{6}^{--}$ion, in which, on account of the small size of the $\mathrm{F}^{-}$ion, the ionic forces are especially great, it seems reasonable to suppose that the magnetic criterion for distinguishing between polar and nonpolar bindings is correct. In any event, such a change in its energy levels implies a distortion of the $\mathrm{Fe}^{+++}$and hence may reas:onably be assumed to be a step in the direction of covalency, although it is the wrong ion that is being distorted. There being a lack of other criteria applicable to compounds involving elements of the transition group, we shall use this one where possible. It will be obvious that if there are less than four $d$-clectrons on the central clement or ion this criterion cannot be applied.

In the foregoing discussion, we have assumed that the shared electrons in a covalent bond of the square or octahedral type necessarily involve the inner $d$-cigenfunctions, i.c., the $3 d$-eigenfunctions in the case of elements of the iron group. It is possible on the other hand that there are some cases in which the outer $d$-eigenfunctions ( $4 d$ in the iron group) are involved. ${ }^{2}$ Such a bond would obviously be more polar in its properties than a bond involving the inner $d$-eigenfunctions, and its magnetic moment would be the same as for an ionic bond, and hence could not be distinguished from the latter by the magnetic criterion. ${ }^{3}$ Since such a bond has properties intermediate between truly ionic and truly covalent bonds, we shall designate it as semicovalent. It will be understood that this term will be applied only in cases in which use of the inner $d$-eigenfunctions is possible. If these are filled up, so that a bond involving the outer eigenfunctions is the only possible one, then that type will be designated as covalent, as usual.

We shall conclude this section with a few words on the experimental method for determining the number of Bohr magnetons, though a full discussion of this subject is beyond the scope of this

[^127]book. The measurement is based on observing what happens when the substance under consideration is introduced into a magnetic field. The action of a magnetic field upon a magnetizable body is somewhat similar to the action of an electric field on a dielectric. Magnetization of a body by a magnetic field occurs (1) on account of the effect of the magnetic field on the orbits of the electrons in the body (hy changing their size or the speed of the electrons) and (2) owing to the lining up of molecules or ions having permanent magnetic moments (so-called "elementary magnets") under the influence of the field. On account of these effects, the mutual potential of any system of magnetic poles will be obtained from the expression for their potential in a vacuum by dividing by a factor $\boldsymbol{u}$ called the magnetic permeability of the material. It is more usual to deal with the susceptibility $\chi$, which is related to $\boldsymbol{u}$ by the equation $\mu=1+4 \pi \chi$.

When elementary magnets are oriented in a field, they turn in such a way as to decrease the energy of the system. The effect, therefore, is to draw the magnetized body into the field. A body that is thus drawn into the field is said to be "paramagnetic." One method of measuring the susceptibility is based upon the measurement of the force with which such a body of known volume is drawn into a field of known intensity.

The first type of action of the magnetic field on a body, namely, its action on the electron orbits, usually results (unlike anything in the electrical case) in a foree tending to push the body out of the field. This force is generally very small compared with, and hence more than counterbalanced by, the attraction of the field for the body, provided there are molecules present that do have permanent magnetic moments. If, however, there are no permanent magnetic moments present, there will generally be a slight residual force tending to push the magnetized body out of the field. Such a body is said to be "diamagnetic."

If a paramagnetic substance is diluted by mixing with it some nonmagnetic substance (i.e., a substance with no permanent magnets), $\chi$ is approxinately inversely proportional to the volume containing one mole of paramagnetic substance (at least after allowing for the diamagnetism of the diluent). Thus the susceptibility multiplied by the molal volume, which is
called the "molal susceptibility" $\chi_{M}$, is a constant characteristic of the substance.

In the electrical casc, it is the temperature cocfficiont of the dielectric constant that is directly connected with the electrie moment of the moleculcs. Similarly, in the magnetic case, the temperature coefficient of the molal susceptibility is the quantity directly connected with the molecular magnetic moment. The situation is somewhat complicated by the interaction of the elementary magnets with earh other. However, it is generally found experimentally that the molal suseeptibility $\chi_{M}$ is given as a function of the absolute temperature $T$ by an equation of simple form, involving two constants, $C_{\mathrm{m}}$ and $\theta$ :

$$
\chi_{\mathrm{M}}=\frac{C_{\mathrm{M}}}{T^{-}-\ddot{\theta}}
$$

The number of Bohr magnetons per molecule of the substance is given, at least in simple cases, by $2.84 \sqrt{C_{\mathrm{M}}}$. It is beyond the scope of this book to go into the theory that lies back of this expression, and the doubts and difficulties that may arise in attempting to apply it in special cases; for these matters, the student is referred to treatises on magnetism. ${ }^{1}$ Often measurements are available only at room temperature, and in this case $C_{\mathrm{m}}$ is usually calculated on the assumption that $\theta$ is zero. $\theta$ is usually, but not always, small, and sometimes this may lead to considerable errors. large values of $\theta$ may be connected with strong interaction between neighboring atoms of the substance being investigated, or other disturbing features, and if $\theta$ is large, the calculated value of the number of Bohr magnetons is less likely to be of significance.

There is a considerable amount of experimental work available on the magnetic susceptibilities of compounds of the transition metals. ${ }^{2}$ In general, in these compounds, it is only the transition

[^128]metals themselves that have any magnetic moment, and these measurements, therefore, may be considered to give the magnetic moments of ions of these metals; or, in compounds in which the metal is bound covalently, the measurements give the moments of ions or groups containing the atom of the transition metal. Measurements have been made on simple compounds, on complex compounds, and on aqueous solutions. Some of the results on simple compounds are summarized below:

Oxides of the First Row of Transition Elements.-The temperature dependence of the susceptibilities indicates large negative values of $\theta$ for some oxides of chromium and manganese. The resulting values of $C_{M}$ give values of the Bohr magneton number agreeing fairly well with what is to be expected for ionic compounds. With other oxides suseeptibilities that have been measured only at room temperature are smaller than calculated for the given ion (knowing the number of Bohr magnetons expected for that ion) assuming $\theta=0$; but since $\theta$ is probably not near zero this is not surprising, and it seems fair to conclude that the results are at least consistent with the assumption that oxides are ionic.

Sulfides of the First Row of I'ransition Elements.-- Data on vanadium, chromium, and manganese compounds inconclusive. $\mathrm{FeS}_{2}$ is probably covalent. ${ }^{1}$

Halides and sulfates of the first row of transition elements are almost certainly ionic, or, at least, semicovalent.

## Exercises

1. Why would the $\mathrm{PCl}_{3}$ molecule be expected to have either $p$ or $s p^{3}$ bondeigenfunctions?
2. Discuss the electronic structure of $\mathrm{Cu}(\mathrm{CN})_{4}{ }^{--}$. Do you expect it to have a tetrahedral or square structure? For the experimental result, see Table 31.
3. Complex compounds of platinic platinum generally have an octahedral structure, whereas platinous compounds generally have the square structure. Assuming that they are covalent, give an explanation in terms of their electronic structure.
4. Assuming covalent binding and assuming ionic binding, calculate the number of Bohr magnetons for the elements V to Cu in the first transition series in their common valence states. Assuming $\theta=0$, calculate the susceptibility at $300^{\circ} \mathrm{K}$.
${ }^{1}$ According to Pauling and Huggins, ref. 2, p. 283.
5. Write a Lewis electronic structure for nitrous oxide, NNO. Assum: ing $N$ and $O$ to be tetrahedra, predict the form of the molecule. Do the same for thiocyanate ion, $\mathrm{SCN}^{-}$, hydrogen peroxide, HOOH, and nitrite ion, $\mathrm{ONO}^{-}$. Name a number of other ions you would expect to have the same structure as NNO.
6. Suggest two possible electronic structures for the molecule ONC. Make a prediction as to the shape of this molecule [see Ketelaar and Palmer, J. Am. Chem. Soc., 69, 2629 (1937)].

## CHAPTER XVI

## COMPLEX COMPOUNDS AND COMPLEX CRYSTALS, INCLUDING ATOMIC CRYSTALS

Although there are simple atomic crystals, such as diamond and AIN, many of the properties of covalent bonds, especially those discussed in the last chapter, are better illustrated by the complex compounds and complex ions of various types, and this interesting branch of chemistry is much illuminated by the general principles developed. Further, the questions that arise in connection with the transition to other types of binding are by no means confined to atomic crystals of the simple type, but present much the same problem in the case of complex compounds. As we have seen in the preceding pages, there are complex ions of various types, which generally represent quite stable configurations. In some respects, the study of these ions yields more information than the study of the simpler atomic crystals, and it seems convenient to begin this chapter with a consideration of ions rather than crystals.

In the common type of ion, there is a central atom surrounded by a number of more negative atoms (or sometimes groups or molecules) in a more or less regular configuration. Often these negative atoms are all alike; occasionally more than one hind are present. Sometimes the central atom is the more negative, though this type is less common. Sometimes there is no single central atom and the geometrical arrangement is more complicated than indicated above. Complex ions are usually stable in aqueous solutions, and generally enter as units in chemical reactions. If this were not true of at least some chemical reactions with any given ion, it would scarcely be recognized as a distinct entity, though a compact grouping in a crystal is often used to define an ion.
16.1. Methods of Investigation.-In our consideration of a complex ion; we are interested in knowing something of its composition and its structure. There are many methods avail-
able that throw light on the composition of complex ions. ${ }^{1}$ Most elementary, of course, is the method of chemical analysis. The fact that a certain combination of atoms occurs again and again in a series of different compounds leads one to infer that these atoms are bound together in a kind of complex, though it does not, of course (at any rate without other considerations being, at least, implied), lead to a determination of the charge on the ion, which is one of its important properties. Again, a salt may be soluble in water, and it may react with other substances to form various precipitates. If all these precipitates contain certain elements (which were present in the same proportions in the original salt) in a certain combination, it seems likely that this group exists also as an entity in aqueous solution.

It is often possible to infer the composition of a complex ion by its chemical behavior and the behavior of substances from which it is formed in aqueous solution. This may perhaps best be illustrated by an example. Suppose we have a solution that is known to contain one mole of silver ion and suppose it has previously been ascertained that cyanide ion has a definite composition. Now we add one mole of potassium cyanide to the silver solution and obtain a precipitate containing 1 gram atom of silver and 1 gram equivalent of cyanide. If one more mole of potassium cyanide is added, all the precipitate goes into solution. We therefore infer that there is now present in solution a complex ion having the formula $\mathrm{Ag}(\mathrm{CN})_{2}^{-}$. (If the charges on silver and cyanide ions are known, we infer therefrom the charge on the complex ion, and the result must be correct if no other ions are involved.) The fact that many sets of experimental observation can be explained in similar fashion, and the further fact that observations on related substances give mutually consistent results, lend some confidence in the conclusions reached in this manner.
${ }^{1}$ For more detailed accounts of these methods see Jacques, "Complex Ions," Longmans, Green \& Company, 1914; Schwarz, "Inorganic Complex Compounds," English trans., John Wiley \& Sons, Inc., 1923; Werner, "New Ideas on Inorganic Chemistry," English trans., Longmans, Green \& Company, 1911; and Wcinland, "Einführung in die Chemie der Komplexverbindungen," Ferdinand Enke Verlag, Stuttgart, 1924. The book by Werner is a classic hy the man principally responsible for the development of this field of chemistry; the work by Weinland is a comprehensive account of the experimental results. See also footnote 2, p. 297.

It must be borne in mind, however, that cases will arise in which the foregoing method of investigation will not be applicable. It will be seen that its success in the preceding case depends upon a particular set of circuinstances. Solid AgCN reacts with $\mathrm{CN}-$ to form $\mathrm{Ag}(\mathrm{CN})_{2}{ }^{-}$, and it requires only an exceedingly small concentration of $\mathrm{CN}^{-}$to bring the precipitate into solution.


Fiti. 55.-..-Transference cell, for the study of the complex ion, $\mathrm{Ag}(\mathrm{CN})_{2}{ }^{-}$. The ionic carriers of electricity are $\mathrm{Ag}(\mathrm{CN})_{2}{ }^{-}$and $\mathrm{K}^{+}$. Though $\operatorname{Ag}(\mathrm{CN})_{2}^{-}$moves toward the anode, silver is deposited on the cathode, the mechanism undoubtedly involving $\operatorname{Ag}(\mathrm{CN})_{2}^{-} \rightleftarrows \mathrm{Ag}^{+}+$ $2 \mathrm{CN}^{-}$, though $\mathrm{Ag}^{+}$is present in very small concentration. However, solid AgCN is also in equilibrium with $\mathrm{Ag}^{+}$and $\mathrm{CN}^{-}$. As long as there is an excess of $\mathrm{Ag}^{+}$present, it keeps the concentration of $\mathrm{CN}^{-}$down sufficiently so that the AgCN is not brought into solution as $\mathrm{Ag}(\mathrm{CN})_{2}{ }^{-}$. If these equilibria did not bear the right relation to each other, the observations would not have the simplicity observed. However, it might be possible to measure the concentration of the various substances in solution, either directly or indirectly, and so obtain the values for the equilibrium constants involved. This method of investigation of the properties of complex ions is illustrated by Exercise 2 at the end of the chapter.

Observations of the type described above may be confirmed by transference experiments. Consider, for example, the experimental setup shown in Fig. 55 in which we have a silver anode at A and cathode at C immersed in a solution of the complex salt $\mathrm{KAg}(\mathrm{CN})_{2}$ (obtained, say, by filtering the AgCN precipitate, washing and dissolving in an equivalent amount of KCN). Suppose one equivalent of electricity to be passed through the coll. One gram atom of silver will then be found to be deposited on the cathode, and 1 gram atom is removed from the anode. The current will have been carried by the ions, part of it by $\mathrm{K}^{+}$, part by $\mathrm{Ag}\left((\mathrm{N})_{2}{ }^{-}\right.$. Suppose that the fraction of the current carried by $\mathrm{K}^{+}$is $x$. Then after the passage of the current, $x$ equivalents of $\mathrm{K}^{+}$will have been transferred from the region near A to the region near C and $1-x$ equivalents of $\mathrm{Ag}(\mathrm{CN})_{2}{ }^{-}$will have been transferred from the region near $C$ to that near $A$.

There would then be one equivalent more of $\mathrm{K}^{+}$than of $\mathrm{Ag}(\mathrm{CN})_{2}-$ near C, provided nothing else had happened. But, since one equivalent of $\operatorname{Ag}(\mathrm{CN})_{2}{ }^{-}$will have been deposited on the cathode as silver, two equivalents of $\mathrm{CN}^{-}$will have been released, and the net effect will be that the number of equivalents of $\mathrm{K}^{+}$ will exceed the number of equivalents of $\mathrm{Ag}(\mathrm{CN})_{2}-$ by two, and two equivalents of ( CN$)^{-}$will be present. In the anode region, the amounts of $\mathrm{K}^{+}$and $\mathrm{Ag}(\mathrm{CN})_{2}^{-}$will be cqual, but two moles of AgCN will precipitate. These predictions can be verified by analysis of the anode and cathode portions of the cell for silver, cyanide radical, and potassium after the electricity has passed through. It will be observed that the results predicted depend upon the assumptions made about the ions. It is, namely, assumed that the silver and cyanide move together so that silver goes to the anode ( $\mathrm{Ag}^{+}$would go to the cathode) and that one atom of silver is tranferred for each two cyanide radicals. Furthermore, it is assumed that each $\mathrm{Ag}(\mathrm{CN})_{2}{ }^{-}$ion has a single negative charge (this, of course, is not independent of the assumption that the salt of the formula $\mathrm{KAg}(\mathrm{CN})_{2}$ gives potassium ions and complex ions in solution). The verification of these assumptions may be considered to be a verification of the formula of the complex ion. The transference method is a very powerful one, and has been much used in the study of complex ions.

Another method that has been used in the study of complex ions is the measurement of the molal electrical conductivity of the salt. In the case of simple salts and complex salts with ions of known composition, this quantity has been found to depend chicfly on the valence type of the salt, being greater the higher the charge on the ions. Conversely, the conductivity can be used to determine the valence type of the salt, which may be sufficient to determine the formula of the complex ion or, at least, throw light on it. ${ }^{1}$ Other methods, such as the freezing point lowering, can also be used to find the number of ions present, and hence to make possible inferences concerning the formula of the complex ion.

In the case of complex ions in which various groups of different rharacter are attached to the central atom, the isomerism, particularly stereoisomerism, can give much information con-

[^129]cerning the structure of the ion, as already remarked in Sec. 15.1. This will be discussed later in the chapter.

Finally, as already seen in preceding chapters, the use of X rays can give much information concerning the arrangement of atoms in complex ions as they exist in crystals.
16.2. The Nature and Properties of Complex Ions.-A glance at Wcinland's "Chemie der Komplexverbindungen" will indicate the vast variety of complex ions that may be formed. The best known of these are, of course, the anions in which a central atom is surrounded by oxygen atoms, the sulfate ion being a typical example. A few cations containing oxygen, such as $\mathrm{VO}^{++}$, are also known. There are numerous anions and cations that can be thought of as being formed by the combination of a positive ion, generally of an element in or near the transition region of the periodic table, either with negative ions or with such neutral molecules as water or ammonia. The negative ions or neutral molecules thus combined are invariably groups that are themselves capable of separate existence, and the variety of ions that may occur in such combinations is very great indeed, among them being $\mathrm{F}^{-}, \mathrm{Cl}^{-}, \mathrm{Br}^{-}, \mathrm{CN}^{-}, \mathrm{CNS}^{-}$, $\mathrm{NO}_{2}{ }^{-}, \mathrm{SH}^{-}, \mathrm{SO}_{3}^{-}, \mathrm{OH}^{-}$, a variety of organic ions, etc. The hydrates, which will be studied in Chap. XIX, may be classed among the complex ions. It is interesting to note that certain organic substances having two free ends, like oxalate ion and ethylene diamine, can occupy two coordination places ${ }^{1}$ in a complex ion. ${ }^{`} \mathrm{CO}_{3}^{--}$and $\mathrm{SO}_{3}^{-}$are also included among these.

Since most of our chemistry is the chemistry of aqueous solutions, the hydrates play a special role among the complex ions. Water in crystals may occur either as a "filler" occupying interstices in the crystal or it may be a coordination molecule more or less firmly bound to a central positive ion and thus forming part of a complex ion. The actual strength of the binding is not always a good criterion as to the type of binding, for some filler molecules are more tightly bound than coordination mole-

[^130]cules in other crystals. ${ }^{1}$ However, when a water molecule in the coordination sphere of a complex ion is driven out, the properties of the ion change in a characteristic way. This may best be illustrated by an example. ${ }^{2}$ [ $\left.\mathrm{Co}\left(\mathrm{NH}_{3}\right)_{5} \mathrm{H}_{2} \mathrm{O}\right] \mathrm{Cl}_{3}$ is a brick-red crystalline powder which is soluble in water, giving a solution that has none of the characteristic properties of a solution containing ammonia. This indicates that the ammonia is not free. On the other hand, the chlorine may all be precipitated by silver ion without apparently affecting the ammonia. The conclusion is that the ammonia is bound in the cation whereas the chlorine is ionized. It is then inferred that the water molecule is also in the cation, since experience shows that trivalent cobalt has a coordination number of six. This, however, is mere inference, but it can be verified, or at least the inference can be strengthened, by heating the crystal to around $100^{\circ} \mathrm{C}$. at which temperature the water is driven out. It is then found that only two of the three chlorines can be precipitated by silver ion, the third having presumably taken the place of the water in the coordination sphere. By heating this substance in aqueous solution, the chlorine is again driven out by a water molecule and the original substance recovered.

There are cases in which isomers are known, the difference in the compounds consisting entirely in the mode of linkage of the various constituents. For example, there are three salts with the empirical formula $\mathrm{CrCl}_{3} \cdot 6 \mathrm{H}_{2} \mathrm{O}$, one of them being violet, and two green. ${ }^{3}$ The violet salt gives a solution in which all three chlorines are ionized, as indicated by its behavior with silver ion. In the two green forms, two chlorines and one chlorine, respectively, are ionized. The salts, therefore, presumably have the formulas

$$
\left[\mathrm{Cr}\left(\mathrm{H}_{2} \mathrm{O}\right)_{8}\right] \mathrm{Cl}_{3}, \quad\left[\mathrm{Cr}\left(\mathrm{H}_{2} \mathrm{O}\right)_{5} \mathrm{Cl}^{-}\right] \mathrm{Cl}_{2} \cdot \mathrm{H}_{2} \mathrm{O}
$$

and

$$
\left[\mathrm{Cr}\left(\mathrm{H}_{2} \mathrm{O}\right)_{4} \mathrm{Cl}_{2}\right] \mathrm{Cl} \cdot 2 \mathrm{H}_{2} \mathrm{O} .
$$

The violet salt is the most stable, and in aqueous solutions the other salts change to the violet form in a short time.

[^131]16.3. The binding force within complex ions may be due to the electrostatic attraction of the central ion for the surrounding ions or dipoles, or it may be of the nonpolar type, or it may be any combination of the two: In most ions it appears from stoichiometrical considerations that at least part of the binding force must be ionic. Thus we might imagine an ion like $\mathrm{SO}_{4}^{-}$to be made up of $\mathrm{S}^{6+}$ ions and $\mathrm{O}^{--}$ions, in which case the binding force would be purely electrostatic, or of $\mathrm{S}^{++}$and $\mathrm{O}^{-}$ions, in which case there would be the binding force due to four shared pairs of electrons, but still some electrostatic force due to the attraction of the positive and negative ions, even though these are not so highly charged. Another possibility is that the sulfur is practically neutral and is combined with two neutral and two singly charged oxygens. (This would not mean that there would be any observable difference between the oxygens, as the charge would undoubtedly move around from one oxygen to the other, so each would have an average charge of one half.) The true state of $\mathrm{SO}_{4}{ }^{-\cdots}$ probably lies between the extremes mentioned, and indeed, it seems reasonable to suppose that the combination of $\mathrm{S}^{++}$and four ( ${ }^{-}$is a fairly good approximation. ${ }^{1}$ (See also Sec. 16.14.)

In sperial instances, the arrangement of the atoms in an ion can give information as to the nature of the binding. In Chap. XV, we discussed the arrangements of the groups within the romplex resulting from nonpolar binding involving various kinds of wave functions. The expectation for purely electrostatic binding is that the arrangement should be the most symmetrical possible with the given number of groups. Unfortunately, this coincides in most cases with the grouping predicted by the theory of the covalent forces. Only case (3) of those considered in Chap. XV, the arrangement of four groups about a central atom in the form of a square, is different from what would be expected of polar binding. However, as seen in Chap. XV, an unsymmetrical arrangement can often persist when less than four atoms are attached to the central atom. This happens, for example, in the case of the sulfite ion, which has the

[^132]:
electronic formula $: \ddot{\mathrm{S}}: \ddot{\mathrm{O}}:$ The oxygens are actually at three of : $\ddot{\mathrm{O}}:$
the corners of a nearly regular tetrahedron about the sulfur. ${ }^{1}$ The only difference between this ion and an ion in which four oxygens are attached is that in the present case one of the pairs of electrons occupying the bond-eigenfunctions of the sulfur is not shared with another atom. ()ther ions of this type are ( Cl$)_{3}{ }_{3}{ }^{-}$ and $\mathrm{BrO}_{3}{ }^{-}$. Such an unsymmetrical arrangement of the atoms about the central atom is a elear indication of the covalent character of the bonds. Since they differ only hy having one more atom and one more shared electron pair, it is natural to infer that $\mathrm{SO}_{4}^{--}$and $\mathrm{ClO}_{4}-$ ions have covalent binding also.

Another criterion, which can give some information about the character of the bonds in an ion, has also been discussed in Sec. 15.3. This is the magnetic: moment of the ion. This criterion is applicable only to elements of the transition series, and then only if the number of $d$-electrons in the uncompleted shell lies within certain limits. It is, unfortunately, not applicable to such ions as $\mathrm{CrO}_{4}^{--}$and $\mathrm{MnO}_{4}^{-}$, which are possibly examples of the $s p^{3} d^{3}$ tetrahedron, since the same magnetic: moment would be predicted for ionic as for nonpolar binding. The magnetic criterion is usually applicable to the clements in the iron and platinum groups, and a considerable amount of data exists. An attempt has been made to summarize this in the accompanying table. In order to indicate the valence of the metal in any given complex ion, the symbol for the metal which is given at the top is the symbol that would be written if the binding were ionic. The nature of the various types of binding is indicated either by the symbol $i$, meaning ionic (or semicovalent), or, in the case of covalent binding, by giving the type of binding. This will indicate the kind of ion formed, its coordination number, etc.

It will be understood that in some cases a certain amount of judgment has been used in compiling this list with respect to the actual constitution to be assumed for a compound with a given formula. In a similar manner, measurements of susceptibilities of ions in solution have been assumed to be measurements of the

[^133]Table 30.-Types of Binding in Complex Ions from the Magnetic Criterion

|  | $\mathrm{Cr}^{++}$ | $\mathbf{M n}{ }^{++}$ | Mn ${ }^{+++}$ | $\mathrm{Fe}^{++}$ | $\mathrm{Fe}^{+++}$ | $\mathrm{Co}^{++}$ | $\mathrm{Co}^{+++}$ | $\mathrm{Ni}^{++}$ | Mo4+ | $\mathrm{W}^{4+}$ | $\mathrm{Ir}^{+++}$ | $\mathbf{P t}^{++}$ | $\mathbf{P t}^{\mathbf{4}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Hydrates.. | $i$ | $i$ | $i$ | $i$ | $i$ | $i$ |  | $i$ |  |  |  |  |  |
| Fluorides. | ... | .... | ..... | ... | $i$ | ... | $i$ |  |  |  |  |  |  |
| Ammonia complexes. |  | $\cdots$ |  | $i$ |  | $i$ | $d^{2} s p^{3}$ | $i$ | $\ldots$ | $\ldots$ | $\ldots$ | $d s p^{2}$ | $d^{2} s p^{3}$ |
| Amminochlorides. | $\ldots$ | $\ldots$ |  |  | $\ldots$ | $\ldots$ | $d^{2} s p^{3}$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $d^{2} s p^{3}$ |
| Amminonitrites. | $\ldots$ | $\ldots$ | ..... | $\ldots$ | $\ldots$ | $\ldots$ | $d^{2} s p^{3}$ | $\ldots$ | $\ldots$ | $\ldots$ | $d^{2} s p^{3}$ |  |  |
| Chlorides. |  | . |  | $\cdots$ | $\ldots$ |  |  |  |  |  |  | $d s p^{2}$ | $d^{2} s p^{3}$ |
| Chlorohydrates... | $\cdots$ | $\ldots$ | $\ldots$ | $\ldots$ | $i$ |  |  |  |  |  |  |  |  |
| Cyanides. | $d^{2} s p^{3}$ | $d^{2} s p^{3}$ | $d^{2} s p^{3}$ | $d^{2} s p^{3}$ | $d^{2} s p^{3}$ | $\ldots$ | $d^{2} s p^{3}$ | $d s p^{2}$ | $d^{4} 5 p^{3}$ | $d^{4} s p^{3}$ |  |  |  |
| Nitrises. |  | $\ldots$ |  | $\ldots$ | $\ldots$ | $d^{2} s p^{3}$ | $d^{2} s p^{3}$ |  |  |  |  |  |  |

susceptibilities of the hydrates, unless definite evidence to the contrary is available. In general, no attempt has been made to go beyond the compilations of magnetic data assembled by various investigators on the subject, and no exhaustive analysis of the crystal structure and magnetic data with respect to the light they might throw upon each other has been made. It is believed, however, that in its general aspect the table cannot be greatly in error; at the same time it seems obvious that further work on the subject, both with respect to the gathering of new data and the analysis of the old, would be highly desirable.

In using Table 30 it should be borne in mind that the magnetic criterion says a bond is cither covalent or ionic and gives no information about the transition between the two extreme types. It is, therefore, quite possible that a different criterion would give a different result in some cases.
16.4. Some Energy Relations among Iron and Cobalt Com-plexes.-There are not many casily correlated data for estimating the relative stability of various complex ions. Data do happen to be at hand, however, that make it possible to find the effect of forming the cyanide complex on the oxidizability of ferrous iron to ferric and to compare it with the same effect in the case of cobalt. The matter will be considered in some detail as it illustrates the utility of the rules set forth in Chap. XV, and at the same time may be correlated with the magnetic data.

The effect of the formation of the cyanide may be compactly expressed in the following manner. The energy (actually the free energy-see Appendix II) given out by the reaction (in aqueous solution)

$$
\mathrm{Fe}^{+++}+\mathrm{Fe}(\mathrm{CN})_{6}{ }^{4-} \rightarrow \mathrm{Fe}^{++}+\mathrm{Fe}(\mathrm{CN})_{0^{-}}-
$$

is 9.5 kg .-cal., and that given out by the analogous reaction

$$
\mathrm{Co}^{+++}+\mathrm{Co}(\mathrm{CN})_{6^{4-}} \rightarrow \mathrm{Co}^{++}+\mathrm{Co}(\mathrm{CN})_{e^{-}}^{--}
$$

is $60 \mathrm{~kg} .-\mathrm{cal} .{ }^{1}$ The latter reaction, therefore, has a much greater tendency to go as written. The great difference between the reactions is explained on the supposition that $\mathrm{Co}(\mathrm{CN})_{8}{ }^{4-}$ is very unstable, which is evidenced by the fact that it decomposes water

[^134]with the evolution of hydrogen. This instability is expected from its electron structure. ${ }^{1}$ Let us suppose that $\mathrm{Co}(\mathrm{CN})_{6}{ }^{4-}$ is built up from neutral CN's and a $\mathrm{Co}^{1-}$ ion, which has seven $3 d$-electrons, two $4 s$-electrons, and four $4 p$-electrons, and that the binding within the ion is covalent. The seven $3 d$-electrons are not shared, and in order that two d-states may be available for combination into octahedral $s p^{3} d^{2}$ bond-eigenfunctions it is necessary for one of these $d$-electrons to be promoted to a $5 s$-state. This would naturally cause the ion to have a high energy and hence be unstable. It is very likely that this circumstance causes the binding in the $\operatorname{Co}(\mathrm{CN})_{6}{ }^{4-}$ to be ionic (or at least semicovalent). In general, ( $\mathrm{N}^{-}$tends to form covalent complexes, so the fact that the complex is divalent and is forced into the relatively unstable ionic form makes the complex cobalt easy to oxidize. In the case of the iron complex, the magnetic measurements show that both the ferro- and ferricyanides have covalent binding. ${ }^{2}$

The instability of complex cobaltous compounds is a general phenomenon, though quantitative data are not available in most cases. In the case of the ammonia complexes, however, it is known that the cobaltous compound $\left[\mathrm{Co}\left(\mathrm{NH}_{3}\right)_{6}\right] \mathrm{Cl}_{2}$ has a much greater ammonia pressure than the cobaltic ${ }^{3}\left[\mathrm{Co}\left(\mathrm{NH}_{3}\right)_{6}\right] \mathrm{Cl}_{3}$. Furthermore, magnetic data are available, and these indicate that the binding in $\left[\mathrm{Co}\left(\mathrm{NH}_{3}\right)_{6}\right] \mathrm{Cl}_{2}$ is ionic, but that it is covalent in $\left[\mathrm{Co}\left(\mathrm{NH}_{3}\right)_{6}\right] \mathrm{Cl}_{3}$ (see Table 30). In the case of the iron compounds, the magnetic data indicate that $\left[\mathrm{Fe}\left(\mathrm{NH}_{3}\right)_{6}\right] \mathrm{Cl}_{2}$ is ionic,

[^135]but unfortunately the data appear not to be available for the ferric compound. The indications seem to be that iron has a greater tendency than cobalt to form ionic compounds. $\mathrm{Fe}\left(\mathrm{NH}_{3}\right)_{8}{ }^{++}$has a marked tendency to oxidize but this seems to be little if any greater than that of $\mathrm{Fe}^{++}$, and the solid chloride $\left[\mathrm{Fe}\left(\mathrm{NH}_{3}\right)_{6}\right] \mathrm{Cl}_{3}$ has a greater ammonia pressure ${ }^{1}$ than the solid $\left[\mathrm{Fe}\left(\mathrm{NH}_{3}\right)_{6}\right] \mathrm{Cl}_{2}$. As far as these observations go, they are what would be expected from the results with the cyanides. More experimental work on the ammonia complexes, which would show to what extent their properties parallel those of the cyanides, would be of considerable interest.
16.5. Stereoisomerism.-Much can be learned about the structure of the ions or compomends formed by a given atom by studying the various types of isomerism exhibited by these compounds. ${ }^{2}$ Two types of isomerism may be distinguished, geometrical isomerism and optical isomerism. The first type of isomerism may be illustrated by dichlorocthylene, which occurs in the so-called cis- and trans-forms:


Trans-form


Cis-form

In this particular instance, the isomerism is possible because there is no rotation about a double bond. These two compounds have different physical properties and, in particular, the transform has no resultant electric moment, because it has a plane of symmetry, whereas the cis-form has an electric moment. ${ }^{3}$ This

[^136]property thus serves to tell which is which, and the resolution has been confirmed by X-ray and electron-diffraction experiments. ${ }^{1}$ Optical isomerism, as is well known, is exhibited by a carbon atom to which four different groups are attached, being due, in this case, to the tetrahedral structure of the carbon atom. When four different groups are attached, the compound has no plane of symmetry and cannot be made to coincide with its mirror image. The compound, therefore, occurs in right- and left-handed forms, which have in general identical physical properties, but which react in different ways toward anything that has similar right- or left-handed properties. For example, the plane of polarized light will be rotated to either the right or left, depending upon which form the light passes through, whence the optical activity. If allowed to combine with another optically active substance of definitely determined right- or lefthanded configuration, the two forms of a substance which it may be desired to investigate yield compounds which differ more fundamentally than an object and its mirror image and which can be separated from a mixture by taking advantage of their difference in physical properties. ${ }^{2}$ After separation, the original substance (or rather, in each case, an optically active isomer of it) can often be regenerated. This method of separating optical isomers has been successfully applied in many cases. ${ }^{3}$

A complex ion in which the central atom has a coordination number of four and in which the four substituents are arranged in a plane in the form of a square can exhibit geometrical isomerism similar to that of dichloroethylene. An example of this sort of isomerism is furnished by the compound ${ }^{4} \mathrm{Pt}\left(\mathrm{NH}_{3}\right)_{2} \mathrm{Cl}_{2}$

[^137](which is, of course, a neutral substance and not really an ion). The structures of the two forms are as follows:



This type of isomerism, in which the isomers have different physical properties, does not occur if the compound has a tetrahedral structure, and hence can serve to distinguish between the two types. However, the same isomerism would occur with a square in which the central atom was not in the plane of the other groups, and so it does not serve to eliminate this possibility. In cases in which X-ray examinations have been made of this type of compound (e.g., $\mathrm{K}_{2}\left[\mathrm{PtCl}_{4}\right]$ and $\mathrm{K}_{2}\left[\mathrm{PdCl}_{4}\right]$ ), the central atom has been found to lic in the plane of the others (Table 31, p. 308). If the central atom were not in the plane, compounds of the type $\mathrm{MeABC}_{2}$ (cis) or MeABCD (where Me stands for the central atom and $A, . B, C$, and $D$ for different atoms or groups in the coordination sphere) should show optical activity. ${ }^{1}$ Such optical activity has not


Fig. 56.-Optical isomers of square coordination compound with central atom not in plane. been observed, but it does not appear to have been particularly looked for. There is thus not very much evidence on this point, but it seems reasonably safe to assume that when the square configuration occurs the central atom lies in the plane.

In discussing the tetrahedral and square configurations, it will be realized that we have considered only the most symmetrical possible arrangements. If the arrangement were not symmetrical (if, for example, the four substituents in the "square" configuration were not equally distant from the central atom), the number
cussion of the evidence furnished by dipole moments see Jensen, Zeits. anorg. allgem. Chem., 225, 97 (1935).
${ }^{1}$ For a more detailed discussion of possibilities of stereoisomerism see Pfeiffer in Freudenberg's "Stereochemie," pp. 1200ff. The reader should also note the discussion, pages $304 f$, below, of the optical isomerism of diamine complexes.
of isomers would be greatly increased; such large numbers of isomers have not been found. ${ }^{1}$ It will be understood that this does not exclude the possibility of distortions from these most symmetrical forms, provided that the distortion is conditioned by the substituents and not by the central atom. Thus, two optical isomers could be slightly distorted out of the tetrahedral shape owing to attractions and repulsions between the substit-



Frg. 57.-Cis-trans isomerism of an octahedral coordination compound.
uents, but the distortions of the right- and left-handed forms would be so related that they would still be mirror images, and they could not differ more fundamentally. Similarly, the cisand trans-forms might be distorted in different but definite ways, depending upon the relative positions of the substituents, and this would not give rise to any new possibility, since it depends on the substituents and not on any peculiarity of the valence bonds of the central atoms.

In the octahedral type of complex ion, geometrical isomerism can also occur. ${ }^{1}$ For example, there exist two ions with the


Fig. 58.-Trigonal prism. formula $\left[\mathrm{PtCl}_{2}\left(\mathrm{NH}_{3}\right)_{4}\right]^{++}$with slightly different properties. The possibility of geometrical isomerism is readily seen, for the two chlorines can be either in adjacent positions in the octahedron (ciscompound) or at opposite vertices (trans-compound), as will be clear from Fig. 57. The fact that in compounds of this type more than two isomers have never been found is evidence against a plane configuration, similar to benzene, which would allow the possibility of three isomers. Other less symmetrical arrangements also would allow the existence of more isomers, just as in the case where the coordination number is four. This is true, for example, for the trigonal prism, as will be seen from Fig. 58, since the edge $A B$

[^138]is different from the edge AD. The trigonal prism is indeed, not unknown; it has been discovered, as noted in Sec. 16.12, not from isomerism, but (in cases in which all the atoms surrounding the central atom are the same and in which the crystal cannot really be said to consist of complex ions) by the use of $\mathbf{X}$ rays. It is, however, apparently quite rare.

The isomerism of compounds with coordination number six but containing groups or radicals that occupy two coordination places is of particular interest. Let us consider, for example, the ion

$$
\left[\mathrm{Co}\left(\mathrm{NH}_{3}\right)_{4}\left(\mathrm{C}_{2} \mathrm{O}_{4}\right)\right]^{+},
$$

in which the oxalate radical occupies two coordination places. Now it is natural to assume that these two places are adjacent places and not opposite places in the octahedron; in other words, the compound must be a cis-compound. As a matter of


Fia. 59.-Trans-oxalato compound. fact, in cases of this kind isomerism does not occur. If there are two oxalate groups, it is possible for stereoisomerism to occur. Let us consider, for example, the ions of the formula $\left[\mathrm{Co}\left(\mathrm{C}_{2} \mathrm{O}_{4}\right)_{2}\left(\mathrm{NH}_{3}\right)_{2}\right]^{-}$. The trans-compound (Fig. 59) has a plane of symmetry and is identical with its



Frg. 60.-Optical isomers, cis-oxalato compound.
mirror image. 'This is not true of the cis-compound (Fig. 60). The cis- and trans-compounds may therefore be identified by finding which one can be resolved into optical isomers. This type of consideration, together with the fact that the two places occupied by an ion such as the oxalate ion are cis-places, has proved invaluable in the study of these compounds. By use of substitution reactions, in which it can be assumed that substitu-
tion takes place without a shift in position, a group like the oxalate group may be replaced by two others, which are then known to be in the cis-position, and so the cis- and trans-forms of other compounds can be identified. It is true that sometimes shifts in position do occur, so that due caution must be used in drawing conclusions from such experiments; but the conditions under which such shifts occur are believed to be known in many cases. These shifts can often be studied hy use of the compounds with two oxalate groups, for in these compounds the configuration can be determined if it is known whether optical isomers can be separated or not. There is at present a large body of experimental material bearing on the question of the determination of the configuration, especially of the cobalt compounds, and the configuration is believed to be known in many cases. ${ }^{1}$

An excellent summary of the results of experimental work in this field is comprised in Freudenberg's "Stereochemie." The following elements have been shown by study of isomerism to have a tetrahedral valence structure: $\mathrm{Be}, \mathrm{B}, \mathrm{C}, \mathrm{Si}, \mathrm{Ge}, \mathrm{Zn}, \mathrm{Sn}, \mathrm{N}$, $\mathrm{P}, \mathrm{As}, \mathrm{S}, \mathrm{Se}, \mathrm{Te}$. In all compounds in which this tetrahedral structure occurs, the elements in question have (presumably) an octet of electrons, some shared and some unshared (or often all shared), in their outer shells.

The compounds by means of which these structures have been determined are for the most part complex organic compounds. Usually it is optical isomerism of a compound with four different substituents (or with three different constituents and with one corner of the tetrahedron empty, which offers the possibility of the right- and left-handed forms just as well, since all four corners of the tetrahedron are different) that have been observed. In the case of nitrogen, structural isomerism of the dichloroethylene type is quite common. A typical example is offered by the two compounds

and

which have different physical properties. Quaternary ammonium bases having four different groups attached to the nitrogen have been separated into optical isomers, but in most cases

[^139]attempts to separate tertiary amines in which there are three different substituents with one corner of the tetrahedron blank have failed. This is probably due to the ease with which rightand left-handed isomers change into each other in this case. In one instance in which separation was effected, racemization was found to take place rather casily.

In the cases of beryllium, boron, and zinc optical isomerism has apparently been found only in compounds having two substituents, each one occupying two coordination places.

In the case of sulfur, selenium, and tellurium, optically active substances in which there are three groups attached to the central ion have been separated. Typical of these compounds is the tellurium salt


The tellurium has a completed octet without sharing electrons from the iodine ion, and the latter is apparently not part of the complex, but held merely by ionic binding. In certain cases, e.g., $\mathrm{Te}\left(\mathrm{CH}_{3}\right)_{2} \mathrm{I}_{2}$, geometrical isomerism was found to occur, which at first led to the supposition that the tellurium in this compound had a square configuration. In this case, also, ionization occurs in aqueous solution, and it was eventually found that the isomerism was due to the formation of more complex ions. ${ }^{1}$ This example illustrates the care that must be exercised before definite conclusions can be drawn from examples of isomerism.

It has been claimed that in some of their compounds the divalent clements $\mathrm{Cu}, \mathrm{Pd}, \mathrm{Pt}$, and Ni also have tetrahedral structures. This is based in part on the existence, in the case of nickel, platinum, and palladium, of salts of the type


[^140]where $\boldsymbol{X}$ is univalent. In this salt, the nickel is in contact with four nitrogens, ${ }^{1}$ and when the spatial arrangement is investigated it is seen that this would be practically impossible without great distortion and strain if all the bonds lay in a plane. ${ }^{2}$ The compounds could be octahedral, however, with the halogens occupying places in the coordination sphere.

There are other cases in which these elements are believed to be tetrahedral. In these, the central atom is surrounded not by four different substituents, but by two substituents, each of which occupies two coordination places. The arrangement is such that if the valences of the central atom are in a plane cis-trans isomerism would result, but not optical isomerism; whereas optical isomerism and not cis-trans isomerism would be expected if the arrangement is tetrahedral. In divalent salts of copper, platinum, and palladium, such optical isomerism has been observed. An example is the palladium ion


On the other hand, the compound shown in Fig. 61 should have optical isomerism if the valences of the central atom lie in a plane, but not if they are arranged as a regular tetrahedron. It was found that the substance was optically active. In other platinum salts, cis-trans isomerism has been observed, which would also indicate a plane rather than a tetrahedral configuration.

[^141]

Fig. 61.-Optically active ion (doubly positively charged) with plane configuration. The two plane rings are both horizontal. If one were horizontal and the other vertical, as would be demanded by a tetrahedral valence structure of the central atom, there would be a plane of symmetry and, hence, $n$ " optica, activity.

In the case of the ion

both cis-trans isomerism and optical activity are found. ${ }^{1}$ The former would be expected from a plane and the latter from a tetrahedral structure in this case, and so the compound seems to have some of the properties of both kinds of structure.

The observations on these compounds thus seem to be selfcontradictory; however, they could be explained by supposing that the valence bonds of the central atom form a tetrahedron, but an irregular one, or that the valence bonds form a pyramid, or that the diamine rings themselves are not planar. However, with respect to the last possibility, it must be said that on account of the large size of the central atom a nonplanar form of the ring would result in a distortion of the bond angles in the ring from the tetrahedral angle and so would cause strain (see Fig. 62). In any event, the problem presented by these salts does not seem to be finally cleared up.

In connection with this discussion, it is interesting to note that the nickel compound ${ }^{2}$ (in which the nickel is divalent, i.e., contributes two valence electrons to the electron structure)

[^142]
in which there is a five-membered ring with double bonds has a cis- and trans-form (the cis-form, with the OH groups adjacent, is shown). It has, therefore, presumably, a plane configuration. In other cases (with zine and copper), six-membered rings involving double bonds give an apparent tetrahedron.

Whenever the elements Co, Pd, and Pt, in their divalent forms, are not members of a ring, the isomerism observed indicates a plane configuration. We have already noted that such an arrangement is not the one that would be anticipated were the forces ionic, so the formation of such a compound is indication that the bond is covalent. It is, therefore, gratifying that the magnetic criterion indicates covalent bonds for $\mathrm{PtCl}_{4}{ }^{--}$, $\mathrm{Pt}\left(\mathrm{NH}_{3}\right)_{4}{ }^{++}$, and $\mathrm{Pt}\left(\mathrm{C}_{2} \mathrm{O}_{4}\right)_{2}-$. It may be noted here that X-ray experiments on copper compounds, in particular $\mathrm{CuCl}_{2}\left(\mathrm{H}_{2} \mathrm{O}\right)_{\Omega}$, indicate a square configuration. Divalent Ni also tends to have a square configuration, as is to be inferred, e.g., from the isomorphism of $\mathrm{K}_{2}\left[\mathrm{Ni}(\mathrm{CN})_{4}\right] \mathrm{H}_{2} \mathrm{O}$ and $\mathrm{K}_{2}\left[\mathrm{Pd}(\mathrm{CN})_{4}\right] \mathrm{H}_{2} \mathrm{O}$. $\quad\left(\mathrm{PdCl}_{4}-\right.$ has been found to be a plane square by X-ray examination, and so it is probable that $\operatorname{Pd}(\mathrm{CN})_{4}^{-}$is a square also.) $\mathrm{Ni}(\mathrm{CN})_{4}^{--}$ has been found by the magnetic criterion to be covalent. On the other hand, compounds of $\mathrm{Ni}^{++}$with ammonia have ionic binding, and there are many compounds with the octahedral ion $\mathrm{Ni}\left(\mathrm{NH}_{3}\right)_{6}++$. The bond between Ni and amines has also been found in some cases to be ionic, and, undoubtedly, this is true in general. This being the case, it would not be at all surprising if further stereochemical or X-ray research on the complex nickel salts containing diamine rings should show that the nickel is either tetrahedral or octahedral. But if a tetrahedral structure is finally confirmed in the case of the similar platinum and palladium salts, it would be much more unexpected from the theoretical point of view, as the binding in these salts usually seems to be covalent. ${ }^{1}$

[^143]An octahedral arrangement of six surrounding groups forming a complex ion has been found ${ }^{1}$ by observation of isomerism for the following divalent clements: $\mathrm{Fe}, \mathrm{Ni}, \mathrm{Ru}, \mathrm{Pt}, \mathrm{Zn}, \mathrm{Cd}$; for the following trivalent: $\mathrm{Cr}, \mathrm{Fe}$, Co, $\mathrm{Ru}, \mathrm{Rh}, \mathrm{Ir}, \mathrm{Al}$; for the following tetravalent: Pd, $\mathrm{Ir}, \mathrm{Pt}, \mathrm{Ti}$; and for pentavalent As. In each case, there are six pairs of shared electrons.

Some of these cases call for special mention. Divalent nickel forms octahedral complexes with some substituents and square complexes with others. It was seen earlier in the chapter (Sec. 16.4) that the complex, six-coordinated cyanide of divalent cobalt is unstable. A covalent six-coordinated complex of nickel should be unstable for the same reason; in fact it should be more unstable, for there are more electrons left in $\mathrm{Ni}^{++}$. It is thus interesting that with cyanide nickel forms the ion $\mathrm{Ni}(\mathrm{CN})_{4}$ - with a square configuration. On the other hand, the ions such as $\mathrm{Ni}\left(\mathrm{NH}_{3}\right)_{6}{ }^{++}$and others with six substituents are not particularly unstable, and the binding is probably ionic or semicovalent in all these cases. Optical activity was observed in a tridipyridine compound, each dipyridine mole-


Fig. 62.-Showing the angles in a diamine ring attached to a platinum atom, assuming (a) that the platinum has a plane square configuration, (b) that the platinum has a tetrahedral configuration; and assuming in each case that the ring is in a plane. Radius of divalent platinum taken as $1.32 \AA$. ., of carbon. as $0.77 \AA$., of nitrogen, as $0.70 \AA$. [Table 33 below, and Pauling and Huggins, Zeits. Krist., 87, 232 (1934)]. It is seen that if the normal valence angles of carbon and nitrogen are tetrahedral ( $109.5^{\circ}$ ), and if the radius of platinum is the same for both configurations, there is much more strain for a tetrahedral arrangement than for a plane square. On this basis, then, as well as from the point of view of the electronic structure of platinum, one would expect the plane square to be favored. (Figure after Mills and Quibell, J. Chem. Soc. (London), 1935, 842). cule occupying two coordination places.

Again, divalent platinum would not be expected to have stable complexes with coordination number six, and mostly it has the

[^144]square configuration. There are a few compounds with coordination number of six, however, and cis-trans isomerism has been observed in $\operatorname{Pt}\left[\left(\mathrm{CH}_{3} \mathrm{CN}\right)_{2}\left(\mathrm{NH}_{3}\right)_{4}\right] \mathrm{Cl}_{2}$. The tetravalent ion $\mathrm{Pt}^{4+}$ has only six $5 d$-electrons, and is therefore capable of forming covalent octahedral bonds involving two $5 d$-places without difficulty.
16.6. Results of X-ray Analysis.-It appears to be generally agreed by crystallographers that the ions that are commonly observed in aqueous solution occur as units in crystals. For example, many crystals of which the sulfate ion is a part have been examined, and it is invariably found that the sulfur atom is surrounded by four oxygens at the corners of a regular tetrahedron, the distance between oxygen and sulfur centers being about $1.50 \AA$., and the distance between adjacent oxygen centers being about $2.45 \AA$.

The size and shape of a given ion are not, however, entirely invariable from crystal to crystal but depend upon the forees

Table 31.-Shapes of Certain Ions in Crystrals (In all cases, the central ion appears first in the formula.)
Straight lines:
$\mathrm{HF}_{2}{ }^{-}, \mathrm{N}_{3}{ }^{-}, \mathrm{NCO}^{-}, \mathrm{Ag}\left(\mathrm{NH}_{3}\right)_{2^{+}}, \mathrm{Cd}\left(\mathrm{NH}_{3}\right)_{2}{ }^{++}, \mathrm{Hg}\left(\mathrm{NH}_{3}\right)_{2}{ }^{++}, \mathrm{I}_{4}{ }^{-}, \mathrm{ICl}_{2}{ }^{-}$, $\mathrm{Ag}(\mathrm{CN})_{2}{ }^{-}$
Kinked lines:
$\mathrm{NO}_{2}{ }^{-}, \mathrm{ClO}_{2}{ }^{-}$
Triangles, central atom in plane:
$\mathrm{BO}_{3}--, \mathrm{CO}_{3}^{--}, \mathrm{C}\left(\mathrm{NH}_{2}\right)_{3}{ }^{+}, \mathrm{CO}\left(\mathrm{NH}_{2}\right)_{2}, \mathrm{NO}_{3}{ }^{-}$
Triangles, central atom out of plane (pyramids, or decapitated tetrahedra): $\mathrm{SO}_{3}--, \mathrm{ClO}_{3}^{-}, \mathrm{BrO}_{8}^{-}$
Tetrahedra:
$\mathrm{SiO}_{4}^{---}, \mathrm{CrO}_{4}^{-}, \mathrm{WO}_{4}^{--}, \mathrm{MoO}_{4}^{--}, \mathrm{MnO}_{4}^{-}, \mathrm{PO}_{4}^{--}, \mathrm{SO}_{4}^{--}, \mathrm{SeO}_{4}^{--}$, $\mathrm{ClO}_{4}^{-}, \mathrm{IO}_{4}^{-}, \mathrm{ReO}_{4}^{-}, \mathrm{VS}_{4}^{-}, \mathrm{AsS}_{4}^{--}, \mathrm{SnS}_{4}^{-}-, \mathrm{BeF}_{4}^{--}, \mathrm{BF}_{4}^{-}$, $\mathrm{Be}\left(\mathrm{H}_{2} \mathrm{O}\right)_{4}{ }^{++}, \mathrm{CoCl}_{4}^{--}, \mathrm{Cu}(\mathrm{CN})_{4}^{--}, \mathrm{Zn}(\mathrm{CN})_{4}^{--}, \mathrm{Cd}(\mathrm{CN})_{4}^{--}, \mathrm{Hg}(\mathrm{CN})_{4}^{--}$, $\mathrm{N}\left(\mathrm{CH}_{3}\right)_{4}^{+}, \mathrm{N}\left(\mathrm{CH}_{3}\right)_{2} \mathrm{H}_{2}{ }^{+}, \mathrm{PH}_{2} \mathrm{O}_{2}^{-}, \mathrm{OsO}_{3} \mathrm{~N}^{-}, \mathrm{Zn}\left(\mathrm{NH}_{3}\right)_{2} \mathrm{Cl}_{2}$
Squares, central atom in plane:
$\mathrm{PtCl}_{4}^{-}, \mathrm{PdCl}_{4}^{-}, \mathrm{Pd}\left(\mathrm{NH}_{8}\right)_{4}^{++}, \mathrm{CuCl}_{2}\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}, \mathrm{AuBr}_{4}^{-}$
Octahedra:
$\mathrm{AlF}_{8}^{--}, \mathrm{SiF}_{8}^{--}, \mathrm{GeF}_{8}^{--}, \mathrm{FeF}_{8}^{--}, \mathrm{MoO}_{3} \mathrm{~F}_{3}^{--}, \mathrm{TiCl}_{6}^{--}, \mathrm{ZrCl}_{6}--, \mathrm{PtCl}_{8}^{--}$, $\mathrm{PdCl}_{6}^{--}, \mathrm{SnCl}_{6}^{--}, \mathrm{PbCl}_{6}^{--}, \mathrm{SeCl}_{6}--, \mathrm{TeCl}_{6}^{-}, \mathrm{OsO}_{2} \mathrm{Cl}_{4}-, \mathrm{SeBr}_{6}^{-}$, $\mathrm{Sn}(\mathrm{OH})_{6}{ }^{--}, \mathrm{Te}(\mathrm{OH})_{6}, \mathrm{Co}\left(\mathrm{NH}_{3}\right)_{6}{ }^{++}, \mathrm{Co}\left(\mathrm{NH}_{8}\right)_{6}+++, \mathrm{Co}\left(\mathrm{NH}_{3}\right)_{5} \mathrm{H}_{2} \mathrm{O}^{+++}$, $\mathrm{NH}_{4}\left(\mathrm{H}_{2} \mathrm{O}\right)_{6}{ }^{+}, \quad \mathrm{Rb}\left(\mathrm{H}_{2} \mathrm{O}\right)_{6}{ }^{+}, \quad \mathrm{Cs}\left(\mathrm{H}_{2} \mathrm{O}\right)_{6}{ }^{+}, \quad \mathrm{Mg}\left(\mathrm{H}_{2} \mathrm{O}\right)_{6}{ }^{++}, \quad \mathrm{Al}\left(\mathrm{H}_{2} \mathrm{O}\right)_{6}{ }^{+++}$, $\mathrm{Cr}\left(\mathrm{H}_{2} \mathrm{O}\right)_{0^{+++}}, \quad \mathrm{Zn}\left(\mathrm{H}_{2} \mathrm{O}\right)_{6}{ }^{++}, \quad \mathrm{Ni}\left(\mathrm{H}_{2} \mathrm{O}\right)_{8}++, \quad \mathrm{Tl}\left(\mathrm{H}_{2} \mathrm{O}\right)_{0^{+}}, \quad \mathrm{Cr}\left(\mathrm{NH}_{8}\right)_{6} \mathrm{Cl}{ }^{++}$, $\mathrm{Co}\left(\mathrm{NH}_{8}\right)_{8} \mathrm{Cl}{ }^{++}, \mathrm{Rh}\left(\mathrm{NH}_{8}\right)_{6} \mathrm{Cl}^{++}, \mathrm{Co}\left(\mathrm{NO}_{2}\right)_{0}{ }^{+++}, \mathrm{Pt}(\mathrm{SCN})_{0}-$
exerted by the other ions present. Distortions and changes in size involving variation in the interatomic distances of as much as $0.2 \AA$. appear to be by no means uncommon. It is not altogether impossible, however, that some of these differences are due to experimental error in determining the positions of the atoms in the complex crystals involved.

In Table 31 are given the structures of a number of ions, as obtained by X-ray analysis of crystals. ${ }^{1}$ This table is meant to be suggestive rather than exhaustive.


Fig. 63.-Extended $\mathrm{BC}_{2}^{-}$- ion. [After Zachariasen, Proc. Nat. Acad. Sci., 17, 619 (1931).]
16.7. Complex Crystals.-'There are many crystals of rather complex composition that are better considered as a whole than as composed of ions. For example, in $\mathrm{CaB}_{2} \mathrm{O}_{4}$ the borons are surrounded by oxygens which form an almost equilateral triangle about the borons. These triangles are extended indefinitely, forming chains of the composition $\mathrm{BO}_{2}^{-}$, as shown in Fig. 63. These chains form what Bragg has characterized as an extended acid radical. These radicals are held together by the positive calcium ions.

The silicates, however, are the compounds that furnish the examples of complex crystals, par excellence. ${ }^{2}$ In fact, among the silicates, practically every gradation of complexity is realized in some one or another of the known forms. Every crystal
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$\left(\mathrm{SiO}_{4}\right)^{4-}$


(a)


(b)

Frg. 64A.-Types of silicon-oxygen groupings: (a) closed groups, (b) chains and bands. Black circles represent silicon, white circles oxygen. [From Bragg, Zeits. Krist., 74, 237 (1930), and Brago and Bragg, "The Cryotalline State," vol. I, p. 184, The Macmillan Company, 1934.]

(c)

(d)

Fig. 64B.-Types of silicon-oxygen groupings: (c) sheet, such as found in talc and mica; all tetrahedra may point the same way, or alternate tetrahedra may point in opposite directions; a superimposed silicon and oxygen are shown by a double circle, oxygen by a single circle; ( $d$ ) three-dimensional net (ultramarine); black circles represent aluminum or silicon, white circles oxygen. [From Bragg, Zeits. Krist., 74, 237 (1930), and Bragg and Bragg, "The Crystalline State," vol. I, p. 135, The Macmillan Company, 1934.]
known, however, is characterized by the fact that silicon is surrounded by four oxygens in the form of a nearly regular tetrahedron, ${ }^{1}$ the silicon-oxygen distance being in the neighborhood of $1.6 \AA$., varying slightly from crystal to crystal. In the orthosilicates, in which the ratio of oxygen to silicon is at least $4: 1$, simple anions of the formula $\mathrm{SiO}_{4}{ }^{4-}$ are formed. In crystals in which there is relatively less oxygen, various types of complex structure occur. In some crystals, there are finite silicon-oxygen groups of varying complexity, often forming a ring structure. In others, there are twisted silicon-oxygen chains, each link composed of an oxygen tetrahedron about a silicon and each tetrahedron having one atom in common with the preceding and following one. These chains have the composition $\mathrm{SiO}_{3}-$. There also occur silicon-oxygen sheets, which extend indefinitely in two dimensions and for which a typical formula would be $\mathrm{Si}_{2} \mathrm{O}_{5}-$. Such a structure occurs in micas, and is responsible for their peculiar property of splitting and slipping easily in one direction. Finally, silicon and oxygen may form a network in three dimensions; this occurs in silicon dioxide (quartz) itself, the composition being $\mathrm{SiO}_{2}$ (neutral). In some minerals in which part of the silicon is replaced by aluminum, threc-dimensional network anions can occur, since $\mathrm{Al}^{+++}$has a smaller charge than $\mathrm{Si}^{4+}$. In all cases, the extended anions are held together by positive ions dispersed among them in such numbers that the whole is neutral. In its ability to form either simple ${ }^{2}$ or extended anions, silicon is intermediate in its properties between the alkali and alkaline earth metals and the negative elements like chlorine and sulfur. The alkali and alkaline earth metals form oxides which (though actually, of course, neutral) might perhaps' be thought of as extended anions, but they do not

[^146]form simple anions. The negative elements, on the other hand, tend ${ }^{1}$ to form simple anions like $\mathrm{ClO}_{4}^{-}$and $\mathrm{SO}_{4}^{--}$.

If sulfur-oxygen chains tended to exist, then we should expect to have neutral chains of composition $\mathrm{SO}_{3}$. There is an undoubted tendency for the $\mathrm{SO}_{3}$ molecule to double up ${ }^{2}$ accord-

$$
\ddot{O}: \ddot{O}
$$

ing to the formula $: \ddot{\mathrm{O}}: \ddot{\mathrm{S}}: \ddot{\mathrm{O}}: \ddot{\mathrm{S}}$, but combinations of this sort, :O: : O:
in particular long chains, cannot be extremely stable, as is evidenced by the relatively low boiling point of $\mathrm{SO}_{3}$. A possible explanation of the difference between $\mathrm{SO}_{3}$ and $\mathrm{SiO}_{2}$ in this respect is the following. Sulfur is a much more negative element than silicon, and tends to draw the oxygen electrons in toward it to a much greater extent, so that they are less free to be shared with another sulfur or another element in general. It may be this same tendency which shows up in the fact that sulfuric acid is a strong acid (sec Sec. 19.10).

It is a very interesting fact that in complex crystals containing oxygen, and in crystals with oxygen anions, the more electronegative elements tend to show a constant coordination number, being surrounded by a definite number of oxygen atoms, whereas the electropositive elements have coordination numbers that vary from crystal to crystal, and the oxygen atoms are often arranged about them in a rather irregular way; i.e., the more electronegative elements determine the structure, the more electropositive ones "take what they can get." The reason for this becomes clear if we think of the crystal as formed from ions of all the elements. Take, for example, a $\mathrm{BPO}_{4}$ crystal, and think of it as composed of $\mathrm{B}^{+++}, \mathrm{P}^{5+}$, and $\mathrm{O}^{--}$ions. The force exerted by the $\mathrm{P}^{5+}$ ion on the $\mathrm{O}^{--}$ions will be greater than that exerted by the $\mathrm{B}^{+++}$ion, both because of the greater charge and the greater electronegativity of the phosphorus. The fact that $\mathrm{P}^{5+}$ is highly charged and phosphorus is highly electronegative means that the

[^147][^148]$\mathrm{P}-\mathrm{O}$ bond will certainly not be a strictly ionic bond, but this does not affect the conclusion, for it is really only a result of the fact that the phosphorus exerts a large force on the oxygen. This particular crystal may be used as an example of the fact that the most highly charged ion, here $\mathrm{P}^{5+}$, determines the structure of the crystal, for the phosphorus atoms are surrounded by four oxygens in the form of a nearly regular tetrahedron, whereas the boron is also surrounded by four oxygens, forming a less regular tetrahedron. The normal position for boron, as indicated by the borate ion, is in the center of three oxygens. This dominance of the highly charged ions is one of the determining rules of complex crystal structure.

Other rules have been formulated by Bragg and by Pauling. ${ }^{1}$ Of these, the most important is the rule that electrical charge is locally neutralized (electrostatic-valency rule). Consider an anion, which we designate by a subscript 0 , with charge $-z_{0}$ (the unit being taken as the charge on the electron). This ion will be close to a number of cations, which will be designated by the running subscript $i$. Let the $i$ th ion have a coordination number of $n_{i}$ and a charge of $z_{i}$; then it may be said to share an $n_{i}$ th part of its charge, namely, $z_{i} / n_{i}$, with any one anion. The principle of local neutralization then says that as nearly as may be possible the charge on the original ion just balances the charge shared with it by the surrounding cations, i.e., $z_{0} \cong \sum_{i} \frac{z_{i}}{n_{i}}$. This assumes that every charge is surrounded as closely as possible by charges of the opposite sign, which means, of course, a low potential energy. In applying this rule, it is assumed that each ion has a charge corresponding to its valence, as though the binding were purely ionic. The fact that in the actual compound the binding may be more nearly covalent means only that there is a displacement of charge, due to distortion of the electron atmosphere of the anion toward the cation, and does not affect the applicability of the rule at all. This rule applies to single (monatomic) ions, which may themselves be constituents of complex ions.

Another rule generally followed by complex crystals is that highly charged ions are far away from each other. This is another expression of the fact that the electrostatic potential ${ }^{1}$ W. L. Brage, Zeits. Krist., 74, 287-304 (1930); Pauling. J. Am. Chem. Soc., 81, 1010 (1929).
must be low. The explanation of the relative instability of chains with the formula $\mathrm{SO}_{3}$ may be given an alternative statement. Since $\mathbf{S}^{6+}$ is a highly charged ion and since these ions are brought fairly close to each other in such a chain its instability is explained. This explanation may be compared with the one previously given. It illustrates the fact that similar results are often obtained, regardless of the type of binding assumed. (Again compare Sec. 19.10.)
16.8. The coordination number in complex ions and crystals depends primarily upon the ratio of the radius of the central atom or ion to that of the atoms and ions surrounding it. This applies in a general way whether the binding is ionic or covalent, and something can be learned by assuming that it is purely ionic, so that within the complex ion itself the central atom is a cation which has lost all of its outer electrons and the outer atoms are anions which have completed their outer shell of electrons. This assumption is useful despite the fart that it is often not too good an approximation to the truth, and even though the actual interatomic distances may not be reproduced too well by it. The rule usually cited for the determination of coordination number is that there will be as many anions surrounding a cation as can be arranged in symmetrical fashion about it, maintaining contact between the cation and the anions surrounding it, i.e., avoiding anion-anion contact; ${ }^{1}$ this we shall call the "rule of close-packing." Thus, we have a coordination number of three if the space within three closely packed anions is less than the size of the cation, but the space available between four of the anions closely packed in the form of a tetrahedron would be more than needed to accommodate the cation, etc. If we attempt to

[^149]calculate the electrostatic energy of the various arrangements, there appears to be no reason why the rule of close-packing should hold. It would naturally be expected that the electrostatic energy would be lower the more anions there were about a given cation; hence an arrangement with a high coordination number would be expected to persist, even though anion-anion contact were occurring, unless a rearrangement would result in a considerable lowering of the anion-cation distance, sufficient to more than compensate the effect of decreasing the number of anion neighbors near a given cation. The matter is further complicated by the existence of repulsive forees and van der Waals forces, which undoubtedly often play an important part in determining the crystal form. It is not surprising that exceptions to the rule of close-packing, e.g., cases where anion-anion contact occurs, are known.

Indeed, it could hardly be supposed that in crystals of fixed composition, such as the alkali or alkaline earth halides, the rule of close-packing would necessarily give the crystal form correctly. But in case the crystal contains more than two constituent elements (as is always the case when complex ions are present), and the composition has some possibility of variation, without upsetting the balance of positive and negative ions, then the close-packing rule may well be an inportant factor in determining just what composition the crystal will assume. It may, for example, determine how many molecules of water will enter into the reaction when the crystal is formed by evaporation of an aqueous solution.

Goldschmidt and Pauling have applied the rule of close-packing. to a study of the coordination number in crystals. Pauling ${ }^{1}$ has applied it, in particular, to the oxygen anions of a number of the more negative elements. Purely geometric considerations, then, show that the triangular form of an ion will be stable if the cation-anion ratio is less than 0.225 ; the tetrahedron is stable if the cation-anion ratio is between 0.225 and 0.414 ; the octahedron, if it is between 0.414 and 0.732 ; and the cubc, if it is above this. The results of Pauling are shown in the accompanying table and, in spite of the rough character of the assumptions made, are in good accord with experience. Some of the ions listed are too electropositive in character and not of sufficiently

[^150]high valence to form stable romplex anions; the considerations, however, should be equally applicable to complex cations formed with water. Thus we have the ions $\mathrm{Be}\left(\mathrm{H}_{2} \mathrm{O}\right)_{4}{ }^{++}$occurring in $\mathrm{Be}\left(\mathrm{H}_{2} \mathrm{O}\right)_{4} \mathrm{SO}_{4}$, the ion $\mathrm{Al}\left(\mathrm{H}_{2} \mathrm{O}\right)_{6}{ }^{+++}$occurring in many crystals, and other ions as noted in Table 31. $\mathrm{B}^{+++}, \mathrm{C}^{5+}$, and $\mathrm{N}^{4+}$ have a normal coordination number of three. The other ions, according to Pauling's summary and available data in the "Strukturbericht," have normal coordination numbers as indicated by

Table 32.-Ratios of Radil: Cation/Oxygen
Coordination Numbers in Complex Crystals and, in Partifllar, in Oxygen lons


The regions shown on the table give a rough indication of the experimental results.
Table 32. There are many salts in which this might not be indicated by the stoichiometrical formula, but it must be remembered that polymerization, i.e., formation of chains, rings, or sheets, as described for the silicates, can occur. For example, this occurs with salts of $\mathrm{HPO}_{3}$. Iodine, near the borderline, can have a coordination number of four or six $\left(\mathrm{IO}_{4}{ }^{-}, \mathrm{IO}_{6}{ }^{6-}\right.$ ). Tin, antimony, ${ }^{1}$ and tellurium form the ions $\mathrm{Sn}(\mathrm{OH})_{6}{ }^{-}, \mathrm{Sb}(\mathrm{OH})_{6}{ }^{-}$, and $\mathrm{TeO}_{6}{ }^{6-}$.

[^151]Since $\mathrm{F}^{-}$is slightly smaller than $\mathrm{O}^{-}$, the central atom in a fluoride often has a larger coordination number. This is illustrated by $\mathrm{BF}_{4}^{-}, \mathrm{AlF}_{6}^{-}-, \mathrm{SiF}_{6}-, \mathrm{PF}_{6}^{-}, \mathrm{SF}_{6}$, and probably $\mathrm{SnF}_{8}{ }^{4-}$.

Of course, some of the ions mentioned exist only in crystals, not in aqueous solution.

Though very good results are obtained by assuming that the binding in all these ions is ionic, it is worth while noting that in every case the observed coordination number is quite consistent with the electronic structure if covalent binding is assumed. It is true that the binding in the ions of coordination number six must involve outer $d$-electrons, having the same value of the quantum number $n$ as the $s$ - and $p$-electrons. The cases where the coordination number is three are of particular interest. In these cases, the central atom lies in the plane with the surrounding ones. The carbonate ion may be taken as typical. There are three possibilities regarding its clectronic structure. (1) It may be ionic, being a combination of $\mathrm{C}^{4+}$ with three $\mathrm{O}^{-}$'s. (2) It may have the structure


In this situation, all the atoms would lie in a plane. Since there would be resonance between the three possibilities (double bond to any one of the three oxygens), the actual structure would presumably be symmetrical. (3) It may have the structure

|  |
| :---: |
|  |

That is to say, it is not inconceivable that three of the four levels of the carbon atom could be combined to give bond-eigenfunctions of a different type from the tetrahedral bond-eigenfunctions; ${ }^{1}$ however, in view of the fact that carbon appears in general to maintain its octet, this alternative seems somewhat less probable. But it is not possible to say definitely which of the alternatives gives the best description of the carbonate ion. It may resonate among all the possibilities.

[^152]16.9. Covalent Radii.-X-ray investigations have been made of a number of crystals in which the binding is almost certainly covalent and the atomic distances obtained. Pauling and Huggins ${ }^{1}$ have made estimates, based on these investigations, of the radii of various atoms in compounds in which the binding is covalent; their values are purely empirical, but are of use in correcting the experimental data. These radii will obviously depend upon the valence state of the atom and upon which of the types of bonds mentioned in Sec. 15.2 is involved. Pauling and Huggins first consider the atomic radii for atoms with $s p^{3}$ tetrahedral bonds. In designating a bond as an $s p^{3}$ tetrahedral bond, we do not necessarily mean that the coordination number of the atom is four. Thus, as explained in Sec. 15.2, it appears that the oxygen bonds in water may be of this type, though only two hydrogens are attached to the oxygen. In Table 33, we give the

|  | Table 33.-Covalent Radil |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Be | B | C | N | O | F |  |  |
|  | 1.07 | 0.89 | 0.77 | 0.70 | 0.66 | 0.64 |  |  |
|  | Mg | Al | Si | P | S | Cl |  |  |
|  | 1.40 | 1.26 | 1.17 | 1.10 | 1.04 | 0.99 |  |  |
| Cu | Zn | Ga | Ge | As | Se | Br |  |  |
| 1.35 | 1.31 | 1.26 | 1.22 | 1.18 | 1.14 | 1.11 |  |  |
|  |  |  |  | $(1.21)$ | $(1.17)$ | $(1.14)$ |  |  |
| Ag | Cd | In | Sn | Sb | Te | I |  |  |
| 1.53 | 1.48 | 1.44 | 1.40 | 1.36 | 1.32 | 1.28 |  |  |
|  |  |  |  | $(1.41)$ | $(1.37)$ | $(1.33)$ |  |  |
| Au | Hg | Tl | Pb | Bi |  |  |  |  |
| 1.50 | 1.48 | 1.47 | 1.46 | 1.46 |  |  |  |  |
|  |  |  |  | $(1.51)$ |  |  |  |  |

tetrahedral radii of Pauling and Huggins. These were obtained in the following way. For $\mathrm{C}, \mathrm{Si}, \mathrm{Ge}$, and Sn the radii were taken as half the observed interatomic distances in the diamondtype crystals in which each atom is surrounded by four other atoms of the same kind at the corners of a regular tetrahedron. The radius for sulfur was assumed to be half of the distance between sulfurs in pyrite, $\mathrm{FeS}_{2}$, or hauerite, $\mathrm{MnS}_{2}$. [In these crystals, each sulfur is surrounded by four other atoms, one sulfur and three iron or manganese atoms, and presumably shares an electron pair with each of these atoms. Since all its inner shells are full and since there are thus just eight outer (shared)

[^153]electrons, the sulfur is presumably in a tetrahedral state.] The radii of $\mathrm{Zn}, \mathrm{Cd}$, and Hg were then found from the interatomic distances in their sulfides, and the selenides and tellurides of these metals then furnished data for the determination of the Se and Te radii. The radius of O was obtained from ZnO . Other radii were then obtained through interpolation and extrapolation in the periodic table, together with some other approximate considerations described in the paper. The extrapolations and interpolations are based on the relationship between the clements of a given row of the periodic table rather than that between elements of a given column. It will be noted that the radius increases from top to bottom of a column, as might be expected, but the relation is rather irregular; however, as one goes across a row from left to right, the radius decreases regularly and gradually. This gradual decrease is readily understood as being due to the increase of the change on the positive nucleus, if it is borne in mind that the electronic structure for tetrahedral valence is the same for all atoms of a given row. In every case, there are four pairs of outer shared electrons and the inner electronic structure is the same. If one of the electrons of a shared pair should be arbitrarily assigned to each of the sharing atoms, then the charge on the atom would vary in a regular way across a given row of the table. Thus tetrahedral magnesium would be $\mathrm{Mg}^{--}$and tetrahedral Cl would be $\mathrm{Cl}^{+++}$. Of course these formulas are far from representing the true state of affairs, but they illustrate the point. ${ }^{1}$

In a compound in which an element exhibits its normal valence, but in which the coordination number is less than four so that tetrahedral bond-eigenfunctions are not necessarily formed, a different radius may well be anticipated. Pauling and Huggins have given a set of such normal radii, based chiefly on a comparison of half the interatomic distance in the diatomic halogen molecules with the corresponding tetrahedral radius and on the radii of the elements of the carbon group, in which the normal valence radius must be the same as the tetrahedral radius. Where the normal radii differ from the tetrahedral, they are shown in parentheses in Table 33.

[^154]The method of knowing the cases in which normal valence radii are to be used and those in which tetrahedral radii are to be used may well be brought out by means of examples. Let us consider the iodine atom, for instance. Obviously in $\mathrm{I}_{2}$ the normal radius is to be expected. The same is true in the tetraiodides, such as $\mathrm{SiI}_{4}$. In these compounds, the crystals are composed of molecules loosely held together. Fach iodine is held by valence forces to only one other atom, namely, the central atom. In the AgI crystal, on the other hand, each iodine atom is equidistant from four silver atoms (at least at a sufficiently low temperature-for further discussion see Sec. 16.12) and may be considered to share an electron pair with each of the four, so in this case we use the tetrahedral radius. It may be remarked that in this case each electron pair is assumed to be equally shared between a silver and an iodine atom, and the crystal might be thought of as composed of $\mathrm{Ag}^{---}$and $\mathrm{I}^{+++}$ions. Such a picture would be far from the truth, however, and the crystal no doubt much more closely resembles a complex of $\mathrm{Ag}^{++}$and $\mathrm{I}^{-\cdots}$ ions, though this is going too far in the other direction.

In the case of elements of the nitrogen-phosphorus group, the normal radii apply when the element has a valence of three, with three atoms attached directly, as in $\mathrm{AsCl}_{3}$; in the case of the oxygen-sulfur group, the normal radii apply when the element has a valence of two, with two atoms attached, as in $\mathrm{SCl}_{2}$. In these molecules, each atom has its completed octet.

The normal and tetrahedral radii apply to molecules in the gas phase as well as to crystals. Gas molecules have recently been extensively investigated by the electron-diffraction methods, and in Tables 34 and 35 we give some of the results ${ }^{1}$ and compare them with the calculated covalent distances. The values given in Table 29 may also be compared with values calculated from 'Table 33.

It will be seen that the agreement between calculated and observed values is generally very good, in the case of Table 34. In Table 35, some discrepancies appear; these are greatest in

[^155]just those cases in which the bond might be expected to have some ionic character.

Perhaps most intcresting are the compounds of boron. ${ }^{1}$ In all cases, the bond distances are smaller than calculated from the covalent radii. This is not unexpected, for the binding in these compounds is certainly not of the simple tetrahedral $s p^{3}$ type. $\mathrm{BF}_{3}$ has exactly the same number of electrons as $\mathrm{CO}_{3}-$, and the remarks anent the latter made at the end of

Table 34.-Bond Distances and lradius Sums in Methyl Compounds, from Lleetron-diffraction Mensurements
(In Angstroms)

|  | C--C | $\mathrm{N}-\mathrm{C}$ | O-C | F-C |
| :---: | :---: | :---: | :---: | :---: |
| Calc. | 1.54 | 1.47 | 1.43 | 1.41 |
| Obs. | 1.55 | 1.47 | 1.42 | $\begin{aligned} & 1.42 \\ & (1.385)^{a} \end{aligned}$ |
|  | $\mathrm{Si}-\mathrm{C}$ | P-C | S-C | $\mathrm{Cl}-\mathrm{C}$ |
| Cale. | 1.94 | 1.87 | 1.81 | 1.76 |
| Obs. | 1.93 | 1.87 | 1.82 | $\begin{gathered} 1.77 \\ (1.66)^{a} \end{gathered}$ |
|  | Ge-C | As-C |  | $\mathrm{Br}-\mathrm{C}$ |
| Calc . | 1.99 | 1.98 |  | 1.91 |
| Obs. . | 1.98 | 1.98 | .... | $\begin{gathered} 1.91 \\ (1.88)^{a} \end{gathered}$ |
| Calc. | $\mathrm{Sn}-\mathrm{C}$ 2.17 | $\ldots$ |  | $\xrightarrow{\text { I }-10}$ |
| Obs. . | 2.18 |  |  | (2.07) ${ }^{\text {a }}$ |

n These are spectroscopic values derived by Sutherland, reference 3, p. 325.
Note on configurations: Compounds of $\mathrm{C}, \mathrm{S}, \mathrm{Ge}, \mathrm{Sn}$, tetrahedra; compounds of $\mathrm{N}, \mathrm{P}, \mathrm{A}_{\mathrm{s}}$, pyramids; compounds of $\mathrm{O}, \mathrm{s}$, bent lines.

Sec. 16.8 will hold equally well for $\mathrm{BF}_{3}$, though the binding in $\mathrm{BF}_{3}$ may well be supposed to have more of an ionic character than that in $\mathrm{CO}_{3}$ - because boron is less electronegative than carbon, and fluorine is more electronegative than oxygen. Also the double-bonded structures would be relatively less likely in $\mathrm{BF}_{3}$ than in $\mathrm{CO}_{3}-$, as compared with the single-bonded structure, since the single-bonded structure, having fewer shared electrons,

[^156]Table 35.-Bond Distances in Certain Halides from Electrondiffraction Measurements
(In Angstroms)

| Central atom | Compound | Distances for |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | F | Cl | Br | I |
| B | $\mathrm{BX}_{3}$ | Calc. | 1.53 | 1.88 | 2.03 |  |
|  |  | Obs. | 1.31 | 1.75 | 1.87 |  |
| C | CX ${ }_{4}$ | Calc. | 1.41 | 1.76 | 1.91 |  |
|  |  | Obs. | 1.36 | 1.755 | 1.93 |  |
| Si | SiX4 | Calc. | 1.81 | 2.16 |  |  |
|  |  | Obs. | 1.54 | 2.00 |  |  |
| Ge | $\mathrm{GeX}_{4}$ | Calc. | $\ldots$ | 2.21 |  |  |
|  |  | Obs. | $\ldots$ | 2.08 |  |  |
| Sn | $\mathrm{SnX} \mathrm{X}_{4}$ | Calc. | ... | 2.39 |  |  |
|  |  | Obs. | $\ldots$ | 2.30 |  |  |
| P | $\mathrm{PX}_{8}$ | Calc. | 1.74 | 2.09 | 2.24 | 2.43 |
|  |  | Obs. | 1.52 | 2.00 | 2.23 | 2.52 |
| As | $\mathrm{AsX}_{3}$ | Calc. | 1.85 | 2.20 | 2.35 | 2.54 |
|  |  | Obs. | 1.72 | 2.16 | 2.36 | 2.58 |
| Sb | $\mathrm{SbX} \mathrm{S}_{3}$ | Calc. | .... | 2.40 | 2.55 | 2.74 |
|  |  | Obs. | .... | 2.37 | 2.52 | 2.75 |
| 0 | $\mathrm{OX}_{2}$ | Calc. | 1.30 | 1.65 |  |  |
|  |  | Obs. | 1.41 | 1.68 |  |  |
| Te | TeX ${ }_{2}$ | Calc. | .... | 2.36 | 2.51 |  |
|  |  | Obs. |  | 2.36 | 2.49 |  |
| Cl | ClX | Calc. | ... | 1.98 |  | 2.32 |
|  |  | Obs. |  | 1.983 |  | 2.315 |

Note on configuratious: $\mathrm{BX}_{\mathbf{2}}$, plane triangles; $\mathrm{CX}_{4}, \mathrm{SiX}_{4}, \mathrm{GeX}_{4}, \mathrm{Sn}_{\mathbf{4}}$, tetrahedra; $\mathrm{PX}_{\mathbf{3}}$ $\mathrm{AsX}_{3}, \mathrm{SbX} \mathrm{S}_{3}$, pyramids; $\mathrm{OX}_{2}$, bent lines; $\mathrm{TeX}_{3}$, probably straight lines.
is of a more ionic character. All the halides of boron have, of course, the same number of valence electrons. The distances in $\mathrm{BCl}_{3}$ and $\mathrm{BBr}_{3}$ suggest an effective radius of $0.75 \AA$. for boron in compounds of this type. This agrees fairly well for $\mathrm{B}\left(\mathrm{CH}_{8}\right)_{3}$,
also. ${ }^{1}$ The observed B-C' distance in this compound is $1.56 \AA$.; calculated distance, assuming boron radius of $0.75 \AA$., is $1.52 \AA$. The obscrved B-F distance, however, is rather lower than the calculated distance of $1.39 \AA$. But this is not unexpected if the binding in this compound has an appreciably greater ionic character than the other compounds. ${ }^{2}$

Cases in which the observed distances are greater than the calculated covalent distances are found ins 0 ONCl and ONBr . The $\mathrm{N}-\mathrm{Cl}$ distance is $1.95 \AA$., calculated $1.69 \AA$. ; the $\mathrm{N}-\mathrm{-Br}$ distance is $2.14 \AA$., calculated $1.84 \AA$. It has been suggested that this is due to some ionic character of the bond on the supposition that the sum of the ionic radii is larger than the sum of the covalent radii in this case ; however, actually it seems difficult to predict what the ionic distance should be.

The $\mathrm{F}-\mathrm{F}$ distance in $\mathrm{F}_{2}$ is also unexpectedly large (1.45 $\AA$.see Table 8), and here no ionic contribution is possible. This may indicate some peculiarity in the binding in fluorine, but in view of the empirical nature of the covalent radii, it may be that too much stress should not be laid on discrepancies of this kind.

It is perhaps not without interest to note that in $\mathrm{TeCl}_{2}$ the $\mathrm{Cl}-\mathrm{Te}-\mathrm{Cl}$ valence angle is not a tetrabedral or a right angle; instead, the atoms are probably in a straight line. ${ }^{4}$ A similar statement holds for $\mathrm{TeBr}_{2}$. This must indicate some peculiarity in the electron structure of these compounds; it is clear that the bonds are neither of the usual $s p^{3}$ iype nor of the pure $p$ type. In spite of this, the agreement between observed and calculated distances is very good as may be seen from Table 35.
$\mathrm{HgCl}_{2}, \mathrm{HgBr}_{2}, \mathrm{HgI}_{2}, \mathrm{ZnI}_{2}$, and $\mathrm{CdI}_{2}$ are other examples of linear molecules. ${ }^{4,5}$ Here there is considerable discrepancy between observed and calculated distances. The observed distances are: 2.34, 2.44, 2.61, 2.42, 2.60A.; calculated: 2.47, 2.62, $2.81,2.64,2.81 \AA$., respectively. The observed distances in the

[^157]gaseous molecules differ considerably from the distances in the crystals (see Table 36).

Other interesting substances are $\mathrm{P}_{4}$ and $\mathrm{As}_{4}$. In these molecules, the four atoms occupy the corners of a tetrahedron, ${ }^{1}$ and the bond angles are, therefore, equal to the angle of an equilateral triangle, $60^{\circ}$. This is far from the normal tetrahedral angle (which is, of course, the angle made by the lines joining the center of gravity of the tetrahedron with two vertices), or from a right angle, but in spite of this the interatomic distances $(2.21 \AA$. in $\mathrm{P}_{4}$ and $2.44 \AA$. in $\Lambda s_{4}$ ) are quite normal.

There are some cases where the interatomic dist ance between a given pair of atoms apparently varies in different molecules. According to the electron-diffraction data, the C---F distances in the various fluorochloromethanes vary by as much as $0.06 \AA$. This has been discussed by Brockway. ${ }^{2}$ Recently, however, Sutherland ${ }^{3}$ has made estimates of carbon-halogen distances in methyl halides, with the use of spectroseopic data; these are included in Table 34 for comparison. In the cases of $\mathrm{CH}_{3} \mathrm{~F}$ and $\mathrm{CH}_{3} \mathrm{Cl}$, these depend chiefly upon analysis of the rotational spectrum; in the cases of $\mathrm{CH}_{3} \mathrm{Br}$ and $\mathrm{CH}_{3} \mathrm{I}$, the rotational spectrum cannot be resolved, and recourse is had to a discussion of the vibrational levels, which involves certain theoretical guesses. The distances thas derived for $\mathrm{C}-\mathrm{Br}$ and $\mathrm{C}-\mathrm{I}$ are subject to considerable uncertainty, but in general there appears to be enough discrepancy between the results obtained from the two types of data to leave room for some doubt in the whole matter. For further details, the reader must be referred to the original papers of Brockway and of Sutherland.

Brockway ${ }^{2}$ has also called attention to the fact that in the chlorinc derivatives of ethylene, containing a double bond, the $\mathrm{C}-\mathrm{Cl}$ distance, as obtained from electron-diffraction data, is considerably smaller (about 0.06 or more) than in saturated compounds. This is supposed to be due to resonance (see Sec. 12.5) between two different states of the molecule. ${ }^{4}$ For exam-

[^158]ple, the compound $\mathrm{C}_{2} \mathrm{H}_{3} \mathrm{Cl}$ can conceivably have either of the two following electron structures:


The first is the one usually assumed, but if the compound actually has properties intermediate between those suggested by the two formulas, then it is clear that the $\mathrm{C}-\mathrm{Cl}$ bond will have some of the properties of a double bond, and hence the $\mathrm{C}-\mathrm{Cl}$ distance should be somewhat shortened. For it is found in general that double-bond distances are about $0.20 \AA$. less, and triple-bond distances are about $0.34 \AA$. less, than single-bond distances. It may be remarked that a somewhat similar situation occurs with $\mathrm{CO}_{2}$. Here resonance could take place between the following structures:

$$
\text { :O::C:Ọ: } \quad \ddot{O}:: \mathrm{C}:: \ddot{O} \quad \text { :Ö: }: \mathrm{C}:: \mathrm{O}:
$$

The middle one is the one usually written, but the others, one with a triple bond on one oxygen, the other with a triple bond on the other oxygen, are also possible. The distance between carbon and oxygen in this molecule, $1.13-1.16 \AA$., is definitely smaller than one would expect from a double bond and more like what would be expected for a triple bond. It appears that resonance, which is in general accompanied by a lowering of the energy of the molecule, also generally results in a shortening of the intermolecular distance, so that in this case the tendency is to make the distance resemble that expected for a triple bond, rather than to increase the double-bond distance toward that expected for a single bond.

Although the results of electron diffraction by gases are very interesting, and the number of researches is continually increasing, it is probably still true that the main source of material available for comparison with the atom radii is the result of X-ray examination of crystals. We shall now proceed to a discussion of this material. Instead of merely reproducing

[^159]Table 36.-Distances in Crystals

| Compound | Obs. | Ionic | Covalent | $R_{c} / R_{a}$ | C.N. |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{Li}_{2} \mathrm{O}$. | 2.00 | 2.00 | .... | 0.335 | 4 |
| $\mathrm{Li}_{2} \mathrm{~S}$. | 2.47 | 2.43 | $\ldots$ | 0.269 | 4 |
| $\mathrm{Li}_{3} \mathrm{Se}$. | 2.59 | 2.57 | $\ldots$ | 0.254 | 4 |
| $\mathrm{Li}_{2} \mathrm{Te}$. | 2.82 | 2.77 |  | 0.236 | 4 |
| $\mathrm{Na}_{2} \mathrm{O}$ | 2.40 | 2.37 |  | 0.540 | 4 |
| $\mathrm{Na}_{2} \mathrm{~S}$. | 2.83 | 2.80 |  | 0.433 | 4 |
| $\mathrm{Na}_{2} \mathrm{Se}$. | 2.95 | 2.93 |  | 0.409 | 4 |
| $\mathrm{Na}_{2} \mathrm{Te}$. | 3.17 | 3.14 |  | 0.380 | 4 |
| $\mathrm{K}_{2} \mathrm{O}$. | 2.79 | 2.75 |  | 0.756 | 4 |
| $\mathrm{K}_{2} \mathrm{~S}$. | 3.19 | 3.18 |  | 0.606 | 4 |
| $\mathrm{K}_{2} \mathrm{Se}$. | 3.32 | 3.31 | ... | 0.573 | 4 |
| $\mathrm{K}_{2} \mathrm{Te}$. | 3.53 | 3.52 |  | 0.531 | 4 |
| CsCl . | 3.56 | 3.61 | $\ldots$ | 0.933 | 8 |
| CsBr . | 3.71 | 3.75 | . . . | 0.865 | 8 |
| CsI. | 3.95 | 3.95 |  | 0.781 | 8 |
| CuF. | 1.84 | 2.19 | 1.99 | 0.705 | 4 |
| CuCl . | 2.35 | 2.63 | 2.34 | 0.530 | 4 |
| CuBr | 2.46 | 2.77 | 2.46 | 0.492 | 4 |
| CuI. | 2.63 | 2.99 | 2.63 | 0.444 | 4 |
| $\mathrm{Cu}_{2} \mathrm{O}$. | 1.84 | 2.19 | (2.01) | 0.545 | 2 |
| $\mathrm{Cu}_{2} \mathrm{~S}$. | 2.42 | 2.85 | (2.39) | 0.438 | 4 |
| $\mathrm{Cu}_{2} \mathrm{Se}$. | 2.49 | 2.98 | (2.49) | 0.413 | 4 |
| AgF. | 2.46 | 2.62 | (2.17) | 0.926 | 6 |
| AgCl . | 2.77 | 3.07 | (2.52) | 0.696 | 6 |
| AgBr . | 2.88 | 3.21 | (2.64) | 0.646 | 6 |
| AgI. | 2.99 | 3.42 | (2.81) | 0.584 | 6 |
| AgI. | 2.80 | 3.28 | 2.81 | 0.584 | 4 |
| $\mathrm{Ag}_{2} \mathrm{O}$. | 2.05 | 2.48 | (2.19) | 0.715 | 2 |
| BeO | 1.65 | 1.53 | 1.73 | 0.244 | 4 |
| BeS. | 2.10 | (1.99) | 2.11 | 0.196 | 4 |
| BeSe. | 2.22 | (2.15) | 2.21 | 0.185 | 4 |
| BeTe. | 2.43 | (2.40) | 2.39 | 0.172 | 4 |
| $\mathrm{Be}_{2} \mathrm{C}$. | 1.81 | (3.27) | (1.84) | 0.104 | 4 |
| $\mathrm{MgF}_{2}$. | 1.99 | 1.82 | (2.04) | 0.603 | 6 |
| $\mathrm{MgCl}_{2}$ | 2.69(?) | 2.25 | (2.39) | 0.453 | 6 |
| $\mathrm{MgI}_{2}$. | 2.94 | (2.68) | (2.68) | 0.380 | 6 |
| MgTe . | 2.77 | 2.68 | 2.72 | 0.328 | 4 |
| $\mathrm{Mg}_{2} \mathrm{Si}$. | 2.77 | (3.43) | (2.57) | 0.214 | 4 |
| $\mathrm{Mg}_{2} \mathrm{Ge}$. | 2.76 | (3.39) | (2.62) | 0.221 | 4 |
| $\mathrm{Mg}_{2} \mathrm{Sn}$. | 2.93 | (3.48) | (2.80) | 0.222 | 4 |
| $\mathrm{CaF}_{2}$. | 2.36 | 2.26 | . . . | 0.868 | 8 |
| $\mathrm{CaCl}_{2}$. | 2.74 | 2.60 |  | 0.652 | 6 |
| $\mathrm{CaI}_{2}$. | 3.12 | 2.97 |  | 0.545 | 6 |

Table 36.-Distances in Crystals.-(Continued)

| Compound | Ohs. | Ionic | Covalent | $R_{\text {c }} / R_{a}$ | C.N. |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{SrF}_{2}$. | 2.50 | 2.41 |  | 0.970 | 8 |
| $\mathrm{SrCl}_{2}$ | 3.02 | (2.84) |  | 0.729 | 8 |
| $\mathrm{BaF}_{2}$ | 2.68 | 2.62 |  | 1.13 | 8 |
| $\mathrm{ZnF}_{2}$ | 2.03 | 1.92 |  | 0.646 | 6 |
| $\mathrm{ZnCl}_{2}$. | 2.73(?) | 2.34 | (2.30) | 0.486 | 6 |
| ZnO . | 1.98 | 2.04 | [1.97] | 0.500 | 4 |
| ZnS. | 2.35 | 2.45 | [2.35] | 0.401 | 4 |
| ZnSe. | 2.45 | 2.59 | [2.45] | 0.379 | 4 |
| ZnTe. | 264 | 2.80 | [2.63] | 0.352 | 4 |
| $\mathrm{CdF}_{2}$. | 2.34 | 2.24 | (2.12) | 0.839 | 8 |
| $\mathrm{CdCl}_{2}$ | 2.66 | 2.59 | (2.47) | 0.630 | 6 |
| $\mathrm{CdI}_{2}$. | 2.99 | 2.95 | (2.76) | 0.528 | 6 |
| CdO . | 2.36 | 2.41 | (2.14) | 0.647 | 6 |
| CdS. | 2.52 | 2.69 | [2.52] | 0.520 | 4 |
| CdSe. | 2.62 | 2.83 | 2.62 | 0.491 | 4 |
| CdTe. | 2.80 | 3.04 | 2.80 | 0.456 | 4 |
| $\mathrm{HgF}_{2}$. | 2.40 | 2.37 | (2.12) | 0.919 | 8 |
| $\mathrm{HgCl}_{2}$. | 2.25 | 2.43 | 2.47 | 0.690 | 2 |
| $\mathrm{HgBr}_{2}$. | 2.48 | 2.56 | 2.62 | 0.640 | 2 |
| $\mathrm{HgI}_{2}$. | 2.78 | 2.98 | (2.76) | 0.578 | 4 |
| HgS . | 2.53 | 2.85 | [2.52] | 0.570 | 4 |
| HgSe . | 2.62 | 2.98 | 2.62 | 0.539 | 4 |
| HgTe . | 2.78 | 3.19 | 2.80 | 0.500 | 4 |
| BN. | 1.45 | 1.61 | (1.59) | 0.138 | 3 |
| $\mathrm{AlF}_{3}$ | 1.70-1.89 | 1.54 | (1.90) | 0.530 | 6 |
| $\mathrm{Al}_{2} \mathrm{O}_{3}$. | 1.90 | (1.78) | (1.92) | 0.410 | 6 |
| $\mathrm{Al}_{2} \mathrm{O}_{3}$. | 1.62-1.78 | 1.66 | (1.92) | 0.410 | 4 |
| AlN. | 1.91 | 2.07 | 1.96 | 0.292 | 4 |
| AlP. | 2.36 | 2.42 | 2.36 | 0.258 | 4 |
| AlAs. | 2.44 | 2.52 | 2.44 | 0.253 | 4 |
| Al b b | 2.64 | 2.70 | 2.62 | 0.244 | 4 |
| $\mathrm{Sc}_{2} \mathrm{O}_{3}$ | 2.09 | 2.11 |  | 0.602 | 6 |
| ScN . | 2.22 | 2.58 |  | 0.430 | 6 |
| $\mathrm{Y}_{2} \mathrm{O}_{3}$. | 2.27 | 2.26 |  | 0.681 | 6 |
| $\mathrm{LaF}_{8}$. | 2.36-2.70 | 2.39 |  | 1.021 | 11 |
| GaP . | 2.35 | 2.60 | 2.36 | 0.290 | 4 |
| GaAs. | 2.44 | 2.69 | 2.44 | 0.284 | 4 |
| GaSb. | 2.64 | 2.86 | 2.62 | 0.275 | 4 |
| InSb . | 2.79 | 3.07 | 2.80 | 0.352 | 4 |
| TISb. | 3.33 | (4.28) | (2.83) | 0.390 | 8 |
| C. | 1.54 | (2.69) | [1.54] | 0.070 | 4 |
| SiC . | 1.89 | (2.99) | 1.94 | 0.157 | 4 |
| $\mathrm{SiF}_{4}$ | 1.60 | 1.35 | 1.81 | 0.478 | 4 |

Table 36.-Distances in Crystals.-(Continued)

| Compound | Obs. | Ionic | Covalent | $R_{c} / R_{a}$ | C.N. |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{SiI}_{4}$ | 2.46 | 2.12 | 2.50 | 0.301 | 4 |
| $\mathrm{SiO}_{2}$. | 1.58 | 1.49 | 1.83 | 0.369 | 4 |
| $\mathrm{SiS}_{2}$. | 2.14 | 1.88 | 2.21 | 0.296 | 4 |
| Si | 2.34 | (2.99) | [2.34] | 0.169 | 4 |
| $\mathrm{TiO}_{2}$ | 1.96 | 1.91 | $2.02{ }^{\text {a }}$ | 0.545 | 6 |
| $\mathrm{TiS}_{2}$. | 2.42 | 2.31 | $2.40^{\text {a }}$ | 0.438 | 6 |
| Tise. | 2.53 | (2.44) | $2.50^{a}$ | 0.414 | 6 |
| TiTe. | 2.72 | (2.72) | $2.68{ }^{\text {a }}$ | 0.383 | 6 |
| TiC. | 2.16 | (3.94) | $2.13^{\prime \prime}$ | 0.232 | 6 |
| ZrO | 2.20 | (2.27) | $(2.17)^{b}$ | 0.620 | 8 |
| $\mathrm{ZrS}_{2}$ | 2.58 | 2.44 | $2.55{ }^{\text {b }}$ | 0.498 | 6 |
| ZrSe. | 2.68 | 2.58 | $2.65{ }^{\text {b }}$ | 0.470 | 6 |
| ZrC. | 2.34 | (4.0) | $2.28{ }^{\text {b }}$ | 0.264 | 6 |
| $\mathrm{CeO}_{2}$ | 2.34 | (2.35) |  | 0.722 | 8 |
| $\mathrm{GeI}_{4}$ | 2.57 | 2.28 | 2.55 | 0.352 | 4 |
| $\mathrm{GeO}_{2}$. | 1.86 | 1.77 | (1.88) | 0.431 | 6 |
| Ge. | 2.44 | (3.11) | [2.44] | 0.205 | 4 |
| $\mathrm{SnI}_{1}$. | 2.63 | 2.46 | 2.73 | 0.445 | 4 |
| $\mathrm{SnO}_{2}$. | 2.06 | 1.95 | $(2.11)^{c}$ | 0.545 | 6 |
| $\mathrm{SnS}_{2}$. | 2.55 | 2.35 | [2.49] ${ }^{\text {c }}$ | 0.438 | 6 |
| Sn (gray) | 2.80 | 3.39 | [2.80] | 0.259 | 4 |
| $\mathrm{PhO}_{2}$. | 2.16 | 2.10 | $(2.16)^{d}$ | 0.602 | 6 |
| $\mathrm{SiCl}_{4}$. | 2.00 | 1.76 | 2.16 | 0.359 | 4 |
| $\mathrm{GeCl}_{4}$ | 2.08 | 1.91 | 2.21 | 0.420 | 4 |
| $\mathrm{SnCl}_{4}$. | 2.30 | 2.10 | 2.39 | 0.530 | 4 |
| $\mathrm{TiCl}_{4}$. | 2.21 | 2.06 |  | 0.530 | 4 |
| $\mathrm{PO}_{4}{ }^{--}$ | 1.5 | 1.41 | 1.76 | 0.335 | 4 |
| $\mathrm{SO}_{4}-{ }^{-}$ | 1.5 | 1.31 | 1.70 | 0.302 | 4 |
| $\mathrm{ClO}_{4}{ }^{-}$. | 1.5 | 1.24 | 1.65 | 0.279 | 4 |
| $\mathrm{IO}_{4}{ }^{-}$. | 1.8 | 1.57 | 1.94 | 0.437 | 4 |

a From the octuluedral rudius, 1.36 .1 , for Ti , of Pauling and Huggins.
${ }^{6}$ From the octahedral radius, 1.51 A . for Zr , of Pauling and Huggins.

- From octahedral radius of $\mathrm{Sn}, 1.45 \AA$, as modified by Pauling.
d From octahedral radius of $\mathrm{Pb}, 1.50 \AA$., as modified by Pauling.
tables of experimentally observed and theoretically calculated distances in atomic crystals, it has seemed best to prepare and insert at this point a fairly comprehensive table of interatomic distances, both ionic and covalent. In Table 36, therefore, we present the experimental anion-cation distances for a large number of binary crystals; a few elementary crystals are also included. In a few cases, the data given in the literature indicate
the possibility that the atoms surrounding a cation are not all at the same distance. Unless there is a large variation in these distances, however, a rough mean is given. Also, in some cases, different crystal forms with the same coordination number are known. In these cases, a mean distance is also used.

The experimental distances are compared with the calculated values obtained from the ionic radii according to the method ${ }^{1}$ described in Sec. 14.6. When necessary, the calculated values are corrected for anion-anion contact. ${ }^{2}$ In the case of elementary crystals, like diamond, it is assumed that half the atoms are anions and half cations. Where available, covalent radii from the tabulation of Pauling and Huggins are also included. Values that were originally used in obtaining the set of covalent radii are in brackets. In some cases, the covalent radii used are not applicable to the actual crystal form of the substance considered, and in such cases the values are enclosed in parentheses. The fact that a substance exhibits its normal valence in a crystal does not mean that one is justified in using the normal valence radius, as will be clear from the description above of when the normal radius is to be used. On the other hand, if the crystal is not tetrahedral, the tetrahedral radius is not directly applicable,

[^160]either; however, unless normal valence radii are clearly indicated, tetrahedral radii are used. We have included in the table the ratio of the radius of the cation to that of the anion ( $R_{c} / R_{a}$ ) and the coordination number (C.N.) of the cation from which it may be judged to what extent the rule of close-packing about the cation, discussed in Sec. 16.8, is obeyed. It will be observed that anion-anion contact does occur, but is relatively infrequent; on the other hand, sometimes not enough anions surround a cation to fill up the space around it.

A comparison of the experimental distance in a crystal with the results obtained from ionic and covalent radii may serve in some cases to distinguish between ionic and covalent binding, though often no certain conclusion may be drawn. ${ }^{1}$ It is rather remarkable, in fact, how often the distances calculated from ionic radii and covalent radii check each other rather closely. Large discrepancies occur only when the elements involved are very close to each other in the periodic table, and the compounds are pretty definitely covalent. The way the distance is divided between adjacent atoms is very different, however, depending upon whether the ionic or covalent set of radii is used.

A special word should be said about BN. In this case the crystal is arranged in sheets, with the following type of structure (each bond line indicating an electron pair):

${ }^{1}$ It should also he borne in mind that when $z_{c} z_{a}$ [sec Eq. (15) Chap. XIV] is greater than 4, the difference between the calculated value of $r_{0}$ and the radius sum of Table 16 becomes great. Under these circumstances, owing to the uncertainty in $n$, the value of $r_{0}$ can be considered only a rough approximation, and may be in error by 10 or, in extreme cases. 20 per cent. Assuming the "reduced" Madelung constant $A_{0}$ to be the same for all crystals may cause the calculated ionic distances in crystals having three atoms per stoichiometric molecule to be about $0.05 \AA$. too low in the worst cases.

This particular structure can, of course, resonate with many other structures having the double bonds in other positions. The small interatomic distance is no doubt due to the double-bond character of the linkages and the resonance. Carbon, in the form of graphite, has the same type of structure and has a very similar interatomic distance, $1.42 \AA$. In both these crystals the distance between the sheets of atoms is relatively very large.

To Table 36, we append the distance from the central atom to one of the surrounding atoms in some of the common complex ions. These distances vary somewhat from crystal to crystal, as we have noted, and the values given are "average" or typical values. The experimental distances have again been compared with covalent distances and with ionic distances, calculated much the same as for tetrahedral molecules, but allowing for the double charge of the oxygen and for the particular charge on the cation. It will be seen that the ionic distances agree remarkably well with the observed distances, though it seems doubtful that the forces can be purely ionic. The oxygen-oxygen distances in these crystals are very small, much smaller in all cases than twice the radius of oxygen in Table 16. In fact, they are so small that it seems probable that there is anion-anion (i.c., oxygen-oxygen) contact even though the cation-anion ratio would not indicate that this should be the casc. At least this is true unless the distortion of the oxygen ions is quite considerable (as would be the case if the binding were largely covalent).

> Pauling and Huggins ${ }^{1}$ have also given a table of octahedral radii, which they have used to correlate interatomic distances in crystals such as $\mathrm{FeS}_{2}$, in which metal atoms are surrounded by six others in the form of a regular octahedron, the binding being of the $s p^{3} d^{2}$ type. The interatomic distances areobtained by combining the octahedral radius with the appropriate radius for the other atom involved. Where possible, distances calculated from these octahedral radii are included in Table 36 .
16.10. Distances in Isosteres.-If two molecules have the same electronic structure, they are said to be isosteres. Examples are furnished by the pairs CO and $\mathrm{N}_{2}$ and OCO and NNO. In each pair the molecules have the same number of valence electrons and the same number of inner electrons on corresponding

[^161]atoms. They differ only in the charges on the nuclei. The molecules in each pair have remarkably similar physical properties and also similar structures. Thus the interatomic distance ${ }^{1}$ in CO is $1.13 \AA$., in $\mathrm{N}_{2}$ it is $1.09 \AA$.; in OCO the distance between end atoms is $2.32 \AA$., in NNO it is $2.38 \AA$.

One may in the same way speak of isosteric crystals. Thus KF and CaO are isosteres. In this case, however, the interatomic distances are noticeably different, being $2.67 \AA$. for KF and $2.40 \AA$. for CaO . If we compare the radii sums directly from Table 16, the order of size is reversed, and we get $2.69 \AA$. for KF and $2.94 \AA$. for CaO . The small observed size for CaO is due to the higher charges on the ions. Such results are typical of ionic compounds.

On the other hand, Goldschmidt ${ }^{2}$ has obscrved that in covalent crystals with tetrahedral structure, all of which have eight val-

Table 37.-Interatomie Distances in Isostemic Crystads with Covalent Binding

| Number of inner <br> eleretrons ${ }^{a}$ | Isosteres | Interatomic <br> distances |
| :---: | :--- | :--- |
| 2,2 | $\mathrm{BeO}, \mathrm{CC}$ | $1.65,1.54$ |
| 2,10 | $\mathrm{BeS}, \mathrm{CSi}, \mathrm{NAI}$ | $2.10,1.89,1.91$ |
| 2,28 | $\mathrm{BeSe}, \mathrm{OZn}, \mathrm{FCu}$ | $2.22,1.98,1.84$ |
| 10,10 | $\mathrm{AlP}, \mathrm{SiSi}$ | $2.36,2.34$ |
| 10,28 | $\mathrm{AlAs}, \mathrm{PGa}, \mathrm{SZn}, \mathrm{ClCu}$ | $2.44,2.35,2.35,2.35$ |
| 10,46 | $\mathrm{MgTe}, \mathrm{AlSb}, \mathrm{SCd}$ | $2.77,2.64,2.52$ |
| 28,28 | $\mathrm{CuBr}, \mathrm{ZnSe}, \mathrm{GaAs}, \mathrm{GeGe}$ | $2.46,2.45,2.44,2.44$ |
| 28,46 | $\mathrm{CuI}, \mathrm{ZnTe}, \mathrm{GaSb}, \mathrm{SeCd}$ | $2.63,2.64,2.64,2.62$ |
| 46,46 | $\mathrm{AgI}, \mathrm{CdTe}, \mathrm{InSb}, \mathrm{SnSn}$ | $2.80,2.80,2.79,2.80$ |

${ }^{a}$ Of the elements in the compounds, in the order in which they are given in the formulas of the compounds.
ence electrons per stoichiometric molecule, the interatomic distances are practically the same for all of a series of isosteres. This is brought out in Table 37, where it is seen that Gold-

[^162]schmidt's rule holds better the more covalent the set of compounds would be expected to be. The table is so arranged as to bring out the way in which the interatomic distances gradually increase with increasing complexity of the electron structure. This method of exhibiting the results seems to bring out certain properties of the covalent bord better than merely finding a set of covalent radii, but is, of course, in no way inconsistent with the existence of the set of covalent radii. Table 37 suggests, in fact, a simplified set of covalent radii, as follows: all elements with 2 inner electrons, 0.77 ; with 10 inner electrons, 1.17 ; with 28 inner electrons, 1.22 ; with 46 inner electrons, 1.40. These values give radius sums that agree with the experimental data with the same accuracy as that with which the distances in isosteric crystals agree with each other. They will not reproduce the experimental data as well as the values of Table 33. It may be that the radii in Table 33 are not to be taken as pure covalent radii, but as containing an unconscious correction for the tendency of certain elements to form compounds with a partially ionic character. However, this is a matter that can scarcely be decided definitely.
16.11. The Transition between Ionic and Covalent Binding.The halides of silver and copper and the oxides, sulfides, selenides, and tellurides of zinc, cadmium, and mercury are substances of simple composition in which the binding is undoubtedly intermediate in character between ionic and covalent. It should, therefore, be of interest to collect in one table the various properties that may be of use in studying the transition between ionic and covalent binding. This has been done as far as is possible in Table 38.

First is given the radius of the cation from Table 16 and the polarizability of the anion from Table 10. As seen in Sec. 12.4, these quantities should help us form a judgment as to the relative deviations from pure ionic type to be expected of the various compounds in the table. It is important, however, to notice that $\mathrm{Cu}^{+}$is about the same size as $\mathrm{Na}^{+}$and $\mathrm{Ag}^{+}$is only slightly smaller than $\mathrm{K}^{+}$. It is, therefore, clear that if the silver and copper halides show greater departure from a purely ionic character than do the alkali halides, this cannot be due to the small size of the cation. Indeed, it appears to be generally true, as has been stressed by Fajans, that an ion with a-shell of eighteen
electrons exerts a greater distorting force on a given anion than does an otherwise similar ion with a shell of eight. This is undoubtedly connected with the greater force exerted by an eighteen-shell ion on a penetrating electron, as the outer electrons of the anion probably penetrate to some extent beneath the outer shell of the cation.

Table 38.-Properties lllustrating the Transtion between Ionic and Covalent Binding

| Substance | $\begin{gathered} r \\ \text { (cation) } \end{gathered}$ | $\left\|\begin{array}{c} \alpha \times 10^{24} \\ \text { (anion) } \end{array}\right\|$ | Ionic -Obs. dist. | Pure covalent ${ }^{n}$ -Obs. dist. | $\begin{aligned} & U_{0} \text { (theor.) } \\ & -U_{0} \text { (expt.) } \end{aligned}$ | C.N. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| CuF. | 0.96 | 0.96 | 0.35 | 0.15 | . . | 4 |
| CuCl . |  | 3.57 | 0.28 | 0.04 | 18 | 4 |
| CuBr . |  | 4.99 | 0.28 | -0.02 | 22 | 4 |
| CuI. |  | 7.57 | 0.36 | -0.01 | 29 | 4 |
| AgF | 1.26 | 0.96 | 0.16 |  | 9 | 6 |
| AgCl . |  | 3.57 | 0.30 |  | 11 | 6 |
| AgBr . |  | 4.99 | 0.33 | ..... | 14 | 6 |
| AgI. |  | 7.57 | 0.48 | 0.00 | 18 | 4 |
| ZnO . | 0.88 | 2.74 | 0.06 | 0.01 | -13 | 4 |
| ZnS . |  | 8.94 | 0.10 | 0.04 | 28 | 4 |
| ZnSe.. |  | 11.4 | 0.14 | -0.01 | 55 | 4 |
| ZnTe . |  | 16.1 | 0.16 | -0.02 | . . . | 4 |
| CdO. | 1.14 | 2.74 | 0.05 | ..... | 46 | 6 |
| CdS. |  | 8.94 | 0.17 | 0.05 | 31 | 4 |
| CdSe. |  | 11.4 | 0.21 | 0.00 | 58 | 4 |
| CdTe. |  | 16.1 | 0.24 | 0.00 | $\ldots$ | 4 |
| HgS . | 1.25 | 8.94 | 0.32 | . . . . . | 67 | 4 |
| HgSe . |  | 11.4 | 0.36 |  | 99 | 4 |
| HgTe . |  | 16.1 | 0.41 |  |  | 4 |

a The covalent distances are calculated from the radii given in Sec. 16.10 rather than those given in Table 33, as it is believed that the former represent more nearly the radii to be expected from purely covalent bonds.

The series of silver halides have often been cited as exhibiting very beautifully the transition between ionic and covalent bonds. It will be seen that the deviation between the observed internuclear distance and the calculated ionic distance becomes
progressively more pronounced going from AgF to AgI. Likewise, the difference between the experimental and theoretical lattice energies becomes progressively greater. Finally AgF, AgCl , and AgBr have the sodium chloride type of lattice, whereas AgI has a tetrahedral type of lattice ${ }^{1}$ (with, to be sure, some com-plications-see Sec. 16.12). A tetrahedral type of lattice is, of course, characteristic of $s p^{3}$ binding, as we have seen, but long before the development of the wave mechanical theories, it was held to be characteristic of covalent binding. This type of lattice is, of course, to be expected with ionic binding if the cationanion radius ratio is small enough; but the ratio is not sufficiently small in the case of AgI, and alkali.iodides having cations smaller than $\mathrm{Ag}^{+}$have the sodium chloride structure. In addition to the propertics thus far considered, it is believed that the increasing insolubility of the silver salts from the fluoride to the iodide is directly connected with the increasingly covalent character of the binding. This is discussed in Sec. 19.7. All the properties of these substances thus show trends consistent with the trend in the character of the bond.

The beautifully consistent picture that is thus obtained with the silver halides may, however, be to some extent deceptive, for as soon as an attempt is made to extend it to the other substances in Table 38 difficulties arise.

Consider, for example, the cuprous halides. One gains a general impression that these salts are more covalent than the silver salts. This appears from the larger values of $U_{0}$ (theor.) $-U_{0}$ (expt.) as well as the fact that the coordination number in all the salts is four, and a greater degree of covalency in the cuprous salts is quite to be expected since $\mathrm{Cu}^{+}$is a smaller ion than $\mathrm{Ag}^{+}$. The values of $U_{0}$ (theor.) $-U_{0}$ (expt.) are not only larger than those for the silver salts but they have the expected trend. Yet when we look at the difference between ionic and observed distances, we see that the trend is entircly lacking: the discrepancy could be explained if it were supposed that, for some reason the calculations that resulted in the radii of Table 16 gave too high a value for $\mathrm{Cu}^{+}$. However, the lack of a trend in this instance may be to some extent accidental, for it is seen that, except for the fluoride, which is the most ionic cuprous salt,

[^163]the agreement is good between observed distances and those obtained from covalent radii.

In the case of the bivalent elements, it is not always easy to find marked trends from oxygen to tellurium. This is perhaps due, in that instance, to uncertainty in the values of $U_{0}$ (theor.) $-U_{0}$ (expt.) for CdO, ctc., and it may be fair to say from the small value of this quantity in ZnO , from the close agreements of ionic and observed distances in the oxides (which may, however, be accidental since the covalent distances also agree), and from the coordination number of six in CdO that the oxides are more ionic than the other compounds. Such a conclusion, nevertheless, does not seem very certain. There seems to be some evidence, from the large values of $U_{0}$ (theor.) $-U_{0}$ (expt.), that the mercury compounds are more covalent than the others, which is just what would not be expected from the sizes of the ions.

It will thus be seen that, although these compounds most probably do exhibit the transition between ionic and covalent binding, the simple regularities, for which one is sometimes inclined to hope, cannot always be found.

The trends that occur in the nature of the binding among the metals of the group under discussion are of interest in connection with the trends in certain other related properties. It is generally recognized that silver is a more noble metal than copper. It is often stated or implied that the more noble a metal is, the less electropositive it is. However, the quality of nobleness in a metal is connected with nonreactivity, whereas the quality of electropositiveness is reflected in the type of bonds that it forms. It is true that there is often a parallelism between the two properties. Thus cesium is more electropositive than lithium, and also less noble, for in general its compounds have a higher heat of formation (i.e., more heat is evolved when they are formed) and hence are more stable. See, for example, the values of $\boldsymbol{Q}$ in Table 20. And, of course, it is well known that the true noble metals are among the least electropositive.

Nevertheless, we should not be surprised to find that occasionally a less noble metal is also less electropositive, as occurs in the case of copper and silver. The halides of copper have only slightly greater heats of formation ${ }^{1}$ than those of silver, and the

[^164]halides of univalent copper are stable with respect to decomposition into copper and the halides of bivalent copper. The real difference between copper and silver lies in the stability of the oxides and sulfides. The heats of formation (evolved) are as follows: $\mathrm{Cu}_{2} \mathrm{O}, 42.5 \mathrm{~kg}$.-cal.; $\mathrm{\Lambda g}_{2} \mathrm{O}, 6.95 ; \mathrm{Cu}_{2} \mathrm{~S}, 19.0 ; \mathrm{Ag}_{2} \mathrm{~S}, 5.5$. Since the stability of such compounds is not a simple function of any one property of cither of the elements involved, it is seen that the nobleness of a metal cannot be casily related to any other single property.

In the case of the zinc, cadmium, mercury family, the stability of the oxides and sulfides decreases in the order in which the members of the family are written. Zinc and cadmium halides are not exceedingly different, but mercury halides are much less stable. We have seen, however, that mercury also appears to be less electropositive, so here there is the usual relation between nobleness and electropositivity. (Cf. also Cd and Hg in Table 4.)
16.12. Special Types of Molecular and Crystal Structure.Though many complex ions, molecules, and crystals have simple symmetrical structures, such as regular triangles, tetrahedra, squares, octahodra, and cubes, this is by no means true in all cases. There are molecules whose form corresponds to none of the expected types, and whose structure is difficult to explain on the basis of electron theory or electrostatic forces. Also there are numerous crystals that have exceedingly complicated structures, frequently involving highly distorted tctrahedra and octahedra. Although distortions may sometimes be due to the tendency of certain atoms or ions to form as closely packed a structure as possible, there are certainly many cases in which the arrangement may, to say the least, be characterized as unexpected.

An illustration of a rather extreme type, which shows the complexities that may be involved, is furnished ${ }^{1}$ by AgI. As noted in Sec. 16.9, at sufficiently low temperatures this substance has a tetrahedral type of structure in which each silver is surrounded by four iodine atoms, and each iodine by four silver atoms. In

[^165]order to have complete electron sharing, the crystal would have to be composed of Ag - and $\mathrm{I}^{+++}$ions; in other words, three electrons from iodine would have to be among those shared. That they would be very reluctantly shared is evident, and the softness of the crystal would indicate that the atoms do not have four strong tetrahedral bonds. So it is, perhaps, not very surprising that at a higher temperature (room temperature) irregularities begin to appear. At room temperature, many of the silver atoms find a position of equilibrium in which they are closer to three of the surrounding iodines than to the remaining one. Above $146^{\circ} \mathrm{C}$., the sharing of electrons becomes still less, there is a transition to a cubic body-centered latice of iodine ions, and the silver ions seem to move frecly, like a fluid, in the interstices; this is in spite of the fact that the density of the high temperature form is greater. Owing to the free mobility of the silver ions, the high temperature form readily conducts electricity. No very satisfactory explanation of this rather remarkable behavior can be given, hut it is certainly not typical of either the purely ionic or the purely covalent type of erystal. Although, as stated above, the case of AgI is extreme, it is to be noted that not many other crystals have been investigated so thoroughly. Whereas there are few, or no other, cases in which some of the atoms or ions have alternative positions, in other respects some other crystals are about as complicated. In a complicated crystal of this sort, there is usually present at least one transition element or, at any rate, one from the central portion of the periodic table. Generally the elements involved are such as would be expected to have a binding of type intermediate between covalent and ionic, and frequently, though by no means always, some of the elements are not in their maximum valence states. It may be of interest to note here that also in the case of the transition between metallic and covalent binding complicated structures appear (see Sec. 18.2).

It would be impossible to attempt here to give a detailed description of the various types of erystal structure that have been discovered, and little would be gained, since at present few unifying principles have been found. However, there are some types of molecular and crystal structure which, though not conforming, at least apparently, to the ordinary rules, nevertheless are of fairly frequent occurrence. It seems worth while, without
presenting an exhaustive account, to give a brief discussion of some of these. They will be classified according to the coordination number.

Coordination Number Two.-There are a number of ions and molecules containing a total of three atoms, in which all the atoms lie in a straight line, and in which the central atom may, therefore, be said to have a coordination number of two. Most of these compounds have already been mentioned in Table 31 and Sec. 16.9. A partial list follows: $\mathrm{Ag}\left(\mathrm{NH}_{3}\right)_{2}{ }^{+4}, \mathrm{Cd}\left(\mathrm{NH}_{3}\right)_{2}{ }^{++}$, $\mathrm{Hg}\left(\mathrm{NH}_{3}\right)_{2}+$, $\mathrm{HgCl}_{2}, \mathrm{HgBr}_{2}, \mathrm{HgI}_{2}, \mathrm{ZnI}_{2}, \mathrm{CdI}_{2}, \mathrm{TeCl}_{2}, \mathrm{TeBr}_{2}$, $\mathrm{I}_{3}{ }^{-}$. The ions, of course, are known from crystal measurements ${ }^{1} ; \mathrm{HgCl}_{2}$ and $\mathrm{HgBr}_{2}$ are known as linear molecules in both gas and crystal. The others are known from electron diffraction in gases. The linear form with coordination number two does not persist in the crystal in the case of $\mathrm{HgI}_{2}, \mathrm{CdI}_{2}$, and probably $\mathrm{ZnI}_{2}$. To the list of substances having linear configurations should be added $\mathrm{Cu}_{2}()$, in the form of cuprite, in which copper has a coordination number of two and oxygen of four.

It will be noted that here is a large group of substances which may be described as composed of a central eighteen-electron shell ion, to which are attached two negative ions or groups with octets. This is a convenient description but should not be taken as necessarily implying ionic binding. Ionic binding would give a ready explanation of this type of molecule in the gas phase, but in many cases this type of structure is found in the crystal, and in any event, $\mathrm{HgI}_{2}$ must certainly have largely covalent binding. It has been shown ${ }^{2}$ that by combination of the $s$-wave function with one of the $p$-wave functions it is possible to get two bond-eigenfunctions which are oppositely directed. These are not quite so much concentrated in one direction as are the tetrahedral $s p^{3}$ functions, but when there are only two pairs of electrons in the valence shell they may tend to be formed, because they involve less excitation in the unpairing of the electrons of the central atom. The excitation is expected to be less because the low-energy $s$-wave function is less diluted, so to speak, by the

[^166]higher energy $p$-states than in the case of the $s p^{3}$ bond-eigenfunctions. Another possibility in the case of the mercury and cadmium halides is that $s p^{3}$ bonds are formed with the doublebonded structure $: \mathrm{Cl}:: \mathrm{Hg}:: \mathrm{Cl}:$ Such a possibility does not exist with the ammonia compounds, however, unless ammonia can share its electrons as a unit.

The tendency to form compounds with a linear structure is not confined to the elements of the silver and zine groups, however, as is seen from $\mathrm{TeCl}_{2}$ and $\mathrm{TeBr}_{2}$. Tellurium, in these compounds, has a completed octet outside the shell of eighteen. In these cases it is difficult to sce why $s p$ linear bonds should be formed as this requires unpairing of s-electrons which do not need to be shared. Most probably an outer $d$-state is involved.

In the case of $\mathrm{I}_{3}{ }^{-}$, there are more than
 enough electrons to form octets on all the Fiti. 65.--1) ouble pyramid. atoms, so one atom, presumably the central one, must have electrons in at least one $d$-orbit.

Coordination Number Four.-The ion $\mathrm{ICl}_{4}-$ - , oceurring, for example, in $\mathrm{KICl}_{4}$, deserves mention as an ion in which iodine has a peculiar type of coordination. ${ }^{1}$ The chlorines are arranged in the form of a square, with the iodine in the middle. There are too many electrons for this to be binding of the regular square $s p^{2} d$ type. It may be a case of octahedral binding, in which two of the corners of the octahedron have electron pairs but no substituent; outer $d$-orbits would be involved.

Coordination Number Five.-In $\mathrm{PF}_{5}$, which has been investigated by electron diffraction, ${ }^{2}$ the fluorines are arranged in the form of a double pyramid. Three of the fluorines form a plane triangle with the phosphorus in the middle. The other fluorines are directly above and below the phosphorus, forming the apices of the double pyramid. All fluorines are at the same distance $1.54 \AA$. from the phosphorus. $\mathrm{IF}_{5}$ probably has a similar structure, with an $\mathrm{I}-\mathrm{F}$ distance of $2.57 \AA . \quad \mathrm{PF}_{3} \mathrm{Cl}_{2}$ and $\mathrm{PCl}_{5}$ are similar molecules. In $\mathrm{PF}_{3} \mathrm{Cl}_{2}$ the distances ${ }^{3}$ are, $\mathrm{P}-\mathrm{F}, 1.59 \AA$. , and

[^167]$\mathrm{P}-\mathrm{Cl}, 2.05 \AA$. In $\mathrm{PCl}_{5}$ the two chlorines at the apices are said to be at a slightly greater distance than the others; the distances ${ }^{1}$ are given as $2.11 \AA$. and $2.04 \AA$.

Essentially the same structure occurs in the compounds ${ }^{2}$ $\mathrm{Sb}\left(\mathrm{CH}_{3}\right)_{3} \mathrm{X}_{2}$, where X may be $\mathrm{Cl}, \mathrm{Br}$, or I . The $\mathrm{CH}_{3}$ 's form a triangle with the antimony ia the middle, the halogens being directly above and below the antimony. The halogens, being attached directly to the antimony, will not ionize in acetonitrile solution, though hydrolysis occurs in water. $\mathrm{Sb}\left(\mathrm{CH}_{3}\right)_{3}(\mathrm{OH})_{2}$ is also a weak electrolyte, and probably has a similar structure, but $\mathrm{Sb}\left(\mathrm{CH}_{3}\right)_{3} \mathrm{XOH}$ is a strong electrolyte. In this case, the antimony is probably tetrahedral, forming an ion $\mathrm{Sb}\left(\mathrm{CH}_{3}\right)_{3} \mathrm{X}^{+}$. The tetrahedral form is what naturally would be expected, but it is seen that actually in this case it possesses no special stability.

The crystal covellite, CuS, offers another interesting example of an atom with a coordination number of five. There are two types of sulfur in this crystal; one of them is surrounded by five copper atoms in the form of a double pyramid. The copper atoms in the triangle are in this case somewhat nearer to the sulfur ( $2.19 \AA$. ) than those forming the apices of the double pyramid ( $2.35 \AA$.).

Coordination Number Six.-A certain number of instances are known in which an atom with coordination number of six is surrounded by atoms at the corners of a trigonal prism rather than at the corners of a regular octahedron. Thus in NiAs an As atom is surrounded by six Ni's at the corners of a trigonal prism. ${ }^{3}$ Other compounds of transition metals with $\mathrm{S}, \mathrm{Se}, \mathrm{Te}$, and Sb crystallize in the same way. In $\mathrm{MoS}_{2}$ and $\mathrm{WS}_{2}$, the metal atom lies at the center of a trigonal prism formed by sulfur atoms. According to a wave mechanical treatment by Hultgren, ${ }^{4}$ a trigonal prism can be formed if five $d$-eigenfunctions are available. Theoretically, the ratio of altitude to the edge of the base of the prism should be unity, a condition very nearly fulfilled by $\mathrm{MoS}_{2}$ and $\mathrm{WS}_{2}$.

[^168]Electron-diffraction investigations have been made of the structures of the molecules ${ }^{1}$ of $\mathrm{UF}_{6}, \mathrm{WF}_{6}$, and $\mathrm{MoF}_{6}$. In contrast to results previously obtained with the hexafluorides of the sulfur group, it was found that these molecules were not regular octahedra, but that the octahedra were distorted. The fluorines can be divided into three groups of two cach. Each group contains the pair of opposite fluorines, which form a straight line with the central atom. The three straight lines thus formed are at right angles to each other, just as they would be in a regular octahedron, but the distance between fluorine and the central atom is different in the different groups. In $\mathrm{UF}_{6}$ and $\mathrm{WF}_{6}$, the three different U-F distances are in the ratio 1:1.12:1.22. In $\mathrm{MoF}_{6}$, the ratios may be the same, but the results are less certain. It is thus seen that uranium, tungsten, and molybdenum certainly do not tend to form regular octahedra, but the actual structure differs in the sulfides and fluorides.
16.13. One-electron and Three-electron Bonds.-There are some compounds of light elements, some of which have already been mentioned in passing, which, though hardly to be considered with the group discussed in Sec. 16.12, have rather unusual properties. These properties can be explained on the basis of certain special assumptions. It was seen in Chap. X that there is a very stable ion of the formula $\mathrm{H}_{2}{ }^{+}$in which the two protons are held together by the action of one electron. This, of course, suggests that there may be other compounds in which some of the bonds are one-electron bonds. It is necessary for the formation of a one-electron bond that the two atoms (or ions) which are to be joined should exert forces of somewhat similar magnitude on the electron. Otherwise the electron will tend to be attached to one of the atoms, and the electron distribution about this atom will be fairly symmetrical. Since the electron is effective in producing a cementing action only when there is a tendency for it to remain between the atoms it is joining, it is seen that an overpowering attraction of one or the other of these atoms for the electron produces a weak one-electron bond; but, of course, a polar bond may be formed, if this leaves the atoms charged, and in this respect the one-electron bond is no different than the electron-pair bond.

[^169]The structure of diborane has long been one of the outstanding puzzles of inorganic chemistry, for there appear not to be enough valence electrons to make such a compound stable. ${ }^{1}$ Sidgwick has suggested ${ }^{2}$ that it contains one-elcetron bonds. The possibilities are

| H H |  | H |
| :---: | :---: | :---: |
| $\mathrm{H} \cdot \ddot{\mathrm{B}}: \ddot{\mathrm{B}} \cdot \mathrm{H}$ | $\mathrm{H}: \ddot{\mathrm{B}}: \dot{\mathrm{H}} \cdot \mathrm{H}$ | $\mathrm{H}: \ddot{\mathrm{B}} \cdot \dot{\mathrm{B}} \cdot \mathrm{H}$ |
| $\ddot{\mathrm{H}} \ddot{\mathrm{H}}$ | $\ddot{\mathrm{H}} \ddot{\mathrm{H}}$ | $\ddot{\mathrm{H}} \ddot{\mathrm{H}}$ |

In the first two formulas, it is not important just which hydrogens have one-electron bonds, but only whether they are both on the same boron atom. The last arrangement, with a one-electron bond between the borons, is a distinet possibility, and it makes no essential difference which hydrogen has the remaining one-electron bond.

Lewis ${ }^{3}$ has made a somewhat different suggestion. He supposes that at any given moment there is one point of linkage at which there are no electrons. Thus we may have

| H II |  | II II |
| :---: | :---: | :---: |
| $H: \ddot{\mathrm{B}}: \ddot{\mathrm{I}}: \mathrm{H}$ | or | $\mathrm{H}: \ddot{\mathrm{B}} \ddot{\mathrm{B}}: \mathrm{H}$ |
| $\ddot{\mathrm{H}} \mathrm{H}$ |  | $\ddot{\mathrm{I}} \ddot{\mathrm{H}}$ |

It is supposed that there is resonance between all possible states. Since boron and hydrogen have about the same electroncgativity, as will be evident from extrapolation of the electronegativities of the elements of the first row of the periodic table (see Table 14), the electrons will have no choiee as between a $\mathrm{B}-\mathrm{B}$ bond or a B-H bond. Hence, there being seven linkages and six pairs of eléctrons, each bond will have a pair six-sevenths of the time. Essentially the same result should follow from Sidgwick's hypothesis, and either Sidgwick's or Lewis's structure simply amounts to saying that the twelve electrons are uniformly distributed over the seven bonds. Since resonance produces an energy level which is lower than that of any of the resonating states, the uniform

[^170]distribution of all the electrons may well produce a stable $\mathrm{B}_{2} \mathrm{H}_{6}$, even though any given electron structure would be expected to result in an unstable molecule.

The literature has not been lacking in other suggestions as to the structure of the $\mathrm{B}_{2} \mathrm{H}_{6}$ molecule. Böeseken and Wahl ${ }^{1}$ suggested that it is an acid of the anion $\left[\begin{array}{c}H: \ddot{\mathrm{B}}: \ddot{\mathrm{B}}: \mathrm{H} \\ \ddot{\mathrm{H}}\end{array}\right]^{-}$, and Wiberg has suggested that it is an acid of the anion $\left[\begin{array}{ll}\mathrm{H} & \mathrm{H} \\ \ddot{\mathrm{B}} & : \ddot{\mathrm{B}} \\ \ddot{\mathrm{H}} & \ddot{\mathrm{H}}\end{array}\right]^{-\cdot}$. Wiberg ${ }^{2}$ has recently reviewed the evidence in favor of his structure. He cites the formation in liquid ammonia solution of the saltlike electrolytically conducting $\mathrm{B}_{2} \mathrm{H}_{6} \cdot 2 \mathrm{NH}_{3}$, which he interprets as an ammonium salt of the arid. He states that the ethylenclike character of the anion is indicated by the fact that $\mathrm{B}_{2} \mathrm{H}_{6}$ readily adds two atoms of alkali metal. Further, he supports the opinion that four hydrogens of diborane are different from the others by citing the fact that four hydrogens, only, may be replaced by methyls.

However, the arguments of Wiberg can hardly be said to be conclusive. In the first place, Schlesinger and Burg ${ }^{3}$ have brought forth evidence which indicates that $\mathrm{B}_{2} \mathrm{H}_{6} \cdot 2 \mathrm{NH}_{3}$ is rather the ammonium salt of the anion $\left[\begin{array}{c}H \mathrm{H} H \\ H: \ddot{\mathrm{B}}: \ddot{\mathrm{N}}: \ddot{\mathrm{B}}: \mathrm{H} \\ \ddot{\mathrm{H}} \ddot{\mathrm{H}} \ddot{\mathrm{H}}\end{array}\right]^{-}$which they believe to be formed in ammonia solution because in such solution $\mathrm{B}_{2} \mathrm{H}_{0}$ has a certain tendency to split into $\mathrm{BH}_{3}$ 's, a tendency also supported by other evidence [i.e., the reaction at low temperatures with trimethylamine to form $\left.\left(\mathrm{CH}_{3}\right)_{3} \mathrm{NBH}_{3}\right]$. The fact that $\mathrm{B}_{2} \mathrm{H}_{6}$ adds alkali may indeed be an evidenee of unsaturation, but this unsaturation is present aecording to any formulation. The alkali-addition compounds may be alkali salts of the anion $\left[\begin{array}{c}H: \ddot{H} \\ \mathrm{H}: \ddot{\mathrm{B}}: \mathrm{H} \\ \ddot{\mathrm{H}} \ddot{\mathrm{H}}\end{array}\right]^{-}$. Finally, the fact that only four hydro-

[^171]gens can be replaced by alkyls might be evidence that an anion of the type $\left[\left(\mathrm{CH}_{3}\right)_{2} \mathrm{~B}=\mathrm{B}\left(\mathrm{CH}_{3}\right)_{2}\right]^{--}$may be formed without it necessarily being true that an anion $\left[\mathrm{H}_{2} \mathrm{~B}=\mathrm{BH}_{2}\right]^{--}$is formed. But more likely it simply shows that addition of a more negative group than H draws the electrons from the $\mathrm{B}-\mathrm{B}$ linkage, so that further addition of methyl groups would result rather in splitting up the compound. As a matter of fact, boron trimethyl, $\mathrm{B}\left(\mathrm{CH}_{3}\right)_{3}$, and $\mathrm{B}\left(\mathrm{C}_{2} \mathrm{H}_{5}\right)_{3}$ are not associated (see also the discussion in Sec. 17.3). It should, however, be stated that attempts to introduce a fifth methyl into $\mathrm{B}_{2} \mathrm{H}_{2}\left(\mathrm{CH}_{3}\right)_{4}$ have been unsuccessful. ${ }^{1}$

Electron diffraction ${ }^{2}$ and crystal structure measurements of $\mathrm{B}_{2} \mathrm{H}_{6}$ have shown that the $\mathrm{B}-\mathrm{B}$ distance is about $1.86 \AA$. This is larger than expected from Table 33 for a covalent single bond, and certainly is larger than would be expected for a double bond, and so offers further argument against Wiberg's structure. Furthermore, the electron-diffraction measurements indicate that all the hydrogens are equivalent, rather than that two of them are different, though, on account of the difficulty of determining positions of very light elements by electron diffraction, this conclusion may not be entirely ecrtain.

Before concluding the consideration of diboranc, we must mention one physical property that has frequently played an important role in discussions of its structure; namely, it is found to have no magnetic moment. ${ }^{3}$ As we have seen, this means that there are as many electrons with spin in one direction as in the other. One might, perhaps, suppose that in the one-electron formulas, in which there are two unpaired electrons, there would be a chance of these electrons both having their spins in the same direction. If, however, resonance occurs between the oneelectron state and states in which all of the electrons are paired, this cannot be the case. On account of the difficulty of turning over the spin of an clectron, it is not pessible for the molecule to change from one state to another in whish the spins of some of the electrons are different, and hence no ressinance occurs between such states.

[^172]The compounds of boron appear to be the only important ones, outside of $\mathrm{H}_{2}{ }^{+}$, in which the idea of a one-electron bond offers promise of being useful. The situation is different, however, with respect to the three-electron bond, ${ }^{1}$ which differs only slightly from a one-electron bond. Suppose we have two atoms, or ions, one with one outer electron and one with two, thus, A. and B: We suppose the two electrons on B to be paired. Suppose the state in which there are two electrons on A and only one on B has a comparable energy. Then we can have one of the electrons shared between A and B and alternately paired with the electron on A and that on B. In certain energy states, the shared electron will tend to lie between $\Lambda$ and $B$, and thus will form a bond between them. Since the shared clectron must be alternately paired with an electron on $A$ and one on $B$, its spin must be the opposite of that of each of these electrons, each of which must, accordingly, have the same spin. The spin of one of these electrons will be unbalanced, and the three-electron bond thus must contribute to the magnetic moment of the molecule.

Now the oxygen molecule is a molecule that spectroscopic analysis shows to have no resultant orbital angular momentum, yet it has a magnetic moment. This shows that it must possess unbalanced spins, which would not occur if all the electrons were paired in the usual way. Pauling suggests that it has two threeelectron bonds and one electron-pair bond, its structure being $: 0: 0$ : In this structure, as in the structure one would get from the assumption of a double bond, four electrons are shared by the oxygen atoms, and it might well be expected that these two possibilities would result in molecules with somewhat similar energies. The empirical fact, apparently, is that the three-electron-bond structure has the lower energy, but this could hardly be predicted offhand.

Another molecule that Pauling póstulates has a three-electron bond is nitric oxide, written :N::O: The reason for this assumption is the fact that nitric oxide, though possessing an odd electron, appears to be relatively little unsaturated. It does combine with itself to form a double molecule, but the energy of dissociation is low, only about 3 kg .-cal. ${ }^{2}$ The dissociation

[^173]energy of $\mathrm{N}_{2} \mathrm{O}_{4}$, also rather low, about 13 kg .-cal., is nevertheless much larger than this. ${ }^{1}$ Further, NO tends to combine with organic radicals having an unpaired electron, but these appear to be about as unsaturated as NO itself. Pauling writes for these a formula similar to the one he suggested for oxygen R:N:O:

Pauling has also discussed magnetice moments of certain complex compounds containing NO , namely, $\left[\mathrm{Co}\left(\mathrm{NH}_{3}\right)_{5} \mathrm{~N}()\right] \mathrm{Cl}_{2}$ which has a moment corresponding to two electrons with spin in the same direction and

$$
\mathrm{Na}_{2}\left[\mathrm{Fe}(\mathrm{CN})_{5} \mathrm{NO}\right] 2 \mathrm{H}_{2} \mathrm{O}, \quad\left[\mathrm{Ru}\left(\mathrm{NH}_{3}\right)_{4} \mathrm{NO} \mathrm{H}_{2} \mathrm{O}\right] \mathrm{Cl}_{3}
$$

and

$$
\left.\left[\mathrm{Ru}\left(\mathrm{NH}_{3}\right)_{4} \mathrm{NO}\right) \mathrm{Cl}\right] \mathrm{Br}_{2}
$$

which have zero moment. In these cases NO is assumed to have a different electronic structure than when it is uncombined. If we assume that in the first compound cobalt is trivalent and the NO is in the form of the ion $\mathrm{NO}^{-}$with a structure and magnetic moment like oxygen, then, if the bonds between cobalt and the surrounding groups are covalent, the compound should have the magnetic moment observed, this coming entircly from the electrons on the NO group. If, in the iron and ruthenium compounds, these metals are in the divalent state and the NO is in the form of a positive ion $\mathrm{NO}^{+}$with structure like nitrogen (hav-.. ing, hence, no three-electron bonds and no magnetic moment) and if the bonds are covalent, the observed zero magnetic moment is explained.
It might be well to discuss the phenomena that we have explained in terms of one-electron and three-electron bonds from the viewpoint of the general theories which we have discussed in Chap. XI. A one-electron or three-electron bond is of course invoked precisely to account for phenomena that do not fit into the electron-pair scheme, and it would appear that the idea of the stability of the shell of eight loses a good deal of its significance in these cases. However, the Hund-Mulliken theory is general enough to explain the phenomena we have noted. Thus the magnetic moment of $\mathrm{O}_{2}$ is explained simply by supposing that

[^174]the two promoted electrons are not in the same energy level, and that they have parallel spins, something about the interaction of the spins and the orbital motion stabilizing this arrangement. The assumption that one electron in NO is promoted and that there are six bonding electrons, giving the equivalent of two and a half bonds, corresponds well with the structure given in the preceding paragraphs.

There does, however, seem to be a difference between the HundMulliken theory and the three-electron bond theory, which may be definitely stated, though we shall not attempt to say which one is a better deseription of the actual state of affairs in the molecule. In the case of a three-electron bond, only one of the three electrons involved may be properly called a bonding electron, as will be clear from our original description of a threcelectron bond. Thus in $\mathrm{O}_{2}$ there are four bonding electrons, two in the pair and one in cach of the three-electron bonds. The existence of the three-electron bonds is conditional upon the assumption that the oxygens are sufficiently far apart so that two distinct quantum staters are involved, one belonging to one oxygen atom and the other to the other oxygen atom, in each threeelectron bond. If the oxygens were close enough so that the electrons in these two quantum states began to interfere with each other, i.e., if the united atom state of affairs were actually being approarhed, one of the three electrons would have to be promoted and two of them would constitute a bonding pair. From the three electrons, the net number of bonding electrons would still be one, but the three-electron bond appears essentially to require that the promotion of electrous shall not yet have occurred. In this way it may be said to differ from the HundMulliken picture of promoted clectrons. We may postulate a three-electron bond in cases like $\mathrm{O}_{2}$ if we look at the combination from the separated atom point of view, and we get the HundMulliken picture if we use the united atom point of view, just as in more ordinary instances the separated atom point of view leads us to electron pairs, whereas the united atom point of view leads to consideration of promoted electrons. Probably the truth lies somewhere in between.

In Chap. XI, it was suggested that the combination of two $\mathrm{BH}_{3}$ 's to form $\mathrm{B}_{2} \mathrm{H}_{6}$ might be like the combination of two oxygen atoms to form $\mathrm{O}_{2}$. Nothing that has been said about $\mathrm{B}_{2} \mathrm{H}_{6}$
would exclude the possibility that there is at least a certain amount of truth in this suggestion. However, since $\mathrm{B}_{2} \mathrm{H}_{6}$ has no magnetic moment and $\mathrm{O}_{2}$ has, it would appear likely that the lowest state of $\mathrm{B}_{2} \mathrm{H}_{6}$ resembles the excited double-bonded state of oxygen with all electrons paired, rather than the normal lowest state with the three-electron bonds.
16.14. Double Bonds in Complex Compounds.-After the preceding sections of this chapter went to press, Pauling ${ }^{1}$ published the suggestion that many of the oxygen ions, and complex compounds in general, have some double-bond character. For example, in $\mathrm{SO}_{4}^{-}$he assumes that the oxygens tend to share more than one electron pair with the central atom, taking advantage of the ability of an atom like sulfur, in which relatively low-lying $d$-states are available, to expand its valence shell beyond the octet. The principal reason for this assumption is the fact that the interatomic distance is smaller than calculated for single bonds (see Table 36).

While such double-bonded structures are possibilities which cannot be definitely exeluded, and although it is not easy to estimate just how much they may contribute, it is the opinion of the author of the present work that there is little reason to believe that they are usually of great importance. In the first place, it does not appear that the evidence from interatomic distances is very conclusive. The distance calculated from covalent singlebond radii is undoubtedly an overestimate, since a single-bonded structure must consist of $\mathrm{S}^{++}$and $\mathrm{O}^{-}$ions, and the superimposed electrostatic forces would undoubtedly shorten the bond. It is to be further noted that the small interatomic distance calculated on the basis of $\mathrm{S}^{6+}$ and $\mathrm{O}^{-}$ions is an underestimate (for it does not take into account the forces due to the positive ions immediately outside the sulfate ion in a crystal), and, if it could be properly corrected, might well be expected to give something near the correct interatomic distance in spite of the improbable character of the assumptions on which it is based.

In $\mathrm{SO}_{3}$ - the observed interatomic distance is also less than the sum of the covalent radii, but the form of the ion (regular tetrahedron with one corner missing) is as expected from a singlebonded structure. Similar remarks apply to $\mathrm{ClO}_{3}^{-}$. In $\mathrm{H}_{2} \mathrm{PO}_{2}^{-}$

[^175]the hydrogens are bound by single bonds to the phosphorus, but the oxygens may have double bonds. In this case the tetrahedron is rather noticeably distorted.

It is, perhaps, not possible to draw conclusions concerning bonds which involve $d$-states from bonds in which only $s$ - and $p$-states play a role. It is of interest, however, that when only $s$ and $p$-states are involved, sulfur shows only a relatively weak tendency to form double bonds. The $\mathrm{C}-\mathrm{S}$ single-bond energy is about $21 \mathrm{~kg} .-\mathrm{cal}$. less than the $\mathrm{C}-\mathrm{O}$ single-bond energy, but by comparing $\mathrm{CS}_{2}$ and OCS with $\mathrm{CO}_{2}$ it is found that the $\mathrm{C}=\mathrm{S}$ double-bond energy is about 65 kg .-cal. less than the $\mathrm{C}=0$ double-bond energy. It is, to be sure, hard to see just how the resonance with other bond structures may affect the results with these molecules, but since practically the same result is obtained from either $\mathrm{CS}_{2}$ or OCS it is probable that the conclusions are not invalidated.

Pauling has also considered a possible type of double-bond structure in complex ions, in which the central atom furnishes the extra electrons. As a typical example we consider $\mathrm{Fe}(\mathrm{CN})_{8}{ }^{4-}$. The possible covalent clectron-bond structures (neglecting electrons in the iron which are not in the particular bond) are $\mathrm{Fe}: \mathrm{C}:: \mathrm{N}:$ and $\mathrm{Fe}:: \mathrm{C}:: \mathrm{N}:$ The extra pair in the latter structure is contributed from the $d$-levels in the iron, and there are enough $d$-electrons in the iron to provide pairs for three double bonds. Pauling points out that if the electron pair between iron and cyanide in the first of the above formulas were equally shared between them, it would leave the iron with a charge of -4 , which, he believes, could be only partly removed by the partially ionic character of the bond. Resonance with the second formula would obviate the difficulty. In the case of $\mathrm{Cr}(\mathrm{CN})_{6}{ }^{4-}$, however, another difficulty appears when the magnetic moment is considered. For if the double bonds have the usual character they should involve paired electrons, in which case all of the electrons in $\mathrm{Cr}(\mathrm{CN})_{6}{ }^{4-}$ should be paired, provided, at least, that all of them share in double-bond formation. But the magnetic moment indicates that there are two umpaired electrons, so at most two of the four ${ }^{1} d$-electrons of chromium can be used in

[^176]the double bonds. If one pair of $d$-electrons were equally shared between chromium and cyanide it would reduce the negative charge on chromium by only one electronic charge, which would reduce the negative charge on the chromium by only one-fourth of its amount. It may nevertheless be possible that the great stability of numerous cyanide complexes (and nitrite complezes, too) is due in part to resonance with these double-bonded structures. However, at the present time it seems that most of our knowledge of these compounds is reasonably well expressed by the single-bond formula, allowing for partial ionic character of the bonds.

As Pauling points out, it is not possible to write double-bond formulas for complexes with $\mathrm{NH}_{3}, \mathrm{H}_{2} \mathrm{O}$, etc. In most such cases the binding is more or less ionic, so the large negative charge is effectively removed from the central atom.

## Exercises

1. A solution is known to contain cohalt, chlorine, and ammonia, and no other substance except water. It is known that for every atom of cobalt, in whatever form it may be, there are 3 atoms of chlorine in some form or other, and 1 molecule of $\mathrm{NH}_{3}$. The total concentration of all cobalt is 1 gram atom per 1 . To 100 ce . of this solution, 0.3 mol of $\mathrm{AgNO}_{3}$ are added. A precipitate is separated and found to consist of 0.2 mol of AgCl . To another 100 -ec. portion of the solution, a 100 -ee. portion of 0.1 N HCl is added, and the concentration of $\mathrm{H}^{+}$in the rewulting solution is found to be 0.05 N . Give the formulas (including the charges) of the ions, and other substances, if any, present in the original solution in appreciable concentration.
2. The solubility of AgBr is about $7 \times 10^{-7} \mathrm{~mol}$ per liter. It dissolves in 1 per cent $\mathrm{Na}_{2} \mathrm{~S}_{2} \mathrm{O}_{3}$ solution to the extent of 0.35 g . per 100 g . of solution. Calculate the equilibrium constant for the reaction between $\mathrm{Ag}^{+}$and $\mathrm{S}_{2} \mathrm{O}_{3}{ }^{--}$ on the assumption (a) that the reaction is $\mathrm{Ag}^{-1}+2 \mathrm{~S}_{2} \mathrm{O}_{3}{ }^{-} \rightleftarrows \mathrm{Ag}\left(\mathrm{S}_{2} \mathrm{O}_{3}\right)_{2}{ }^{-}{ }^{-}$-, (b) that the reaction is $\mathrm{Ag}^{+}+\mathrm{S}_{2} \mathrm{O}_{3}-{ }^{-} \rightleftarrows \mathrm{Ag}\left(\mathrm{S}_{2} \mathrm{O}_{3}\right)^{-}$. In 10 per cent $\mathrm{Na}_{2} \mathrm{~S}_{2} \mathrm{O}_{3}$ solution, the solubility of AgBr is 3.50 g . per 100 g . of solution. Is assumption (a) or (b) correct? (Rough calculations, assuming perfect solutions, will be adequate.)
3. A solution was made up of a substance having the empirical formula $\mathrm{K}_{3} \mathrm{CrCl}_{3}$ (not counting possible water of hydration) and containing 1 g . of chromium per 100 g . of water. Some of this solution was electrolyzed between platinum electrodes, under conditions such that no chlorine was evolved. The portion of solution near the anode, containing 100 g . of water, was now analyzed, and was found to contain 1.252 g . of chromium and 5.13 g . of chlorine. From this, what do you infer respecting the formula of the compound? If the substance were really a mixture of $\mathrm{KCrCl}_{4}\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}$ +2 KCl , how would you expect the result to differ from that obtained?
4. Describe the possible stereoisomers of $\left[\mathrm{Co}\left(\mathrm{NO}_{2}\right)_{3}(\mathrm{OH})_{3}\right] \mathrm{Na}_{3}$. Describe the possible stereoisomers, including optical isomers, of $\left[\mathrm{Co}\left(\mathrm{NO}_{3}\right)_{2}\right.$ $\left.\mathrm{Cl}_{2}(\mathrm{OH})_{2}\right] \mathrm{Na}_{3}$. Can $\left[\mathrm{Co}\left(\mathrm{C}_{2} \mathrm{O}_{4}\right)_{3}\right]^{-}$exhibit optical isomerism?
5. Discuss the expected isomerism of the first two compounds in Exercise 4 , if the configurations were trigonal prisms instead of regular octahedra.
6. Give Lewis electron structures for all the compounds mentioned in Sec. 16.5 whose formulas are set out in separate lines.
7. Look up the table of coordination numbers in silicate crystals given by Bragg (see, e.g., Wyckoff, "Structure of Crystals," 2d ed., p. 194) (compare with Table 32), and show how it illustrates the rule discussed in Ser. 16.7 that the more electronegative cations have the greatest role in determining the crystal structure.
8. Check the electrostatic-valency rule (Sec. 16.7) in the case of $\mathrm{BPO}_{4}$ for $B$ and $P$.
9. The crystal $\mathrm{NH}_{4} \mathrm{HF}_{2}$ is presumably composed of $\mathrm{NH}_{4}{ }^{+}$and $\mathrm{FHF}^{-}$ions. Each N is surrounded by four H's, each one of which is also in contact with one F. Each F is in contact, with three H's, two of which are parts of (two separate) $\mathrm{NH}_{4}+$ ions and one of which is in the $\mathrm{FH}{ }^{--}$ion. Check the electrostatic-valency rule for $N$ and $F$.
10. In $\mathrm{CaB}_{2} \mathrm{O}_{4}$, the boron and oxygen form chains as shown in Fig. 63. There are two types of oxygen atoms. The first type is linked to one boron and three calciums, the second type to two borons and one calcium. Dach boron is surrounded by three oxygens, one of the first type and two of the second. Each calcium is surrounded by cight oxygens, six of the first type and two of the second. Show that the statement regarding the surroundings of a calcium follows from the other statements, and check the electrostaticvalency principle.
11. Write the electron formulas for the possible states among which $\mathrm{B}_{4} \mathrm{H}_{10}$ can resonate. Assume that this is a straight chain compound, in this way resembling the straight chain hydrocarbons.
12. Give the electron structure for the complex compounds containing NO mentioned in Sec. 16.13. Show that the statements made regarding the magnetic moments follow from these electron structures.
13. Discuss the electron struetures of $\mathrm{NO}_{2}{ }^{-}$and $\mathrm{ClO}_{2}-$, and show that these ions should have the form noted in Table 31.
14. Discuss clectron structures and predict the shapes of $\mathrm{SO}_{3}, \mathrm{AuCl}_{2}{ }^{-}$: and $\mathrm{CuCl}_{3}-$.

## CHAPTER XVII

## MOLECULAR CRYSTALS

In Chap. XIII, we saw that the forces in molecular crystals may be either van der Waals forces or dipole-dipole forces, and learned something of the nature of these forces. In the present chapter, we shall consider the magnitude of these forces from the point of view both of theory and of the effects they produce.
17.1. Van der Waals Forces.-Any molecule or atom will always have a dipole moment that continually fluctuates in magnitude and direction. This will be true even though the average moment of the molecule is zero, and is due to the fact that the electrons are continually in motion, so that the center of negative electricity is not always located exactly at the nucleus or center of positive electricity. It is clear, for example, that a hydrogen atom always has a dipole moment because the electron does not coincide with the positively charged nucleus. However, the orientation of this dipole, in an electric field of the order of magnitude that can be readily applied, is so much slower than the natural rate of motion of the electron around the nucleus that the measured moment is simply the average moment. The dipole is oriented in one direction as often as in the opposite direction, and so the average in any direction is zero, and the hydrogen atom appears to have no dipole moment; this is expressed by saying that it has no permanent dipole moment. Nevertheless, the temporary moment can exert a force on another atom that is close enough to it; it produces an electric field in the neighborhood of the other atom, and since the latter is polarizable a dipole moment is induced in it. The interaction between the temporary dipole in the one atom and the induced dipole in the other produces an attraction between them. (This is in addition to, and quite apart from, any attraction due to valence forces, which are not considered in this discussion, though; except for the rare gases, they are always large compared with the van der Waals forces if atoms are under consideration.)

We see from Eq. (21), page 467 that the expression for the potential energy associated with this attraction is - $\frac{\alpha_{2} M_{1}{ }^{2}\left(3 \cos ^{2} \theta_{1}+1\right)}{2 r^{6}}$. $M_{1}$ is the temporary dipole of the first atom, $\theta_{1}$ is the angle it makes with the line joining the centers of the two atoms, and $\alpha_{2}$ is the polarizability of the second atom in which the dipole is induced. Since the temporary dipole is continually changing in magnitude and direction, to get an average value of the potential we must take the average value of $M_{1}{ }^{2}$, which is called $\overline{M_{1}{ }^{2}}$, and the average value of $\cos ^{2} \theta_{1}$ over all angles in space, which is equal to $\frac{1}{3}$. The expression then becomes $-\frac{\alpha_{2} \overline{M_{1}^{2}}}{r^{6}}$. To get the total potential between two atoms, it is necessary to add the potential due to the dipole induced in the first atom by the temporary dipole of the second atom, which gives

$$
\begin{equation*}
U=-\frac{\alpha_{2} \overline{M_{1}{ }^{2}}}{r^{6}}-\frac{\alpha_{1} \overline{M_{2}{ }^{2}}}{r^{6}} \tag{1}
\end{equation*}
$$

To find the value of $U$, we need to be able to estimate the $\alpha$ 's and $M^{2}$ s. We shall attempt to find only orders of magnitude. As seen in Sec. 12.4, in order to find the order of magnitude of $\alpha$ for an atom, it may be supposed, as a rough approximation, that the atom consists of a positive nucleus of charge $Z e$, surrounded by a sphere of negative electricity of uniform density and radius $R$, and that the electric field causes displacement of the sphere of negative electricity without distortion. Then [Eq. (3) of Chap. XII]

$$
\begin{equation*}
\alpha=R^{3} \tag{2}
\end{equation*}
$$

The major axis of the orbit of the outermost electron must also be of the order of $R$. We should naturally expect $M$ to be of the order of magnitude of the distance from the nucleus of the outermost electron times its charge, so that

$$
\begin{equation*}
\overline{M^{2}}=\rho^{2} R^{2} \tag{3}
\end{equation*}
$$

approximately. It seems reasonable to suppose that the effect is essentially that due to one electron, as for the most part the electric moments of the various electrons will cancel each other.

As long as the outermost electron is outside all the other electrons, the net charge acting upon it is the same as that exerted by the proton of a hydrogen atom on the electron. On the assumption that the orbit of the outermost electron is reasonably hydrogenlike, we may write as an approximation for its energy

$$
\begin{equation*}
E=-\frac{e^{2}}{2 a} \tag{4}
\end{equation*}
$$

where $a$ is the semimajor axis of the ellipse and naturally of the order of $R$. Now $-E$ is just the energy necessary to remove this electron from the atom, i.e., the ionization potential $I$. So

$$
\begin{equation*}
I \cong \frac{e^{2}}{2 R} \tag{5}
\end{equation*}
$$

Using Eqs. (2) and (3) in Eq. (1), for the case that the two atoms are alike, so that $\alpha_{1}=\alpha_{2}=\alpha$ and $\overline{M_{1}{ }^{2}}=\overline{M_{2}{ }^{2}}=\overline{M^{2}}$, we get

$$
\begin{equation*}
U=-\frac{2 \alpha \overline{M^{2}}}{r^{6}}=-\frac{2 e^{2} R^{5}}{r^{6}} . \tag{6}
\end{equation*}
$$

By the use of Eqs. (5) and (2), Eq. (6) may also be put into the form

$$
\begin{equation*}
U=-\frac{4 \alpha^{2} I}{r^{6}} \tag{7}
\end{equation*}
$$

which is useful if $\alpha$ and $I$ are known from independent measurements. Except for the constant factor (which should be $\frac{8}{4}$ ), this is actually the approximate formula obtained by quantum mechanical calculations. ${ }^{1}$ In view of the rough assumptions made in the preceding calculations, the agreement is all that could be expected; in fact, it may .even be to some extent fortuitous.

The formula thus derived is confined in its applicability to atoms; however, it is actually reasonably good for molecules that are not too complex in structure, and especially molecules whose outer electron configurations are reasonably symmetrical. The

[^177]potential energy represented by the formula is, of course, of importance only in the case of saturated molecules or rare-gas atoms between which there are no valence forces.

This formula has been applied to the calculation of heats of sublimation of molecular crystals by London. ${ }^{1}$ In doing this, it is necessary to take into account the forces exerted on any one atom or molecule by all its neighbors. ${ }^{2}$ Forces of this type are additive, the force (and the potential) between two atoms or molecules being independent of others in the immediate neighbor-

Table 39.-Theoretical and Empirical Heats of Sublimation

| Subs. | $\begin{gathered} I \\ \text { Kg.-cal. } \\ \text { per mole } \end{gathered}$ | Density, g./ec.at $0^{\circ} \mathrm{K}$. | Molal volume ce. at $0^{\circ} \mathrm{K}$. | $\begin{gathered} \alpha \times 10^{24} \\ \text { ce. } \end{gathered}$ | Heat of sublimation, kg.-cal. per mole |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | Theor. | Expt., $0^{\circ} \mathrm{K}$. |
| Ne. | 495 | 1.46 | 13.8 | 0.39 | 0.39 | 0.59 |
| A. | 361 | 1.70 | 23.5 | 1.65 | 1.77 | 2.03 |
| Kr . | 321 | 3.2 | 26. | 2.54 | 3.0 | 2.80 |
| $\mathrm{N}_{2}$. | 391 | 1.03 | 27.2 | 1.74 | 1.59 | 1.86 |
| $\mathrm{O}_{2}$. | 299 | 1.43 | 22.4 | 1.57 | 1.46 | 2.06 |
| CO. | 329 | 1.05 | 26.7 | 1.99 | 1.82 | 2.09 |
| $\mathrm{CH}_{4}$. | 334 | 0.53 | 30.2 | 2.58 | 2.43 | 2.70 |
| $\mathrm{Cl}_{2}$. | 419 | 2.00 | 35.4 | 4.60 | 7.0 | 7.43 |
| HCl . | 315 | 1.56 | 23.4 | 2.63 | 4.0 | 5.05 |
| HBr . | 306 | 2,73 | 29.6 | 3.58 | 4.5 | 5.52 |
| HI. | 292 | 3.58 | 35.7 | 5.4 | 6.7 | 6.21 |
| NO. | 235 | 1.58 | 19.0 | 1.76 | 2.01 | 4.29 |

[^178]hood. The distance between molecules is calculated from the density of the crystals, and the repulsive force [as well as appreciable corrections which really ought to be made in the attractive forces, because the distance of approach of the molecules is too close for Eq. (21) of Appendix III to hold exactly] is neglected. Both the experimental value of the heat of sublimation and the density are corrected to $0^{\circ} \mathrm{K}$., in order to avoid complications due to thermal motions of the atoms. I was evaluated from spectroscopic, data.

The results of the comparison between theory and experiment are presented in Table 39, taken chiefly from London. It will be seen that the agreement between theory and experiment is reasonably good, especially in view of the approximations involved, cxecpt for nitric oxide, which consists of double molecules in the liquid or solid phase. ${ }^{1}$ Associated solids and liquids in general have high heats of vaporation, since the heat of vaporization also includes the heat of dissociation.

Of especial interest is the series of hydrogen halides, in which the heat of sublimation increases with the molecular weight. As already noted in Chap. XIII, this behavior is typical of van der Waals forces. On first glance at Eq. (6), assuming it to give a good approximation for the potential, this may seem a little strange; for one's first inclination would be to set the intermolecular distance $r$ in the crystal equal, or at least proportional, to $2 R$, which would make $U$ inversely proportional to $R$ and hence $U$ would be expected to decrease with the molecular weight. If one may assume that the value of $R$ for a hydrogen halide is somewhere near the radius of the corresponding halogen ion, then the intermolecular distances calculated from the respective densities (either at $0^{\circ} \mathrm{K}$. or the boiling point) in solid or liquid $\mathrm{HCl}, \mathrm{HBr}$, and HI certainly parallel closely the values of $R$. On the other hand, it will be seen from the table that $\alpha$ actually varies more rapidly with $R$ than $R^{8}$ ( $R^{3}$ being proportional to the molal volume), so the fact that Eq. (6) does not appear to give an increase in the van der Waals potential with the molecular weight may be laid in part to the approximations in Eq. (2).
17.2. Dipole Forces.-The nature of the dipole forces, resulting from the interaction between molecules with permanent electric

[^179]moments, will be sufficiently clear from the discussions in Chap. XIII and Appendix III. When permanent dipoles are present, the potential due to their interaction is simply superimposed upon the van der Waals potential; these two effects are independent of each other. (There will be an additional attraction due to the interaction between the permanent dipole and the dipole induced by it in another molecule. This, however, should be relatively unimportant compared with the forces due to the permanent dipoles, unless two different molecules, one with a permanent dipole and one without, are involved.)

The hydrogen halides offer a good opportunity to study the circumstances under which the van der Waals forces predominate, and those under which the dipole forces are more important. The calculation which was discussed in Sec. 17.1 would indicate that the cohesion properties of $\mathrm{HCl}, \mathrm{HBr}$, and HI are reasonably well accounted for by the consideration of van der Waals forces only. It will be of interest, however, to make a rough calculation to show that the dipole forces are actually small. For this purpose, we choose HCl , in which the dipole forces are most likely to be of importance.

At low temperatures, solid HCl has a somewhat distorted closepacked (face-centered cubic) lattice. Each molecule has 12 nearest neighbors, and from the density given in Table 39, the average distance between nearest neighbors is about $3.79 \AA$. Using, then, the expression developed in Appendix III for the potential between two dipoles, setting $\sin \theta_{1}=\sin \theta_{2}=0$ and $\cos \theta_{1}=-\cos \theta_{2}=1$ (i.e., assuming the most favorable orientation for attraction), and taking $M_{1}=M_{2}=M$ from Table 40, we obtain a value of $3.88 \times 10^{-14} \mathrm{erg}$ for the potential of the two molecules. Multiplying by Avogadro's number and reducing to calories, we get 563 . Suppose now that of the molecules near any one the equivalent of six are favorably oriented (which is impossibly large). Each of these contacts is a contact between two molecules; these forces will contribute, under the assumptions made, about $563 \times \frac{0}{2}=1689$ cal. per mole to the heat of sublimation. This is certainly an overestimate, but even so, it is relatively small compared with the heat of sublimation given in Table 39. It might possibly be objected that some of the molecules are appreciably closer than this average distance;
these might exert greater mutual forces, but the difference must be small. The density of the high-temperature modification of HCl , in which, presumably, the molecules are rotating freely ${ }^{1}$ and which is of the cubic close-packed variety, so that all near neighbors are equally distant, is only about 5 per cent less than the density at absolute zero. Furthermore, the heat of sublimation of the high-temperature form is still about 4500 cal. per mole at its melting point, which is much larger than the value of 1689 estimated above as maximum dipole action at $0^{\circ} \mathrm{K}$.

In the case of HF , the situation is entirely different. Here the dipole forces play a predominant role. This is evidenced by the relatively high boiling point, which will be discussd below, and by the tendency of HF to polymerize in the gas phase. Simons and Hildebrand ${ }^{2}$ measured the vapor density of HF from -39 to $88^{\circ} \mathrm{C}$., and found that at the lowest temperature the apparent molecular weight of saturated' vapor became 87.4 (molecular weight of the monomer is 20). The other hydrogen halides show no such tendency to polymerize in the gas phase, and since the van der Waals forees would be expected to be less for HF, it is obvious that some other stronger force must be holding the molecules together. Examination by electron diffraction ${ }^{3}$ shows that the HF molecules stick together in short kinked chains, with the negatively charged part of one molecule near the positively charged part of the next. ${ }^{4}$ The angle between two adjacent links ${ }^{5}$ of the chain is about $142^{\circ}$. It seems a little strange that these chains are not straight, as that would give the lowest electrostatic energy; however, it is probable that the angle of $142^{\circ}$ is not rigidly fixed but is, rather, an average, the bond between different HF molecules being weak enough so that the chains bend easily under thermal agitation. The distance between two

[^180]adjacent fluorine atoms in the chain ${ }^{1}$ is $2.55 \AA$., and from this the energy of interaction is found to be 5900 cal. per bond mole. (In making this calculation, it is assumed that the HF molecules are oriented parallel to the chain, as shown in Fig. 66, which is not quite the assumption made by Bauer, Beach, and Simons.) This bond energy is, therefore, quite appreciable, and may well be expected to have a marked influence on the properties of the substance. It is considerably larger than would be expected for the van der Waals potential between two HF molecules, which (from comparison with $\mathbf{H C l}$, see Table 39 and footnote 2, page 357 ) should not exceed 500 cal . per pair mole. The permanent dipole-induced dipole potential, calculated from Eq. (21)

of Appendix III (a reasonable estimate of the polarizability of HF being made), is also small.

A comparison between the HF and water molecules will be of interest. The heat of sublimation of ice is approximately 12,000 cal. per mole. As shown in Chap. XIX, ice has a tetrahedral structure, each molecule being surrounded by four others. Since each contact is a contact between two molecules, the number of "bonds" between molecules is twice the number of molecules. Therefore (if the effect of more distant molecules is neglected) the mutual energy of two water molecules that are in contact is about 6000 cal. per pair mole, which is just about the same as calculated for one pair of HF molecules. But even this energy is not sufficient to cause association of water in the vapor phase. The marked association of HF would seem to indicate that the binding energy of a pair is even greater than this. However, in view of the approximate nature of the calculations, the discrepancy indicated does not seem serious.

[^181]17.3. The Experimental Material.-It is not usually possible to make so complete an analysis as in the case of the hydrogen halides. Usually not so many data are available, but a great deal can be learned simply from the boiling points of a series of substances. ${ }^{1}$ If the molecules are held together by van der Waals forces in the solid state, the same forces are operative in the liquid state, and the heat of vaporization is a good measure of the strength of these forces. But according to Trouton's rule, the heat of vaporization in calorics per mole of a normal nonassociated liquid is about twenty-one times the absolute boiling point. This rule is only an approximation which is not very good at low temperatures, but it is not necessary to go into these details; for the rest of our discussion the boiling point may be taken as a sufficiently good indication of the magnitude of the van der Waals forces, or other cohesive forces, such as dipole forces if they are operative. If there are special directed forces like dipole forces, the result is always that the heat of vaporization becomes more than twenty-one times the boiling point. So an abnormally high boiling point will, in general, mean a still greater abnormality in the heat of vaporization. Since van der Waals are in general the weakest type of force operative in solids and liquids, they ordinarily result in substances that boil at lower temperatures than is the case when other forces are operative.

The hydrogen halides, whose properties have already been extensively discussed, will illustrate the preceding statements. In the accompanying table are given their boiling points $T_{b}$ and their molal heats of vaporization at the boiling point $\Delta H_{b}$, as well as the dipole moments $M$ for comparison. ${ }^{2}$ It is seen that the boiling point and heat of vaporization increase in the order $\mathrm{HCl}, \mathrm{HBr}, \mathrm{HI}$, as expected for van der Waals forces. On the other hand, HF has an abnormally high boiling point.

Similar results are found with other hydrogen compounds, the dipole forces being appreciable only when the central atom is in
${ }^{1}$ The boiling point has long been used as a criterion in the classification of chemical compounds. See footnote 1, p. 205.
${ }^{2}$ The heats of vaporization are taken from Bichowsky and Rossini, "Thermochemistry of the Chemical Substances," Reinhold Publishing Corporation, 1936. Boiling points for the chapter are, in general, from "International Critical Tables" or Landolt-Börnstein, "Tabellen." The dipole moments are the same as in Table 15. That for HF is the estimate of Smallwood, Zeits. physik. Chem., B19, 253 (1932).

Table 40.-Properties of Hydrogen Halides

|  | $T_{b}{ }^{\circ} \mathrm{K}$. | $\Delta H_{b}$, kg.-cal. per mole | $\begin{gathered} M \times 10^{18}, \\ \text { e.s.u. } \end{gathered}$ |
| :---: | :---: | :---: | :---: |
| HF | 292.5 |  | 2.0 |
| HCl | 188.1 | 3.86 | 1.03 |
| HBr | 206.1 | 4.21 | 0.78 |
| HI. | 237.7 | 4.72 | 0.38 |

the first row of the periodic table. This is illustrated by the boiling points of the series of hydrogen compounds of the clements at the right of the periodic system, some of which are given in Table 46, of Chap. XIX, which is presented in connection with a further discussion of the intermolecular forces of polar liquids. It is interesting to observe that when the molecule is symmetrical, so that there is no resultant dipole moment (methane), the boiling point is low even for a hydride of an element of the first row.

It will be seen from this discussion and from that of Sec. 17.2 that hydrogen is capable of forming what may be called a "bridge" between two negative atoms. When it does this, it is sometimes said to form a "hydrogen bond," though the term "bridge" is probably more descriptive. Such hydrogen bridges are responsible for the polymerization of many organic compounds. For example, formic acid and other organic acids occur as dimers even in the gas phasc. The structure of the dimer of formic acid is as follows: ${ }^{2}$

a dotted line being used to indicate the "bonds" between a hydrogen and an oxygen on the other molecule. It is thinkable in such a case as this, where the binding of the hydrogen tends toward the polar type, that the hydrogen is symmetrically situated between the two oxygens, rather than being definitely

[^182]attached to one of them. Actually, however, it is probable the hydrogen remains attached to a particular molecule. In the case of water, which is diseussed in detail in Chap. XIX, a strong hydrogen bridge is formed between water molecules, causing the relatively high boiling point of water, but the hydrogen forming the bridge undoubtedly belongs to one of the water molecules rather than the other.

Hydrogen bridges also oceur in inorganie crystals, such as $\mathrm{NaHCO}_{3}$. We have already discussed one such case, that of $\mathrm{NH}_{4} \mathrm{~F}$, in Sec. 14.10.

The distance between oxygens in various $\mathrm{O}-\mathrm{H}-\mathrm{O}$ linkages varies from 2.55 to $2.8 \hat{A}$. It is obvious that the smaller the distance the more likely it will be that the hydrogen will be placed symmetrically with respect to the atoms it is bridging. However, the smallest of these distances is considerably greater than twiee the normal $0-\mathrm{H}$ distane of $0.955 \AA$ in water.

Huggins has estimated the energies of hydrogen bridges in various compounds, involving $\mathrm{F}-\mathrm{H}-\mathrm{F}, \mathrm{O}-\mathrm{H}-\mathrm{O}, \mathrm{C}-\mathrm{H}-\mathrm{N}, \mathrm{N}-\mathrm{H}-\mathrm{F}$, $\mathrm{C}-\mathrm{H}-\mathrm{O}$, and $\mathrm{N}-\mathrm{H}-\mathrm{O}$ linkages. (His estimate for $\mathrm{F}-\mathrm{H}-\mathrm{F}$, however, rested on data now known to be inapplicable.) They are almost all around 6 kg .cal. (only three varying appreciably from this figure, the total range being from 4 to 10.5). In view of the different electronegatives of the atoms and the different properties of the compounds involved, this figure seems to be remarkably constant. The $\mathrm{N}-\mathrm{H}-\mathrm{N}$ bridge formed in solid or liquid ammonia is apparently considerably weaker than those considered by Huggins. It should be noted that Huggins' estimates of hydrogen bridge strengths do not make any allowance for van der Waals forces.

It seems probable that only in compounds containing hydrogen are the dipole foress of considerable importance. Thus we may consider the serics $\mathrm{NF}_{3}$, boiling at $144^{\circ} \mathrm{K}$., $\mathrm{PF}_{3}$ boiling at $178^{\circ} \mathrm{K}$., and $\mathrm{AsF} \mathrm{F}_{3}$ boiling at $336^{\circ} \mathrm{K}$. These compounds are all undoubtedly unsymmetrical (pyramidal in structure); one would expect the dipole force:, if they exist, to be more effective the smaller the molecule, but it is seen that although they may cause the boiling point of $\mathrm{NF}_{3}$ to be higher than it otherwise would be, they are not sufficient to upset the order. On the other hand, it is probable (judging from the other halides of this group) that the dipole moments actually increase with
the molecular weight, on account of the increasingly positive character of the central atom; this might be the cause of the relatively high boiling point of $\mathrm{AsF}_{3}$, but it seems rather unlikely.

The halides of boron also are examples of molecular compounds. One might, perhaps, reasonably expect dipole forees to play a significant role in the case of $\mathrm{BF}_{3}$, in which there is a relatively electropositive element combined with the extremely negative fluorine. However, $\mathrm{BF}_{3}$ has the form of a triangle with the boron in the plane of the fluorines. ${ }^{1}$ It is thus quite symmetrical, with no resultant dipole moment, and is extremely volatile. (The boiling points of the halides of boron are $\mathrm{BF}_{3}$, $172^{\circ} \mathrm{K}$.; $\mathrm{BCl}_{3}, 286^{\circ} \mathrm{K}$.; $\mathrm{BBr}_{3}, 364^{\circ} \mathrm{K}$.; and $\mathrm{BI}_{3}, 483^{\circ} \mathrm{K}$., showing no indication of dipole-dipole forces.) This is, perhaps, a little surprising in view of the fact, that $\mathrm{BH}_{3}$ docs not exist, but is always polymerized to the form $\mathrm{B}_{2} \mathrm{H}_{6}$, and that the halides of boron have a very considerable tendency to add an atom or group that can furnish an clectron pair. Thus compounds like $\mathrm{BCl}_{3} \mathrm{PH}_{3}$ and $\mathrm{BF}_{4}^{-}$are known, ${ }^{2}$ and the latter has a tetrahedral structure. It is to be noted, however, that in these compounds the $\mathrm{BF}_{3}$ or $\mathrm{BCl}_{3}$ group really acts like a negative element, sharing the electrons that are furnished by another element. It may thus be the very fact that fluorine is strongly electronegative that prevents an electron pair from a fluorine in $\mathrm{BF}_{3}$ from being shared with another $\mathrm{BF}_{3}$ molecule. The negatively charged ion, $\mathrm{F}^{-}$, may well be less electronegative, and so more prone to share electrons with a $\mathrm{BF}_{3}$ molecule, giving $\mathrm{BF}_{4}^{-}$(see also Secs. 16.9 and 16.13).

The aluminum halides furnish an interesting series, inasmuch as a sudden change of type takes place as one goes from the fluoride to the chloride. Aluminum fluoride has a high boiling point (sublimation point ${ }^{3}=1530^{\circ} \mathrm{K}$.), indicating that the forces are too large to be merely van der Waals forces; in fact, one might well conclude that they are also too great to be dipole forces. X-ray analysis of the crystal ${ }^{4}$ shows that each aluminum is surrounded by six fluorines, three at $1.70 \AA$. and three at $1.89 \AA$,

[^183]There is no indication that molecules are present in the lattice, and it seems rather probable that the forces are largely ionic in type, though they may be partly covalent. In the case of aluminum chloride, on the other hand, the situation is decidedly different. The boiling point is relatively low, approximately $433^{\circ} \mathrm{K}$. Vapor-density measurements show that the formula is $\mathrm{Al}_{2} \mathrm{Cl}_{6}$, indicating that the erystal is probably composed of molecules of this formula. The higher halides resemble $\mathrm{Al}_{2} \mathrm{Cl}_{6}$ in their properties. ${ }^{1}$ X-ray measurements of solid $\mathrm{Al}_{2} \mathrm{Cl}_{6}$ and electron-diffraction measurements ${ }^{2}$ of the aluminum halide gases


Fig. 67.


Fig. 68.-(After Palmer and Elliott.)
have been made, but they are not in agreement. The crystal measurements of $\mathrm{Al}_{2} \mathrm{Cl}_{6}$ indicate a structure of the type shown in Fig. 67, consisting of six chlorines in the form of an octahedron with two aluminums inside, very close together ( $0.63 \AA$.). The electron-diffraction measurements, on the other hand, indicate a molecule like that shown in Fig. 68, with the chlorines forming two tetrahedra with a common edge, one aluminum being inside each tetrahedron (Al-Al distance $3.4 \AA$.). This arrangement would correspond to an electron structure like this:


[^184]It seems very unlikely that the structure of the molecule can be as different as this in the solid and gas. The distance between an aluminum atom and an adjacent halogen atom, according to the electron-diffraction measurements, is $2.06 \AA$. if the halogen is one of the outside ones (No. 3 in Fig. 68, for example) or 2.21 $\AA$. if it is one of the inside ones (No. 8 in Fig. 68, for example). The calculated distance from Table 33 is $2.25 \AA$. For $\mathrm{Al}_{2} \mathrm{Br}_{6}$, the distances are 2.21 and 2.33, calculated 2.40 $\AA$.; for $\mathrm{Al}_{2} \mathrm{I}_{6}$ they are 2.53 and 2.58 , calculated 2.59. The binding is probably intermediate between ionic and covalent. It may be that the higher aluminum halides form molecular compounds, in contrast to $\mathrm{AlF}_{3}$, because the bonds are more covalent, so that each aluminum is bound to special halogen atoms, which belong to it in particular and are not bound to any other aluminum. On the other hand, the higher halides may form molecular compounds simply because with a larger halogen the coordination number of aluminum is smaller. If the coordination number of aluminum is smaller, the coordination number of halogen (with respect to aluminum) must be smaller also. Thus halogens cannot form bridges between aluminum atoms to give a continuous network through the crystal.

In sharp contrast with the properties of aluminum chloride are those of the oxide and nitride. The former has a boiling point of $2480^{\circ} \mathrm{K}$., and the forces may be either ionic or covalent, or something intermediate, but there are certainly no molecules formed. The nitride also has an extremely high boiling point, and the forces are almost certainly predominantly covalent.

The propertics of scandium trichloride are also of interest. This compound is not molecular, as the boiling point is high (melting point $1212^{\circ} \mathrm{K}$.). There is thus another abrupt transition from molecular to nonmolecular binding going from aluminum chloride to the corresponding scandium salt. Again, it cannot be stated with certainty whether this is due to $\mathrm{ScCl}_{3}$ being more ionic than $\mathrm{Al}_{2} \mathrm{Cl}_{6}$, or whether it is because the larger scandium atom or ion has a larger coordination number than aluminum. Crystal-structure investigations of $\mathbf{S c C l}_{\mathbf{3}}$ should prove very interesting in this connection.

Halides in which there are four or more halogen atoms surrounding a central atom generally have fairly low boiling points; this is especially true of many of the fluorides. These compounds
may thus be considered to be molecular compounds. Thus $\mathrm{MoF}_{6}$ has a boiling point of $308^{\circ} \mathrm{K}$., and $\mathrm{WF}_{6}$ has a boiling point of $291^{\circ} \mathrm{K}$. There are some exceptions, however. For example, $\mathrm{SnF}_{4}$ boils at $978^{\circ} \mathrm{K}$. as contrasted with $387^{\circ} \mathrm{K}$. for $\mathrm{SnCl}_{4}$. It is probable that the binding in $\mathrm{SnF}_{4}$ has considerable ionic character. In the case of thorium, which in view of its high atomic number may be expected to be quite electropositive, it seems probable that the chloride $\mathrm{ThCl}_{4}$ which boils at $1195^{\circ} \mathrm{K}$. is largely ionic, and even the bromide $\mathrm{ThBr}_{4}$ which sublimes at $883^{\circ} \mathrm{K}$. is also probably largely ionic.

It is interesting that where two or more halides with different formula exist, the compound that contains the greater number of halogen atoms is often the lower boiling. Thus $\mathrm{SnCl}_{2}$ boils at $896^{\circ} \mathrm{K}$., whereas $\mathrm{SnCl}_{4}$ boils at $387^{\circ} \mathrm{K}$. ; $\mathrm{ScF}_{4}$ boils at $373^{\circ} \mathrm{K}$., whereas $\mathrm{SeF}_{6}$ boils at $224^{\circ} \mathrm{K}$. ; and $\mathrm{OsF}_{6}$ boils at $476^{\circ} \mathrm{K}$., whereas () $)_{8} \mathrm{~F}_{8}$ boils at $320^{\circ} \mathrm{K}$. It seems reasonable to suppose that in these cases the compound with fewer balogen atoms has a more open structure, allowing close approach of electrically polarized groups and thus giving a better opportunity for the play of dipole forces; the foress may even verge toward the ionic type in $\mathrm{SnCl}_{2}$. When the number of halogens is larger, there is less room about the, central atom, and the close approach of groups having electric moments is prevented by steric hindrance. On the other hand, in a case like that presented by the phosphorus fluorides, it is probable that the dipole forces are unimportant, due to the negative character of the central atom, as is evidenced by the very low boiling points ( $\mathrm{PF}_{3}, 178^{\circ} \mathrm{K} . ; \mathrm{PF}_{5}, 198^{\circ} \mathrm{K}$.). In such a case, the van der Waals forces are greater the greater the number of atoms in the compound, and the compound with the greater number of halogens boils at the higher temperature. As is to be expected if the forces in the fluorides are predominantly of the van der Waals type, the chlorides boil at higher temperatures. ${ }^{1}$

[^185]Oxygen has less tendency than the halogens to form molecular compounds as is evidenced by the small number of volatile oxygen compounds. With a few exceptions (e.g., ( $\mathrm{SSO}_{4}$ ), volatile compounds are confined to the oxides of the halogens, the sulfur group, nitrogen, phosphorus, arsenic, and carbon. Particularly remarkable is the great difference between $\mathrm{CO}_{2}$, on the one hand, and $\mathrm{SiO}_{2}$ and $\mathrm{B}_{2} \mathrm{O}_{3}$ on the other. ${ }^{1}$ Individual molecules do not exist in the latter crystals, probably because Si and B are electropositive enough to form oxides with bonds of predominantly ionic character, whereas this is not so with $\mathrm{CO}_{2}$. However, oxygen being less negative than fluorine, the fact that it has, in general, less tendency to form molecular crystals cannot be explained by assuming that it forms more ionic rompounds. It seems rather to be connected with the fact that it has a valence of two instead of one, so that with a given element in a given valence state there will be only half as many atoms of oxygen per atom of the other element in the oxide as there are atoms of fluorine in the fluoride. 'Thus it is casier for an oxygen to come into contact with, and be bound to, more than one atom of another element, and so it is easier for valence bonds to run from atom to atom throughout the crystal in an oxide than in a fluoride. It may be added that the small size of carbon may be part of the reason that this element prefers to form double bonds with oxygen rather than have a coordination number of four. Thus the difference between $\mathrm{SiO}_{2}$ and $\mathrm{CO}_{2}$ may be somewhat similar in nature to the difference between oxides and fluorides.

Summarizing, then, we may say that molecular crystals tend to be formed

1. When the strong bonds tend to be covalent rather than ionic, because the former are more definitely localized than the latter.
2. When one kind of atom tends to predominate in number in the crystal, especially if it is univalent.

## Exercise

1. Argon has a face-centered cubic structure. Assuming as an approximation that each atom is affected only by its nearest neighbors, calculate the heat of sublimation from the density and value of $\alpha$ given in Table 39.
[^186]
## CHAPTER XVIII

## METALLIC CRYSTALS

18.1. The Alkali Metals and Alkaline Earth Metals.-It was indicated in Chap. XIII that the typical metal (e.g., an alkali metal) can be thought of as consisting of a series of positive ions immersed in a sea of free electrons. The stabilizing influence is the electrostatic attraction between the positive ions and the negative electrons. The origin of the balancing repulsive force is of a rather unusual character; it is due to the Pauli exclusion principle (Sec. 7.2) as applied to the free electrons in the metal. ${ }^{1}$ These "frec" electrons are actually moving in a sort of "box," similar to that described in Scc. 4.2. There is quantization of the energy levels in this box, and but one clectron can occupy a given quantum state. Just as this property works out in the case of an atom to prevent it from collapsing, so it prevents the metal as a whole from collapsing.

These ideas can readily be worked out quantitatively and applied to the alkali metals. ${ }^{2}$ The attractive force in an alkali metal may be considered to be very similar to that prevailing in an ionic uni-univalent crystal. It is true that in the crystal the negative ion has a practically fixed position, whereas in the metal the electron does not; however, it will be reasonable to write the expression for the attractive potential of the metal in the form $-\frac{A e^{2}}{r}$, where here $r$ is the average distance between electron and positive ion, $A$ a constant, and $e$ the electronic charge. Assuming that this average distance is proportional to the distance

[^187]between adjacent positive ions, and hence to $V^{1 / 3}$, where $V$ is the atomic volume of the metal, we may write it as $-\frac{A_{1} e^{2}}{V^{1 / 3}}$, where $A_{1}$ is a new constant. A similar constant can be defined for ionic crystals. Sherman ${ }^{1}$ has tabulated values of $A_{1}$ for the uniunivalent crystals and (what amounts to the same thing) $A_{1} / 4$ for the bi-bivalent crystals whose Madelung constants are given in Table 18 of Chap. XIV; the range in $A_{1}$ (or $A_{1} / 4$ ) is from 2.0 to 2.4.

Let us now return to a consideration of the repulsive force. As noted above, this may be referred to the quantization of the free electrons in the "box" provided by the metal. The box, however, will not be a simple box because of the presence of the positive ions. These ions consist of nuclei surrounded by shells of electrons occupying the inner quantum states which may be considered to be substantially unaffected by the presence of other positive ions. Since these inner states are already occupied, the free clectron can enter the region near the nucleus only as a penetrating electron; as such, it can stay there only a short time. The presence of the ions thus effectively shuts out a certain portion of the space in the metal from the free electrons. Let us make the assumption now that the kinetic energy of the electrons can be quantized independently of their potential energy (which assumption may be said to be the quantitative characterization of the assumption that the electrons are "free") and that the effect of the ions can be taken into account by subtracting a volume $V_{i}$ from $V$ to get the volume per ion in which the electrons are free to roam. It will turn out later that $V_{i}$ must be assigned values about five times as great as the volume that would be calculated from the crystal radii for the alkali ions; however, it seems not unlikely that the penetration of the electron begins already outside this arbitrarily defined distance, so that the electron will in general spend a relatively smaller time in regions near the ion than in regions farther away and this, together with the boundary conditions which the electron waves must meet at the points where the ions are located, may combine in the responsibility for the relatively large values of $V_{i}$.

If there are $N$ ions in the portion of metal considered, the total volume available to them will be $N\left(V-V_{i}\right)$. The number of

[^188]quantum states $n_{0}$ having kinetic energies less than, or equal to, $T_{0}$ will, from Eq. (21) of Chap. IV, be given by
\[

$$
\begin{equation*}
n_{0}=2 \times \frac{4}{3} \pi\left(2 T_{0} m\right)^{3 / 2}\left(V-V_{i}\right) N h^{-3}, \tag{1}
\end{equation*}
$$

\]

where $m$ is the mass of the electron; the factor 2 allows for the fact that the number is doubled owing to the two possible states of the electron spin. Electrons going into these quantum states will fill up the lowest energy levels first. Suppose that all the quantum states are filled up whose energy is, say, $T_{0, \text { max }}$ or less; then, since the total number of electrons is equal to the number of ions $N$, the value of $T_{0, \max }$ will be found by setting $n_{0}=N$ and solving for $T_{0}$. This gives

$$
T_{0, \max }=\frac{h^{22}}{2 m}\left(\frac{3}{8 \pi\left(V-V_{i}\right)}\right)^{3 / 2} .
$$

Actually it is true only at absolute zero that all the states with energy less than $T_{0, \max }$ are filled and all those with greater energy are empty, but even at room temperature this is true to a good approximation.

From Eq. (1) it is seen that the number of electrons having energy less than $T_{0}\left(T_{0}<T_{0, \text { max }}\right)$ is proportional to $T_{0}^{3 / 3}$. Likewise the number having energy less than $T_{0}+d T_{0}$, where $d T_{0}$ is a small increment, will be proportional to ( $\left.T_{0}+d T_{0}\right)^{3 / 2}$; so the number in the range of energies between $T_{0}$ and $T_{0}+d T_{0}$ will be proportional to

$$
\left(T_{0}+d T_{0}\right)^{3 / 2}-T_{0}^{3 / 2}=d T_{0}^{3 / 2}=\frac{3}{2} T_{0}^{3 / 2} d T_{0}^{\prime}
$$

hence will be equal to $a T_{0}{ }^{1 / 2} d T_{0}$, where $a$ is a constant. The ayerage energy of all the electrons will be

$$
\begin{align*}
T_{0, a v} & =\frac{\int_{0}^{T_{0, \max }} T_{0} \times a T_{0^{3 / 2}} d T_{0}}{\int_{0}^{T_{0, \max }} a T_{0^{1 / 2}} d T_{0}}=\frac{3}{5} T_{0, \max } \\
& =\frac{3}{10} \frac{h^{2}}{m}\left(\frac{3}{8 \pi\left(V-V_{i}\right)}\right)^{3 / 5} \tag{2}
\end{align*}
$$

It will be observed that this average energy increases as the volume $V$ decreases. It may be treated as a potential due to a repulsive force. The total energy $E$ of the metal is thus given as a function of $V$; by the expression

$$
\begin{equation*}
E=-\frac{e^{2} A_{1}}{V^{1 / 3}}+\frac{3}{10} \frac{h^{2}}{m}\left(\frac{3}{8 \pi\left(V-V_{i}\right)}\right)^{3 / 3} \tag{3}
\end{equation*}
$$

This, of course, neglects all zero-point energy and thermal agitation of the ions. At absolute zero, however, the latter factor is nonexistent, and in any event, Eq. (3) should be a good approximation.

The equilibrium volume of the metal, the observed value of $V$ at absolute zero, which we shall call $V_{e}$, will be obtained in terms of $V_{i}$, by finding the minimum of $E$ by differentiation of Eq. (3). Since $V_{e}$ is obscrved and $V_{i}$ is unknown, the latter instead may be determined in terms of the former. Substituting the resulting value of $V_{i}$ back into Eq. (3), we get an expression for $E_{e}$, the energy of formation of the metal at absolute zero (neglecting zero-point energy) from free positive ions and electrons. This should be the negative of the sum of the energy of sublimation $S$ and the ionization potential $I$, since the decomposition of the metal into gaseous ions and electrons can be thought of as taking place in steps, first sublimation, then ionization.

The final theoretical evaluation of $E_{e}$ depends upon the assignment of a value for $A_{1}$. The value that has been used is the entirely reasonable one of 2.08 , for all the alkali metals. A comparison of observed and calculated values of $E_{e}$ is given in Table 41.

Table 41.-Binding Energies of Alkali and Alkaline Earth Metals (Energies in electron volts, volumes in cu. $\AA$ per molecule)

| Metal | $V$ e | $V_{i}$ | I | $S$ | $-E_{e}=I+S$ | $-E_{\text {e }}$ (calc.) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Li. | 20.71 | 6.5 | 5.36 | 1.69 | 7.05 | 7.13 |
| Na | 37.60 | 14.9 | 5.11 | 1.12 | 6.23 | 6.18 |
| K | 71.6 | 33.3 | 4.32 | 0.86 | 5.18 | 5.25 |
| Rb | 87.6 | 42.6 | 4.16 | 0.82 | 4.98 | 4.98 |
| Cs. | 108.7 | 55.3 | 3.87 | 0.82 | 4.69 | 4.70 |
| Mg. | 23.5 | 8. | 22.57 | 1.57 | 24.14 | 21.96 |
| Ca. | 43.0 | 18. | 17.91 | 2.07 | 19.98 | 18.98 |
| Sr . | 55.4 | 25. | 16.65 | 2.04 | 18.69 | 17.80 |
| Ba | 62.9 | 29. | 15.14 | 2.12 | 17.26 | 17.23 |

[^189]A similar calculation for the alkaline earth metals can be made, if we take into account the fact that there are two electrons per positive ion and that $A_{1}$ must be assigned another value in order that $-\frac{A_{1} e^{2}}{V^{1 / 3}}$ may give the correct value of the potential energy per positive ion. An alkaline earth metal may be compared with a uni-bivalent crystal. For a number of different types of such crystals, $A_{1}$ has been found by Sherman ${ }^{1}$ to range from 6.5 to 8.0. The results of some calculations using $A_{1}=6.6$ are given in Table 41. In the case of the alkaline carth metals, $I$ stands for the sum of the first two ionization potentials.

It will be observed that the agreement between the experimental and theoretical values is reasonably close, especially in the case of the alkali metals. For these, the agreement is so close that the method may be considered a theoretical way of calculating $S$, this quantity being found as the difference between $E$ calculated and $I$ observed. Though $S$ is a small difference between these two relatively large quantities, the results obtained are very good. In the case of the alkaline earth metals, the agreement is not sufficiently good to use the results in this way. It might be imagined that this poorer agreement in the case of the alkaline earth metals is due to variation in $A_{1}$ from metal to metal. However, it seems more likely that it is due to deviation from the pure metallic type of binding setting in for the lighter alkaline earth metals. That this would occur is to be inferred from work by Wigner, Seitz, Slater, and others, ${ }^{2}$ who have considered the binding forces in metals by actually finding approximate solutions for the wave equation for the free electrons. These calculations show (in verification of earlicr less exact work) that instead of there being a completely continuous series of close-spaced energy levels for the free electrons, these occur in bands, there being certain fairly wide energy regions in which no allowed energy levels exist. That this is to be expected is seen if we consider the process of expanding a metal, allowing it to go

[^190]over to neutral atoms (the state it naturally would assume if expanded indefinitely) instead of ions and electrons. At the end of the process, the free clectrons have become bound electrons in definite energy levels. In the actual metal, we might well expect that some intermediate condition would exist. The energy levels would not be reduced to the uniformity of levels in an empty box, such as considered in Chap. IV, but would retain some of the characteristics proper to atoms, thus giving rise to the banded structure. This phenomenon will be further discussed in Sec. 18.4. If the energies for which no levels occur are higher energies than those normally possessed by any of the electrons, that is to say, if deviations from the uniform emptybox distribution occur only for levels not actually occupied, then the electrons will act like free electrons. This is the situation presumably existing in the alkali metals, but apparently not in any others, except perhaps barium. This accounts for the good agreement obtained with the alkali metals, using the very rough picture presented above. It may be remarked that it does not work any better for the copper group than it does for the lighter members of the alkaline-earth-metal group, and in the copper group, also, the electrons are probably not "entirely free."

Just as in the case of ionic crystals it was possible to get an expression for the compressibility' by two-fold differentiation of the energy expression [Eq. (10), Chap. XIV], so this should be possible here. When this is attempted, very poor agreement with experimental values is obtained. This may be in part due to the fact that the experimental value is obtained at room temperature, and there are some indications that the values thus obtained may differ rather widely from the values at absolute zero. But, in any event, it appears that relatively insignificant changes in the energy expression may make a great difference in the calculated compressibility, so that the latter has but little significance from the point of view of the calculation outlined. When corrections are made so as to make the compressibilities fit, the value of $A_{1}$ necessary to make the theoretical energies agree with the experimental is slightly changed, and the agreement as between the different alkali metals is made slightly less exact. Nevertheless, the general picture and the assumption that $A_{1}$ has a reasonable value practically the same for all the alkali metals seem to work very well. Slight discrepancies show them-
selves in the case of the alkaline earth metals, and with metals of higher valence the deviation from metallic character increases until finally the metallic binding merges into atomic or covalent binding. Some of the elements just to the right of the center of the periodic table, having low valences, exhibit more typically metallic binding than some of those to their left. It must be said, however, that there is no proof that these elements of lower valence have more free electrons per atom than the less metallic metals of higher valence; in fact, since the latter have more valence electrons, the contrary is probably often true, but in any event, the elements of higher valence have fewer free electrons per valence electron.
18.2. The Transition between Metallic and Covalent Binding. From the preceding discussion, it appears that the deviation from metallic type binding is related to the existence of bands of energy levels. The properties of substances will be largely determined by the number of energy levels available per molecule in each band, for this will determine the distribution of valence electrons within the bands, and the disposition of the valence electrons, in turn, largely fixes the properties of the substance. It seems probable that a strictly covalent binding is marked by a structure in which the bands are exactly filled. When the bands are almost filled, or just fail to take care of all the electrons, the substance is predominantly of covalent type, but has some residual metallic properties, such as electrical conductivity, though the conductivity will be relatively small. Such a case is bismuth. The study of energy bands may be considered as analogous to the Hund-Mulliken point of view in the study of molecules (see Chap. XI). In Chaps. XV and XVI, we have rather stressed the Heitler-London-Pauling-Slater point of view, and for many purposes this is simpler, but with its localized bonds it is not applicable to metallic binding.
The role played by the number of valence electrons in the transition from metallic to covalent binding has been brought out by Hume-Rothery ${ }^{1}$ in a study of the crystal structure of the elements toward the right of the periodic table. Although, as

[^191]will appear in Scc. 18.4, these considerations are not wholly independent of the energy bands, they emphasize a rather different aspect of the matter. The tendency of atoms to share electrons so as to complete shells of eight would, if carried to its logical conclusion, cause valence electrons to be shared between more than two atoms. In the case of arsenic, for example, this is not necessary, for three valence electrons from each atom can be shared with three other atoms. As a result every atom has three shared pairs which with the unshared pair complete the shell of eight. In the case of germanium, the arrangement is of the tetrahedral type in which each atom has four shared pairs. On the other hand, if the shell of eight is to be completed in the case of gallium, it will require that an atom share five electrons from other atoms, and it will then have to share its three electrons with five atoms; there are not enough electrons to go around, and each electron must be shared among more than two atoms. This may be regarded as an approach to the metallic state in which all electrons are shared among all atoms. This discussion suggests that each gallium should be surrounded by five nearest neighbors, and at first this was thought to be the case, but more recent evidence indicates that the number is seven. ${ }^{1}$ This is a very peculiar type of structure, and though it shows that some of the atomic character of the binding remains, it also shows that the shift to metallic binding does not occur smoothly, but that various complications enter.

The number of valence electrons undoubtedly plays an important part in determining whether a substance is metallic or not, but it is by no means the only factor; in fact, the number of elements to be counted as metallic in any given row in the periodic table depends, as we know, upon the location of that row. Thus in the first row, probably only lithium and beryllium would be classified as metallic, whereas in later rows such elements as arsenic, antimony, and bismuth, and even tellurium are often considered to be metallic, the first three mentioned, especially, having some of the physical properties of metals. As indicated above, this does not, by any means, signify that all valence clectrons are free, and in fact, in these very negative elements it

[^192]Table 42.-Crystal Structures of Certain Elements

| Element | Number neighbors | Distance | Remarks |
| :---: | :---: | :---: | :---: |
| Cu . | 12 | 2.55 | Close-packed spheres (face-centered cubic,-see Appendix IV) |
| Zn. | $\left\{\begin{array}{l}6 \\ \end{array}\right.$ | 2.65 | Structure almost close-packed |
|  | 6 | 2.94 |  |
| Ga. | $\{1$ | 2.44 | A slight displacement would change |
|  | $\{6$ | 2.71-2.80 | coordination number from 7 to 5 |
| Ge. | 4 | 2.43 | Tetrahedral, like diamond |
| As. | $\{3$ | 2.51 | Angle between bonds $97^{\circ}$ (see p. 269) |
|  | 3 | 3.15 | (Other forms exist--some amorphous) |
| Se. | 2 | 2.32 | Spiral chains (allotropic forms existsome amorphous) |
| Br . | 1 | 2.27 | Molecular crystal |
| Ag. | 12 | 2.88 | Like Cu (Possibly an allotropic form exists) |
| Cd. | $\{6$ | 2.97 | Like Z n |
|  | ¢ 6 | 3.30 |  |
| In. | $\{4$ | 3.24 | Slightly distorted close-packed |
|  | 8 | 3.37 |  |
| White Sn. | $\left\{\begin{array}{l}4 \\ 2\end{array}\right.$ | 3.02 | Much distorted tetrahedral |
|  | 12 | 3.15 |  |
| Gray Sn. | 4 | 2.80 | Tetrahedral, like diamond |
|  | $\{3$ | 2.87 | Angle between bonds $96^{\circ}$ (sec p. 269) |
|  | 13 | 3.37 | (Less stable amorphous forms exist) |
| Te......... | 2 | 2.86 | Spiral chains (allotropic forms probably exist.) |
| I. | 1 | 2.70 | Molecular crystal |
| Áu. | 12 | 2.88 | Like Cu |
| Hg. | $\left\{\begin{array}{l}6 \\ 6\end{array}\right.$ | 3.00 | Rhombohedral (distorted close-packed) |
| T1. | 16 | 3.47 |  |
|  | 12 | 3.45 | Hexagonal close-packing (see Appendix IV). An allotropic form occurs which is also close-packed-face-centered cubic. |
| Pb . | 12 | 3.49 | Close-packed |
|  | $\left\{\begin{array}{l}3 \\ 3\end{array}\right.$ | $3.10$ | Angle between bonds $94^{\circ}$ (see p. 269) |
| Bi. | 3 | 3.47 | (Amorphous forms may exist) |

There seems to be no reason to $s=1 ; p$ pose that in amorphous forms the immediate surroundings of any single atom are very diferent than in the crystalline form.
seems unlikely that there are as many free electrons as would correspond to one per atom. It does not take many free electrons (which may be defined as electrons in incompletely filled energy bands) to lend some of the physical metallic properties to a substance, and in such cases in which there are four or more valence electrons, e.g., bismuth and silicon, the valence forces are presumably largely covalent. These substances are different from most metals in that they are brittle, and their electrical conductivity is relatively small. The conductivity of most metals decreases steadily with the temperature, the result of the thermal agitation of the lattice. In the case of a number of borderline metals, germanium, tellurium, and silicon, the conductivity increases with increasing temperature, but only at low temperatures. ${ }^{1}$ This is probably due to an increase in the number of free electrons with increasing temperature, which is counteracted by other effects at higher temperatures. ${ }^{2}$ Lead appears to be fairly metallic, but in the case of tin there are two forms known, one of which, gray tin, has a tetrahedral structure and does not appear to have metallic properties. White tin is metallic, and the tetrahedral arrangement is very much distorted, though signs of special structure, which would not be expected with purely metallic binding, are present. Such signs of structure are also marked in zinc, in which each atom has six neighbors at a distance of $2.65 \AA$. and six at $2.94 \AA$., in cadmium with a similar structure, and in mercury, though these elements are generally conceded to be metallic. In the more definitely metallic substances, the structure is close-packed, or nearly so, each atom having twelve or eight nearest neighbors. In Table 42, we summarize some of the pertinent properties of the elements in this region of the periodic table.
18.3. Intermetallic Compounds.-Grimm ${ }^{3}$ has given a classification of binary compounds into various types, corresponding in the main to the types of binding considered in Chap. XIII. His tables show a great majority of all known and inferred compounds to be metallic compounds. His classification is for the most part based upon inference from the physical properties of

[^193]the compounds, but is undoubtedly accurate in the main. Metals and metallic compounds can be recognized by their relatively high electrical conductivity, due to the free electrons, by their metallic glance, arising from their high reflective power, which is also due, as optical theory indicates, to the free electrons they contain, and by such physical properties, as ductility, which depend upon easy slipping of the atoms past each other, which occurs with the metallic bond, but not with the localized covalent bond (because in this case it would require breaking of bonds) nor in the ionic bond (presumably because it could not occur without bringing ions of like charge close to each other).

The great preponderance of intermetallic compounds is of course to be referred back to the preponderance of metallic elements. Atoms with a relatively small number of valence electrons tend to lose electrons or, as Hume-Rothery has noted, share them with a number of other atoms, while elements whose number of valence electrons approaches eight tend to complete the shell of eight by adding electrons. There are far more elements with less than four valence electrons than with more than four valence electrons, which, as pointed out by Grimm, accounts for the large number of metallic elements and compounds. The elements that form true intermetallic compounds probably do not extend beyond the trivalent elements on the right of the periodic table (e.g., gallium).

The so-called intermetallic compounds range from compounds, such as $\mathrm{Na}_{4} \mathrm{Sn}$, in which the binding probably has some of the properties of ionic, covalent, and metallic bindings, and $\mathrm{Na}_{2} \mathrm{Te}$ (often called an intermetallic compound though probably largely covalent or ionic) to compounds in which the metallic character is largely preserved, as evidenced by such physical properties as electrical conductivity, metallic luster, and ductility. ${ }^{1}$ Even these more metallic compounds often appear to be less metallic than the elements, at least as far as one of the typical metallic properties, electrical conductivity, is concerned. This is illustrated by Table 43, which is taken from a table given by

[^194]Table 43.-Specific Conductance ( $\mu$ ) of Metallic Compounds

| Compound | $\mathrm{Mg}_{2} \mathrm{Sn}$ | $\mathrm{MgCu}_{2}$ | $\mathrm{Mg}_{2} \mathrm{Cu}$ | $\mathrm{MgZn}_{2}$ | $\mathrm{Mg}_{3} \mathrm{Bi}_{2}$ | MgAl | $\mathrm{Mg}_{3} \mathrm{Al}_{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mu \times 10^{-4}$ | 23.0 | 23.0 | 23.0 | 23.0 | 23.0 | 23.0 | 23.0 |
|  | 0.092 | 19.4 | 8.38 | 6.3 | 0.76 | 2.63 | 4.53 |
|  | 8.60 | 64.1 | 64.1 | 17.4 | 0.84 | 35.1 | 35.1 |
| Compound | $\mathrm{MnAl}_{3}$ | $\mathrm{FeAl}_{3}$ | $\mathrm{NiAl}_{3}$ | $\mathrm{Ag}_{3} \mathrm{Al}_{2}$ | $\mathrm{Ag}_{3} \mathrm{Al}$ | AgMg | AgMg |
| $\mu \times 10^{-4}$ | 22.7 | 11.0 | 8.51 | 68.1 | 68.1 | 68.1 | 68.1 |
|  | 0.20 | 0.71 | 3.47 | 3.85 | 2.75 | 20.52 | 6.16 |
|  | 35.1 | 35.1 | 35.1 | 35.1 | 35.1 | 23.0 | 23.0 |
| Compound | $\mathrm{Ag}_{3} \mathrm{Sb}$ | $\mathrm{Te}_{2} \mathrm{Sb}_{2}$ | TeSn | $\mathrm{Te}_{8} \mathrm{Bi}_{2}$ | $\mathrm{Cu}_{3} \mathrm{As}$ |  |  |
| $\mu \cdot \times 10^{-4}$ | 68.1 | 0.017 | 0.017 | 0.017 | 64.1 |  |  |
|  | 0.93 | 0.48 | 0.97 | 0.045 | 1.70 |  |  |
|  | 2.56 | 2.56 | 8.60 | 0.84 | 2.85 |  |  |

First row gives specific conductance for first element appearing in formula of compound; second row gives it for the compound; third row gives it for second element appearing in formula.

Table 44.-Heats of Formation of Metallic Compounds (In kilogram-calories per formula weight)

| SnBi | 0.37 | $\mathrm{Fe}_{3} \mathrm{Si}$ | -20. | $\mathrm{Mg}_{4} \mathrm{Al}_{3}$ | 49.0 | $\mathrm{NaSn}_{2}$ | 20. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{SnBi}_{2}$ | -0.17 | $\mathrm{AlCu}^{\text {a }}$ | 68. | $\mathrm{Mg}_{3} \mathrm{Ce}$ | 17.0 | $\mathrm{Na}_{2} \mathrm{Sn}$ | 21. |
| $\mathrm{SnBi}_{5}$ | -0.19 | $\mathrm{AlCu}_{3}$ | 23. | CaSi | 87 | $\mathrm{Na}_{4} \mathrm{Sn}$ | 34. |
| $\mathrm{Sn}_{2} \mathrm{Bi}$ | -0.12 | $\mathrm{Al}_{2} \mathrm{Cu}$ | 84. | $\mathrm{CaSi}_{2}$ | 220 | $\mathrm{Na} 4^{4} \mathrm{Sn}_{3}$ | 56. |
| $\mathrm{Sn}_{5} \mathrm{Bi}$ | -0.78 | $\mathrm{Al}_{5} \mathrm{Fe}$ | 25.0 | $\mathrm{CaSn}_{3}$ | 52 | $\mathrm{NaCd}_{2}$ | 8.5 |
| dSb | 2.7 | AlCo | 32. | $\mathrm{CaZn}_{4}$ | 29.5 | $\mathrm{NaCd}_{6}$ | 12.5 |
| $\mathrm{Cd}_{3} \mathrm{Sb}_{2}$ | 4.0 | $\mathrm{Al}_{5} \mathrm{Co}$ | 86. | $\mathrm{CaZn}_{10}$ | 48. | $\mathrm{Na}_{3} \mathrm{Hg}$ | 11.1 |
| $\mathrm{HgPb}_{2}$ | -0.05 | $\mathrm{CeHg}_{4}$ | 23.2 | $\mathrm{Ca}_{2} \mathrm{Zn}_{3}$ | 40. | $\mathrm{Na}_{3} \mathrm{Hg}_{2}$ | 22.2 |
| $\mathrm{Hg}_{5} \mathrm{Tl}_{2}$ | 2.50 | CeZn4 | 49. | Ca, Zn | 32. | NaHg | 11.0 |
| $\mathrm{HgCd}_{3}$ | 0.74 | $\mathrm{CeAl}_{4}$ | 22. | $\mathrm{CaCd}_{3}$ | 30. | $\mathrm{NaHg}_{2}$ | 18.5 |
| HgCd | 1.96 | $\mathrm{Ce}_{3} \mathrm{Al}$ | 39. | $\mathrm{CaAl}_{3}$ | 51 | NaHg 4 | 22.2 |
| $\mathrm{Hg}_{3} \mathrm{Cd}$ | 3.99 | $\mathrm{LaAl}_{4}$ | 20. | $\mathrm{Ca}_{3} \mathrm{Mg}_{4}$ | 43. | KHg | 11.0 |
| $\mathrm{Cu}_{3} \mathrm{Sb}$ | 2.5 | $\mathrm{Mg}_{2} \mathrm{Sn}$ | 59. | LiHg | 20.8 | $\mathrm{KHg}_{3}$ | 26.0 |
| $\mathrm{Cu}_{8} \mathrm{Sn}$ | 8.0 | $\mathrm{MgZn}_{2}$ | 13.1 | $\mathrm{LiHg}_{2}$ | 25.0 | NaK | 2.1 |
| $\mathrm{Cu}_{2} \mathrm{Zn}_{3}$ | 16. | MgCd | 2 | $\mathrm{LiHg}_{3}$ | 26.8 | $\mathrm{NaK}_{2}$ | 5.3 |
| $\mathrm{Cu}_{2} \mathrm{Cd}_{3}$ | 3.0 | $\mathrm{MgHg}_{4}$ | 17.3 | NaSn | 16 | $\mathrm{NaK}_{8}$ | 5.6 |
| $\mathrm{Ag}_{8} \mathrm{Hg} 4$ | 0.7 |  |  |  |  | $\mathrm{Na}_{3} \mathrm{~K}$ | 0.4 |

From Bichowsky and Rossini, "Thermoohemistry of the Chemical Substances." The table gives heats evolved.

Kraus. ${ }^{1}$ That many of these intermetallic combinations are real compounds of some stability is indicated by the heats of formation tabulated in Table 44. The heats of formation appear to follow no fixed rule except that they are low for compounds of two transition elements or two alkali metals.

Even more striking is the irregularity in the formulas themselves. With the exception of a few like $\mathrm{Na}_{4} \mathrm{Sn}$ which involve relatively electronegative metals, or substances which have not been treated in this book as metals at all, the intermetallic compounds in general exhibit an almost complete breakdown of the valence rules. Even with elements that do form compounds of normal valence, abnormal compounds are likely to occur. Thus sodium forms a whole series of compounds with tin, $\mathrm{Na}_{2} \mathrm{Sn}$, $\mathrm{Na}_{4} \mathrm{Sn}_{3}, \mathrm{NaSn}, \mathrm{NaSn}_{2}$. It has been suggested by Kraus ${ }^{1}$ that in this case there are complex tin ions, somewhat analogous to the well-known tri-iodide ion $\mathrm{I}_{3}^{-}$and the various sulfide ions $\mathrm{SS}^{--}$, $\mathrm{S}_{2} \mathrm{~S}^{--}, \mathrm{S}_{3} \mathrm{~S}^{--}, \mathrm{S}_{4} \mathrm{~S}^{-}, \mathrm{S}_{5} \mathrm{~S}^{--}$which are known to exist in aqueous solution. Kraus and his coworkers have also demonstrated the existence of complex tellurium ions $\mathrm{Te}^{-} \mathrm{e}^{-}$and $\mathrm{Te}_{3} \mathrm{Te}^{-}$in ammoniacal solution.

Incidentally, it may be mentioned that liquid ammonia has proved a most useful tool for the study of metallic substances. In general, metals are not easily volatile, nor are they soluble in most other nonmetallic solvents. Practically the only opportunity of studying metals in a dispersed or dilute condition has been afforded by liquid ammonia solutions. Metallic substances dissolved in ammonia act, in dilute solution, like electrolytes. A dilute solution of sodium, for example, acts as though it contains $\mathrm{Na}^{+}$and $\mathrm{NH}_{3}{ }^{-}$ions, the sodium apparently giving up an electron which then becomes more or less associated with a solvent molecule. At higher concentrations, however, this solution appears to contain free electrons as indicated by its high electrical conductivity, its metallic luster (it is a deep blue), and also by its magnetic properties. The tendency of metals to act like electrolytes in liquid ammonia solutions brings about the possibility of some rather queer replacement reactions. Thus KCl is soluble in liquid ammonia, but $\mathrm{CaCl}_{2}$ is not, which results in the following reaction taking place:

$$
2 \mathrm{KCl}+\mathrm{Ca} \rightarrow \mathrm{CaCl}_{2}(\mathrm{ppt})+2 \mathrm{~K}
$$

[^195]Many, perhaps most, intermetallic compounds do not have an exact, definitely defined composition, but can vary between certain limits, the possible leeway differing in different cases. In this respect, they resemble solid solutions, though they may have rather different properties from the constituent elementary substances. As stated above, they do not obey the ordinary valence rules, but certain interesting regularities do appear.

Some of the more striking of these regularities appear in the alloys of copper, silver, and gold. ${ }^{1}$ These metals will dissolve another metal to some extent without change in crystal structure, the foreign atoms taking places on the lattice, forming a so-called $\alpha$-phase. Addition of more of the foreign material causes a change in crystal structure to a body-centered cubic type known as the $\beta$-phase (usually stable only at fairly high temperatures). Addition of still more results in a more complicated though still cubic structure, the $\gamma$-phase, and still more may result in an $\epsilon$-phase, which is hexagonal close-packed (see Appendix IV). The latter two types of alloy are hard and brittle, and so have lost some of their metallic characteristics. Each type of phase exists over a small range of compositions, but there is usually a gap in compositions between the various phases (compositions in these regions giving heterogeneous mixtures). Complications can occur, and phases may be stable only at high temperatures. Though the $\beta$-, $\gamma$-, and $\epsilon$-phases have possible ranges of compositions, they can be described roughly by a stoichiometrical formula. Examples of the various kinds of phases are shown in Table 45. In a few cases, e.g., CuZn, the composition in which the alloy exists actually does not quite reach the composition indicated by the formula. In $\mathrm{AuZn}_{8}$ and perhaps $\mathrm{AuCd}_{3}$ the structure is cubic; an $\epsilon$-type structure occurs with a larger percentage of Zn . The crystal structure of $\mathrm{Cu}_{5} \mathrm{Si}$ is different from that of other $\beta$-phases listed, but similar to several others not given.

Each of these types of phases appears to be characterized by a certain ratio of the number of valence electrons to the number of atoms, known from its discoverer as the "Hume-Rothery ratio."

[^196]Table 45.-Compositions of Alloys

| $\beta$-phases | $\boldsymbol{\gamma}$-phases | e-phases |
| :---: | :---: | :---: |
| $\mathrm{Cu}_{\text {si }} \mathrm{Si}$ | $\mathrm{Cu}_{5} \mathrm{Zn}_{8}$ | $\mathrm{CuZn}_{3}$ |
| $\mathrm{Cu}_{6} \mathrm{Sn}$ | $\mathrm{Ag}_{5} \mathrm{Cd}_{8}$ | $\mathrm{Cu}_{3} \mathrm{Sn}$ |
| CuZn | $\mathrm{Cu}_{9} \mathrm{Al}_{4}$ | $\mathrm{Cu}_{3} \mathrm{Sb}$ |
| CuBe | $\mathrm{Cu}_{11} \mathrm{Sn}_{8}$ | $\mathrm{CuBe}_{3}$ |
| AgZn | $\mathrm{Cu}_{5} \mathrm{Cd}_{8}$ | $\mathrm{Cu}_{8} \mathrm{Ge}$ |
| AuZn | $\mathrm{Ag}_{6} \mathrm{Zn}_{8}$ | $\mathrm{AgZn}_{3}$ |
| AgCd | $\mathrm{Ag}_{5} \mathrm{Hg}_{8}$ | $\mathrm{AgCd}_{3}$ |
| AuCd | $\mathrm{Au}_{6} \mathrm{Zn}_{8}$ | $\mathrm{Ag}_{5} \mathrm{Al}_{3}$ |
| $\mathrm{Cu}_{3} \mathrm{Al}$ | $\mathrm{Au}_{5} \mathrm{Cd}_{8}$ | $\mathrm{Ag}_{3} \mathrm{In}$ |
| AgMg |  | $\mathrm{Ag}_{3} \mathrm{Sn}$ |
|  |  | $\mathrm{Ag}_{3} \mathrm{Sb}$ |
|  |  | $\mathrm{AuZn}_{3}$ |
|  |  | $\mathrm{AuCd}_{3}$ |
|  |  | $\mathrm{Au}_{5} \mathrm{Al}_{3}$ |
|  |  | $\mathrm{Au}_{3} \mathrm{Hg}$ |

Consider, for example, $\mathrm{Cu}_{5} \mathrm{Si}$. The five copper atoms contribute each a valence electron, the silicon atom contributes four; the total, nine, is divided among six atoms, giving a ratio 3:2. This ratio holds for all the $\beta$-phases listed. For the $\gamma$-phases the ratio is $21: 13$, for the $\epsilon$-phases ${ }^{1}$ it is 7:4. The metals of the iron and platinum groups also form $\beta$ - and $\gamma$-alloys, for example, CoAl and $\mathrm{Fe}_{5} \mathrm{Zn}_{21}$. The electron-atom ratio follows the Hume-Rothery rule if the iron or platinum metal is assumed to contribute no valence electrons. Some attempts have been made to explain these rules, based on quantum states in the energy bands in the alloys (see Sec. 18.4).

In some alloys, each kind of atom takes its place in the lattice in a regular way, so that one could consider that the crystal is composed of two perfectly regular but interpenetrating superlattices. In other cases, the atoms of various kinds are arranged at random on a single lattice and the superlattice structure does not exist. Sometimes a transition from the more ordered super-

[^197]lattice arrangement to the less ordered random arrangement can be followed. Such order-disorder transitions have recently been rather extensively discussed ${ }^{1}$ and present a number of points of interest. It will be recognized that if an ordered state tends to exist at all it must be a state of lower energy and will therefore exist in the lower temperature range. As the temperature is raised, the thermal agitation tends to produce the disordered condition. As the amount of disorder increases, the amount of energy necessary to still further increase the disorder by a given amount decreases; in other words, a certain amount of disorder already present tends to increase the ease with which further disorder is produced. The result is
 that there is a fairly sharp transition temperature above which the disorder suddenly becomes practically complete. As the crystal is heated, energy must be supplied to effect the order-disorder transition. The specific heat therefore rises, first slowly as disorder begins, then rapidly (since the rate of increase of disorder itself increases, as we have seen, which more than counterbalances the decrease in the amount of energy necessary to further


Fig. 69.-Two-dimensional illustration of order and disorder. increase the disorder), finally reaches a sharp maximum, and then drops suddenly at the transition temperature. ${ }^{2}$ Other properties also, such as electrical resistance, show an abrupt bend at the critical temperature. By suddenly cooling an alloy in its disordered state (quenching), it is usually possible to "freeze" it in this state, as the transition to the ordered state takes place slowly at low temperatures. Properties such as electrical resistance and particularly hardness and malleability depend greatly on whether a state of order or dis-

[^198]order exists in an alloy, and so, when the alloy has finally been brought to room temperature, its physical properties depend largely on its history-whether it has been allowed to come to equilibrium or not.

An example of an alloy that exhibits a transition between ordered and disordered conditions is $\beta$-brass ${ }^{1}$ which has (very approximately) the formula CuZn. The lattice is a body-centered cube, and in the ordered state the copper atoms occupy the positions at the center of cubes formed by zinc atoms, and the zinc atoms occupy similar positions with respect to the copper atoms. In the disordered state, the zinc and copper atoms are randomly placed in the body-centered lattice. The transition temperature is $470^{\circ} \mathrm{C}$., and the transition begins around $200^{\circ} \mathrm{C}$. In this case, the transition has not actually been followed by $X$ rays, but the existence of the ordered superlattice at room temperature has been demonstrated, ${ }^{2}$ and the specific heat curve has the expected form, described above. In this case, although quenching is possible, it is easy to get complete equilibrium at all temperatures in the interesting range.

Transitions of the type considered may also have very complicated connections with changes in crystal structure. This occurs in gold-copper alloys, ${ }^{3}$ and the situation is further complicated experimentally by the fact, due to difficulty in securing equilibrium, that the results depend greatly on the heat treatment the alloy has received.

Another type of alloy is the interstitial "compound." Such an alloy, having some metallic physical properties, is formed between a metal in or near the transition region of the periodic table and an element like boron, carbon, or nitrogen. In these alloys, the small atom finds a place in the spaces left between the metal atoms. If the size of the metal atom is sufficiently large compared with the other, this takes place with very slight change in the metal lattice, and phases that range around the compositions $\mathbf{M}_{4} \mathbf{X}, \mathrm{M}_{2} \mathbf{X}, \mathbf{M X}$, and $\mathbf{M X}_{2}(\mathbf{M}=$ metal, $\mathbf{X}=$ boron, carbon, or nitrogen) are usual. If the metal atom is not

[^199]quite so large, then the concentration of the light atoms in the alloy cannot usually become so great, and other formulas appear; for example, cementite, which is of importance in the metallurgy of iron, is $\mathrm{Fe}_{3} \mathrm{C}$. When the percentage of carbon is as large as this, it is not in the spaces between iron atoms, but is substituted, resulting in a complicated lattice.

Hydrogen is strongly occluded by some transition metals; it is well known, for example, that palladium, in particular, can "dissolve" large quantities of hydrogen. In general, we may expect that in cases of this sort the molecular structure of the hydrogen is broken down. It has been suggested that the hydrogen plays the role of a metal in these occlusions, so they may be considered to be alloys. ${ }^{1}$ Experiments on the transference of hydrogen in palladium under the influence of an electric field seem to indicate that the hydrogen exists at least in part in the form of positive ions. The released electrons would then join the other free electrons from the palladium. After a small amount of hydrogen has been added to palladium, there is a change of phase. There is evidence that this phase has the definite composition $\mathrm{Pd}_{2} \mathrm{H}$, at least above $80^{\circ} \mathrm{C}$.
18.4. Energy Bands in Metals and Alloys.-Though a detailed discussion of this matter is beyond the scope of this book, some indication may be given of the methods used in considering the energy states of electrons in metals. ${ }^{2}$ The energy state of a free or partly free electron can be characterized by three quantum numbers, which describe the state of its motion in the $x$-, $y$-, and $z$-directions, respectively. These quantum numbers are very closely associated with the wave number (i.e., the reciprocal of the wave length) of the wave associated with the electron, as will be evident from the considerations of Chap. IV, in which we treated the motion of an electron in a box. In fact, it will be seen from Eq. (3c) of Chap. IV that the wave numbers for the successive allowed energy levels in the case of a one-dimensional motion will be in the ratios $1: 2: 3: 4$ : . . . If the motion is three-dimensional and the wave under consideration has a direction that is not parallel to one of the axes, its wave number $k$

[^200]is related to the components of the wave number $k_{x}, k_{y}, k_{z}$ in the $x$-, $y$-, and $z$-directions by the relation
$$
k^{2}=k_{x}^{2}+k_{y}{ }^{2}+k_{z}^{2}
$$

The exact relations involved will be clear from the two-dimensional case illustrated in Fig. 9, page 38. The wave is proceeding in an arbitrary direction with wave length $\lambda$. Its "wave length" in the $x$-direction is $\lambda_{x}=\frac{\lambda}{\cos \alpha}$, and in the $y$-direction it is $\lambda_{y}=\frac{\lambda}{\sin \alpha}$. Hence $k_{x}=k \cos \alpha$ and $k_{y}=k \sin \alpha$, and since $\cos ^{2} \alpha+\sin ^{2} \alpha=1$, it is seen that $k^{2}=k_{x}{ }^{2}+k_{y}{ }^{2}$, and the relation is easily extended to three dimensions. Giving the values of $k_{x}, k_{y}, k_{z}$ will determine both $k$ and the direction of the wave. We shall denote the vector with components $k_{x}, k_{y}$, and $k_{z}$ by the symbol k. It points in the direction of motion of the wave front.

In an actual metal, in which there are centers of force acting upon the "free" electrons, the situation is, of course, more complicated than in the empty box of Chap. IV. It is still possible, however, to assign wave numbers $k_{x}, k_{y}, k_{z}$, which may be considered as equivalent to quantum numbers for these electrons. If the metal were an empty box, there would be a very closely and regularly spaced set of energy levels as in the three-dimensional case of Sec. 4.2. In the real metal, the energy is still determined by $k_{x}, k_{y}, k_{z}$, but the functional relationship is more complex, and at certain quantum states jumps in the energy occur. That is, the energies of the lower quantum states are fairly regularly spaced, but finally we come to a certain quantum state whose energy is considerably higher than that of the next lower quantum state. This accounts for the energy bands and gaps in the energy-level system mentioned carlier in this chapter.

If electrons are allowed to bombard a crystal, they are reflected according to the same laws as $\mathbf{X}$ rays [see Eq. (1) of Chap. III]. Remembering that $k=1 / \lambda$, we can write this equation in the form

$$
\begin{equation*}
k \sin \theta=\frac{n}{2 d} \tag{4}
\end{equation*}
$$

It is to be noted (see Fig. 7, page 27) that $k \sin \theta$ is just the
projection of the vector $k$ along the normal to the plane of atoms in the crystal from which the reflection takes place. The condition that Bragg reflection of a beam of electrons should take place is just that the projection of the vector $\mathbf{k}$ be given by Eq. (4). Now the wave mechanical theory of the motion of the electrons in a crystal leads to the remarkable but still very reasonable result that the gaps in the energy occur for combinations of the quantum numbers $k_{x}, k_{y}$, and $k_{x}$, which fulfill the condition given by Eq. (4).

Suppose now we set up a system of axes, such as shown in Fig. 70, and draw a line OP normal to one of the planes of atoms of the crystal. On this line, we mark off a point $Q$ such that the length of $O Q$ is equal to $n / 2 d$. If we lay off our vector $k$ from the origin, it will be clear that every vector ending in a plane though $Q$ perpendicular to OP (i.e., parallel to the original plane of atoms in the crystal) will satisfy Eq.


Fig. 70.-Illustrating the condition implied by Eq. (4). The plane passing through $Q$, parallel to the plane of atoms and perpendicular to OP, upon which the vector $k$ ends, is shown shaded.
(4). This can be done for any plane in the crystal, for any value of $n$; so we find a series of planes in our diagram which lay off regions of space such that the jump in the energy.occurs on crossing over from a $k_{x}, k_{y}, k_{z}$ that lies on one side of one of these planes to a $k_{x}, k_{y}, k_{x}$ that. lies just across it, in the next region. In particular, there will be a closed region around the origin for which $k_{x}, k_{y}$, and $k_{z}$ have their lowest values and for which the energies are low. A quantum state to which corresponds a vector that extends. just beyond the boundary of this region has a considerably higher energy. If there are just enough electrons available to fill all the low energy levels, the energy of a metal will be relatively low. However, if there are too many electrons for the low energy levels, then the energy will be relatively high.

The number of energy levels per atom will depend on the arrangement of the atoms in a crystal, i.e., on the type of lattice involved, but it will not depend upon the distance between atoms provided their relative positions are held fixed. This is understood by reference to Eq. (3c) of Chap. IV, which shows that the number of different values which $k_{x}=1 / \lambda_{x}$ may take before it reaches any given value is proportional to $a$, the lincar dimension of the box. In general, it is true that the number of different values which $k_{x}, k_{y}$, and $k_{z}$ may take before reaching any assigned value is proportional to the linear dimensions of the crystal. If, therefore, a crystal is expanded or contracted, the number of quantum states will be accordingly increased or decreased. On the other hand, by Eq. (4) above we see that the values of $k \sin \theta$ for which the gaps in energy occur are inversely proportional to the distance between planes in the crystal. The net result is that expansion or contraction of a crystal leaves the number of energy levels below the first energy gap unchanged. A crystal with too many electrons to fill the low-energy levels cannot, therefore, greatly increase its stability by expanding or contracting, but it may be able to revert to another crystal form which has more low-energy levels. In general, a completely filled energy band is quite stable, but one with a few extra electrons is disproportionately unstable. Although it is clear that a structure with a few electrons more than are necessary to fill the first band of energy levels is unstable, it may yet be that the most stable structure is one in which the band is not completely full. A band always contains a few electrons of relatively high energy corresponding to the states whose $k_{x}, k_{y}, k_{z}$ lies near one of the corners of the polygonal figure bounding the first energy band. Electrons filling these high-energy states cause a certain instability, which may result in the alloy crystallizing in some other form. However, these energy states in the corners will not be included in a sphere ${ }^{1}$ inscribed inside the polygonal figure, and if only enough electrons are present to fill the states represented by $k_{x}, k_{y}, k_{z}$ values inside the inscribed sphere, the structure may be stable. In the case of the $\beta$-phases described above, the first energy band contains 2 quantum states per atom, but

[^201]the inscribed sphere contains ${ }^{1}$ only 1.48 , which corresponds very well with the Hume-Rothery ratio of $3: 2$. In the case of the $\gamma$-phases, the first band contains ${ }^{1} 1.73$ states per atom and the inscribed sphere 1.54. The Hume-Rothery ratio in this case is $21: 13=1.61$. In the case of the $\epsilon$-phase, the number of states in the first band is 1.746 per atom, ${ }^{1}$ which corresponds practically exactly to the Hume-Rothery ratio of 7:4.

The fact that the $\beta$-phases are metallic is probably connected with the fact that the first zone of energy levels is not filled, whereas in the case of the $\gamma$ - and $\epsilon$-phases some of the metallic properties have been lost because the first energy band is nearly filled. In the $\gamma$-phases the electrical conductivity is said to have its lowest value when the composition is such that the HumeRothery ratio is exactly fulfilled.

## Exercises

1. Calculate the heat of sublimation of copper at room temperature, using its density of 8.93 g . per ce., and compare with the experimental value of 81 kg .-cal. per mole.
2. Write a Lewis electron structure formula for crystalline arsenic.
${ }^{1}$ See Mott and Jones, "The Properties of Metals and Alloys," Chap. V; Dehlinger, Zeits. Physik, 94, 231 (1935).

## CHAPTER XIX

## THE STRUCTURE OF WATER, HYDRATES, AND AQUEOUS SOLUTIONS

A great part of inorganic chemistry consists in the study of reactions of substances dissolved in water. A consideration of the structure of water and the nature of aqueous solutions, being necessary for the understanding of these processes, is therefore of preeminent importance.
19.1. The Structure of Glasses.-As a prelude to the study of the structure of water and aqueous solutions, it will be appropriate to discuss the structure of certain glasses. A glass is a liquid that has been supercooled without freezing to a temperature so low that it has lost its fluidity. Many of its properties are still those of an ordinary liquid rather than a crystal.

Warren ${ }^{1}$ has investigated vitreous $\mathrm{SiO}_{2}$ by means of X rays. In all the various forms of $\mathrm{SiO}_{2}$, each silicon is surrounded by four oxygens at the vertices of a regular tetrahedron, and each oxygen shares two silicons, acting as a connecting link between them. These different crystalline forms differ in the relative orientation of the tetrahedra about the two silicons joined by a common oxygen bond, the tetrahedra themselves being all alike. ${ }^{2}$ In any given crystal type, there is a perfectly definite and regular arrangement. It was found, however, that the X-ray analysis of the glass indicated a random relative orientation of the tetrahedra with a common oxygen. The glass thus has the same arrangement as a crystal, provided one looks at a sufficiently small portion of it; the difference consists in the irregular arrangement

[^202]of the glass when one looks at the whole thing. The glasses $\mathrm{GeO}_{2}$ and $\mathrm{BeF}_{2}$ are similar to $\mathrm{SiO}_{2}$.
19.2. The Structure of Water.-A detailed theory of the structure of liquid water has been developed by Bernal and Fowler ${ }^{1}$ and has recently been further discussed by Katzoff and by Morgan and Warren. ${ }^{2}$ This theory is based upon the structure

(a)

(b)

Fig. 71.-Illustrating by a hypothetical two-dimensional case the difference between (a) a crystalline structure, and (b) a glass with the same composition. It will be observed that the arrangement about any one of the black atoms is the same in the glass as in the crystal. [After Zachariasen, J. Am. Chem. Soc., 54, 3845f. (1932).]
of ice, X-ray examination of water itself, and the known properties of the water molecule, in particular the fact that the angle between the two hydrogen-oxygen bonds is nearly the tetrahedral angle. It seems reasonable to assume that the electronic structure of water is of the $s p^{3}$ tetrahedral type ${ }^{3}$ (Sec. 15.2), and that

[^203]the electron wave functions are such as to cause a considerable density of negative electricity in directions corresponding to the vertices of a tetrahedron. At two of these positions of large density of negative electricity, however, are located the positive hydrogen nuclei, and since hydrogen is less electronegative than oxygen, these positions may be expected to constitute centers of net positive charge, while the other two tetrahedral positions constitute centers of negative charge. In liquid water, the positive centers of one molecule will attract the negative centers of another molecule. In this way, each oxygen atom tends to be surrounded by four hydrogens at the corners of a more or less regular tetrahedron, two of the hydrogens belonging to the same molecule, while the other two hydrogens belong each to a different molecule. (It is, of course, possible for the two hydrogens of a single molecule to be attracted to the negative spots of a given molecule, but it seems probable that usually the two negative spots will attract hydrogens from two different molecules.) The hydrogens act as links between the oxygens in much the same way that the oxygens act as links between silicons in $\mathrm{SiO}_{2}$, with the difference that in $\mathrm{SiO}_{2}$ the oxygen is equally shared between the surrounding silicons. Ordinary ice has essentially the same crystal structure as the form of $\mathrm{SiO}_{2}$ known as tridymite.

X-ray investigation of water indicates that this tetrahedral arrangement persists to a considerable extent in the liquid. ${ }^{1}$ The arrangement of molecules in the liquid probably resembles the arrangement of the silicons in vitreous $\mathrm{SiO}_{2}$, but is even more indefinite, in that the links between adjoining water molecules are undoubtedly not at all permanent, but are continually breaking and reforming, so that any given water molecule is on the average definitely attached to less than four neighbors. Water, then, has what has been termed a broken-down ice structure. This shows up in the X-ray diffraction pattern for water in that instead of getting definite angles of diffraction, the diffraction merely shows a broad maxima at certain angles, indicating that the intermolecular distances are variable, but giving, neverthe-
to be, however, a tendency for the water molecule to have a tetrahedral coordination, which is easily understood if the bond-eigenfunctions are of the $8 p^{3}$ type.
${ }^{1}$ See Katzoff, and Morgan and Warren, loc. cit.
less, good evidence of the essentially tetrahedral character oi the arrangement.

Further evidence on the structure of water is furnished by a consideration of its density. It will be clear from a consideration of Figs. 83 and 84 of Appendix IV that a tetrahedral arrangement is a very open one, in which the space available is far from being filled. The X-ray analysis shows that the distance between nearest neighbor molecules in ice is $2.76 \AA$. If ice were composed of spheres of this diameter in a close-packed arrangement with twelve nearest neighbors instead of four, it would have a molal volume of 9.0 cc . Actually, the molal volume of ice is 19.6 cc . In water, the X-ray analysis shows that the average distance between nearest neighbors is $2.90 \AA$. at $1.5^{\circ} \mathrm{C}$.; yet we know melting actually causes a contraction, the molal volume of water being 18.0 cc . This is in good accord with the picture of water as a broken-down ice structure. The decrease in volume is due to the partial breaking down of the tetrahedral structure, with filling in of some of the spaces. It should be noted that the decrease of the volume of water is by no means so great as to indicate a very extensive breaking down of the tetrahedral structure. Close-packed spheres of effective diameter $2.90 \AA$. would give a molal volume of 10.5 cc . If the arrangement in ice were unchanged, but the volume increased by the amount indicated by the increase in intermolecular distance, the volume would be 21.8 cc. The actual molal volume of water is considerably nearer the latter figure.

When water is heated, there are two opposing tendencies operative, the normal tendency for neighboring molecules to be spaced farther apart, on the one hand, and the tendency toward further breakdown of the tetrahedral structure and filling in of the spaces, on the other. These tendencies just balance at $4^{\circ} \mathrm{C}$., where the molal volume has a minimum.

Recently, Cross, Burnham, and Leighton ${ }^{1}$ have investigated the Raman spectrum of water, and have thus obtainedinformation about the vibrational frequencies of liquid water and ice. They have calculated the vibrational frequencies of liquid water on the assumption that the natural vibrations of any molecule are relatively slightly changed by its neighbors and, in particular, have discussed how much the frequency would be changed if one,
${ }^{1}$ Cross, Burnham, and Letgiton, J. Am. Chem. Soc., 69,1134 (1937).
two, three, or four neighboring molecules bound to the given water molecule by hydrogen bonds were causing the perturbations. Interpreting their experimental results with the aid of these theoretical calculations, they have come to the conclusion that in liquid water a given water molecule is, on the average, acted upon by only a little more than two of its neighbors with sufficient intensity to cause a shift in its vibrational frequencies. If their interpretation is correct, it would seem to indicate that the intermolecular binding in water is even less definite than indicated above. In any event, however, the binding is definitely enough oriented and sufficiently powerful to support the open tetrahedral structure of the liquid and prevent a collapse to a close-packed structure, which is the main point of importance for our purpose.
19.3. Comparison of Water with Other Liquids.-In the light of the foregoing account of the structure of water, it will be of interest to compare the boiling point of water with that of some related liquids, as seen in the accompanying table. It will be

Table 46.-Absolute Bolling Points of Various Substances

| $\mathrm{CH}_{4}$ | 112 | $\mathrm{SiH}_{4}$ | 161 | $\mathrm{H}_{3} \mathrm{CCH}_{3}$ | 185 | $\mathrm{H}_{2} \mathrm{NNH}_{2}$ | 387 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{NH}_{8}$ | 240 | $\mathrm{PH}_{8}$. | 186 | $\mathrm{H}_{8} \mathrm{CNH}_{2}$ | 267 | $\mathrm{H}_{2} \mathrm{NOH}$ | 330 |
| $\mathrm{OH}_{2}$. | 373 | $\mathrm{SH}_{2}$. | 213 | $\mathrm{H}_{3} \mathrm{COH}$. | 338 | HOOH | 425 |
| FH. | 292 | ClH | 188 | $\mathrm{H}_{3} \mathrm{CF}$ | 195 | $\mathrm{H}_{2} \mathrm{C}=\mathrm{CH}_{2}$ | 169 |
|  |  |  |  |  |  | $\mathrm{H}_{2} \mathrm{CO}$ | 252 |

noted that water has a much higher boiling point than any of the substances $\mathrm{CH}_{4}, \mathrm{NH}_{3}$, and HF that have the same number of valence electrons. It seems most probable that this is due to the fact that in the water molecule there are two positive regions and two negative regions, which makes possible an interlocking network of connections through the liquid, each water molecule having a coordination number of four. In the case of $\mathrm{NH}_{3}$, if nitrogen is assumed to have the tetrahedral electronic structure; there are three positive spots and one negative spot. This makes possible the formation of chains in which the negative end of each molecule is attracted to one of the positive spots of an adjacent one. It is impossible, however, to have a network, however irregular, running through the liquid with coordination number of four, for this requires an equal number of positive
and negative places. A similar remark holds for HF if the fluorine is tetrahedral; if it is not (as is probably the case), no remark is necessary. Methane, in which the whole outside of the molecule is positive, has a very low boiling point, as is to be expected.

In the next row of the periodic table, hydrogen sulfide, corresponding to water, has the highest boiling point. The effect is rather slight, however, presumably because with these molecules van der Waals forces predominate.

The table shows how the substitution of a methyl radical for a hydrogen affects the boiling point. Methyl alcohol has a high boiling point, but not so high as water, probably because forces around the larger methyl cannot be so large as in the neighborhood of a hydrogen. $\quad \mathrm{CH}_{3} \mathrm{~F}$ has a rather surprisingly low boiling point. Hydrazine has a high boiling point, $387^{\circ} \mathrm{K}$., and this is true also of hydroxylamine and hydrogen peroxide. ${ }^{1}$
19.4. The Dielectric Constaht of Water.-One of the most important properties of water, which it is necessary to consider in connection with the properties of solutions of electrolytes, is its dielectric constant. As remarked in earlier discussions, the water molecule has a dipole moment. Such a property is naturally to be expected from our description of the structure of the water molecule, involving, as it does, localization of positive charge on one side of the molecule and negative charge on the other. The electric dipole will tend to be oriented in an electric field in such a way as to décrease the energy of the system, and the electron shells of the molecules will also tend to be distorted because of their mutual polarizability. Suppose now that we have two electric charges of magnitude $e_{1}$ and $e_{2}$. Suppose further that the charges are sufficiently far apart so that as far as their effects on each other are concerned they may be treated as point charges. If they were in vacuum, they would have a mutual potential energy $e_{1} e_{2} / r$, where $r$ is the distance between them. But we have seen in Sec. 12.9 that the introduction of a dielectric medium between two condenser plates will cut down the potential between them by a factor equal to $D$, the dielectric constant. In exactly the same way, if the two charges are immersed in a dielectric medium like water, the potential energy

[^204]is decreased by a factor $D$, so that it becomes ${ }^{1} e_{1} e_{2} / r D$. The dielectric constant $D$ is actually constant, independent of $e_{1}, e_{2}$, and $r$, provided the electric field does not become too large. If the field at any point becomes so great, however, that the dipoles are already practically completely lined up, corresponding to a state of saturation of the dielectric, then it is obvious that a further increase in the ficld can cause no further change in the orientation of the dipoles, and they will be without effect on the energy of the system. $D$ thus appears to decrease as the dielectric approaches saturation. Such a situation is likely to arise if the bodies carrying the charges $e_{1}$ and $e_{2}$ are very small (of the order of molecular dimensions, as in the case of ions), for in that case the fields in the neighborhood of the charges become very great. Furthermore, other irregularities may appear because of the molecular structure of the dielectric.

The dielectric constant of a liquid ordinarily decreases with temperature, because the increasing thermal agitation of the molecules makes it harder to line them up. In the case of water, it is obvious that there is another force tending to prevent the orientation of water molecules in an electric field; this is the tendency for them to be lined up with respect to each other due to the forces considered in Sec. 19.2. This makes small displacements of individual water molecules more difficult but does not prevent them from lining up in such a way that, while still preserving their tetrahedral coordination, a preponderance of water molecules have their negative ends pointing toward the external positive charge. The dielectric constant of water at room temperatures has the unusually large value of approximately 80.
19.5. Ionization and the Properties of Ions in Aqueous Solu-tion.-When a polar substance dissolves in water, it is generally ionized. The reactions of ions are of particular importance to the inorganic chemist. Since an understanding of these reactions must be based on a knowledge of the nature of the ions themselves, some space will be devoted to a consideration of this question.

We have seen that the formation of the gaseous ions from a solid salt is a process requiring a considerable amount of energy,

[^205]and in no known case is there any appreciable tendency for such a reaction to proceed spontaneously. On the other hand, the formation of aqueous ions from a solid salt is one that frequently takes place very readily. It must, therefore, require much less energy than the formation of gaseous ions. The reason for this is readily understood if we remember the high dielectric constant of water. If the dielectric were really a nonmolecular continuum, we should have to break the process of solution into two steps, the first being the introduction of dielectric between the ions of the solid, which would result in a lowering in the energy of the system, and the second being the dispersion of the ions in the dielectric. The latter requires energy but, because of the reduction of the potential between ions by the dielectric, only $\frac{1}{80}$ as much as would be required in vacuum, and possibly not enough to balance the energy in the first step, so that energy might even be expected to be evolved on solution. In any event, the heat of solution would be small. When the molecular structure of water is considered, the situation appears more complicated. Saturation effects cause the effective diclectric constant to be lower than the measured value, as has already been explained. Actually, of course, the molecular structure also prevents the occurrence of the first step described above, the interpenctration of solvent between the ions of the solute. It may still be, however, that the arrangement of dielectric molecules around an ion in solution is more compact than the arrangement of other ions about it in the solid. A compact arrangement of the dipoles of the solvent about an ion results in a relatively low energy. In view of the various complicated factors involved, it is not surprising that solution of the alkali halides sometimes results in evolution and sometimes in absorption of heat; this may be seen from Table 47, where $L$ is the heat evolved when one mole of salt is dissolved to form an infinitely dilute solution. ${ }^{1}$ The heat evolved or absorbed is always small in magnitude, however, compared with the lattice energy (compare $-U_{0}$, Table 47). (Regarding energy units see page 461.)

[^206]Table 47.-Heats of Solution of alkal Halides at Room. Temperature (In kilogram-calories per mole)

|  | Salt | $-U_{0}$ | $L$ | $L^{+}+L^{-}$ |
| :---: | :---: | :---: | :---: | :---: |
| LiF. |  | 245.1 | -0.7 | 244.4 |
| LiCl |  | 201.1 | 8.7 | 209.8 |
| LiBr |  | 189.9 | 11.5 | 201.4 |
| LiI. |  | 176.2 | 14.9 | 191.1 |
| NaF |  | 216.4 | -0.3 | 216.1 |
| NaCl |  | 184.0 | -1.2 | 182.8 |
| NaBr . |  | 175.9 | -0.6 | 175.3 |
| NaI . |  | 164.4 | 1.6 | 166.0 |
| KF. |  | 193.2 | 4.0 | 197.2 |
| KCl . |  | 168.3 | -4.4 | 163.9 |
| KBr . |  | 161.5 | -5.1 | 156.4 |
| KI. |  | 152.5 | -5.2 | 147.3 |
| RbF |  | 183.4 | 6.0 | 189.4 |
| RbCl . |  | 162.1 | -4.4 | 157.7 |
| RbBr . |  | 156.1 | -6.1 | 150.0 |
| RbI. |  | 147.9 | -6.6 | 141.3 |
| CsF |  | 175.9 | 8.6 | 184.5 |
| CsCl |  | 153.2 | -4.6 | 148.6 |
| CsBr |  | 149.6 | -6.9 | 142.7 |
| CsI. |  | 142.4 | -8.5 | . 133.9 |

In order to gain a more detailed understanding of the process of solution and the meaning of the values of $L$, the matter may be considered from a different point of view. The process of solution toform aqueous ions will again be thought of as broken up into two steps, but different from those considered in the preceding paragraph. It is assumed that the substance is first ionized into gaseous ions, in which process the lattice energy $-U_{0}$ is absorbed. From the considerations of Chap. XIV, the energy of this process is known for many salts. In the second step, the gaseous ions are dissolved in the water, the energy evolved in this process being the heat of solution of the gaseous ions. Let the energy evolved on solution of the gaseous positive ion be $L^{+}$, and that of the negative ion be $L^{-}$. The heat $L$
evolved on solution of the solid salt is then given by

$$
\begin{equation*}
L=L^{+}+L^{-}+U_{0} . \tag{1}
\end{equation*}
$$

We may now make an attempt at a rough theoretical evaluation of $L^{+}$and $L^{-}$. According to electrostatic theory, when an electrically charged body of radius $r$, with a spherically symmetrical distribution of electricity of total charge $e$ within this distance $r$ from the center, is introduced into a dielectric with dielectric constant $D$, an amount of energy equal to $\frac{e^{2}}{2 r}\left(1-\frac{1}{D}\right)$ is evolved. This gives a basis of comparison with the experimental results. The use of this relation in this connection was first suggested by Born, ${ }^{1}$ and it was early applied by Latimer. ${ }^{2}$

In Table 47, we include values of $L^{+}+L^{-}$obtained by adding the quantities in the two preceding columns. It is impossible to separate the sum experimentally into the values $L^{+}$and $L^{-}$for the individual ions. However, differences between the individual values can readily be found. For example, the difference between the heat of solution of $\mathrm{K}^{+}+\mathrm{Cl}^{-}$and $\mathrm{K}^{+}+\mathrm{Br}^{-}$will be the difference between $\mathrm{Cl}^{-}$and $\mathrm{Br}^{-}$. It should be possible to substitute any other alkali ion for potassium and (assuming the values of $U_{0}$ to be correct) still find the same difference between the chloride and the bromide. This is, of course, an immediate consequence of the ionic theory of Arrhenius, and the result can be expected to hold only if the heats of solution at infinite dilution are considered, for only at infinite dilution can we measure the interaction of an ion with the solvent, unaffected by interaction with other ions. In the tables, all values of heats of solution are those obtained by extrapolation to infinite dilution, and the result obtained is independent of the choice of the common ion within, at worst, about $\pm 2 \mathrm{~kg}$-cal., which is within the limit of error of, and may be considered a further check on, the calculation of the lattice energy.

The average value for the difference $\Delta$ between the heats of solution of adjacent halogen and alkali ions is given in Table 48. (column marked "obs."). For comparison, there is also given the difference to be expected theoretically from Born's formula ${ }^{3}$

[^207]Table 48.-Heats of Solution of Alkali and Halogen Ions at Room Temperature
(In kilogram-calories per gram ion)

| Ion | Radius, $\AA .$ | $\begin{gathered} L^{+} \text {or } L^{-} \\ \text {(calc.) } \end{gathered}$ | $\Delta$ (calc.) | $\Delta$ (obs.) | $\begin{gathered} L^{+} \text {or } L^{-} \\ \text {(used) } \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{F}^{-}$ | 1.36 | 119.9 | 29.9 | 33.8 | 125.9 |
| $\mathrm{Cl}^{-}$ | 1.81 | 90.0 | 6.4 | 7.4 | 92.1 |
| $\mathrm{Br}^{-}$ | 1.95 | 83.6 | 8.1 | 9.2 | 84.7 |
| $\mathrm{I}^{-}$. | 2.16 | 75.5 |  |  | 75.5 |
| $\mathrm{Li}^{+}$. | 0.59 | 276 | 104 | 26.6 | 117.2 |
| $\mathrm{Na}+$ | 0.95 | 172 | 49 | 18.9 | 90.6 |
| $\mathbf{K}^{+}$. | 1.33 | 123 | 13 | 6.6 | 71.7 |
| Rb ${ }^{+}$ | 1.48 | 110.0 | 13.5 | 7.2 | 65.1 |
| $\mathrm{Cs}^{+}$. | 1.69 | 96.5 |  |  | 57.9 |

given above. This is done simply by inserting the ionic radius from Table 16 in the formula. No allowance is made for the effect of coordination number (see Sec. 14.6), which is equivalent to assuming that the coordination number is six and that the radius of the ion is the same as that of a uni-univalent electrolyte. Furthermore, in the use of Born's formula, we continue to neglect the molecular character of the dielectric. The results can, therefore, be taken only as the roughest sort of an approximation; nevertheless, it will be seen that the "experimental" and theoretical differences agree pretty well for the negative ions, though there is no agreement at all for the positive ions. This suggests that the energy of solution of at least the largest negative ion, $I^{-}$, should be fairly close to the theoretical value, and if it is assumed that it does actually have this valuc, then from it and the data of Table 47 values for the heat of solution of all the other ions can be calculated ${ }^{1}$; these are also given in Table 48. The

[^208]values obtained for the positive ions are all much less than the theoretical values. If our method for dividing the heat of solution between positive and negative ions is correct, it indicates some asymmetry in a water molecule which makes it easier for a negative than a positive ion to orient the water molecule. It seems, indeed, very likely that the centers of positive charge are very close to the surface of the water molecule. This might account for the apparent readiness with which a negative ion effects the orientation of a water molecule, as compared to a positive ion. The readiness with which hydrogen bridges are formed is evidence in favor of the supposition that the positive charge is close to the surface, not only in water but in many polar groups in which hydrogen is present. An apparent asymmetry of the water molecule shows up also in other properties which will be discussed below. ${ }^{1}$ It should also be remarked that

Table 49.-Heats of Solution of Various Ions at Room Temperature (In kilogram-calories per gram ion)

| Ion | Radius, $\AA$. | $L^{+}$(obs.) | $L^{+}$(calc.) |
| :---: | :---: | :---: | :---: |
| $\mathrm{H}^{+}$. | . | 253 |  |
| $\mathrm{Ag}^{+}$. | 1.26 | 106 | 129 |
| Tl ${ }^{+}$ | . | 68 |  |
| $\mathbf{M g}{ }^{++}$. | 0.82 | 446 | 795 |
| $\mathrm{Ca}^{++}$. | 1.18 | 369 | 552 |
| $\mathrm{Sr}^{++}$. | 1.32 | 339 | 494 |
| $\mathrm{Ba}^{++}$. | 1.53 | 305 | 426 |
| $\mathrm{Fe}^{++}$. | .... | 446 |  |
| $\mathrm{Al}^{+++}$. | 0.72 | 1071 | 2040 |

the special tetrahedral structure of the water molecule would have to be taken into account in any attempt at a quantitative discussion of the process of hydration; it is an oversimplification to treat it as a simple dipole.
ions only 5 or $\mathbf{6 k g}$.cal. greater than those of Table 48. See Latimer, "The Oxidation States of the Elements and their Potentials in Aqueous Solutions," Prentice-Hall, Inc., 1938, pp. 21-22. ` Latimer, Pitzer, and Slansky, J. Chem. Phys., 7, 108 (1939), have suggested a method of dividing the heat of solution, similar to that used here, which gives even better agreement with the results based on electrocapillary measurements.
${ }^{1}$ See Latimer, Chem. Rev., 18, 354-356 (1936), and Latimer, Pitzer, and Slansky, J. Chem. Phys., 7, 108 (1939).

In Table 49, we give some values for the energy of solution of some polyvalent positive gaseous ions. These are to be compared with the theoretical values obtained from the radii of Table 16, appropriate modifications being made to allow for the double or triple charge. These corrections, however, do not include a correction, like that in Sec. 14.6, for the effect of the charge on the apparent radius. It is observed that, as is to be expected, the discrepancy between the theoretical and experimental values is considerable, and this discrepancy would be increased by the correction for the effect of charge on the radius.

The experimental values were obtained, as in the case of the univalent ions, by the usc of heats of solution and lattice energies. The latter, however, were not calculated directly, but were calculated from the heats of formation of the crystal, and other thermal data, ${ }^{1}$ and the already determined electron affinities of the halogens, using the appropriate modification of Eq. (16) of Chap. XIV. Excellent checks were obtained with different halides of the same metal.

Although the heat of solution is of paramount importance in determining the solubility of salts, it is not possible to get a complete understanding of the phenomenon from the heat of solution alone. Even if it were possible to assume that the ions formed a perfect solution, and the interionic attraction were completely negligible, it would be necessary to take into account the effect of the entropy change on solution. As shown in Appendix II, the entropy is essentially a measure of the frecdom of motion of the system, and a system tends to assume that state in which its motion is as unrestricted as possible, provided the energy of this state is not too great. For example, when a substance evaporates, its entropy increases because the gas molecules enjoy greater freedom of motion, and as far as this factor is concerned evaporation is favored, but the energy factor favors the condensed state. When the volume of a gas increases, the entropy likewise increases; in fact, in an isothermal process the increase of entropy per mole is given by the gas constant times the change in the natural logarithm of the volume occupied by

[^209]one mole. In the case of a solution, the change of entropy of a mole of solute with concentration is likewise given by the gas constant times the change in the natural logarithm of the volume containing one mole, if the solution is dilute enough. The entropy of the mole of solute is, however, by no means the same as if it existed in the same volume of empty space. In the first place, the molecules of solvent occupy a large fraction of the space, and the volume actually available to the solute molecules is therefore by no means equal to the total volume. Besides this, the solute molecules may well have an effect on the solvent molecules, and this effect is best included as part of the entropy of the solute. If the solute is an electrically charged ion in aqueous solution, it tends to orient the water molecules in its neighborhood; this decreases the freedom of motion of the water molecules and results in the entropy being lower than it would otherwise be. ${ }^{1}$

Solution of a solid salt is a process in many respects resembling vaporization, and so would be expected to result in an increase of entropy, in spite of the fact that the dissolved ions are free to move only in a fraction of the solvent volume. However, the effect of the orientation of solvent molecules may be so great as to actually cause a decrease in entropy on solution. In any event, the effect of orientation is to cause there to be less tendency for the substance to dissolve. The solubility product of a salt is the equilibrium constant for the process of solution and so is a measure of the solubility of the salt. The dependence of such an equilibrium constant on the energy and the entropy of solution is given in Appendix II [Eq. (6) and footnote 1, page 460]. The relation, which applies strictly only to perfect solutions, in which forces between solute molecules can be neglected, is as follows:

$$
\begin{equation*}
R T \ln K=L+T \Delta S^{0} \tag{2}
\end{equation*}
$$

Here $R$ is the gas constant, $T$ the absolute temperature, $K$ the solubility product, $L$ the heat evolved on solution per mole (this includes any work done against the constant pressure of the

[^210]atmosphere: $L$ is the negative of the $\Delta H$ of the process), and $\Delta S^{0}$ is the hypothetical change of entropy when one mole of solid salt dissolves to form a solution whose concentration is one mole per liter. By hypothetical change of entropy is meant the change that would occur were the solution a perfect solution, i.e., if it were possible to neglect the interaction of the ions on each other while in solution. (We call such a hypothetical perfect solution with a concentration of one mole per liter a hypothetical molal solution.) Since salt solutions are far from perfect, Eq. (2) can be only a rough approximation, but it should suffice to give the solubility of slightly soluble salts (for in such cases we never deal with large concentrations and may neglect ionic interactions) and, in any case, will give a fair approximation. The fact that a concentration of one mole per liter may not be attainable does not prevent us from calculating what the entropy of such a solution would be if it could be realized.

The value of $\Delta S^{0}$ is of considerable importance in determining and understanding the solubility of various salts, and we shall now concern ourselves with the evaluation of this quantity. As may be seen by Appendix II, $\Delta S^{0}$ is given by the heat absorbed when one mole of the salt dissolves to give a hypothetical molal solution, divided by $T$, provided the process is carried out reversibly, but $\Delta S^{\circ}$ is usually obtained by calculation from other thermodynamic quantities. The values for a number of solid salts are given in Table 50.

To understand the values of $\Delta S^{0}$, we again find it convenient to think of the process of solution as divided into two steps, first the formation of gaseous ions with hypothetical concentration of one mole per liter, and secondly, the solution of the gaseous ions to form a solution, also with the hypothetical molal concentration. ${ }^{1}$

[^211]
## We write

$$
\Delta S^{0}=\Delta S_{1}^{0}+\Delta S_{2}{ }^{0}
$$

where $\Delta S_{1}{ }^{0}$ and $\Delta S_{2}{ }^{0}$ refer, respectively, to the two steps just described. Values of $\Delta S_{1}{ }^{0}$ for a number of solid salts are given in Table 51. $\Delta S_{2}{ }^{0}$ is the entropy of solution of a pair of ions and may be written

$$
\Delta S_{2}{ }^{0}=\Delta S^{+}+\Delta S^{-}
$$

where $\Delta S^{+}$and $\Delta S^{-}$refer to the positive and negative ions, respectively. By a study of electrolytic cells in which the two

> Table 50.-Entropies of Solution of Solid Salts to Form Hypothetical Molal Solutions at $25^{\circ} \mathrm{C}$.
(In calories per mole per degree Centigrade)

|  | $\mathrm{Li}^{+}$ | $\mathrm{Na}^{+}$ | $\mathbf{K}^{+}$ | $\mathrm{Ag}^{+}$ | $\mathrm{Mg}^{++}$ | $\mathrm{Ca}^{++}$ | $\mathrm{Ba}^{++}$ | $\mathrm{Zn}^{++}$ | $\mathrm{Cd}^{++}$ | $\mathrm{Hg}^{++}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| F- |  | -1 | 6 |  |  | -32 | -25 |  |  |  |
| Cl- | 3 | 10 | 18 | 8 |  |  |  | -23 | -21 | -9 |
| $\mathrm{Br}^{-}$ |  | 14 | 21 | 12 |  |  |  | -19 | -11 |  |
| $\mathrm{I}^{-}$. |  | 17 | 25 | 15 |  |  |  | -14 | -4 |  |
| $\mathrm{NO}_{3}-\ldots$ |  | 21 | 27 |  |  |  | 21 |  |  |  |
| $\mathrm{SO}_{4}{ }^{-}$ | -26 | -3 | 8 | -8 |  | -33 | -25 | -52 | -46 |  |
| $\mathrm{CO}_{3}-$ |  | -17 |  | -18 | -60 | -46 | -38 | -58 | -68 |  |

electrodes are at different temperatures, it is theoretically possible to get the entropies of the separate ions in solution. ${ }^{1}$ In this way, it has been possible to get the values of $\Delta S^{+}$and $\Delta S^{-}$ given in Table 52.
evaluated if $C_{p}$ is known as a function of $T$. In this way the absolute entropy of the salt can be obtained; the entropy of dissolved ions can be obtained from the entropy of the solid salt and the entropy change on solution, and the entropy of the gaseous ions can be obtained by statistical mechanical calculations. This gives all the data necessary for finding the quantities given in the tables. Actual data in the tables are taken from Landolt-Börnstein, "Tabellen," Latimer, Pitzer, and Smith, J. Am. Chem. Soc., 60, 1829 (1938), and Latimer, "The Oxidation States of the Elements and Their Potentials in Aqueous Solutions," pp. 328-333.
${ }^{1}$ Knowing the absolute entropy of only one ion of course makes it possible to determine it for all others. For this purpose we use the value for $\mathrm{Cl}^{-}$, obtained by Eastman and Young (quoted by Latimer, Chem. Rev., 18, 355 (1936).

From Table 51, it is seen that the values of $\Delta S_{1}{ }^{0}$ are all accounted for if the entropy of vaporization to form gaseous ions is in all cases about 20 cal. per mole per degree per ion. The great variation in the values of $\Delta S^{0}$ is to be ascribed to variation in $\Delta S_{2}{ }^{0}$, and this is understood by considering the values of $\Delta S^{+}$

Table 51.-Entropies of Ionization of Solid Salts to Form Gabeous Ions at Hypothetical Molal Concentrations, at $25^{\circ} \mathrm{C}$.
(In calories per mole per degree Centigrade)

|  | $\mathrm{Li}^{+}$ | $\mathrm{Na}^{+}$ | $\mathrm{K}^{+}$ | $\mathrm{Ag}^{+}$ | $\mathrm{Ca}^{++}$ | Zn ${ }^{++}$ | $\mathrm{Cd}^{++}$ | $\mathrm{Hg}^{++}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{F}^{-}$ |  | 45 | 43 |  | 71 |  |  |  |
| $\mathrm{Cl}^{-}$ | 41 | 42 | 41 | 41 | . | 68 | 63 | 66 |
| Br- | .. | 42 | 41 | 41 | $\ldots$ | 65 | 65 |  |
| $\mathrm{I}^{-}$. | . | 41 | 41 | 40 | . . | 62 | 63 |  |

Table 52.-Entropies of Solution of Gaseotes Ions, at $25^{\circ} \mathrm{C}$. (In calories per mole per degree Centigrade)

| $\mathrm{H}^{+}$ | -24.3 | $\mathrm{Ca}^{++}$. | -51.2 | $\mathrm{Fe}^{++}$. | (-69.) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{Li}^{+}$. | -25.3 | $\mathrm{Ba}^{++}$. | -41.2 | $\mathrm{Fe}^{+++}$ | (-112.) |
| $\mathrm{Na}+$ | -19.6 | $\mathrm{Cu}^{++}$ | (-69.) | $\mathrm{Al}^{+++}$ | -119.3 |
| $\mathrm{K}^{+}$ | -11.0 | $\mathrm{Zn}^{++}$. | -67.0 | F- | -26.1 |
| $\mathrm{Rb}^{+}$ | -8.8 | $\mathrm{Cd}^{++}$. | -59.3 | $\mathrm{Cl}^{-}$ | -12.2 |
| $\mathrm{Ag}^{+}$ | -20.7 | $\mathrm{Hg}^{++}$. | -51.1 | $\mathrm{Br}^{-}$ | -8.4 |
| $\mathrm{Tl}^{+}$. | -9.6 | $\mathrm{Sn}^{++}$ | -48.0 | $\mathrm{I}^{-}$ | -4.2 |
| $\mathbf{M g}{ }^{++}$. | -70.0 | $\mathrm{Pb}^{++}$. | -40.8 | S-- | -26.3 |

Doubtful, values in parentheses.
and $\Delta S^{-}$. It will be seen that the smaller the ion (of given sign and magnitude of charge) and the larger the charge, the more negative is the value of $\Delta S^{+}$or $\Delta S^{-}$. This is exactly what is to be expected, for the greater the force the ion exerts on the surrounding water molecules, the more the water molecules should be tied up, with consequent reduction of their freedom of motion. This results in the-lowering of the entropy of the system. It will be seen that this effect is great enough to make the molal entropy of solution (Table 50) of most of the salts involving polyvalent ions negative, even in the cases where there are three ions per molecule, in spite of the large values of $\Delta S_{1}{ }^{0}$ when three ions are present. Where complex ions are involved, we have not attempted. to break down the entropy of solution into component parts, but roughly speaking; the entropy of solution is of similar magni-
tude to that of molecules involving simple ions of the same valence type.

It is of interest to note that in the entropies, as well as in the energies of solution of gaseous ions, there is a lack of symmetry between positive and negative ions. ${ }^{1}$ We may, for example, compare $\mathrm{K}^{+}$and $\mathrm{F}^{-}$which have nearly the same ionic radii. The value of $L^{+}$for $\mathrm{K}^{+}$has been taken as 71.7 kg .-cal., whereas the value of $L^{-}$for $\mathrm{F}^{-}$is 125.9 kg .-cal. This much greater heat of solution would indicate that $\mathrm{F}^{-}$has a greater effect on the solvent than $\mathrm{K}^{+}$, and this is borne out by the much more negative value of the entropy of solution of $\mathrm{F}^{-}$, indicating that it restricts the motion of the water molecules much more than does $\mathrm{K}^{+}$. In the case of $\mathrm{I}^{-}$, the entropy of solution is so low that it is of the right order of magnitude to be accounted for on the supposition that the only effect of the solvent is to occupy space, so that a dissolved $I^{-}$does not have so much room to move around in the solution as in the gas phase." This is the sort of situation in which a solvent would act as though it were a continuous dielectric in which the molecular structure were unimportant, and may offer some justification for our procedure in calculating the energy of solution of $\mathrm{I}^{-}$on that basis.

Another property that is related to the entropy of solution of an ion is the apparent volume of the ion when in solution. This property has been discussed especially by Bernal and Fowler, ${ }^{8}$ but our discussion will differ somewhat from theirs. The apparent volume of an ion in solution is defined as the increase in volume ${ }^{4}$ per ion when a salt containing that ion is dissolved. As in the case of other properties, it is not possible without further hypothesis to separate the change of volume due to the positive and that due to the negative ions. However, at infinite dilution the difference in the apparent volumes of two halogen ions, let
${ }^{1}$ See Latimer, Chem. Rev., 18, 354-356 (1936), and Latimer, Pitzer, and Slansky, J. Chem. Phys., 7, 108 (1939).
${ }^{2}$ The ion is probably free to move in a space equal to only ${ }_{10}^{10}$ to ${ }_{\text {it }}{ }^{\frac{1}{0}}$ of that occupied by the solvent [see Horiuti, Zeits. Elektrochem., 39, 22 (1933); Evans and Polanyi, Trans. Faraday Soc., 31, 891 (1935); Rice, J. Chem. Phys., 5, 353 (1937); Eyring and Hirschfelder, J. Phys. Chem., 41, 249 (1937)]. This would indicate an entropy of solution of $-R \ln 10$ to $-R \ln$ 100 , or -4.6 to -9.2 calories per mole per degree.
${ }^{3}$ Bernat and Fowler, J. Chem. Phys., 1, 531 (1933).
4 This increase in volume is the difference in volume between solution and pure solvent. The volume of the solid salt is not added to the latter.
us say, combined with a particular positive ion, should be independent of which positive ion this is. This is found to be the case, presumably within experimental error. Slightly modifying the procedure of Bernal and Fowler, we have attempted to get the apparent volume in solution of the separate ions by assuming that in CsI, which has large ions that presumably have the smallest effect on the water molecules, the volume is divided between $\mathrm{Cs}^{+}$and $\mathrm{I}^{-}$in the ratio of the cubes of the ionic radii. The apparent volumes of other ions can then be obtained, and these are given (together with the volumes of spheres with radii equal to the ionic radii of Table 16) in ${ }^{1}$ Table 53 . It will be seen that

> Table 53.-Apparent Ionic Volumes in Solution In $\AA^{3}$.

a $18^{\circ} \mathrm{C}$.
${ }^{1}$ Values for alkali and halide ions (except $\mathrm{F}^{-}$) from tabulation of differences of partial molal volumes, Landolt-Börnstein "Tabellen," III. Ergänzungsbd., p. 382. Value for $\mathrm{NO}_{3}-$ from $\mathrm{RbNO}_{3}$ after H . Smith, in Landolt-Börnstein, "Tabellen," III., p. 383. Values for $\mathrm{F}^{-}$and $\mathrm{Ag}^{+}$from data in "International Critical Tables." Values for alkaline earth ions from data and calculations kindly furnished by W. C. Root (Thesis, Harvard University); for $\mathrm{H}^{+}$from calculations by W. C. Root based on "International Critical Tables."
for a number of the large ions the apparent ionic volumes are slightly larger than the calculated values and parallel them rather well. The small ions, however, which exert large forces on the water molecules, sufficiently increase the density of the water so that the apparent ionic volume becomes small. Negative values presumably mean that the electrostatic attraction between ion and water is so great that the openwork structure of the water is broken down, and a number of water molecules coordinate with the ion, forming a complex ion.

There is, apparently, a limit to the negative value of the apparent volume of a univalent ion; in fact, at $25^{\circ}$ those of $\mathrm{Li}^{+}$and $\mathrm{H}^{+}$are less negative than that of $\mathrm{Na}^{+}$. Lithium and hydrogen are smaller than the holes in the water structure and so are probably not centered in the holes. ${ }^{1}$ This seems to diminish their effectiveness in breaking down the water structure, at least at the lower temperatures.

In the case of polyvalent ions, the forces are much greater, and large negative volumes occur.

It will be seen from a comparison of the tables that there is a relation between the entropy values and the volumes. The parallelism between calculated volume and observed apparent volume breaks down badly in those cases in which there is a large negative value of the entropy of solution of the gaseous ion.
19.6. Relation between Energy and Free Energy of Solution of Ions.-In view of the facts brought out in the preceding section, it may be profitable to attempt a more exact interpretation of Born's expression for the energy of solution of an ion

$$
\frac{e^{2}}{2 r}\left(1-\frac{1}{D}\right)
$$

This is the actual reversible work necessary, according to electrostatic theory, to take an ion bodily out of solution. It thus resembles a free energy of solution rather than an energy of solution, because removing the ion from solution also changes the condition of the molecules of the solvent, and this may be reflected in absorption or evolution of heat, which has to be taken into account in computing the energy change, but not in computing the free-energy change, which is given by the reversible mechanical work done on the system. From thermodynamics, ${ }^{1}$ Compare Gibson, Sci. Monthly, 46, 115 (1938).
this reversible work $\Delta F$ is equal to $\Delta H-T \Delta S$, where $\Delta H$ is the change of the heat content on taking a mole out of solution, in this case equal to $L^{+}$or $L^{-}$, while $\Delta S$ is the change of entropy ${ }^{1}$ (see Appendix II). This suggests that it would be better to compare the expression ${ }^{2} \frac{N e^{2}}{2 r}\left(1-\frac{1}{D}\right)$ with $L^{ \pm}+T \Delta S^{ \pm}$, where $\Delta S^{ \pm}$ is taken from Table 52, rather than to compare it with $L^{ \pm}$itself. However, the theory visualizes a process in which each individual is handled and moved separately by some external agency, but in which, of course, no such control is maintained over the solvent molecules, which are free to move under the influence of the field of the ion. This means that the $\Delta S$ term used to calculate $\Delta F$ should not contain any contribution from the change in the freedom of motion of the ions themselves on solution, but only from that part of $\Delta S^{ \pm}$that is due to the effect of the ions on the solvent. Now it was indicated above that it is reasonable to assume that the entropy of solution of I- ions, -4.2 cal. per mole per degree, is entirely due to the change of the freedom of motion of the ions; therefore, in calculating $\Delta F$ for comparison with the theoretical expression, $\Delta S$ will be set equal to zero, so $\Delta F=L^{-}$, for $\mathrm{I}^{-}$. It is then clear that the set of values of $L^{+}$ and $L^{-}$obtained by assuming $L^{-}$to be given correctly by the theoretical expression in the case of iodide ion is consistent with the present considerations. In all other cases, $\Delta F$ will be different from $L^{+}$or $L^{-}$. If it is assumed that the change of the freedom of motion of all the halide ions is the same as for $\mathrm{I}^{-}$(and this is certainly a reasonable assumption as. the correction is practically negligible in any event), then the change of entropy due to the effect on the solvent is obtained by subtracting -4.2 from $\Delta S^{-}$, giving

$$
\Delta F=L^{-}+T^{\prime}\left(\Delta S^{-}+4.2\right)
$$

Values of $\Delta F$ at room temperature, obtained in this way for the

[^212]several halide ions, are as follows: $\mathrm{F}^{-}, 119.5 ; \mathrm{Cl}^{-}, 89.8 ; \mathrm{Br}^{-}, 83.5$. It is observed that these are in remarkable agreement with the calculated values of $L^{-}$given in Table 48; this may, however, be to some extent fortuitous.

If a similar correction is attempted for the positive ions, the disagreement between calculated and observed values of $L^{+}$is greater. ${ }^{1}$

It seems worth while to consider the matter under discussion from another point of view. It is known from thermodynamics ${ }^{2}$ that $\Delta S=-(\partial \Delta F / \partial T)_{p}$ (the subscript indicates that the differentiation is to be performed at constant pressure). So the equation $\Delta F=\Delta H-T \Delta S$ may be written

$$
\Delta F=\Delta H+T\left(\frac{\partial \Delta F}{\partial T}\right)_{p}
$$

If we set $\Delta F=\frac{N e^{2}}{2 r}\left(1-\frac{1}{D}\right)$, it is found that

$$
T\left(\frac{\partial \Delta F}{\partial T}\right)_{p}=\frac{N e^{2}}{2 r} \frac{T}{D^{2}}\left(\frac{\partial D}{\partial T}\right)_{p}
$$

which is always small compared with $\Delta F$ if $D$.is set equal to the dielectric constant of water; $-T(\partial \Delta F / \partial T)_{p}$ turns out to be approximately $0.018 \mathrm{Ne} e^{2} / 2 r$.

The calculated value of $-T(\partial \Delta F / \partial T)_{p}$ or $T \Delta S$ should, of course, be compared, for the halide ions, with the experimental value of ${ }^{3}$

$$
-T\left(\Delta S^{-}+4.2\right)
$$

[^213]rather than with $-T \Delta S^{-}$, itself. But our apparently reasonable assumptions have made $T\left(\Delta S^{-}+4.2\right)$ equal to zero for $I^{-}$, and it is indeed doubtful whether $I^{-}$should tie up the water molecules more than they are tied up in pure water. It is true that $-T \Delta S^{-}$for $I^{-}$checks approximately with the theoretical value of $0.018 N c^{2} / 2 r$, but it is questionable whether this is significant as neither $-T \Delta S^{-}$nor $-T\left(\Delta S^{-}+4.2\right)$ checks at all well for the other negative ions, not to mention the positive ions. These difficulties are all connected with the rough approximation of treating a molecular medium as a continuous dielectric with unvarying dielectric constant, as Born's formula does. The validity of applying Born's formula for the calculation of $\Delta F$ may, then, also be questioned. The difficulties involved in this case should not be too serious, however, if the entropy effect is not too great, since the term involving $D$ has a relatively small effect on the calculated value of $\Delta F$.
19.7. The Factors Affecting Solubility. Illustrative Examples. All of the alkali halides are very readily soluble except lithium fluoride, which is soluble only to the extent of $5 \times 10^{-2}$ mole per liter. The heat absorbed on solution of lithium fluoride is, however, less than is the case with a number of the other alkali halides. The insolubility of lithium fluoride must therefore be referred to the entropy of solution. It is interesting to compare lithium fluoride with potassium bromide, which absorbs more heat on solution, but is very soluble. The contributions to the quantity on the right-hand side of Eq. (2), page 405, may be summarized as follows (with all entropies expressed in kilogramcalories per mole per degree to be comparable with energy term expressed in kilogram-calories per mole):

|  | $L$ | $\Delta S_{1}{ }^{0}$ | $\Delta S_{2}{ }^{0}$ | $\Delta S^{0}$ | $L+T \Delta S^{0}\left(T=298^{0} \mathrm{abs}.\right)$. |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{LiF} \ldots \ldots$ | -0.7 | 0.044 | -0.051 | -0.007 | -2.8 |
| $\mathrm{KBr} \ldots$. | -5.1 | 0.041 | -0.019 | 0.022 | 1.5 |

The value of $\Delta S_{1}{ }^{0}$ for LiF has been obtained from Table 51 by extrapolation. The value of the solubility product calculated for LiF from Eq. (2), page 405 , is about $8.7 \times 10^{-3}$, corresponding to a solubility of $9 \times 10^{-2}$ mole per liter, which is in good accord with the observed value. It is of interest to note that the low solubility as compared with potassium bromide may be traced to the large negative value of $\Delta S_{2}{ }^{0}$, which is ultimately due to the
fact that the small lithium and fluoride ions exert great forces on the water molecules and so restrict the freedom of motion of the latter. Although it is hardly correct to say that any one factor is responsible for the solubility or insolubility of a salt, it may, at least, be said that the large forces exerted by the ions on water and consequent entropy effect are an important contributing factor in making LiF only slightly soluble.

The silver halides show a very different behavior from the alkali halides, silver fluoride being soluble, whereas silver chloride, bromide, and iodide are practically insoluble, the solubility decreasing in that order. But the entropies of solution of the silver salts are almost identical with those of the corresponding sodium salts. It is, therefore, obvious that the difference in solubility of sodium chloride and silver chloride has to do principally with the heat of solution, and it is, indeed, true that when silver chloride is dissolved 16 kg .-cal. per mole are absorbed, whereas in the case of sodium chloride only 1 kg .-cal. per mole is absorbed. In order to analyze this difference, let us turn to Eq. (1), page 401. $L^{-}$is the same for the two salts. $L^{+}$is 15 kg .-cal. greater for $\mathrm{Ag}^{+}$than for $\mathrm{Na}^{+}$. This tends to favor the solubility of the silver salts; however, it is more than counterbalanced by the fact that $-U_{0}$ is 30 kg .-cal. more for AgCl than for NaCl . Since these salts have almost the same interionic distance, it is seen that this difference must be mostly due to the difference in the type of binding in the respective lattices. Indeed, we have seen (Chap. XIV, Table 21) that van der Waals forces contribute 29 kg .-cal. and covalent forces 11 kg .-cal. to the lattice energy of AgCl . These forces, then, are very largely responsible for the insolubility of AgCl .

In Chap. XVI, we noted that the distance between silver and chlorine atoms in silver chloride is smaller than expected theoretically for ionic compounds (see Table 38, page 335). This is, presumably, another indication of the partially covalent character of the bond. The theoretical radius of the silver ion (Table 16) is closer to that of potassium than to that of sodium ion. In calculating the lattice energy of silver chloride, the actual instead of the theoretical atomic distance is used. Had the latter been used, the discrepancy between the actual and theoretical lattice energies would have appeared greater, which would seem to reinforce the opinion that the covalent character
of the bond in AgCl is in large part responsible for its insolubility. In the case of silver fluoride the interionic-distance coincides fairly closely with the theoretical. In this salt, the forces are probably largely ionic." The salt might be expected to resemble somewhat potassium fluoride. The silver ion in solution, however, does not differ from that produced by silver chloride, and its high heat of solution $L^{+}$would tend to increase the solubility as compared with potassium fluoride. On the other hand, the entropy of solution of silver fluoride is lower than that of potassium fluoride, but not enough lower to counteract the energy effect.

There is thus an interesting difference between silver chloride and silver fluoride, resulting largely from the nonionic contribution to the binding in the former. The increasing insolubility of the bromide and iodide is related to the increasing amount of covalency in their binding. The solubility of various silver salts may be compared with the solubility of corresponding sodium salts, and a general view of the behavior of the silver salts thereby obtained. ${ }^{1}$ The solubility of most sodium salts is rather large, and it may be assumed that the solubility product of a series of such salts will not vary except by a factor that is small compared with the variation of the solubility products of the corresponding silver salts. The solubility product of the sodium salts, therefore, may be roughly taken as constant. Furthermore; it is seen from Table 50 that the entropies of solution of corresponding sodium and silver salts are much alike. Therefore, from Eqs. (1) and (2) we get for any pair of salts AgX and NaX the following equation ${ }^{2}$ :

$$
\therefore \quad R T \ln K_{\mathrm{AsX}}-R T \ln K_{\mathrm{NaX}}=L_{\mathrm{A} \varepsilon}^{+}-L_{\mathrm{Na}}^{+}+U_{\mathrm{AsX}}-U_{\mathrm{NaX}}
$$

Since $R T \ln K_{\mathrm{Nax}}$ is assumed to be constant and $L_{\mathrm{As}}^{+}$and $L_{\mathrm{Na}}^{+}$are also constants, the value of $\ln K_{\text {AEX }}$ for different salts ${ }^{3}$ (different X's) should give an approximately straight line when plotted against $U_{\text {Aux }}-U_{\text {Nax }}$. That this is actually the case is shown in

[^214]Fig. 72. The straight line does not appear to have the right slope; but this is due to the fact that the solubility products of the sodium salts are actually not all exactly the same. ${ }^{\text {. The }}$ interesting point which it is desired to bring out here is the


Fig. 72.-Solubility products and lattice energies. Theoretical slope for $18^{\circ} \mathrm{C}$. Data for the carbonate and halides are for $25^{\circ} \mathrm{C}$., but difference is within experimental error. Value for $\mathrm{Ag}_{2} \mathrm{~S}$ very rough. (Data from Landolt-Börnstein, "Tabellen.")
dependence of the solubility product on the character of the binding of the salt. Roughly speaking, assuming that the sodium
respectively. It should be noted that the solubility product is the equilibrium constant for the reaction

$$
\mathrm{AgX}(\text { solid }) \rightleftarrows \mathrm{Ag}^{+}(a q)+\mathrm{X}^{-}(a q)
$$

or

$$
\mathrm{Ag}_{2} \mathrm{X}(\text { solid }) \rightleftarrows 2 \mathrm{Ag}^{+}(a q)+\mathrm{X}^{-}(a q)
$$

and the actual solubility of the substance may be greater than that calculated from this equilibrium because of the effects of other reactions, namely, hydrolysis and complex formation.
${ }^{1}$ The discrepancies are practically entirely accounted for by this variation in the solubility products of the sodium salts, as appears from a tabulation in Chap. XXI of Latimer, reference 1, p. 406. (These solubility products are corrected for deviations from the perfect solution laws, and so can be used directly in the equation-actually Latimer gives free energies of solution from which corrected solubility products are calculated directly.)
salts are ionic, $U_{\mathrm{Aax}}-U_{\mathrm{Nax}}$ is a measure of the deviation from the pure ionic type of binding in the silver salt, and it is seen that a large deviation means, on account of the logarithmic relation, an extremely small solubility.

A similar analysis could undoubtedly be made of the solubilities of many other salts, but none will be attempted here. Various complications may, of course, arise. In some cases, the ions formed react with water, so that the ions present are not those which would be expected offhand from the formula of the salt. Not all salts in which the binding is purely ionic are soluble. For example, this is the case with $\mathrm{BaSO}_{4}$ and $\mathrm{BaCO}_{3}$. In such cases, ions of higher valence are involved, and the solubility depends on the relation between the ionic forces in the lattice and those in solution.

In no case will a stable atomic compound dissolve to give neutral atoms in solution. It is only the possibility of ionization that makes solution of a nonmolecular solid possible. On the other hand, there is the possibility of the molecules of molecular compounds dissolving in water, depending on the relative strengths of the attraction between molecules of the substance involved and the attraction between these molecules and water. These matters have been discussed in detail by Hildebrand, ${ }^{1}$ and will not be considered here. Molecular compounds may also react with the water, perhaps forming hydrated ions, as in the case of $\mathrm{Al}_{2} \mathrm{Cl}_{6}$ (see Sec. 19.9).
19.8. Ionization of Halides of the Transition Metals.-In the account of the complex salts given in Chap. XVI, we have noted several cases in which a halogen ion is attached to a central ion and is not ionized in aqueous solution. Whether such a halide is ionized depends upon the mode of attachment of the halogen; if water or ammonia molecules, for example, are directly attached to the central ion, filling up its coordination sphere, then the halide is ionized, but if the halogen itself is in the coordination sphere it is not. This behavior may seem very different from that exhibited by the salts of the more electropositive metals, but in reality the contrast in behavior is not so great as it may seem. For since the ions of the more positive metals also have an affinity for water, when the salts ionize in aqueous solution, we

[^215]may, to all intents and purposes, consider that these ions haye formed a compound with several molecules of water, i.e., they are hydrated. This is especially true if the charge on the ion is greater than 1. These ions are thus essentially complex ions in solution, as has, indeed, been indicated already.

The question as to whether a halide will be ionized in aqueous solution is largely a question as to whether the positive ion has a greater attraction (under the conditions existing in the solution) for the halide ion or a water molecule. This question is always decided in favor of the water molecule in the case of the alkali and alkaline earth metals, but the matter is more doubtful in the case of a transition metal. The situation is further complicated in the case of the latter by the fact that equilibria are frequently not established rapidly. Thus we have seen in Sec. 16.2 that the equilibrium in aqueous solution between the various aquochromichlorides is slowly established.

In the case of the typical weak electrolyte $\mathrm{HgCl}_{2}$, which ionizes only very slightly in aqueous solution, ${ }^{1}$ the equilibrium must establish itself rapidly, for it undergoes the usual ionic reactions, such as precipitation of mercuric iodide by potassium iodide.

The equilibria involved in the interchange of halogen ions and water in complex ions have not been found at all simple, nor have the conditions under which such interchange takes place been systematically discussed. It is thus scarcely safe to make any definite quantitative statements with regard to the difference between the alkali and alkaline earth metals on the one hand and the transition metals on the other. Qualitatively, it appears that the force between the transition ions and chlorine, bromine, or iodine is relatively greater (as compared with the force between the ions and water molecules) than is the case with the more metallic ions. As seen in Sec. 19.7 by comparing sodium and silver salts, it seems probable that this is an expression of a greater tendency of the bond to be covalent and of a greater importance of van der Waals forces when a transition metal is involved. The water molecule is so much smaller than a chloride ion that one would expect the force between the water

[^216]and the metallic ion (though only an ion-dipole force as contrasted to an ion-ion force) to be greater than that between the metallic ion and a chloride ion, or at least great enough so that in the presence of the large excess of water in aqueous solutions the positive ion would be hydrated without question, as always occurs with an alkali or alkaline earth metal, and with the metals of the aluminum group. ${ }^{1}$ However, the very fact that the chloride ion is fairly large renders it liable to distortion in the field of a small positive ion; i.e., the hond tends toward covalency instead of being electrostatic.

Furthermore, as we have seen, hydration may, if the ion is small, involve a large decrease of entropy due to the tying up of the water molecules; this discourages ionization, and makes it possible for weak electrolytes to exist (especially when the positive ion is at least divalent) if the bond is sufficiently covalent. The transition ions are very small, and it seems likely that the energy involved in the distortion of the halogen is what turns the balance so that the complex ions containing chlorine, bromine, or iodine become more or less stable in aqueous solution. The magnetic criterion applied to the salt $\left(\mathrm{NH}_{4}\right)_{2}\left[\mathrm{FeCl}_{5} \mathrm{H}_{2} \mathrm{O}\right]$ does indeed indicate that the binding is not covalent, but in this case the complex ion is undoubtedly not extremely stable.

On the other hand, the binding in most complex ions containing fluorine is in all probability ionic. An example is $\mathrm{FeF}_{6}-$, and the statement would certainly be true for $\mathrm{ScF}_{6}-$. The latter ion is quite stable in aqueous solution, ${ }^{2}$ and it is probable that $\mathrm{FeF}_{0}-$ is also-at least it is known that $\mathrm{Fe}^{+++}$and $\mathrm{F}^{-}$have a strong tendency to combine in aqueous solution, ${ }^{3}$ but this is not surprising, for the fluoride ion is so small that the force between it and the central ion is quite large. One could not in such a case predict offhand whether the complex ion should be stable or not,

[^217]and no attempt at theoretical calculations have yet been made, as far as the author is aware.

It must be stated that we have made little attempt in the foregoing discussion to evaluate the possible influence of van der Waals forces. This is hardly possible in the present state of knowledge, but Sec. 19.7 indicates that it may not be inappreciable.
19.9. Hydrates.-Since many salts readily dissolve in water, it is not at all surprising that in many cases hydrated crystals are formed. These may be considered to be in a sense intermediate between aqueous solutions and anhydrous crystals.

Bernal and Fowler ${ }^{1}$ suggest a classification of hydrates into three types. (1) There are hydrates in which the water merely occupies holes in the crystal. (2) There are hydrates in which the water appears to be definitely attached to a specific ion, surrounding it in what may be called a coordination sphere. (3) The crystal may resemble ice in which the ions are dissolved, the crystal melting, on heating, in its own water of hydration; such a crystal would be $\mathrm{Na}_{2} \mathrm{SO}_{4} \cdot 10 \mathrm{H}_{2} \mathrm{O}$, for example. It is not certain, however, that crystals of the first two classes will always lose water by evaporation rather than melting in their own water of hydration, ${ }^{2}$ nor it is certain that the reverse will be true of the latter class of crystals. Furthermore, it may often be difficult to decide, even when the structure of a crystal is known, to which class it may most logically be assigned.

One thing is fairly eertain, however, and that is that the more or less tetrahedral structure of the water molecule is often of considerable importance in determining the structure of a crystal. An example of this is furnished by the hexahydrated magnesium halides. ${ }^{3}$ In these salts, the magnesium ion is surrounded by

[^218]six water molecules in the form of a regular octahedron. Two halogens are close to this group and near the center of opposite faces of the octahedron. At each of the six other sides, there is a halogen which is displaced from the center of the face toward one of the water molecules. Although it is not possible by means of X-ray determinations to locate the hydrogens in a crystal, it seems probable that each of the two halogens that are near the centers of opposite faces has a hydrogen from each of the three waters of the face directed toward it. The other hydrogen from rach $\mathrm{H}_{2} \mathrm{O}$ molecule is directed toward one of the other halogens. Although the tetrahedral structure of the water molecule is not too directly in cvidence, it appears that each water molecule has its negative end (or ends) directed toward the central magnesium ion and is in contact through hydrogen bonds with two halogen ions. ${ }^{1}$ Each of the latter is joined to several waters through hydrogen bonds. This peculiar arrangement of the chlorines about the water tetrahedron naturally results in a rather complicated crystal structure. It is in contrast to the situation that exists in the case of several ammonia complexes of similar structure, e.g., $\mathrm{Ni}\left(\mathrm{NH}_{3}\right)_{6} \mathrm{Cl}_{2}, \mathrm{Ni}\left(\mathrm{NH}_{3}\right)_{6} \mathrm{Br}_{2}, \mathrm{Ni}\left(\mathrm{NH}_{3}\right)_{6} \mathrm{I}_{2}$. In these compounds, which have the fluorite structure, the Ni $\left(\mathrm{NH}_{3}\right)_{\mathrm{e}}{ }^{++}$ion is likewise surrounded by eight halogen ions, but each of the latter is opposite the center of a face of the ammonia octahedron, thus making possible a more regular crystal arrangement. Each halogen is surrounded by four $\mathrm{Ni}\left(\mathrm{NH}_{3}\right)_{6}{ }^{++}$groups at the corners of a regular tetrahedron.

Another interesting example of the influence of the structure of the water molecule is furnished by $\mathrm{NiSO}_{4} \cdot 7 \mathrm{H}_{2} \mathrm{O}$. In this case, cach $\mathrm{Ni}^{+1}$ has six waters coordinated about it, and there is one

[^219]remaining water that does not come into contact with an $\mathrm{Ni}^{++}$. There are two types of coordinated water molecule. (1) Of the six water molecules about a given nickel ion, four have three bonds in a plane (i.e., there is what might be called a double bond to the nickel, and the two hydrogens make contact with oxygens, which may be from the sulfate group, the negative ends of an uncoordinated water molecule, or the negative end of one of the other type of water of coordination belonging to a different nickel ion). (2) The other two waters of the coordination group are tetrahedral, one of the negative spots making a contact with the nickel, and the other with a hydrogen of an uncoordinated water, or a hydrogen of a water of coordination from another group, while the two positive spots each contact a sulfate oxygen, or the negative end of an uncoordinated water. The uncoordinated water is also tetrahedral. In $\mathrm{NiSO}_{4} \cdot 6 \mathrm{H}_{2} \mathrm{O}$, the nickel is again six-coordinated, and the general structure


Fig. 73.-Water molecule with three bonds in a plane in hydrates of $\mathrm{NiSO}_{4}$. The black circles indicate the location of the hydrogens in the water molecule. of the coordination group is the same as before, i.e., four of the waters have three bonds and two are tetrahedral.

In $\mathrm{Al}\left(\mathrm{H}_{2} \mathrm{O}\right)_{6} \mathrm{Cl}_{3}$ and $\mathrm{Cr}\left(\mathrm{H}_{2} \mathrm{O}\right)_{6} \mathrm{Cl}_{3}$, there are six water molecules arranged in the form of a regular octahedron about the metal ion. Each water is combined with two $\mathrm{Cl}^{-\prime}$ s, presumably through hydrogen bonds, the angle between these bonds being about $105^{\circ}$, nearly the tetrahedral angle. The $\mathrm{Cl}^{-}$'s form bridges between the complex ions. These salts have a tendency to split off HCl even at room temperature (hydrolysis), indicating the great affinity of the metal ion for oxygen and the force with which it displaces the electrons away from the hydrogen. ${ }^{1}$

[^220]It will be noted that in the aluminum and chromium salts each water has only two bonds to atoms other than the central metal, while in the nickel salts described above two of the waters exhibit three "external" bonds. It has been suggested by Beevers and Schwartz ${ }^{1}$ that this difference is characteristic of the metals, $\mathrm{Al}^{+++}$and $\mathrm{Cr}^{+++}$being able to satisfy all twelve negative bonds from the six water molecules, whereas $\mathrm{Ni}^{++}$can satisfy only ten. The exact reason for this is not clear, though it might reside in the greater positive charge of the trivalent ions. If there really are ten or twelve bonds of a covalent nature, they are obviously a different type of bond than those considered in Sec. 15.2, and as a matter of fact measurements of magnetic susceptibility indicate that the bonds in $\mathrm{NiSO}_{4} \cdot 7 \mathrm{H}_{2} \mathrm{O}$ are ionic or semicovalent.

The great contrast between the structure of anhydrous aluminum chloride (which, as seen in Sec. 17.3, is a molecular compound) and that of the hydrated salt is of interest. Aluminum chloride in sufficiently dilute solution appears to be completely ionized, ${ }^{2}$ though it is somewhat hydrolyzed. The ion in aqueous solution undoubtedly has a structure like that in the hydrated salt. It is this possibility of reversion to a stable hydrated form that makes aluminum chloride soluble. The large magnitude of the forces operating between aluminum and oxygen may, then, be said to be chiefly responsible for the solubility of the salt, but the possibility of hydration of chloride ion also plays a necessary role. Even though the binding in solid anhydrous aluminum chloride is not ionic, we may consider the process to be broken up into the usual steps ( $s=$ solid, $g=$ gas, $a q=$ aqueous):

$$
\begin{gathered}
\frac{1}{2} \mathrm{Al}_{2} \mathrm{Cl}_{6}(s) \rightarrow \mathrm{Al}^{+++}(g)+3 \mathrm{Cl}^{-}(g) \\
\mathrm{Al}^{+++}(g) \rightarrow \mathrm{Al}^{+++}(a q) \\
3 \mathrm{Cl}^{-}(g) \rightarrow 3 \mathrm{Cl}^{-}(a q)
\end{gathered}
$$

The first step requires an energy of 1270 kg .cal., and as may be

[^221]seen from Tables 49 and 48, the latter two evolve energies of 1071 and $3 \times 92.1=276 \mathrm{~kg}$.ccal., respectively. The affinity of aluminum ion for liquid water, given by the second reaction, is not quite so great as its affinity for gaseous chloride iou, given by the first reaction; but the additional energy of hydration of the chloride ion more than balances the difference. Crystalline. $\mathrm{Al}\left(\mathrm{H}_{2} \mathrm{O}\right){ }_{6} \mathrm{Cl}_{3}$ gives out only about 13 kg .-cal. on dissolving.

It is of interest that the aluminum fluoride crystal does not give evidence of molecular structure. The structure is rather complex and irregular, but each aluminum ion is nestled in among fluoride ions, and the structure is probably close to being truly ionic. It is not close-packed, and hydrates are known, ranging from $\mathrm{AlF}_{3} \cdot 3 \frac{1}{2} \mathrm{H}_{2} \mathrm{O}$ ) to $\mathrm{AlF}_{3} \cdot \frac{1}{2} \mathrm{H}_{2} \mathrm{O}$. In $\mathrm{AlF}_{3} \cdot \frac{1}{2} \mathrm{H}_{2} \mathrm{O}$, which has a structure practically identical with the anhydrous salt, the water is probably in interstices in the crystal. It is quite evident that in this crystal the structure of the water molecule cannot play the same role that it does with the other crystals we have discussed, for it is close only to the negative fluorine ions and does not come near to the positive ions at all. It is, nevertheless, very difficult to drive the last half molecule of water out of the crystal requiring strong heating ${ }^{1}$ [the heat absorbed in the reaction $2 \mathrm{AlF}_{3} \cdot \mathrm{H}_{2} \mathrm{O}(s) \rightarrow 2 \mathrm{AlF}_{3}(s)+\mathrm{H}_{2} \mathrm{O}(g)$ is 35 kg .-cal.]. It seems very likely that there is at least one hydrogen bond between the oxygen of the water and a fluoride ion.

It is of some interest to note that the dehydration of $\mathrm{AlF}_{3}$ is irreversible. The anhydrous salt does not readily take up water because of the difficulty of opening up the structure so that the water molecules can enter. This difficulty must also appear when the water molecules leave. Some energy is required to open the structure, which is later regained when the structure again closes after the water molecules have left. In other words, the dehydration requires an activation energy.

An example of a salt containing only one molecule of water of hydration is $\mathrm{Li}_{2} \mathrm{SO}_{4} \cdot \mathrm{H}_{2} \mathrm{O}$. In this case, each lithium is surrounded by a tetrahedron of four oxygens. In half these tetrahedra, each of these oxygens also belongs to a sulfate tetrahedron; in the other half, however, one of ${ }^{-t h e m}$ belongs to a water molecule. This last oxygen forms hydrogen bonds to neighboring sulfate oxygens, the

[^222]angle between the two hydrogen bonds of a given water molecule being the tetrahedral angle.

It seems safe to draw the following general conclusions about hydrated compounds: (1) There is a tendency for the water molecules to be definitely coordinated [through the oxygen, as, for example, in $\mathrm{Al}\left(\mathrm{H}_{2} \mathrm{O}\right)_{6}{ }^{+++}$] with a metal ion. This is undoubtedly due to the marked displacement of negative charge toward the oxygen in the water molecule, together with its small size. The oxygen thus can displace negative ions (except fluoride ion) from the neighborhood of the positive ion. ${ }^{1}$ It is seen that this tendency is ultimately due to the outstandingly electronegative character of oxygen. (2) The structure of the water, except in a few cases (where the adjustment is probably difficult because of geometrical reasons), plays an important role in the determination of the crystal structure.
19.10. Acids and Bases.-A large number of substances, when dissolved in water, give rise to either $\mathrm{H}^{+}$ions or $\mathrm{OH}^{-}$ions. These ions, of course, exert strong forces on the water molecules, and the $\mathrm{H}^{+}$, in particular, is probably pretty firmly attached to one of the negative spots of a water molecule, so that what is present is actually an $\mathrm{H}_{3} \mathrm{O}^{+}$ion. The question as to whether a substance is a strong acid or not will depend on the force with which the ionized residuc holds a proton as compared with the attraction of a water molecule for a proton, in aqueous solution. ${ }^{2}$ If the latter predominates, the substance is a strong acid.

Most of the commoner acids may be classified into two groups: (1) the hydroacids, such as HCl , in which the hydrogen to be ionized is attached directly to some negative ion which may be considered to be the central atom of the molecule; (2) the oxygen acids, in which the hydrogen is attached to an oxygen atom which is in turn attached to a central atom. Other acids are known in which the hydrogen is attached to some negative element, other than oxygen, which is in turn attached to a central atom, such as chloroplatinic acid $\mathrm{H}_{2} \mathrm{PtCl}_{6}$.

[^223]In the case of the hydroacids, the strength of the acid increases with molecular weight. Thus the strength of the acids $\mathrm{H}_{2} \mathrm{O}$, $\mathrm{H}_{2} \mathrm{~S}, \mathrm{H}_{2} \mathrm{Se}, \mathrm{H}_{2} \mathrm{Te}$ increases in that order. The halogen acids $\mathrm{HCl}, \mathrm{HBr}$, and HI are all strong acids, and may be considered to be completely dissociated in water, but HF is a weak acid. This trend of the acid strength is merely a manifestation of the fact that chemical forces in general become less when atomic or ionic sizes increase. It is easier to split a hydrogen ion away from a large ion than from a small ion. ${ }^{1}$ On going across the periodic table, the strength of these acids decreases as the electronegativity of the element decreases. An electronegative element draws electrons to it; these electrons, then, are less likely to be shared with the hydrogen, which is thus more readily split off as an ion. In the case of the hydroacids, however, the electronegativity of negative elements is not always important. Thus, though - fluorine is the most electronegative element known, it does not draw the shared electrons away from the hydrogen sufficiently to make HF a strong acid. The small size of the fluorine ion causes the forces to be so strong that the acid is weak (in fact, it is probable that $\mathrm{H}_{2} \mathrm{~F}_{2}$ as well as $\mathrm{HF}_{2}-$ can exist in solution). However, the greater electronegativity of fluorine as compared with oxygen is sufficient to make HF a stronger acid than water, and water is in turn a stronger acid than ammonia. Ammonia, in fact, does not behave as an acid at all, but as a base, as the tendency of the nitrogen to share its extra pair of

[^224]electrons is sufficient to enable ammonia in aqueous solution to rob some of the water molecules of a hydrogen ion. ${ }^{1}$ The tendency of phosphorus in phosphine to share its electrons is also present, but the forces are so much weaker on account of the large size of the phosphorus ion that phosphine is not appreciably basic in aqueous solution. However, phosphonium compounds are known; these salts decompose in water, giving the acid and phosphine. The heavier members of the nitrogen group of the periodic system do not form this type of compound.

In the case of oxygen acids, the strength of the acid is determined to a large extent by the electronegativity of the central element. With acids of similar structure, such as $\mathrm{H}_{2} \mathrm{SO}_{3}$ and $\mathrm{H}_{2} \mathrm{SeO}_{3}$, the one containing the more electronegative element, in this case $\mathrm{H}_{2} \mathrm{SO}_{3}$, is the stronger. With extremely electropositive elements, the hydroxide is a base instead of an acid, and in intermediate cases it is amphoteric.

An oxygen acid is made stronger by the substitution of a more electronegative element for some atom in the molecule. A well-known example of this effect of a negative atom is furnished by the comparison of chloracetic acid with acetic acid, the former being much the stronger. In general, the greater the number of negative atoms present in an acid, other things being equal, the stronger the acid. This results in a hydroxide, in which the central atom has a high valence, being more acidic than one in which the same central atom has a lower valence. Thus sulfuric acid is a stronger acid than sulfurous. Many elements in the transition region of the periodic table exhibit a series of hydroxides or oxides which range from those having basic properties, through those which are amphoteric, to compounds which are acidic in nature. Manganese is an excellent example of such an element. ${ }^{2}$

[^225]A qualitative explanation of the above described properties of the oxygen acids can be given. ${ }^{1}$ The more electronegative the central atom, the more strongly it attracts electrons, and the more the electrons on the oxygen are pulled toward the central atom. This makes it less easy for the oxygen to share electrons with the hydrogen, which then becomes more loosely bound and will instead become attached to a water molecule. However, if the central atom is sufficiently electropositive, the electrons on the oxygen tend to be displaced toward the hydrogen. Thus the hydroxyl radical tends to break off. In other words, a polar character of the oxygen-hydrogen bond promotes the splitting off of hydrogen ion in aqueous solution, while a polar character of the oxygen-metal bond tends to cause the splitting off of hydroxyl ion. The strengthening of the acid by the introduction of a negative atom occurs because the latter draws electrons toward it, and thus, by a shift transmitted throughout the molecule, away from the hydrogen. The effect is naturally smaller, the farther the negative atom is from the acid hydrogen.

A different form of theory can be given, from which quantitative results can be obtained. A number of attempts have been made to calculate ionization constants of organic acids ${ }^{2}$; here, only the recent work of Kossiakoff and Harker ${ }^{3}$ on inorganic oxygen
element, being attached directly to the phosphorus, so that the electronic structures of these compounds may he written as follows:


See Table 31, Chap. XVI, and Latimer and Hildebrand, "Reference Book of Inorganic Chemistry," p. 176, The Macmillan Company, 1929. This structure of $\mathrm{H}_{3} \mathrm{PO}_{8}$ has been confirmed by the calculation of Kossiakoff and Harker (see p. 437).

A very interesting account of some of the properties of complex hydrates and acids has been given by Hall, Chem. Rev., 19, 89 (1036).
${ }^{1}$ See Lewis, "Valence and the Structure of Atoms and Molecules," p. 138, Reinhold Publishing Corporation, 1923.
${ }^{2}$ See Smallwood, J. Am. Chem. Soc., 54, 3048 (1932); Eucken, Angewandte Chemie, 45, 203 (1932); Kirkwood and Westheimer, J. Chem. Phys., 6, 506, 513 (1938).
${ }^{3}$ Kosbiakoff and Harker, J. Am. Chem. Soc., 60, 2047 (1938). Their account has been altered here in some details, but the results remain the same.
acids will be considered. These authors consider the actual strength of the $\mathrm{O}-\mathrm{H}$ electron-pair bond, which is broken to give an $\mathrm{H}^{+}$, to be the same in all acids, and calculate the differences in ionization on the basis of differences in electrostatic forces due to effective charges on the various atoms in the acid radical. In calculating these charges, a shared electron pair is supposed to contribute one electronic charge to one of the atoms and one to the other. Thus consider the two reactions:

$$
\mathrm{HSO}_{3}^{-} \rightarrow \mathrm{SO}_{3}^{--}+\mathrm{H}^{+}
$$

and

$$
\mathrm{HSO}_{4}^{-} \rightarrow \mathrm{SO}_{4}^{--}+\mathrm{H}^{+}
$$

It is necessary to compare the electron structures of the $\mathrm{SO}_{3}-$ and $\mathrm{SO}_{4}-$ ions, the entities which are attracting the $\mathrm{H}^{+}$ions. These electron structures are as follows:


In $\mathrm{SO}_{3}^{-}$, there are three shared pairs, so the sulfur has five valence electrons, which gives it, a net charge of +1 , and each oxygen with seven electrons has a net charge of -1 electronic; charge. In $\mathrm{SO}_{4}^{-}$, the sulfur has a net charge of +2 and each oxygen a net charge of -1 . A hydrogen attached to an oxygen in $\mathrm{SO}_{4}$ - thus comes under the influence of a greater positive charge on the sulfur than a hydrogen attached to an oxygen on $\mathrm{SO}_{3}-$. This tends to make the hydrogen on $\mathrm{SO}_{4}$-ionize more readily. On the other hand, there is an extra negatively charged oxygen on the $\mathrm{SO}_{4}^{-}$, but this is farther away from the attached hydrogen than is the sulfur, hence has less effect on it. The net result is that $\mathrm{HSO}_{4}-$ is a stronger acid than $\mathrm{HSO}_{3}{ }^{-}$. It is seen from this description that, as in the older theory, the effect is due to the tendency of the extra oxygen in $\mathrm{SO}_{4}-$ to take one of the sulfur electrons for itself, leaving the sulfur more positively charged than in $\mathrm{SO}_{3}-$. Instead of supposing, however, that this effect is transmitted through displacement of electrons away from the hydrogen, it is supposed in Kossiakoff and Harker's theory that it is transmitted directly electrostatically. In the older theory, the larger charge on the sulfur in $\mathrm{SO}_{4}$ - is partly counteracted through the sulfur pulling electrons in from the oxygens,
which of course leaves a smaller negative charge on the oxygens, and in particular the oxygen to which the $\mathrm{H}^{+}$is attached. So the repulsion of the sulfur and the attraction of the oxygens are both less in the older theory than in Kossiakoff and Harker's theory. If the differences in the attractive and repulsive forces should just about cancel each other, the simple electrostatic calculation would give correct results, even though there were some truth in the older theory, and the electrostatic theory does give excellent results, as we shall see.

Before proceeding to the calculations, it may be well to indicate why the first hydrogen ion of a polyvalent acid is always most readily lost. Compare, for example, the reactions

$$
\mathrm{H}_{2} \mathrm{SO}_{4} \rightarrow \mathrm{HSO}_{4}^{-}+\mathrm{H}^{+}
$$

and

$$
\mathrm{HSO}_{4}^{-} \rightarrow \mathrm{SO}_{4}^{--}+\mathrm{H}^{+}
$$

To understand why the first tends to go more readily than the second, it is necessary to compare $\mathrm{SO}_{4}^{-}$and $\mathrm{HSO}_{4}^{-}$. The latter has the electronic structure


In Kossiakoff and Harker's method of calculating charges on the various atoms, the hydrogen is assumed to share an electron pair; so there is a sulfur with charge of +2 , two oxygens with charge of -1 , one oxygen with charge of 0 , and one hydrogen with charge of 0 . There is, therefore, one less negative oxygen than there is in $\mathrm{SO}_{4}-$, with the result that a hydrogen is more readily ionized from $\mathrm{H}_{2} \mathrm{SO}_{4}$ than from $\mathrm{HSO}_{4}^{-}$.

It is very probable that a hydrogen ion in aqueous solution is rather definitely attached to a water molecule, forming a hydronium ion, $\mathrm{H}_{3} \mathrm{O}^{+}$. This ion will be hydrated by other more loosely bound water molecules. The process of ionization may be supposed to consist of the formation of a hydronium ion. In the neighborhood of any OH group in an acid, a number of water molecules will be oriented; in particular there will usually be one, water molecule oriented so that one of the negative spots
on the oxygen of the water will be near the hydrogen of the OH group. Consider the case of HClO , for example. In solution, there will exist a configuration like this:


Of course there will also be other oriented water molecules in the neighborhood. The first step in the ionization will be the formation of the following configuration:


This will require the breaking of an $\mathrm{O}-\mathrm{H}$ hond and the formation of an $\mathrm{O}-\mathrm{H}$ bond; the energies involved will presumably about cancel. But in addition, since the $\mathrm{ClO}^{-}$group has a net negative charge and $\mathrm{H}_{2} \mathrm{O}$ is neutral, it will require a certain amount of electrostatic energy to remove the proton from the one position to the other; let this be $E_{1}$ per mole. The next step in the ionization will be the breaking away of one of the other hydrogens on the hydronium ion, leaving the configuration


This second step will again involve the breaking and formation of a hydrogen bond, and the electrostatic energy, due to the attraction of the $\mathrm{ClO}^{-}$ion, will be small because of the greater distance of the other hydrogen. Eventually, however, there will exist in the solution a hydronium ion with oriented water molecules about it. The net energy effect, after the first step, will consist, at least approximately, in the difference in energy of the hydration of a hydronium ion and the hydration of a water molecule. Let this energy (i.e., the energy absorbed on ionization due to the difference in hydration) be $E_{2}$. It is supposed that $E_{2}$ is the same no matter what acid is used. The total energy of
ionization $\Delta E$ is, therefore, given by

$$
\Delta E=E_{1}+E_{2}
$$

where only $E_{1}$ depends upon the nature of the acid.
In calculating $E_{1}$, it is assumed that no change in the orientation of water molecules about the acid ion takes place. For it will be seen, though the tetrahedral water molecule was inadequately represented in a two-dimensional diagram, that the water molecule which was left near the Cl$)^{-}$ion after the hydronium ion broke up was already properly oriented. Therefore $\boldsymbol{E}_{1}$ can be taken simply as the electrostatic energy required to move the proton from the $\mathrm{ClO}^{-}$to the adjacent water molecule. If all distances involved are known, this can be calculated, provided an estimate can be made for the effective dielectric constant of the liquid. The large dielectric constant of water is due to the possibility of orientation of the water molecules in an electric field. If there is to be no change in the orientation, however, there will be no contribution from this factor; only the polarizability of the electrons in the molecules will contribute. Measurements of the index of refraction indicate that with orientation excluded the dielectric constant is about 1.77. The value that has actually been used is ${ }^{1} 3$. This may be supposed to allow for the possibility of displacement of protons in the electric field, without orientation, or for a slight amount of orientation. We assume that any entropy change involved in this process is negligible.

The distances of the various atoms composing the oxygen ion are known, or may be readily inferred, from X-ray data on crystals. Only the $\mathrm{O}-\mathrm{H}$ bond distance and the distance between the oxygens of the acid and of the water need to be considered. Kossiakoff and Harker take the $\mathrm{O}-\mathrm{H}$ distance to be $0.95 \AA$., which is consistent with Table 29. The distance between oxygens is taken as $2.70 \AA$., which is slightly less than the distance between water molecules in ice. Using these values, it is seen that the proton must be moved along the line joining the two oxygens by a distance of $0.80 \AA$., on going from the acid to the water molecule. With these data, then, and the assumption already made as to the charge to be assigned to each

[^226]atom, $E_{1}$ is readily calculated as the difference in electrostatic potential of the proton at the two positions.

The ionization constant $K$ is the equilibrium constant for the reaction

$$
\mathrm{HAc}+\mathrm{H}_{2} \mathrm{O} \rightarrow \mathrm{H}_{3} \mathrm{O}^{+}+\mathrm{Ac}^{-}
$$

where $\mathrm{Ac}^{-}$stands for the acid radical. It is related to the standard free-energy change of this reaction (see Appendix II) by the usual formula

$$
R T^{\prime} \ln K=-\Delta F^{0}
$$

where $\Delta F^{0}=\Delta H-T \Delta S^{0}$. Since there is little change in volume on ionization, $\Delta H$ is practically equal to $\Delta E=E_{1}+E_{2}$, but the change in entropy on ionization needs to be considered. There are two reasons for a change of entropy in the foregoing chemical reaction. In the first place, it will be realized that there is a difference in the volume through which a proton is free to move when it is attached to Ac and when it is attached to ${ }^{1} \mathrm{H}_{2} \mathrm{O}$. This is not because of any particular difference in the binding of the proton in the two cases, but simply because $\Delta S^{0}$ is the change in entropy that occurs on reaction when the concentration of HAc is at its standard state, 1 mole per liter, and when water is at its standard state, 55.5 moles per liter (see footnote 1 , page 460; in dilute solution, the solvent is treated as a pure liquid). If there were one oxygen atom per acid molecule, the effective volume for $\mathrm{H}^{+}$would be about 55.5 times as great after the reaction had occurred as before, since there are 55.5 times as many water molecules as acid radicals for it to rest on. This would mean an increase of entropy on ionization given by

$$
R \ln 55.5=8.0 \text { cal. per degree. }
$$

If there is more than one oxygen (or more than one hydrogen) in the acid, the entropy change is very slightly different.

There is one other entropy effect, a decrease on ionization due to the hydration of the $\mathrm{H}_{3} \mathrm{O}^{+}$, which should not be far different from the entropy of solution of $\mathrm{H}^{+}$, or about -24.3 cal. per deg. per gram ion. The value of $\Delta S^{0}$ should therefore be

[^227]about $-24.3+8.0=-16.3$. In a few cases, there are enough data available to find $\Delta S^{0}$ experimentally. ${ }^{1}$ These are as follows:
\[

$$
\begin{array}{lll}
\mathrm{HSO}_{4}^{-} & \rightarrow \mathrm{H}^{+}+\mathrm{SO}_{4}^{-} & \Delta S^{0}=-26.2 \\
\mathrm{HSO}_{3}^{-} & \rightarrow \mathrm{H}^{+}+\mathrm{SO}_{3}^{-} & \Delta S^{0}=-29.6 \\
\mathrm{H}_{2} \mathrm{SO}_{3} & \rightarrow \mathrm{H}^{+}+\mathrm{HSO}_{3}^{-} & \Delta S^{0}=-22.1 \\
\mathrm{HCO}_{3}^{-} & \rightarrow \mathrm{H}^{+}+\mathrm{CO}_{3}^{-} & \Delta S^{0}=-35.2 \\
\mathrm{H}_{2} \mathrm{CO}_{3}(a q) \rightarrow \mathrm{H}^{+}+\mathrm{HCO}_{3}^{-} & \Delta S^{0}=-22.9 \\
\mathrm{HPO}_{4}^{-} & \rightarrow \mathrm{H}^{+}+\mathrm{PO}_{4}^{-} & \Delta S^{0}=-43 \\
\mathrm{H}_{2} \mathrm{PO}_{4}^{-} \rightarrow \mathrm{H}^{+}+\mathrm{HPO}_{4}^{-} & \Delta S^{0}=-30.3 \\
\mathrm{H}_{3} \mathrm{PO}_{4}(a q) \rightarrow \mathrm{H}^{+}+\mathrm{H}_{2} \mathrm{PO}_{4}^{-} & \Delta S^{0}=-16.0
\end{array}
$$
\]

It is seen that the $\Delta S^{0}$ values are more negative than calculated, and the entropies of ionization of $\mathrm{HCO}_{3}^{-}$and $\mathrm{HPO}_{4}^{-}$vary rather considerably from the expected result. This can be due only to a change in the orientation of water molecules about the ionized anion residue. If this occurs, however, $E_{2}$ is also affected, for in assuming that $E_{2}$ had a common value for all acids, any such reorientation about the ionized residue was neglected. If such a reorientation gives a negative contribution to $T \Delta S^{0}$, it must give a greater negative contribution to $E_{2}$. Otherwise no reorientation would occur, for a system does not revert to a state of low entropy unless this condition is more than compensated by being a state of low energy, the general thermodynamic condition for equilibrium being that the free energy should be a minimum. Since the variation of $T \Delta S^{0}$ at room temperature from acid to acid is not extremely large, amounting to only a few kilogram-calories, it seems reasonable to suppose that the variation in $E_{2}-T \Delta S^{0}$ is still less. We therefore set as an approximation

$$
\Delta F^{0}=E_{1}+C
$$

where $C$ is a constant and $C \cong E_{2}-T \Delta S^{0}$. Using $C=-43.0$ kg .cal. and making the small correction for the number of available oxygens per proton in the acid radical, Kossiakoff and Harker have calculated values of $\log _{10} K$ for a series of oxygen acids. In Fig. 74, $\log _{10} K$, observed, is plotted against $\log _{10} K$, calculated. If the calculations were always exactly correct, all points would lie on the diagonal line. The result may be said

[^228]to be a remarkable check, considering the approximations and arbitrary assumption's involved. In spite of this, it seems best to reserve judgment as to how literally the theory should be taken, but, in any event, it promises to be a useful working hypothesis.

Kossiakoff and Harker have found that agreement was obtained only for the correct structure of the acid; the assignment


Fig. 74.-[After Kossiakoff and Harker, J. Am. Chem. Soc., 60, 2053 (1938).]
of other structures destroyed the agreement. For example, in the acid $\mathrm{H}_{6} \mathrm{IO}_{6}$, iodine has a coordination number of six, and from this structure the correct value of $\log _{10} K$ was obtained from the calculation; assuming that the acid is $\mathrm{HIO}_{4} \cdot 2 \mathrm{H}_{2} \mathrm{O}$, with a coordination number of four for iodine, gives no agreement between experimental and calculated values of $\log _{10} K$. It was possible, then, to predict the structure in the case of germanic
acid, where it was not previously determined. It was found necessary to assume that germanium has a coordination number of four, the proper formula being $\mathrm{Ge}(\mathrm{OH})_{4}$. For $\mathrm{H}_{3} \mathrm{PO}_{3}$ the structure given on page 429, above, was used.

Finally, it should be noted that the value of $C$ of -43.0 kg .-cal. is very reasonable. Taking $T \Delta S^{0}$ as approximately -7 kg .cal., this makes $-E_{2}=50 \mathrm{~kg}$.cal. This may be compared with the heat of solution $L^{+}$of $\mathrm{H}^{+}$, which is 253 kg .-cal. The heat of solution includes the heat of formation of the $\mathrm{O}-\mathrm{H}$ bond in $\mathrm{H}_{3} \mathrm{O}^{+}$(the proton affinity of water) and the heat of hydration of the hydronium ion, whereas $-E_{2}$ consists principally of the latter. ${ }^{1}$ This interpretation yields a value of about 200 kg .-cal. for the proton affinity of water. This is about the same as the value for the proton affinity of ammonia found in Sec. 14.10, which is very reasonable, especially as the calculations are rough.

In special cases, it is possible for special factors to affect the strengths of acids. For example, it is possible that, after removal of the proton, the electronic configuration of the acid radical might in some cases revert to some other arrangement. This would cause the ion to be more stable than it otherwise would be, and thus make the ionization take place more readily. As an illustration, consider the ionization of $\mathrm{HCO}_{3}{ }^{-}$. This leaves a $\mathrm{CO}_{3}^{-}$- ion, which very likely has the structure

$$
\begin{gathered}
: \ddot{\mathrm{O}}: \\
: \ddot{\mathrm{O}}: \ddot{\mathrm{C}:: \ddot{\mathrm{O}}}
\end{gathered}
$$

in which there is an oxygen with a double bond. If this is the case, the double bond resonates between the three C-O linkages, as explained in Sec. 16.8, giving the carbonate ion a symmetrical structure. But if a proton is attached to one of the oxygens, the attraction of the positive charge on the electrons will make it less likely that that oxygen will share its electrons to give a double bond. Only two C-O linkages, then, participate (at least to the full extent) in the resonance. Thus the electron structure of the acid radical changes, becoming more symmetrical, after ionization. Naturally this change would not take place unless it made the $\mathrm{CO}_{3}$ - ion more stable. It has, then, a tendency to shift

[^229]the equilibrium
$$
\mathrm{HCO}_{3}^{-} \rightleftarrows \mathrm{CO}_{3}^{-}+\mathrm{H}^{+}
$$
to the right. The calculations of Kossiakoff and Harker, using the double-bonded structure and neglecting resonance, might be expected to give too low a value for the ionization constant, and this is true in the cases of $\mathrm{H}_{2} \mathrm{CO}_{3}, \mathrm{HCO}_{3}^{-}, \mathrm{HNO}_{3}, \mathrm{HNO}_{2}, \mathrm{HCOOH}$, and $\mathrm{CH}_{3} \mathrm{COOH}$, though the difference between calculated and observed values is within the limits of error in $\mathrm{H}_{2} \mathrm{CO}_{3}$ and $\mathrm{HCO}_{3}^{-}$. In the case of $\mathrm{H}_{3} \mathrm{BO}_{3}$, a plane single-bonded structure $\left[\mathrm{B}(\mathrm{OH})_{3}\right]$ gave a calculated value of the ionization constant that agreed with the experimental value within the limits of error. This is of interest in connection with the discussion of boron compounds given on pages 322-324.
19.11. Oxidation and Reduction Reactions.-Among the most important reactions occurring in solution are those involving oxidation and reduction. These are often exceedingly complicated, and it is possible to offer but few generalizations as to the strength of oxidizing and reducing agents. In many cases, various solid substances are involved, and in practically all cases the hydration of various substances plays a significant role. Often the ions of water are involved, so that the strength of an oxidation or reduction agent depends upon the concentration of these ions in solution.

One important series of reactions of this type consists of those in which one metal displaces another in solution. In the displacement series, we are accustomed to thinking of a metal that displaces another metal as being more electropositive than the one displaced. In a general way, this is true, but it is by no means alwáys true. The ionization potential being a rough measure of the electropositiveness of a metal, we might thus expect cesium to displace lithium ion from solution (if this could be carried out without reaction with the water itself). Actually, lithium ion tends to displace cesium. Chief factor in this reversal of expectation is the fact that the energy of hydration ${ }^{1}$ of $\mathrm{Li}^{+}$is so much greater than that of $\mathrm{Cs}^{+}$, making $\mathrm{Li}^{+}$ion in solution very stable. In other cases, the stability of the solid metal may play a predominating part.

[^230]Sometimes no solids are involved, but there are likely to be enough other complications to make predictions and explanations difficult. Suppose, for example, it is desired to compare the following, entirely analogous, reactions:

$$
\begin{aligned}
& \mathrm{ClO}_{3}^{-}+6 \mathrm{H}^{+}+6 \mathrm{E}^{-} \rightarrow \mathrm{Cl}^{-}+3 \mathrm{H}_{2} \mathrm{O} \\
& \mathrm{BrO}_{3}^{-}+6 \mathrm{H}^{+}+6 \mathrm{E}^{-} \rightarrow \mathrm{Br}^{-}+3 \mathrm{H}_{2} \mathrm{O}
\end{aligned}
$$

and

$$
\mathrm{IO}_{3}^{-}+6 \mathrm{H}^{+}+6 \mathrm{E}^{-} \rightarrow \mathrm{I}^{-}+3 \mathrm{H}_{2} \mathrm{O}
$$

all taking place in aqueous solution ( $\mathrm{E}^{-}$- is used as the chemical symbol for electrons). The relative tendency of the reactions to go depends upon the stability and condition of hydration of $\mathrm{Cl}^{-}, \mathrm{Br}^{-}$, and $\mathrm{I}^{-}$, and $\mathrm{ClO}_{3}^{-}, \mathrm{BrO}_{3}^{-}$, and $\mathrm{IO}_{3}^{-}$In such cases as thesc, it is often of assistance to analyze the reactions into steps. Thus for the reactions just considered, we set down the

Table 54.-Analysis of Oxidation Reactions, I

| Partial reaction | Heat absorbed, kg-cal. |  |  |
| :---: | :---: | :---: | :---: |
|  | -- .--... --- --... |  |  |
|  | If $\mathrm{X}=$ | If ${ }_{\text {Br }} \mathbf{X}=$ | If $X=$ |
| $\mathrm{XO}_{3}{ }^{-}(\mathrm{aq})+\mathrm{H}^{+}(\mathrm{aq}) \rightarrow \mathrm{HXXO}_{2}(\mathrm{~s})$ | 49.7 | 38.1 | $\left\{\begin{array}{l}-2.3\end{array}\right.$ |
| $\left.\mathrm{HXO}_{3}(\mathrm{f}) \rightarrow \frac{1}{2} \mathrm{H}_{2}(\mathrm{~g})+\mathrm{X}(\mathrm{g})+\frac{3}{2} \mathrm{O}_{2}(\mathrm{~g})\right\}$ | 40.7 |  | \{ 82.4 |
| $X(g)+E-X^{-}(g)$ | -87.3 | -81.8 | -74.3 |
| $\mathrm{X}^{-}(g) \rightarrow \mathrm{X}^{-}(\mathrm{aq})$ | -92.1 | -84 7 | -75.5 |
| $5 \mathrm{H}^{+}(a q)+\frac{1}{2} \mathrm{H}_{2}(\mathrm{~g})+3{ }_{8} \mathrm{O}_{2}(\mathrm{~g})+5 \mathrm{E}^{-\cdots} \rightarrow 3 \mathrm{H}_{2} \mathrm{O}(\mathrm{lqq})$ | -768.2 | -768.2 | -768.2 |
| $\mathrm{XO}_{3}{ }^{-}(a q)+6 \mathrm{H}^{+}(a q)+6 \mathrm{E}^{-} \rightarrow \mathrm{X}^{-}(\mathrm{aq})+3 \mathrm{H}_{2} \mathrm{O}$ (liq) | -897.9 | -896.6 | $-837.8$ |

( $\mathrm{E}^{-}==$electron, $s=$ solid, $g=$ gas)
partial reactions ${ }^{1}$ shown in Table 54. From the results of this table, we may expect $\mathrm{ClO}_{3}^{-}$and $\mathrm{BrO}_{3}^{-}$to be much stronger oxidizing agents than $\mathrm{IO}_{8}^{-}$. It is not possible to say that this is due to any one cause. Of considerable importance, however, is the stability of the ions $\mathrm{ClO}_{8}^{-}, \mathrm{BrO}_{3}^{-}$, and $\mathrm{IO}_{3_{-}^{-}}^{-}$As bromine is a
${ }^{1}$ Data from Bichowsky and Rossini, "Thermochemistry of the Chemical Substances." It should be borne in mind that the overall reaction is a half-reaction. When it is considered together with the half reaction of the reducing agent the extremely large negative values for the energy of reaction will not be so much in evidence. Only the differences in the energy of reaction are of significance in determining the relative power of the oxidizing agents.
larger atom than chlorine, it is not surprising that $\mathrm{BrO}_{3}-$ is less stable than $\mathrm{ClO}_{3}^{-}$. However, it is rather surprising that $\mathrm{IO}_{3}-$ is more stable in aqueous solution than either of the others. This may be due to the normally larger coordination number of iodine, which enables it to be more completely hydrated. Thus in solution, $\mathrm{IO}_{3}^{-}$probably really becomes $\mathrm{I}(\mathrm{OH})_{8^{-}}^{-}$, whereas $\mathrm{BrO}_{3}^{-}$and $\mathrm{ClO}_{3}-$ take on at most one molecule of water. Since the size of the central atom thus has a double effect, influencing the bond energy directly and also affecting the possibility of hydration, it is not easy to predict the result in any given case. Thus, with respect to reduction to the halide ion, I$)_{4}{ }^{-}$is only about 24 kg .-cal. more stable than $\mathrm{ClO}_{4}^{-}$, while $\mathrm{BrO}_{4}^{-}$is apparently unknown and hence undoubtedly quite unstable. The reactions of the ions $\mathrm{SO}_{3}-, \mathrm{SeO}_{3}-$, and $\mathrm{TeO}_{3}-$ as oxidizing agents to give $\mathrm{S}, \mathrm{Se}$, and Te , respectively, are analyzed in Table 55 . The higher oxygen ions of bromine or selenium are invariably relatively unstable.

Table 55.-Analysis of Oxidation Reactions, II

| Partial reaction | Heat absorbed, kg.-cal. |  |  |
| :---: | :---: | :---: | :---: |
|  | $\begin{aligned} & \text { If } \mathbf{X}=1= \\ & \mathbf{S} \end{aligned}$ | $\begin{aligned} & \text { If } \mathrm{X}= \\ & \mathrm{Se} \end{aligned}$ | $\begin{gathered} \text { If } \mathrm{X} \\ \mathrm{Te} \end{gathered}$ |
| $\mathrm{XO}_{3}-(a q)+2 \mathrm{H}^{+}\left(a_{q}\right) \rightarrow \mathrm{H}_{2}(\mathrm{~g})+\mathrm{X}(\mathrm{g})+\frac{8}{2} \mathrm{O}_{2}(g)$ | 201 | 174 | 180 |
| $\mathbf{X}(\mathrm{g}) \rightarrow \mathbf{X}(\mathrm{s})$ | -53 | -51 | -39 |
| $4 \mathrm{H}^{+}(\mathrm{aq})+\mathrm{H}_{2}(\mathrm{~g})+3 \mathrm{O}_{2}(\mathrm{~g})+4 \mathrm{E}^{-} \rightarrow 3 \mathrm{H}_{2} \mathrm{O}(\mathrm{liq})$ | -656 | -656 | -656 |
| $\mathrm{XO}_{3}-(a q)+6 \mathrm{H}^{+}(a q)+4 \mathrm{E}^{-} \rightarrow \mathrm{X}(8)+3 \mathrm{H}_{2} \mathrm{O}$ (liq) | -508 | -533 | -515 |

( $\mathrm{E}^{-}=$eleotron, $\mathrm{z}=$ solid, $y=\mathrm{gas}$ )
Various other oxidation and reduction reactions could be studied in the same way. It must be remembered, however, that the entropy of the various substances involved also has an influence on the reaction, though it is less important than the energy. Furthermore, the actual course of many reactions is determined not so much by the products and reactants as by the rate of reaction. Of course, if a reaction is to proceed at all, the products must be more stable than the reactants, but the rate of reaction may be so slow that, even though this condition is fulfilled, the reaction for all practical purposes will not go. Some-
times there is more than one set of possible products, and the actual products obtained will depend very largely upon the relative rates of reaction. Thus, just how much the valence of an oxidizing agent will be reduced by a given reducing agent may depend upon the rate of the respective reactions that give the various valence states. These considerations greatly complicate the discussion of oxidation and reduction reactions, and indeed, of all reactions. On the other hand, equilibria can often be measured, and even in the cases where they are not the controlling factors, their study is of importance as a general guide.

Although it is usually unsafe to make generalizations about oxidizing and reducing agents, there is one statement that can, apparently, safely be made concerning the valence states of the more metallic transition elements. In any given column of the periodic table to the left of the iron, palladium, and platinum metals, the elements of greater atomic weight tend to exist in the higher valence states; the compounds in which the element exhibits the high valences are therefore less powerful oxidizing agents with the heavier elements. Thus the hexavalent compounds of molybdenum, tungsten, and uranium are not strong oxidizing agents.

## Exercises

$$
(s=\text { solid; } g=\text { gas })
$$

1. From the heat of formation of aqueous $\mathrm{ZnCl}_{2}$ from its elements, 115.3 kg. -cal. (evolved); the heat of vaporization of zinc, 27.4 kg .-cal; and other quantities obtainable from the tables in the book, calculate the heat of solution of gaseous $\mathrm{Zn}^{++}$. Repeat, using $\mathrm{ZnI}_{2}$ (heat of formation of aqueous $\mathrm{ZnI}_{2}, 61.4 \mathrm{~kg}$.-cal.) Calculate the heat of solution theoretically, and compare.
2. From the heat of formation of aqueous $\mathrm{InCl}_{3}, 145.4 \mathrm{~kg}$.cal. (evolved); the heat of vaporization of indium, 52 kg .-cal.; and other quantities obtainable from tables in the book, calculate the heat of solution of gaseous $\mathrm{In}^{+++}$. Calculate the heat of solution theoretically, and compare.
3. HCl is ionized in aqueous solution, but liquid HCl itself is not ionized. Remembering that the reactions to be compared are

$$
\mathrm{HCl}+\mathrm{H}_{2} \mathrm{O} \rightarrow \mathrm{H}_{3} \mathrm{O}^{+}+\mathrm{Cl}^{-}
$$

and

$$
\mathrm{HCl}+\mathrm{HCl} \rightarrow \mathrm{H}_{2} \mathrm{Cl}^{+}+\mathrm{Cl}^{-}
$$

and that solvation must play an important role in the phenomena, explain this difference in behavior.
4. Analyze the reaction $\mathrm{Li}(s)+\mathrm{Cs}^{+}(a q) \rightarrow \mathrm{Li}^{+}(a q)+\mathrm{Cs}(s)$ into steps whose energies may be found in the tables in the book, and verify the statement that the chief reason for the tendency of lithium to displace cesium is the large energy of hydration of lithium. What will be the effect of the entropy of hydration?
8. Similarly analyze the reaction $\mathrm{Zn}(s)+\mathrm{Fe}^{++}(a q) \rightarrow \mathrm{Zn}^{++}(a q)+\mathrm{Fe}(s)$, and indicate why zinc replaces iron. (See Exercise 1.)
6. From Tables 16 and 49, make a rough estimate of the heat of solution of $\mathrm{Au}^{+}$, and compare with $\mathrm{Tl}^{+}$.
7. From Table 49, make a rough estimate of the heat of solution of $\mathrm{Al}^{++}$. Then, using data to be found in the book, estimate the energy of the reaction

$$
\mathrm{Al}^{+++}(a q)+\mathrm{Cl}^{-}(a q) \rightarrow \mathrm{Al}^{++}(a q)+\frac{1}{2} \mathrm{Cl}_{2}(g) .
$$

## APPENDIX I

## SOME DEFINITIONS AND THEOREMS OF CLASSICAL MECHANICS

Since considerable use is made, in various parts of the text, of the principles of the dynamics of a particle and of a system of particles, it seems desirable to collect the formulas used in an appendix. It is assumed that the definitions of such terms as force, energy, mass, and momentum, as well as the process of resolving forces and other directed quantities along axes, are familiar to the student. In the more elementary cases, the appendix is intended to provide a summary rather than an explanation of the various laws and equations. For more detailed accounts, the student may consult any good text on general physics or mechanics.

The equation of motion of a single particle may be written in various ways, the most important of which may be summarized as follows: ${ }^{1}$

$$
\begin{equation*}
f=m a=m \dot{v}=\dot{M} \tag{1}
\end{equation*}
$$

where $f=$ force exerted on the particle.
$m=$ mass of the particle.
$a=\dot{v}=$ acceleration produced by the force.
$v=$ velocity.
$M=$ momentum $=m v$.
$f, a, v, M$, and $\dot{M}$ are all directed or vector quantities; $a$, and $\dot{M}$ are in the same direction as $f$. These may all be resolved along $x$-, $y$-, and $z$-axes, and there is a set of equations for the component along each axis, as follows:

$$
\begin{align*}
& f=m a_{x}=m \ddot{x}=m \dot{v}_{x}=\dot{M}_{x} \\
& f=m a_{y}=m \ddot{y}=m \dot{v}_{v}=\dot{M}_{y}  \tag{2}\\
& f=m a_{z}=m \ddot{z}=m \dot{v}_{z}=\dot{M}_{y} .
\end{align*}
$$

[^231]According to Eq. (1), a force operating for a definite time produces a change in the momentum of the body it acts upon equal to the force times the time. If it operates through a given distance, it changes the kinetic energy (which is, of course, equal to $\frac{1}{2} m v^{2}$ ) by an amount equal to the force times the distance through which it operates. A particle that is placed in a field, such as an electrical, magnetic, or gravitational field, which exerts a force on that particle, is said to have a potential energy due to the field, which depends upon the position of the particle in the field. The potential energy is equal to the work needed to be done by some external agency (which is supposed to be capable of grasping and holding the particle) in order to bring the particle from a position outside the field (in general, an infinite distance away) to a point in the field, without giving the particle any kinetic energy. If the field repels the particle, the potential energy is positive. If the field attracts the particle, the work done by the external agency is negative (i.e., actually the field does work on the external agency) so the potential energy is negative. The total energy of the particle moving in the field and without other constraints or forces is equal to the algebraic sum of the kinetic and potential energics.

Motion of a Particle Constrained to Move a Fixed Distance from a Given Point.-A particle so constrained, say by a rigid rod of length $r$, will, if no external force is exerted upon it, rotate with constant velocity in a circle with radius $r$ and center at the given point. As such circular motion involves a constant acceleration of the particle toward the fixed center (otherwise the particle would move along a straight line), the rod must exert a force on it. This is the centripetal force and is equal to $m v^{2} / r$, where $m$ and $v$ are mass and velocity of the particle. The equal and opposite force exerted by the rotating particle on the rod is called the "centrifugal force."

Motion of a Particle That Is Attracted to a Fixed Point.-If a particle moves under the influence of a force that is directed along the line joining it to a fixed center, its motion is best described by means of a system of polar coordinates, with origin at the center of force. The position of the particle is designated by giving the coordinates $r, \theta$, and $\phi$, where $r$ is the distance to the center of force and $\theta$ and $\phi$ are the usual polar angles. This is illustrated in Fig. 75, where the point $P$ is the position
of the particle. In this figure, $r$ is equal to $\overline{\mathrm{OP}}, \theta$ is the angle made by the line $\overline{\mathrm{OP}}$ with the polar axis $\overline{\mathrm{QO}}$, and $\phi$ is the angle made by the intersection of the plane QPO and the plane $\Pi$ (which is perpendicular to the polar axis at the origin) with an arbitrary line $\overline{O R}$ in $\Pi$. This line, however, is taken as the intersection of the plane of motion with II, as this is convenient for later calculations, and involves no loss of generality. Suppose the particle is moving with a velocity $v$ in some direction. The line $\overline{\mathrm{OP}}$ and the vector representation of the velocity $v$ determine a plane. Since the force acting on the particle is in this plane, the particle will have no tendency to move out of the plane, and will continue in it indefinitely. This


Fig. 75. plane of motion is shown as the plane P()R in Fig. 75. The angle POR will be designated as $\chi$.

The angular momentum $p_{\chi}$ of the particle with respect to the point O is defined as the product of (1) the length $\overline{\mathrm{OP}}=r$, (2) the projection of the velocity $v$ along a line in the plane of motion perpendicular to $\overline{\mathrm{OP}}$, and (3) the mass of the particle. This projection or component of the velocity will be equal to $r \dot{\chi}$; we may, therefore, write

$$
\begin{equation*}
p_{x}=m r^{2} \dot{\chi} \tag{3}
\end{equation*}
$$

$p_{x}$ is a very important dynamical quantity. Its importance arises, in part, from the fact that for central motion, i.e., motion in which the force is directed toward (or away from) a fixed point, it is constant. This may be readily proved, following the original discussion of Newton, in an intuitionally obvious manner. First it is convenient to note that the conservation of angular momentum is equivalent to the statement that for a central field of force the areas swept out by the radius vector in equal times are equal (see Fig. 76). (Applied to the motions of the planets about the sun, this is Kepler's second law.)

In order to prove this statement, we think of the central force as being replaced by an intermittent force, which acts at intervals
and for a very short time only. The shorter the time force acts, however, the greater the force itself is supposed to be. It is assumed that the integral of the force over any appreciable time


Fia. 76.-Illustrating the definition of angular momentum. Angular momentum is equal to the mass, times the distance OP, times the perpendicular projertion of $v$, here represented by QP'. It is noted that the area of the triangle OPQ is equal to $\frac{1}{2} \mathrm{OP} \times \mathrm{QP}^{\prime}$. Since $\mathrm{QP}=v$ is the distance moved by the particle in unit time, the triangle OPQ is the area swept out by the radius vector (line joining the particle to $O$ ) in unit time. Hence angular momentum $=2 \times$ mass $X$ area swept out in unit time.
interval, $\int_{t_{1}}^{t_{1}} f d t$, is the same for the true force as for the force that is assumed to replace it. Let the moving body start at the point $P$ (Fig. 77) and move to the point $Q$, at which time it is acted


Fra. 77. upon by the intermittent force, which is directed toward the center $O$. The body moves in a straight line from $P$ to $Q$, since no force is acting upon it in that interval, and it sweeps out an area equal to $\frac{1}{2} \overline{O P^{\prime}} \times \overline{\mathrm{PQ}}$, where $\overline{O P}$ is the perpendicular distance from $O$ to the line $\overline{P Q}$. If no force had acted at $Q$, the body would have motved to R , where $\overline{\mathrm{QR}}=\overline{\mathrm{PQ}}$, in a time equal to that necessary to go from $P$ to $Q$, and would have swept out an area OQR obviously equal to the area OPQ. However, if a force does act on the body at $Q$, it acquires there a component of velocity parallel to $\overline{O Q}$; therefore, instead of moving to
$R$, it will move to a point $R^{\prime}$ such that $\overline{R R^{\prime}}$ is parallel to $\overline{O Q}$, and will thus sweep out an area $O Q R^{\prime}$. But since $\overline{R R}$ is parallel to $\overline{O Q}$, the altitude of the triangle $O Q R$ is the same as that of the triangle $O Q R$ ', $\overline{O Q}$ being considered as the common base. Therefore the two triangles have the same area, and it is seen that after the force has acted the same area is swept out, per unit time, as before. As the force acts intermittently, this will continue to be true indefinitely. But if we consider a smaller and smaller force acting more and more often, we approach the limiting case, the law of equal description of areas continuing to hold good as this limit is approached. Thus angular momentum is conserved as a body moves under the influence of a central field.

In considering the motion of a particle attracted to a fixed point, it is often desirable to express its kinetic energy in terms of the polar coordinates and the corresponding velocities. It has already been noted that the component of the velocity of the particle perpendicular to the line $\overline{\mathrm{OP}}$ joining it to the center of force (see Fig. 75) is given by $r \dot{\chi}$; the velocity along $\overline{O P}$ is equal to $r$. The velocity component $r \dot{\chi}$ can be resolved further into two components that are mutually perpendicular and also perpendicular to $\overline{\mathrm{OP}}$, namely, a component parallel to the plane II and a component tangent to the great circle QP. Since these components are perpendicular to the component $\dot{r}$, they are entirely independent of the magnitude of $\dot{r}$. The component along QP will, obviously, be equal to $r \theta$. The component perpendicular to plane $\Pi$ will be the angular velocity, $\phi$, times the perpendicular distance of P to the polar axis, which is $r \sin \theta$. Thus, this component of velocity is $\phi r \sin \theta$. Since $r \dot{\theta}$ and $\phi r$ $\sin \theta$ are components of $r \dot{\chi}$, and all three of these quantities are components of $v$, we may write

$$
\begin{equation*}
r^{2} \dot{\chi}^{2}=r^{2} \theta^{2}+\phi^{2} r^{2} \sin ^{2} \theta \tag{4}
\end{equation*}
$$

and

$$
\begin{equation*}
v^{2}=\dot{r}^{2}+r^{2} \dot{\chi}^{2}=\dot{r}^{2}+r^{2} \dot{\theta}^{2}+\phi^{2} r^{2} \sin ^{2} \theta \tag{5}
\end{equation*}
$$

Generalized Definition of Momentum.-Before proceeding further, it will be necessary to formulate a general definition of
momentum. ${ }^{1}$ So far we have considered ordinary momentum and angular momentum. The former is of particular value when the position of a particle is described in terms of rectangular coordinates. The component of momentum $m \dot{x}$ is said to be conjugate to the variable $x, m \dot{y}$ is conjugate to $y$, etc. In like manner, the angular momentum $m r^{2} \dot{\chi}$ is conjugate to the variable $\chi$. In general, no matter what system of coordinates is used, a set of conjugate momenta may be found.

Usually, in the case of a single particle, there will be three independent coordinates with their conjugate momenta. If the motion is constrained in some way, there may be fewer independent coordinates (as, for example, in the case of the rotator constrained to move at a fixed distance from a given point). When there is more than one particle, there will be more than three variables. Suppose there are $N$ independent variables $q_{1}, q_{2}, \ldots, q_{N}$. It will always be possible to express the kinetic energy of the system in terms of these coordinates and their corresponding velocities $\dot{q}_{1}, \dot{q}_{2}, \ldots, \dot{q}_{N}$. Thus the kinetic energy may be expressed as a function $T\left(q_{1}, q_{2}, \ldots, q_{N}\right.$, $\left.\dot{q}_{1}, \dot{q}_{2}, \ldots, \dot{q}_{s}\right)$ of all these variables. Then the momenta $p_{1}, p_{2}, \ldots, p_{N}$ conjugate to the coordinates $q_{1}, q_{2}, \ldots, q_{N}$ are defined by the following set of equations:

$$
\begin{align*}
& p_{1}=\frac{\partial T\left(q_{1}, q_{2}, \cdots, q_{N}, \dot{q}_{1}, \dot{q}_{2}, \cdots, \dot{q}_{N}\right)}{\partial \dot{q}_{1}} \\
& p_{2}=\frac{\partial T\left(q_{1}, q_{2}, \cdots, \cdots, q_{N}, \dot{q}_{1}, \dot{q}_{2}, \cdots, \dot{q}_{N}\right)}{\partial \dot{q}_{2}}  \tag{6}\\
& p_{N}=\frac{\partial T\left(q_{1}, q_{2}, \cdots, \cdots, q_{N}, \dot{q}_{1}, \dot{q}_{2}, \cdots, \cdots, \dot{q}_{N}\right)}{\partial \dot{q}_{N}} .
\end{align*}
$$

In the partial differentiations, ${ }^{2}$ all variables are held constant except the one indicated. Thus, in the case of $p_{1}$, the expression for the kinetic energy is differentiated as though $q_{1}, q_{2}, \ldots, q_{N}$, $\dot{q}_{2}, \ldots, \dot{q}_{N}$ (all except $\dot{q}_{1}$ ) were constants.

The momenta already used are examples of the definition just given. Thus suppose the kinetic energy is expressed in terms

[^232]of the Cartesian components of velocity $\dot{x}, \dot{y}$, and $\dot{z}$,
$$
T=\frac{1}{2} m\left(\dot{x}^{2}+\dot{y}^{2}+\dot{z}^{2}\right) .
$$

The $x$-component of momentum is given by

$$
\frac{\partial T}{\partial \dot{x}}=m \dot{x}
$$

which is, of course, the usual expression.
In the case of a body rotating in a plane at a fixed distance from a center of rotation,

$$
T=\frac{1}{2} m v^{2}=\frac{1}{2} m r^{2} \dot{\chi}^{2} .
$$

So

$$
\frac{\partial T}{\partial \dot{x}}=m r^{2} \dot{\chi}
$$

which is the usual expression for the angular momentum.
In the case of a body moving under the influence of a central force, the kinetic energy can be written from Eq. (5)

$$
T=\frac{1}{2} m \dot{r}^{2}+\frac{1}{2} m r^{2} \dot{\theta}^{2}+\frac{1}{2} m r^{2} \dot{\phi}^{2} \sin ^{2} \theta
$$

The momenta conjugate to $r, \theta$, and $\phi$, are, respectively,

$$
\begin{align*}
& p_{r}=\frac{\partial T}{\partial \dot{r}}=m \dot{r}  \tag{7a}\\
& p_{\theta}=\frac{\partial T}{\partial \dot{\theta}}=m r^{2} \dot{\theta}  \tag{7b}\\
& p_{\phi}=\frac{\partial T}{\partial \dot{\phi}}=m r^{2} \phi \sin ^{2} \theta . \tag{7c}
\end{align*}
$$

Components of Angular Momen-tum.-The angular momentum may be considered to be a vector, rather than a scalar, the direction of the vector being perpendicular to the plane of motion, and such that if the direction of rotation of the rotator appears counterclockwise to the observer the angular momentum vector points toward the observer (see Fig. 78).

The component of the angular-momentum vector along the polar axis is of particular importance. Let the angular momentum be $p_{x}$, and let $\alpha$ be the angle made by the angular-momentum vector and the polar axis. This component is then $p_{x} \cos \alpha$,
and it may be shown that it is equal to $p_{\phi}$ of Eq. (7e). To prove this statement, consider Fig. 75. The particle is supposed to be at point $P$ and moving in the plane POR. The point $P$ has the coordinates $r(=\overline{\mathrm{OP}}), \theta(=$ angle QOP), and $\phi$ ( $=$ angle ROS). $\chi$ is the angle ROP. The plane PGS is constructed perpendicular to $\overline{\mathrm{OR}}$. Therefore the angle PGS is the dihedral angle between $I I$ and plane POR ; this is equal to the angle between the perpendiculars to $\Pi$ and POR (i.e., the polar axis and the angular momentum vector, respectively); $\alpha$ is defined as the latter angle, so angle PGS $=\alpha$. It is now desired to prove that $p_{x} \cos \alpha$ $=p_{\phi}$, or, by Eqs. (3) and (7c), $\dot{\chi} \cos \alpha=\phi \sin ^{2} \theta$. We proceed by first getting a number of relationships between the various angles and distances. From Fig. 75, the following relationships are seen to be true.

$$
\begin{align*}
& \overline{\mathrm{OS}}=r \sin \theta  \tag{8a}\\
& \overline{\mathrm{PS}}=r \cos \theta  \tag{8b}\\
& \overline{\mathrm{GS}}=\mathrm{GP} \cos \alpha  \tag{8c}\\
& \mathrm{PS}=\overline{\mathrm{GP}} \sin \alpha  \tag{8d}\\
& \overline{\mathrm{GS}}=\overline{\mathrm{OS}} \sin \phi  \tag{80}\\
& \overline{\mathrm{OG}}=\overline{\mathrm{OS}} \cos \phi  \tag{8t}\\
& \overline{\mathrm{GP}}=r \sin \chi  \tag{8g}\\
& \overline{\mathrm{OG}}=r \cos \chi . \tag{8h}
\end{align*}
$$

Various relations between the angles follow from these equations. Thus from (8f), (8h), and (8a),

$$
\begin{equation*}
\cos \chi=\cos \phi \sin \theta . \tag{9a}
\end{equation*}
$$

From (8b), (8d), and (8g),

$$
\begin{equation*}
\cos \theta=\sin \alpha \sin \chi \tag{9b}
\end{equation*}
$$

From (8c), (8e), (8g), and (8a),

$$
\begin{equation*}
\operatorname{ros} \alpha \sin x=\sin \phi \sin \theta \tag{9c}
\end{equation*}
$$

If now we differentiate ( 9 c ) with respect to time, we get

$$
\begin{equation*}
\dot{\chi} \cos \alpha \cos \chi=\phi \cos \phi \sin \theta+\dot{\theta} \sin \phi \cos \theta . \tag{10}
\end{equation*}
$$

But from (9b),

$$
\begin{equation*}
\dot{\theta} \sin \theta=-\dot{x} \sin \alpha \cos \chi . \tag{11}
\end{equation*}
$$

From (10) and (11),

$$
\dot{x} \cos x\left(\cos \alpha+\sin \alpha \sin \phi \frac{\cos \theta}{\sin \theta}\right)=\phi \cos \phi \sin \theta .
$$

On taking note of (9a), this reduces to

$$
\dot{x}\left(\cos \alpha+\sin \alpha \sin \phi \frac{\cos \theta}{\sin } \frac{\theta}{\theta}\right)=\phi
$$

Applying (9c) and multiplying both sides by $\sin ^{2} \theta$, we get

$$
\begin{equation*}
\dot{\chi} \cos \alpha\left(\sin ^{2} \theta+\sin \chi \sin \alpha \cos \theta\right)=\phi \sin ^{2} \theta . \tag{12}
\end{equation*}
$$

But now it is seen from (9b) that the parenthesis on the left-hand side of Eq. (12) is equal to $\sin ^{2} \theta+\cos ^{2} \theta=1$, so that the relation,

$$
\begin{equation*}
\dot{\chi} \cos \alpha=\phi \sin ^{2} \theta, \tag{13}
\end{equation*}
$$

which was to be proved, follows.
Systems of Two Particles.-There is often occasion to consider a system composed of two particles that attract or repel one another. Let the Cartesian coordinates of the first particle, referred to some fixed set of axes, be $x_{1}, y_{1}$, and $z_{1}$, and let those of the second particle, referred to the same set of axes, be $x_{2}, y_{2}$, and $z_{2}$. Let the masses of two particles be $m_{1}$ and $m_{2}$, respectively. As in the case of a single particle,

$$
\begin{array}{ll}
f_{x_{1}}=m_{1} \ddot{x}_{1} & f_{x_{2}}=m_{2} \ddot{x}_{2} \\
f_{y_{1}}=m_{1} \ddot{y}_{1} & f_{y_{2}}=m_{2} \ddot{y}_{2}  \tag{14}\\
f_{z_{1}}=m_{1} \ddot{z}_{1} & f_{z_{2}}=m_{2} \ddot{z}_{2} .
\end{array}
$$

If there is no other force than that which the particles exert on each other, then since the forces on the two particles are equal and opposite

$$
\begin{array}{lll}
m_{1} \dot{x}_{1}=-m_{2} \dot{x}_{2} & \text { or } & m_{1} \dot{x}_{1}+m_{2} \dot{x}_{2}=0 \\
m_{1} \dot{y}_{1}=-m_{2} \dot{y}_{2} & \text { or } & m_{1} \dot{y}_{1}+m_{2} \dot{y}_{2}=0  \tag{15}\\
m_{1} \ddot{z}_{1}=-m_{2} \dot{z}_{2} & \text { or } & m_{1} \dot{z}_{1}+m_{2} \ddot{z}_{2}=0 .
\end{array}
$$

Integrating twice with respect to time gives

$$
\begin{align*}
& m_{1} x_{1}+m_{2} x_{2}=\alpha_{x} t+\beta_{x} \\
& m_{1} y_{1}+m_{2} y_{2}=\alpha_{y} t+\beta_{y}  \tag{16}\\
& m_{1} z_{1}+m_{2} z_{2}=\alpha_{s} t+\beta_{z}
\end{align*}
$$

where the $\alpha$ 's and $\beta^{\prime}$ 's are constants of integration.

Let us now introduce quantities, $X, Y, Z$, the coordinates of the reuter of gravity of the pair of particles, which are defined by the equations

$$
\begin{align*}
& \left(m_{1}+m_{2}\right) X=m_{1} x_{1}+m_{2} x_{2} \\
& \left(m_{1}+m_{2}\right) Y=m_{1} y_{1}+m_{2} y_{2}  \tag{17}\\
& \left(m_{1}+m_{2}\right) Z=m_{1} z_{1}+m_{2} z_{2} .
\end{align*}
$$

It is seen from Lqs. (17) and (16) that the center of gravity of two particles which exert forces on each other, but on which no other forces are acting, moves with a uniform velocity. We also introduce three other new variables $x, y$, and $z$, such that

$$
\begin{align*}
& x=x_{2}-x_{1} \\
& y=y_{2}-y_{1}  \tag{18}\\
& z=z_{2}-z_{1}
\end{align*}
$$

$x, y$, and $z$ are the components of the distance between the particles, and their changes in the course of time determine the relative motion of the two particles. They can, of course, be expressed in terms of polar coordinates. From Eqs. (18) and (15),

$$
\begin{align*}
& \ddot{x}=\dot{x}_{2}-\ddot{x}_{1}=\ddot{x}_{2}\left(1+\frac{m_{2}}{m_{1}}\right) \\
& \ddot{y}=\ddot{y}_{2}-\ddot{y}_{1}=\ddot{y}_{2}\left(1+\frac{m_{2}}{m_{1}}\right)  \tag{19}\\
& \ddot{z}=\ddot{z}_{2}-\ddot{z}_{1}=\ddot{z}_{2}\left(1+\frac{m_{2}}{m_{1}}\right) .
\end{align*}
$$

From Eqs. (14) and (19),

$$
\begin{align*}
& f_{x}=\ddot{x} \mu \\
& f_{y}=\ddot{y} \mu  \tag{20}\\
& f_{z}=\ddot{z} \mu
\end{align*}
$$

where $\mu=m_{1} m_{2} /\left(m_{1}+m_{2}\right)$ and is called the reduced mass, and where $f_{x}=f_{x_{2}}=-f_{x_{1}}$, etc.

These are the same as the equations of motion of a particle ol' mass $\mu$ upon which a force with components $f_{x}, f_{y}$, and $f_{z}$ is acting. The relative motion of a pair of particles can therefore be treated in the same way as the motion of a single particle with mass $\mu$ and coordinates $x, y$, and $z$. As the force between the particles depends on the distance between them, $f_{x}, f_{y}$, and $f_{z}$ are definite functions of $x, y$, and $z$.

The kinetic energy of the system of two particles can readily be separated into two parts, (1) the kinetic energy of the ration of the center of gravity, which is equal to

$$
\begin{equation*}
\frac{1}{2}\left(m_{1}+m_{2}\right)\left(\dot{X}^{2}+\dot{Y}^{2}+\dot{Z}^{2}\right)=\frac{1}{2}\left(m_{1}+m_{2}\right) V^{2} \tag{21}
\end{equation*}
$$

where $V$ is the velocity of the center of gravity, and (2) the relative kinetic energy,

$$
\begin{equation*}
\frac{1}{2} \mu\left(\dot{x}^{2}+\dot{y}^{2}+\dot{z}^{2}\right)=\frac{1}{2} \mu v^{2} \tag{22}
\end{equation*}
$$

where $v$ is the relative velocity of the two particles. These two parts of the kinctic energy are quite independent of each other and may be treated separately. By differentiation of (17) and (18), solving for $\dot{X}, \dot{Y}, \dot{Z}, \dot{x}, \dot{y}$, and $\dot{z}$ in terms of $\dot{x}_{1}, \dot{y}_{1}, \dot{z}_{1}, \dot{x}_{2}, \dot{y}_{2}, \dot{z}_{2}$, substituting in Eqs. (21) and (22), and adding, it may readily be shown that the total kinetic energy of the system

$$
\frac{1}{2} m_{1}\left(\dot{x}_{1}^{2}+y_{1}^{2}+\dot{z}_{1}^{2}\right)+\frac{1}{2} m_{2}\left(x_{2}^{2}+\dot{y}_{2}^{2}+\dot{z}_{2}^{2}\right)
$$

is equal to the sum of the contributions of (21) and (22). In Eq. (21) or (22), as in the other equations, the rectilinear coordinates can be replaced in the usual way by polar coordinates.

Many of the preceding results can be generalized to the case of $n$ particles. In this rase there are $3 n$ equations like Eqs. (14). In general the components of the forees will be functions of the positions of all the particles. Theoretically, the equations can be integrated, and there will be $6 n$ constants of integration, because there are $3 n$ differential equations of the second order. The case of the two particles just considered illustrates this general rule, as there are 12 constants, the 6 of Eqs. (16) and 6 more that will come from the integration of Eqs. (20).

The generalized definition of the center of gravity is given by the equations

$$
\begin{aligned}
& \left(m_{1}+m_{2}+\cdots+m_{n}\right) X=m_{1} x_{1}+m_{2} x_{2}+\cdots+m_{n} x_{n} \\
& \left(m_{1}+m_{2}+\cdots+m_{n}\right) Y=m_{1} y_{1}=m_{2} y_{2}+\cdots+m_{n} y_{n} \\
& \left(m_{1}+m_{2}+\cdots+m_{n}\right) Z=m_{1} z_{1}=m_{2} z_{2}+\cdots+m_{n} z_{n} .
\end{aligned}
$$

If there are no forces other than those exerted by the particles on each other, the center of gravity again moves with constant velocity.

There will be no generalization strictly analogous to Eqs. (20).

## APPENDIX II

## THE PRINCIPLES OF EQUILIBRIUM

It is believed that there will be found in this book but few applications of thermodynamics with which a student who has had a course in physical chemistry is not familiar. It has, nevertheless, semed desirable to incorporate some of the principles of chemical equilibrium in a form which, although making no claim to rigor, it is hoped may be readily visualized.

A state of chemical equilibrium results from a balance of two tendencies (1) the tendency of a system to spread out over as great a space (strictly, phase space-see Sec. 4.6) as possible, (2) the tendency for the individual elements of a system to have a low energy. The first tendency predominates at high temperatures, the secend at low.

Without going too deeply into statistical mechanical theory, we shall now attempt to formulate these ideas. We shall first consider the tendency of a system to spread out in ordinary space. For our purposes, this will be sufficient, and the tendency of a system to spread out in phase space, including momentum space, will be mentioned only incidentally.

Let us now look at the behavior of a gas. If the gas is perfect, there being no forces between the molecules and all positions being equivalent as far as potential energy is concerned, the tendency to increase in volume is unopposed by any internal forces. The gas exerts a pressure on the vessel containing it, and if the vessel is enlarged, for example by withdrawing a piston in a cylinder, the gas does work on it. Suppose there are $N$ molecules of gas in a vessel of volume $V_{1}$, and suppose this volume is increased to $V_{2}$; then the amount of work done by the gas is $\int_{V_{1}}^{V_{\mathbf{1}}} P d V$, where $P=N k T / V$ is the pressure ( $k$ is the gas constant per molecule, $T$ the absolute temperature). We find $\int_{V_{1}}^{V_{2}} P d V=N k T \ln \frac{V_{2}}{V_{1}}$. If the temperature of the gas is to be kept constant, an amount of heat $q$ equal to $N k T \ln \frac{V_{2}}{V_{1}}$ must
be absorbed by the gas. It is thus seen that $g / N T$ is in a certain sense the measure of the relative molecular volume change. It is a quantity that is independent of the amount of the gas, the temperature, and the nature of the gas. This quantity-the amount of heat per molecule, added when a system undergoes any change which is effected in a mechanically reversible manner (i.e., in such a way that if the process is carried in the reverse direction the amount of mechanical energy required to do this is the same as the amount furnished by the system in the direct process), divided by the temperature-is called the molecular entropy change in the process. Multiplying it by Avogadro's number gives the molal entropy change designated by the symbol $\Delta S$.

This may be generalized to include cases in which the momentum space (see Sec. 4.6) is also involved. Thus any increase in the phase space available to a molecule of the system is reflected in an increase of the entropy. If the temperature of a perfect gas is increased without changing the volume occupied by the gas, the entropy increases because a greater region in momentum space becomes available to the molecule. This is measured again by the heat absorbed per molecule divided by the temperature, as may be shown by statistical mechanics. The molecular entropy of a system, being a measure of the phase space available to the particles of the system, depends only on the state of the system, and its relation to the heat absorbed in any mechanically reversible process is the essence of the second law of thermodynamics.

The entropy change connected with any change in a thermodynamic system thus has, in a certain sense, a double aspect, being related, on the one hand, to the heat absorbed if the change in the system is carried out reversibly, and on the other hand, directly to the change in the freedom of motion of the molecules. Let us return to the case of the expanding gas, and consider the second aspect. We see that the entropy change in expanding from volume $V_{1}$ to volume $V_{2}$ is equal to

$$
\Delta S=N k \ln \left(V_{2} / V_{1}\right)
$$

Or, as we see by allowing $V_{2}$ to approach $V_{1}$, we may write

$$
\frac{\partial S}{\partial V}=N k \frac{d \ln V}{d V}
$$

Integrating this equation, we may write for the entropy of the gas as a function of the volume

$$
S=N k \ln V+C_{1}
$$

where $C_{1}$ is a constant, which depends on the nature of the gas, and also, since these quantities are held constant in the process considered, on $N$ and $T$. If now we set $C_{1}=-N k \ln N+N C$, where $C$ is independent of $N$, hut dependent on temperature, we get

$$
S=N k \ln \frac{V}{N}+N C
$$

and it will be seen that assuming this dependence of $C_{1}$ on $N$ gives $S$ the proper dependence on $N$. For example, if $N$ is doubled and $V$ is also doubled, so


Fig. 79. that we have twice as much gas at the same pressure, the entropy will be doubled. In the foregoing expression, $V / N$ is a measure of the frecdom of motion of the gas in ordinary space; and its freedom of motion in momentum space, which depends only on the temperature and the nature of the gas, is contained in $C$.

In order to illustrate the principles involved in equilibrium problems, we shall consider a special example. Let us suppose that a gas is enclosed in a cylinder with a piston as shown in the figure. It is supposed that between the two dotted lines a strong force acts on the molecules, so that those in the left part of the cylinder have a much lower energy than those in the right part. Let the volume of the left part be $V_{l}$, that of the right part $V_{r}$, let the difference in energy per molecule be $\Delta \epsilon$, and suppose equilibrium is established in all parts of the cylinder. The entropy of the system will be the sum of the entropies of the left- and right-hand sides, and will have the form
$N_{l} k \ln \frac{V_{l}}{N_{l}}+N_{l} C+N_{r} k \ln \frac{V_{r}}{N_{r}}+N_{r} C$

$$
=N_{l} k \ln \frac{V_{i}}{N_{i}}+N_{r} k \ln \frac{V_{r}}{N_{r}}+N C
$$

if $N_{l}+N_{r}=N$. Now let the piston move to, the right a small amount, $V_{r}$ increasing by $\delta V_{r}$. Assume this to take place so slowly that equilibrium is maintained, so that the whole process is reversible. Then, if the process occurs isothermally, the change of entropy will be (since $N$ and $C$ are constant in the isothermal process)

$$
\begin{align*}
\delta S & =\delta\left(k N_{l} \ln \frac{V_{l}}{N_{l}}+k N_{r} \ln \frac{V_{r}}{N_{r}}\right) \\
& =k\left(\ln \frac{V_{l}}{N_{l}}-1\right) \delta N_{\iota}+k\left(\ln \frac{V_{r}}{N_{r}}-1\right) \delta N_{r}+k\left(\frac{N_{r}}{V_{r}}\right) \delta V_{r} \\
& =k\left(\ln \frac{V_{r}}{N_{r}}-\ln \frac{V_{l}}{N_{l}}\right) \delta N_{r}+k \frac{N_{r}}{V_{r}} \delta V_{1} \\
& =k\left(\ln \frac{V_{r}}{V_{l}}-\ln \frac{N_{r}}{N_{l}}\right) \delta N_{r}+k \frac{N_{r}}{V_{r}} \delta V_{r} . \tag{1}
\end{align*}
$$

(The simplification comes from noting that, since $N$ is constant, $\delta N_{l}=-\delta N_{r}$.) But this must also be equal to the heat absorbed in the process divided by the temperature. To maintain constant temperature, it will be necessary to absorb an amount of energy equal to $\Delta \epsilon \delta N_{r}$ due to transfer of molecules from the low- to the high-energy region and another amount equal to

$$
P \delta V_{r}=k T N_{r} \frac{\delta V_{r}}{V_{r}}
$$

due to the work the gas does on the piston in expanding. This latter term, when divided by $T$, cancels the last term in (1), and we can write

$$
\frac{\Delta \epsilon}{T}=k\left(\ln \frac{V_{r}}{V_{l}}-\ln \frac{N_{r}}{N_{l}}\right)
$$

or

$$
\begin{equation*}
\frac{N_{r}}{N_{l}}=\frac{V_{r}}{\bar{V}_{l}} e^{-\frac{\Delta \epsilon}{k T}} \tag{2}
\end{equation*}
$$

In other words, the relative probability per unit volume that a molecule find itself in the right-hand part is $e^{-\frac{\Delta_{e}}{k T}}$. This is a result that holds in general for phase space. Since a quantum state occupies a definite volume in phase space, the relative
probability of two quantum states with energies $\epsilon_{1}$ and $\epsilon_{2}$, respectively, is given by $e^{-\frac{4-c_{2}}{k T}}$.

A very similar treatment can be given a system in which an equilibrium of two atoms forming a diatomic molecule

$$
\mathrm{A}+\mathrm{B} \rightleftarrows \mathrm{AB}
$$

is established. Combination of A and B restricts their motion and is very much like forcing one of them to move in a small volume. Suppose we let the volume in which the gases (considered perfect) are free to move be designated as $V$ and suppose we let the effective volume for the relative motion of a pair of combined atoms be $V_{0}$. Then, by analogy with the first expression in Eq. (1), we can write for the change in entropy when $N_{A}, N_{B}$, and $N_{A B}$, the numbers of the various types of molecules present, are changed, ${ }^{1}$

$$
\begin{align*}
\delta S= & \delta\left(k N_{A} \ln \frac{V}{N_{A}}+k N_{B} \ln \frac{V}{N_{B}}+k N_{A B} \ln \frac{V}{N_{A B}}+k N_{A B} \ln V_{0}\right) \\
=k\left(\ln \frac{V}{N_{A}}-1\right) \delta N_{A} & +k\left(\ln \frac{V}{N_{B}}-1\right) \delta N_{B} \\
& +k\left(\ln V_{0}+\ln \frac{V}{N_{A B}}-1\right) \delta N_{A B} . \tag{3}
\end{align*}
$$

(The quantity $V_{0}$ is not divided by $N_{A B}$ because it is the effective volume for one pair.) In the expression above

$$
\delta N_{A}=\delta N_{B}=-\delta N_{A B},
$$

since the total number of atoms of $A$ and $B$ remain always constant if both those combined and uncombined are counted. If $\Delta \epsilon^{\prime}$ is the energy of dissociation of $A B$ (i.e., the energy necessary to break an AB of average energy into an A and a B of average energy), then the energy absorbed is $\Delta \epsilon \delta N_{\Lambda}$, and if
${ }^{1}$ The entropy of the whole is the entropy of A plus the entropy of B plus the entropy of AB, each calculated as though the other gases were not there. The complete expression for the entropy is

$$
k N_{A} \ln \frac{V}{N_{A}}+k N_{B} \ln \frac{V}{N_{B}}+k N_{A B} \ln \frac{V}{N_{A B}}+N_{A} C_{A}+N_{B} C_{B}+N_{A B} C_{A B}
$$

It will be seen by comparing with Eq, (3) that, since $\delta N_{A}=\delta N_{B}=-\delta N_{A B}$, we have the relation $k \ln V_{0}=C_{A B}-C_{A}-C_{B}$.
this is divided by $T$ it must be equal to the foregoing expression, provided the process is carried out reversibly. ${ }^{1}$ If we let $n_{A}=N_{\Lambda} / V$, i.e., the concentration of the atoms A, etc., then the resulting expression may be written

$$
\begin{equation*}
\frac{n_{A} n_{B}}{n_{A B}}=\left(e V_{0}\right)^{-1} e^{-\frac{\Delta t}{k T}} \tag{4}
\end{equation*}
$$

where the quantity on the left is the equilibrium constant $\kappa$ expressed in terms of concentrations. Since $V_{0}$ does not differ greatly for reactions of this type, the value of $\Delta \epsilon$ may be considered a measure of the equilibrium constant at any given temperature. .This is the basis of the usage of the text in comparing energy changes for similar reactions.

From Eq. (3) it is seen that $\Delta \sigma^{0}=-k\left(\ln V_{0}+1\right)$ is the change of entropy per molecule of $A B$ dissociating when the concentrations are unity, ${ }^{2}$ and Eq. (4) may be written in the form

$$
\begin{equation*}
k T \ln \kappa=-\Delta \epsilon+T \Delta \sigma^{0} . \tag{5}
\end{equation*}
$$

If we let $K$ be the equilibrium constant expressed in terms of partial pressures, i.e., $K=P_{A B} / P_{A} P_{B}$, and let $\Delta E$ be the energy change per mole and $\Delta S^{0}$ the entropy change per mole when $P_{A}=P_{B}=P_{A B}=1$ (and with pressure constant instead of volume), then it may be readily shown that Eq. (5) is equivalent to

$$
\begin{equation*}
R T \ln K=-\Delta H+T \Delta S^{0}=-\Delta F^{0} \tag{6}
\end{equation*}
$$

where $\Delta H$, which is called the change in heat content, in this case equals $\Delta E+R T$ and in general is equal to $\Delta E+\Delta(P V)$ and $\Delta F^{0}$ is defined by the equation. Equations (5) and (6) can be applied in general to cases of equilibrium, if more than two kinds

[^233]of atoms are involved, and Eq. (6) is especially useful when a process takes place at constant pressure. ${ }^{1}$

The quantity $\Delta F^{0}$ is called the standard free-energy change of dissociation, the term "standard" referring to the fact that the process takes place at partial pressures equal to unity. In general, for an isothermal process $\Delta H^{\prime}=\Delta H-T \Delta S$, and at constant pressure as well as constant temperature

$$
\Delta H^{\prime}=\Delta E+P \Delta V-T \Delta S
$$

Now $\Delta E$ is the total change of energy of the system, and $P \Delta V$ is the work done against a piston or other device (for example, the atmosphere) used to keep the pressure constant. ${ }^{2}$ If the change is carried out in a mechanically reversible manner, then $T \Delta S$ is the heat absorbed by the system. $\Delta \boldsymbol{F}$ must then, under these circumstances, be the reversible work done on the system by any mechanical device operating upon it other than the piston or the atmosphere which maintains constant pressure. The term "mechanical device" includes also electrically operating instruments.

From Eq. (5), we may readily obtain an important equation that gives the rate of change of $\ln \kappa$ with temperature. Dividing through by $T$ and differentiating, we have

$$
k \frac{d \ln \kappa}{d T}=-\frac{1}{T} \frac{d \Delta \epsilon}{d \tilde{T}}+\frac{\Delta \epsilon}{T^{2}}+\frac{d \Delta \sigma^{0}}{d T} T^{-}
$$

However, since the entropy change in a mechanically reversible process is the heat absorbed divided by the temperature, the following equation must hold for any of the substances, A, B

[^234]or $A B$, (or any other substance which may be involved in the equilibrium) if the temperature is changed while holding the volume constant: ${ }^{1}$
$$
\frac{1}{T} \frac{d \epsilon}{d T^{\prime}}=\frac{d \sigma}{d T} .
$$

Hence we must have ${ }^{2}$

$$
-\frac{1 d \Delta \epsilon}{T d T}+\frac{d \Delta \sigma^{0}}{d T}=0
$$

and

$$
\begin{equation*}
\frac{d \ln \kappa}{d T}=\frac{\Delta \epsilon}{k T^{2}} . \tag{7}
\end{equation*}
$$

In a similar manner, if the pressure is held constant, it is readily shown from Eq. (6) that

$$
\begin{equation*}
\frac{d \ln K}{d T}=\frac{\Delta I}{\bar{R}^{2}} \tag{8}
\end{equation*}
$$

Nots on Energy Units.- In this appendix we have distinguished between molecular and molal quantities In gencral, however, symbols representing energies are, throughout the text (except as otherwise noted and in Chap. XIX), so defined as to refer to one molecule, or one atom, or one bond, etc. An effort has been made to follow this usage consistently in the equations, and the gas constant per molecule $k$ (the Boltzmann constant) has been used rather than $R$. In the case of chemical reactions the energy change is that which occurs when the number of molecules indicated in the equatiof react.
adT
However, it is often convenient to express energies numerically asssadidieio, or kilogram-calories per mole, or, in the case of reactions, as kidgafan-r calories change upon reaction of the number of moles indicated by the chomical equation. When the term "calories" or "kilogram-catorties" lis"use8s alone, it refers to such molal quantities. This should cadel ho effriddiof, for the molal energies are obtained from molecular energies simply by multiplication by Avogadro's number.
(ッフ) $\phi$
In Chap. XIX, except when otherwise stated, energies and entropins have been defined to refer to one mole of substance.
${ }^{1}$ This is a mechanically reversible preedssi) lince there is no mechanical rhange.
${ }^{2}$ Since the gases are perfect, we can , without affecting the energy, tako any particular volume, say unit volume and hence digat withteandard entropies.



$$
\left.(T)^{\prime} A_{1}=(T)\right\}
$$

## APPENDIX III

## ELECTRICAL FORCES

All the types of forces between atoms are ultimately electrical in origin. Those which are operative in covalent or nonpolar bonds are, as seen in the text, rather complex in character, involving electron exchange and the wave properties of the electron in a rather fundamental way. Other forces, such as those operative in ionic crystals, molecular crystals, and metals are of somewhat simpler character. In this appendix, a summary will be given of the various types of electrical forces (in vacuum).

Before proceeding, it will be well to recall some fundamental definitions. The mutual potential (potential energy) of any two bodics containing electrical charges is the work it is necessary to do on those bodies in order to bring them from positions in which they are an infinite distance apart to the positions in which their potential is desired. Let $f$ be the force between two bodies, and suppose it is a function of the distance $r$ between them; it will be convenient to write $f(r)$ for the force when the distance is $r$. The force is assumed to be positive if it is repulsive. We shall designate the mutual potential of two bodies when at a distance $r$ by $\phi(r)$. To increase the distance between the charges by an amount $d r$, an amount of work equal to $-f(r) d r$ must be done on them. Hence by the definition of $\phi(r)$ we can write

$$
\begin{equation*}
\phi\left(r_{0}\right)=-\int_{\infty}^{r_{0}} f(r) d r=\int_{r_{0}}^{\infty} f(r) d r \tag{1}
\end{equation*}
$$

and

$$
\begin{equation*}
f(r)=-\frac{d \phi(r)}{d r} \tag{2}
\end{equation*}
$$

The electric field $E(r)$ due to some body containing electric charge is the force exerted on unit positive charge $(E(r)$ is positive if this force is directed away from the body producing the field). The force $f(r)$ on a charge $e$ is given by

$$
\begin{equation*}
f(r)=e E(r) \tag{3}
\end{equation*}
$$

The most elementary type of electrical force is that between two charged bodies (assumed to be points) with charges $e_{1}$ and $e_{2}$, let us say (and we may assume that $e_{1}$ and $e_{2}$ are positive or negative according as the corresponding charge is positive or negative). In this case,

$$
\begin{equation*}
\phi(r)=\frac{e_{1} e_{2}}{r} \tag{4}
\end{equation*}
$$

and

$$
\begin{equation*}
f(r)=\frac{e_{1} e_{2}}{r^{2}} \tag{5}
\end{equation*}
$$

These are negative if the charges are of opposite sign, corresponding to attraction. By Eqs. (3) and (5), it is seen that the field at the charge $e_{1}$, due to the charge $e_{2}$, is equal to $e_{2} / r^{2}$.


Fia. 80.
The electrostatic unit of electrical charge is defined in such a way that if $r$ is in centimeters, $f(r)$ is in dynes. Thus two unit charges 1 cm . apart exert on each other a force of 1 dyne.

Ion-Dipole Forces.-As seen in Sec. 12.4, two equal and opposite charges, say $e_{1}$ and $-e_{1}$, separated by a-distance $l_{1}$, constitute a dipole moment

$$
\begin{equation*}
M_{1}=e_{1} l_{1} . \tag{6}
\end{equation*}
$$

The potential between such a dipole and another charge $e_{2}$ depends upon the distance $r$ between the charge and the dipole (we assume that $r$ is so large compared with $l_{1}$ that we can speak roughly in this manner of distance between the charge and the dipole) and the orientation of the dipole with respect to the line joining it and the charge. Let us consider Fig. 80. For definiteness, let us call the distance between $e_{2}$ and $-e_{1}$ simply $r$; the distance between $e_{2}$ and $e_{1}$ will then be $r+l_{1} \cos \theta_{1}$ to a very good approximation, since $r \gg l_{1}$. The potential between $e_{2}$ and $-e_{1}$ will be $-\frac{e_{1} e_{2}}{r}$, and the potential between $e_{2}$ and $e_{1}$ will be $e_{2} e_{1} /\left(r+l_{1} \cos \theta_{1}\right)$. The total potential between charge and dipole will be the sum of these

$$
e_{2} e_{1}\left(\frac{1}{r+\frac{1}{l_{1} \cos } \theta_{1}}-\frac{1}{r}\right) .
$$

We may expand the first fraction in the parentheses by the binomial theorem and drop terms containing $l_{1}{ }^{2}$ and higher powers, obtaining

$$
\begin{equation*}
\phi(r)=-\frac{e_{2} e_{1} l_{1} \cos \theta_{1}}{r^{2}}=-\frac{e_{2} M_{1} \cos \theta_{1}}{r^{2}} \tag{7}
\end{equation*}
$$

and

$$
\begin{equation*}
f(r)=-\frac{2 e_{2} M_{1} \cos \theta_{1}}{r^{3}} \tag{8}
\end{equation*}
$$

This force, of course, does not include any torque tending to turn the dipole, but is only the force directed along the line joining $e_{1}$ and $e_{2}$. The dipole will have turning forces on it, and there is also a torque on the system as a whole, i.e., equal and opposite forces tending to push the ion and the dipole, respectively, perpendicularly to the line joining them, in the plane $e_{2},-e_{1}, e_{1}$. If the dipole is held fixed in position and the ion moves a distance $d y$ upward in Fig. 80, the angle $\theta_{\mathrm{l}}$ will change by $d \theta_{1}=d y / r$. So the component of force is

$$
\begin{equation*}
f_{1}(r)=-\frac{1}{r} \frac{d \phi(r)}{d \theta_{1}}=-\frac{e_{2} M_{1} \sin \theta_{1}}{r^{3}} \tag{8a}
\end{equation*}
$$

A force of the ion-dipole type will in general be much less than the force between two charges, unless $r$ becomes of the order of $l_{1}$, in which case the expression given for the potential is no longer valid. An ion-dipole force is the type of force operative between ions in aqueous solution and the surrounding water molecules, and is responsible for most solvation effects, though as noted in Sec. 19.5 , this is a somewhat oversimplified statement.

Dipole-Dipole Forces.-The potential between two dipoles is readily calculated in a very similar manner. Let the first dipole be composed of charges $e_{1}$ and $-c_{1}$ at a distance $l_{1}$, so that $e_{1} l_{1}=M_{1}$, and let the second dipole be composed of charges $e_{2}$ and $-e_{2}$ at a distance $l_{2}$, so that $e_{2} l_{2}=M_{2}$ (see Fig. 81). We again assume that the distance $r$ between the two dipoles is large compared with $l_{1}$ and $l_{2}$. Now for definiteness let the distance from $-e_{2}$ to $-e_{1}$ be $r$. In calculating the other distances it will not be allowable this time to make approximations. Let the distance between $-e_{2}$ and $e_{1}$ be $r_{1}$; it is given
by the relation $r_{1}{ }^{2}=\left(r+l_{1} \cos \theta_{1}\right)^{2}+\left(l_{1} \sin \theta_{1}\right)^{2}$. Similarly the distance $r_{2}$ between $-e_{1}$ and $e_{2}$ is given by the relation $r_{2}{ }^{2}=\left(r+l_{2} \cos \theta_{2}\right)^{2}+\left(l_{2} \sin \theta_{2}\right)^{2}$. Finally the relation $r_{12}{ }^{2}=\left(r+l_{1} \cos \theta_{1}+l_{2} \cos \theta_{2}\right)^{2}+\left(l_{1} \sin \theta_{1}-l_{2} \sin \theta_{2}\right)^{2}$ holds for the distance $r_{12}$ between $\rho_{1}$ and $e_{2}$, for the special case that both dipoles lie in the same plane. The total potential energy is $\phi(r)=e_{1} e_{2}\left(r^{-1}-r_{1}^{-1}-r_{2}^{-1}+r_{12}^{-1}\right)$. Expanding $r_{1}^{-1}, r_{2}^{-1}$, and $r_{12}{ }^{-1}$, which involve square roots, by the binomial theorem, and discarding all terms of the third degree or higher in $l_{1}$ and $l_{2}$, we obtain

$$
\begin{equation*}
\phi(r)=\frac{2 M_{1} M_{2} \cos \theta_{1} \cos \theta_{2}}{r^{3}}+\frac{M_{1} M_{2} \sin \theta_{1} \sin \theta_{2}}{r^{3}} \tag{9}
\end{equation*}
$$

and, for the force component along $r$,

$$
\begin{equation*}
f(r)=\frac{6 M_{1} M_{2} \cos \theta_{1} \cos \theta_{2}}{r^{4}}+\frac{3 M_{1} M_{2} \sin \theta_{1} \sin \theta_{2}}{r^{4}} \tag{10}
\end{equation*}
$$



Fig. 81.
This type of force is the kind designated as a dipole force in the discussion of molecular crystals.

We could also consider forces on quadripoles, i.e., equal positive and negative charges arranged in the form of a square ${ }_{-}^{+}-{ }_{+}^{-}$; but although they play a role in certain phenomena they will not be important for our purposes.

Ion-Induced Dipole Forces.-If a body, composed of electrical charges but in which the positive and negative charges balance, is placed in an electric field it was seen in Sec. 12.4 that there is a displacement of electric charge in the body, resulting in the separation of positive and negative charge, and producing a dipole whose moment (at least if the field is not too large) will be proportional to the field; the constant of proportionality is called the "polarizability" and is designated by the symbol $\alpha$. Thus a body with a charge $e_{1}$ at a distance $r$ from a neutral body will produce a field equal in magnitude to $e_{1} / r^{2}$ at the neutral body, causing a dipole moment equal to $\alpha e_{1} / r^{2}$. The dipole moment is
oriented along the line joining the charge and the body, in such a direction that attraction results between the charge and the polarized body. On applying the expression for an ion-dipole potential, the mutual potential between the charges and the polarized body is given by

$$
\begin{equation*}
\phi_{m}(r)=-\frac{\alpha e_{1}^{2}}{r^{4}} \tag{11}
\end{equation*}
$$

If, however, we are interested in the potential energy of the whole system, as is generally the case, there is another potential involved that must be considered. The creation of a dipole in a polarizable body requires the expenditure of energy, and this selfpotential of the induced dipole must be added to $\phi_{m}(r)$. Since the strength of the induced dipole depends upon the distance of the charged body that induces it, the self-potential will also be a function of $r$, and we can write

$$
\begin{equation*}
\phi(r)=\phi_{m}(r)+\phi_{\varepsilon}(r) \tag{12}
\end{equation*}
$$

where $\phi_{s}(r)$ is the self-potential. We shall now proceed to calculate $\phi_{t}(r)$.

Suppose the induced dipole to consist of a charge $e$ and an equal and opposite charge $-e$, separated by a distance $l$. The electric field $E$ producing this separation exerts a force $e E$ in the direction of the field on the positive charge $e$, and an equal and opposite force $-c E$ on the negative charge. It is this force which is necessary to effect the separation by the amount $l$. By the definition of $\alpha$, we have

$$
\begin{equation*}
e l=M=\alpha E \tag{13}
\end{equation*}
$$

Setting the force $e E$ equal to $g(l)$, since it is a function of $l$, we have by Eq. (13)

$$
\begin{equation*}
g(l)=\frac{e^{2} l}{\alpha} \tag{14}
\end{equation*}
$$

The work, then, which is necessary to change $l$ from a value of zero to its final value $l$ is obtained by integrating $g$ from 0 , to $l$ :

$$
\begin{equation*}
\int_{0}^{l} g(x) d x=\int_{0}^{l} \frac{e^{2} x}{\alpha} d x=\frac{e^{2} l^{2}}{2 \alpha}=\frac{M^{2}}{2 \alpha} . \tag{15}
\end{equation*}
$$

This is just the value of the self-potential, and putting in the value of $M$, namely, $\alpha e_{1} / r^{2}$ gives

$$
\begin{equation*}
\phi_{\ell}(r)=\frac{\alpha e_{1}{ }^{2}}{2 r^{4}} \tag{16}
\end{equation*}
$$

This represents a positive potential, since work is done on the system to separate the charges $e$ and $-e$ from their normal positions of coincidence. We get, therefore,

$$
\begin{equation*}
\phi(r)=-\frac{\alpha e_{1}^{2}}{2 r^{4}} \tag{17}
\end{equation*}
$$

and

$$
\begin{equation*}
f(r)=-\frac{2 \alpha e_{1}^{2}}{r^{5}} \tag{18}
\end{equation*}
$$

Dipole-Induced Dipole Forces.-A dipole also can induce another dipole in a polarizable body. By Eqs. (8), (8a), and (3), a dipole of moment $M_{1}$ produces a field at a distance $r$, whose components along and perpendicular to the line joining the dipoles are, respectively,

$$
\begin{equation*}
E(r)=-\frac{2 M_{1} \cos \theta_{1}}{r^{3}} ; \quad E_{1}(r)=-\frac{M_{1} \sin \theta_{1}}{r^{3}} \tag{19}
\end{equation*}
$$

A body at distance $r$ will therefore have induced in it a moment with components $\left(2 \alpha M_{1} \cos \theta_{1}\right) / r^{3}$ and $\left(\alpha M_{1} \sin \theta_{1}\right) / r^{3}$, respectively. Each component can be treated as independent of the other. Each one will be in such a direction as to lower the total potential energy of the system. By Eq. (9) the respective electrostatic potential energies due to interaction with the original dipole will be

$$
\begin{equation*}
\phi_{m}(r)=-\frac{4 \alpha M_{1}{ }^{2} \cos ^{2} \theta_{1}}{r^{6}} ; \quad \phi_{m 1}(r)=-\frac{\alpha M_{1}{ }^{2} \sin ^{2} \theta_{1}}{r^{6}} \tag{20}
\end{equation*}
$$

But, by Eq. (15), there will be self-potentials of just half these amounts and opposite in sign, so the total potential energy will be

$$
\begin{equation*}
\phi(r)=-\frac{2 \alpha M_{1}{ }^{2} \cos ^{2} \theta_{1}}{r^{6}}-\frac{\alpha M_{1}^{2} \sin ^{2} \theta_{1}}{2 r^{6}} \tag{21}
\end{equation*}
$$

and the force component along $r$ will be

$$
\begin{equation*}
f(r)=-\frac{12 \alpha M_{1}^{2} \cos ^{2} \theta_{1}}{r^{7}}-\frac{3 \alpha M_{1}^{2} \sin ^{2} \theta_{1}}{r^{7}} \tag{22}
\end{equation*}
$$

It should be noticed that these equations, as well as Eqs. (17) and (18), break down at small distances for two reasons. In the
first place, they cannot be valid under conditions under which Eqs. (7) and (9) break down, and in the second place, if the inducing body is too close to the one in which a dipole is induced, the field over the latter will not be constant, so that Eq. (13) will not hold.

It is forces of the type we have just been considering that produce the van der Waals attraction. The inducing dipole does not need to be a permanent dipole; the temporary displacement of charge resulting from the motion of the electrons in their orbits is quite sufficient. Thus any two molecules or atoms, due to their momentary dipoles, are always inducing in each other secondary dipoles. The primary dipoles may be in such a direction as to either attract or repel each other; they continually change in direction, and on the average neither attraction nor repulsion is experienced. But the secondary induced dipoles are always in such a direction as to attract the primary dipoles. There is thus a net attraction, the magnitude of which is discussed in Chap. XVII.

It is seen that the forces considered present a series in which the dependence on $r$ becomes more and more marked. In a general way, it may be said that the higher the power of $r$, the smaller the actual magnitude of the force. All the expressions for the potential break down when the distance $r$ becomes of the order of the distances separating the charges within a given dipole. In most cases, however, the latter separations appear to be small compared with atomic distances that give the lower limit for $r$, so that the formulas can be used with a fair degree of approximation.

## Exercises

1.' Calculate the force and the potential between two electrical charges equal to the charge on the electron at a distance of $2 \times 10^{-8} \mathrm{~cm}$. Calculate (approximately) the force and the potential between two dipoles, produced by displacing one electronce charge $01 \times 10^{-8} \mathrm{~cm}$., when placed $2 \times 10^{-8} \mathrm{~cm}$. apart in the relative positions shown:

$$
\begin{array}{rr}
(a)+- & +- \\
& (c)+ \\
(b)+-\quad-+ & (d)+ \\
& \\
\hline & +
\end{array}
$$

2. Derive Eq. (18) directly from Eq (8) and Eq . (22) directly from Eq. (10).

## APPENDIX IV

## SOME REMARKS ON THE GEOMETRY OF MOLECULES AND CRYSTALS

The Geometry of the Tetraluedron and Tetrahedral Structures.The geometry of the tetrahedron is best understood by considering its relation to the cube. Alternate corners of a cube are the vertices of a regular tetrahedron (Fig. 82). All the main diagonals of the cube go through its center of gravity () which is also the center of gravity of the tetrahedron. Since the ratios of the lengths of the edges, the face diagonals, and the main diagonals of a cube are readily deduced by use of the Pythagorean theorem, all the important relations of the tetrahedron are easily found. The "tetrahedral angle" is the angle made by the lines joining the center of gravity with two of the vertices, for example, the angle AOC. The relation of an atom


Fig. 82.-Geometry of the regular tetrahedron. having a coordination number of four ( $\mathrm{Sin}_{4} \mathrm{SO}_{4}^{-}$ion, for example) to the atoms that surround it tetrahedrally is that of the center of the tetrahedron $O$ to its four vertices $A, C, H$, and $F$.

In view of the intimate relationship between a tetrahedron and a cube, it is to be expected that there will be a close relationship between a cesium chloride (body-centered cubic) lattice (Fig. 83) and a tetrahedral lattice. Indeed a tetrahedral lattice can be made out of a cosium chloride lattice by removing half of each kind of atom. This is shown in Fig. 84. Figure $84 a$ shows the structure as mutually contacting spheres, and Fig. 84b shows the positions of the centers of gravity with the mutual contacts indicated by heavy lines going from one center to the other. This is the sphalerite or zincblende structure. It is clear from Fig. 84a that if the two types of atoms are of anywhere near equal size a tetrahedral arrangement will be a very open one
in which the atoms do not come near to filling the space available, even though they are in contact.

If the white and black spheres shown in Fig. 84 are considered to represent the same kind of atom instead of different kinds, then the sphalerite structure becomes the diamond structure.


Fra. 83.-Cesium chloride lattice.

The lattice points of Fig. 84b are shown viewed from another angle in Fig. 85a. It is readily seen that the structure may be extended indefinitely in all directions, with the black centers always surrounded by white ones in the directions shown in Fig. 85b, and the white centers always surrounded by black ones in the manner shown by Fig. 85c. This is not the only type of extended tetrahedral structure. Another, the wurtzite structure, is shown in Fig. 85d. It will be seen, that in this structure the black centers can be divided into albernate planes, all the centers in one set of planes being surrounded by white centers, as shown in Fig. 85b (these black centers labeled b in


Frg. 84.-Sphalerite or aincblende structure.
the figure), whereas all those of the other planes are surrounded as shown in Fig. 85e (labeled e in the figure). Similarly, white centers are in alternate planes, having neighbors arranged as in Figs. 85c and 85f, respectively (labeled c and f, respectively). Figures 85a and 85d do not exhaust the possibilities of tetrahedral lattices. Several others, which differ in various details, are
known, but in all, the immediate surroundings of any atom are the same (except for the directions in which the neighbors are to be found).

(a)

(c)

(d)

(e)

(f)

Fla. 85.-Sphalerite and wurtzite structures.
The structures of two of the common varieties of $\mathrm{SiO}_{2}$ are easily understood from Figs. 85a and 85d. In $\beta$-cristobalite, the Si atoms form a diamond lattice and so may be represented by the black and white spheres of Fig. 85a, the oxygens being laid midway on the connecting lines. ${ }^{1}$ Similarly, the black and white


Fsa. 86.-Geometry of the octahedron.


Fig. 87.-Octahedral arrangement of atoms.
spheres of Fig. 85d may be considered to represent the Si atoms of $\beta$-tridymite, with the oxygens laid midway on the connecting lines. Some other forms of $\mathrm{SiO}_{2}$ differ in that the $\mathrm{Si}-\mathrm{O}-\mathrm{Si}$ angle is not $180^{\circ}$.

[^235]Geometry of the Octahedron and of Fluorite and Related Struc-tures.-The geometry of the octahedron may be appreciated from Fig. 86. An octahedron is formed by joining the mid-points of the faces of a cube. Vertices of an octahedron correspond to faces of a cube and, conversely, faces of an ortahedron correspond to vertices of a cube. The structure obtained by placing atoms in mutual contact at the corners of an octahedron may be visualized from Fig. 87. This may, for example, represent the six water molecules in $\mathrm{Al}\left(\mathrm{H}_{2} \mathrm{O}\right)_{6}{ }^{+++}$, the $\mathrm{Al}^{+++}$being then in the space at the center.


Fig. 88.-Fluorite structure.
In the light of what has been said about octahedra and tetrahedra, the structure of fluorite, $\mathrm{CaF}_{2}$, may be understood from Fig. 88. Here the large cubes represent $\mathrm{Ca}^{++}$and the small ones $\mathrm{F}^{-}$. The relative size and the cubical shape of the cubes have no physical significance, but are used to make the structure easy to visualize. It will be seen that the $\mathrm{Ca}^{++}$have eight $\mathrm{F}^{-\prime}$ s surrounding each one. On the other hand, each $\mathrm{F}^{-}$has only four $\mathrm{Ca}^{++}$'s surrounding it. These are tetrahedrally arranged around the F -ions, as will be seen from the fact that every other corner of the cubes representing $\mathrm{F}^{-}$ions is connected to a $\mathrm{Ca}^{++}$ cube. A great many crystals have the fluorite structure, including many with complex anions and cations. Thus with
$\mathrm{Ni}\left(\mathrm{NH}_{3}\right)_{6} \mathrm{Cl}_{2}$ the $\mathrm{Ni}\left(\mathrm{NH}_{3}\right)_{6}{ }^{++}$ions are represented by the large cubes, the $\mathrm{Cl}^{-}$ions by the small cubes, in Fig. 88. Each $\mathrm{Cl}^{-}$is thus in contact with a face of the $\mathrm{Ni}\left(\mathrm{NH}_{3}\right)_{6}{ }^{++}$octahedron and joins four such faces belonging to different octahedra. In $\mathrm{Ni}\left(\mathrm{NH}_{3}\right)_{6}\left(\mathrm{ClO}_{4}\right)_{2}$, the tetrahedral $\mathrm{ClO}_{4}^{-}$replaces $\mathrm{Cl}^{-}$. The corners (i.e., the oxygens) of the $\mathrm{ClO}_{4}-$ tetrahedra are undoubtedly directed toward the $\mathrm{Ni}\left(\mathrm{NH}_{3}\right)_{6}{ }^{++}$ions which they connect.

The structure of the hexahydrated magnesium halides, discussed in Sec. 19.9, is closely related to the fluorite structure. Although there is no molecule formation evident in Fig. 88, the whole crystal forming a giant molecule, we can arbitrarily think of the crystal as divided into molecules with their long axes all


Fig. 89.-Illustrating structure of $\mathrm{Mg}\left(\mathrm{H}_{2} \mathrm{O}\right)_{6} \mathrm{Cl}_{2}$. Unshaded molecule in fluorite position with respect to shaded molecule. Displacement of unshaded molecule to get into position for $\mathrm{Mg}\left(\mathrm{H}_{2} \mathrm{O}\right)_{6} \mathrm{Cl}_{2}$ shown by arrows.
parallel. Two such molecules are shown in Fig. 89. Now with $\mathrm{Mg}\left(\mathrm{H}_{2} \mathrm{O}\right)_{8} \mathrm{Cl}_{2}$ the large cubes represent $\mathrm{Mg}\left(\mathrm{H}_{2} \mathrm{O}\right)_{8}{ }^{++}$and the small ones represent $\mathrm{Cl}^{-}$. The actual structure of $\mathrm{Mg}\left(\mathrm{H}_{2} \mathrm{O}\right)_{8} \mathrm{Cl}_{2}$ can be formed from the structure shown in Fig. 88 by displacements of the molecules with respect to each other. Such a displacement is shown in Fig. 89. The unshaded molecule moves with respect to the shaded molecule so that one of the chlorines of each molecule is nearer the water molecule at the corner of one of the vertices of the $\left.\operatorname{Mg}\left(\mathrm{H}_{2} \mathrm{O}\right)\right)_{6}{ }^{++}$octahedron of the other molecule. The reason for the upward displacement, as well as the displacement along the long axis of the molecule, will be evident from Fig. 87. Since the water molecule rests at the center of, the oube face, it is not possible for a $\mathrm{Cl}^{-}$which moves nearer the center of the cube face to remain as close to the center of the cube as it was before. Other molecules surrounding the
shaded molecule in Fig. 89 are displaced in other directions in forming the $\mathrm{Mg}\left(\mathrm{H}_{2} \mathrm{O}\right)_{6} \mathrm{Cl}_{2}$ structure. Some of the displacements are not quite so symmetrical as that shown in the figure.


Fra. 90.--Illustrating close-packing.
Close-packed Structures.-A close-packed structure of spheres of equal size is composed of planes such as shown in Fig. 90. These rest one on top of the other, with the atoms of one plane


Fra. 91.-Illustrating cubic close-packing. The balls are piled in the form of a pyramid, with two extra ones added at the top. Five of the balls are shaded to bring out the fact that this is really a face-centered cubic arrangement. (After model made bu Dr. E. Mack, Jr.)
just above half of the spaces between the atoms of the plane below. Let the plane shown in Fig. 90 be designated as B, the one just below it in the crystal as $A$, and the one just above it as C. Let us suppose that the atoms of $\mathbf{C}$ rest on those of $\mathbf{B}$ in such
a way that their centers are just above the black spaces between the atoms of $B$. Then, if the atoms of $A$ are just below the black spaces of $B$, we have hexagonal close-packing; on the other hand, if the atoms of $A$ are below the white spaces of $B$, the arrangement is cubic close-packing, or face-centered cubic. The latter is illustrated in Fig. 91.

It will be observed that in a close-packed arrangement four adjacent atoms are tetrahedrally arranged about the space between them, and that any given atom in the close-packed structure has twelve closest neighbors.

## Exercises

1. If the edge of a tetrahedron (octahedron) has the length $l$, find the distance from the center of gravity to a vertex.
2. Calculate the tetrahedral angle.
3. Calculate the anion-cation radius ratio which will just give anionanion contact when the cation has a coordination number of four; of six.
4. From the distances given in Table 36 find the molal volume of CsCl ; of $\mathrm{CaF}_{2}$.
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definition of, 445, 446
due to inner electrons, 278
of hydrogen atom, 62-64
of molecules, 110-111, 277-279
of plane rotator, 48
projection and precession of, 51
projection of, 50-53,
selection of axis, 81-83
separation of atoms with different, 79-83
of space rotator, $50-53$
spin, 75-76
Anion-anion contact, 221-222, 330, 331

Anions, extended, 309313
Annealing of alloys (see Quenching, of alloys)
Antisymmetric wave functions, definition of, 128, 138n.
and Pauli exclusion prmesple, 129
(See also Wave functions, symmetry of)
Association, molecular (see $\mathrm{CH}_{2} \mathrm{O}_{2}$; IIF; NO; $\mathrm{NO}_{2} ; \mathrm{SO}_{3}$ in Formula Index)
Atomic beam, in inhomogeneous magnetic ficld, 79-83
Atomic erystals, interatomic distances in, table of, 327-329
properties of, 206
solubility in water, 418
(Ster also Complex ions and rompounds; Covalent binding)
Atomir number, definition of, 20, 24
experimental determination of, 20-23
and X-ray spectra of elements, 102-103
Atomic radii (see Kadii, covalent)
Atomic theory, and combining laws, 3-4
of electricity from Faraday's law, 8
Atomic weights, determination of, 4-7
Atoms, constitution of, 10, 18-23
summarizing statement, 23-24
many electron, 84-94
electron structure of, 90-94
properties of, 95-103 $n$.
size of, 24

Avogadro's law, and atomic weights, 4-7

## B

Band spectra (see Spectra, molecular)
Bases, 426-428
Beam of atoms, in inhomogeneous magnetic field, 79-83
Binding forces, in complex ions, 153-154, 292-295
in crystals, classification, 205-210
in molecules, nature of, 104-110
type of, and ionization in solution, 419-421
magnetic criterion for, 276-284
from magnetic criterion, table, 294
and solubility of salts, 415-418
and strength of acids, 429
and volatility, 362-369
(S'ee also Bond energy ; Born-Haber cycle; Covalent binding; Covalent bonds; Dipole-dipole forces; Double bonds; Metals; Molecular crystals; Polar binding; Valence; Van der Waals forces; see also Formula Index)
Bipyramid, 341-342
Bohr magneton, definition of, 79 number in molecules, 279-280
experimental determination and results, 281-284
Boiling points and intermolecular forces, 207, 362-363
of hydrogen halides, table, 363 of substances forming molecular crystals, 364-369, 396-397 table, 396
Boltamann constant, definition of, 461
Boltzinann distribution law, 457-458
Bond angles, in unsymmetrical molecules, table, 270-271
(See also Bond-eigenfunctions; Valence, directed)

Bond distances (see Interatomic distances)
Bond-eigenfunctions, definition of, 265
and double and triple bonds, 273274
for methane, 265-266
and stability of compounds, 295297
types of, 266-268, 318n., 340-342 examples, 268-276
Bond energy, additivity, 185-188
in complex compounds, 295-297
covalent, calculation of, 184
definition of, 184-185
determination of, 189-194
and resonance, 202-204
table, 190
transition between bond types, effect on, 182-194
(See also Binding forces; Dissociation energy; Double bonds; Nitrogen (Oxygen, Sulfur) single-bond energy; Potential-energy curves; Triple bonds; see also Formula Index)
Bond moments, 200
Born-Haber cycle, for alkali halides, 232-236
for alkali hydrides, 241-243
for alkaline earth oxides, sulfides and selenides, 240, 241
for ammonium salts, 254-255
for halides, 238-241
for oxides, sulfides and selenides, 241, 242
for salts of unusual valence type, 243-249
tables, 235, 238-240, 242, 243, 246
Bragg's law, 28, 213
Brillouin zones (see Energy bands in metals and alloys)

$$
\mathrm{C}
$$

Carbon-carbon bond, rotation about, 273-274
Cathode rays (see Electrons)

Center of gravity, definition of, 452453
Centrifugal force, 444
Cesium chloride lattice, 469-470
Characteristic functions (see Bondeigenfunctions; Eigenfunctions; Wave functions)
Charge on ions and crystal structure, 313-315
Chelate compounds, stereochemistry, 301-306
Chelate rings, with platinum, strain in, 305, 307
Chemical combination, laws of, 2-3
Cis-trans isomerism, 297-301
Close packing, in crystals, 315-318
geometry of, 474-475
rule of, 315
Combination principle, Ritz, 36
Combining volumes of gas, in atomic weight determinations, 4-7
Combustion, heat of, for diamond and hydrocarbons, 185-188
Complex crystals, strueture of, 309313
rules governing, 313-315
Complex ions and compounds, binding in, 153-154, 292-295
from magnetic criterion, table, 294
with chelate rings, 301-307
chemical behavior and ionization of, 291, 418-421
composition of, 290
configuration of ions in crystals, methods of determination, 286-290
table, 308
coordination number in, 315-318 table, 317
dimensions in crystals, 329, 332
double bonds in, 350-852
electronic structure and configurations, 274-276
energy and stability of, effect of electronic structure on, 295297
isomerism, 291

Complex ions and compounds, stereoisomerism, 297-308
(See also Formula Index)
Complex numbers, 34-35n.
Compressibility, of alkali metals, 375 of ionic crystals, 227-229
Conductivity, electrical, of metals, 376
of metals and intermetallic compounds, 380-391
table of, 381
of solutions of complex ions, 289
Configuration, molecular (see Molecular structure)
Constants of motion, definition of, 45
Continuous spectrum, of hydrogen atom, 67-68
of molecules, 118-119
Coordination compounds (see Complex ions and compounds)
Coordination number, in complex ions and crystals, 315-318 tables of, 308, 317
in crystals, table of, 327-329
definition of, 212, 290 .
Coordination place, molecule, sphere, definitions, $290 n$.
Corpuscular theory of light, 29-31
reconciliation with wave theory, 31-32
Coupling, Russell-Saunders spinorbit, 79
Covalent binding, conditions favoring, 171-172
crystals with (see Atomic crystals; Complex ions and compounds)
definition of, 151
transition to metallic binding, 376-379
transition to molecular binding, 367-369
transition to polar binding, according to wave mechanics, 178-182
effect on energy, 180-184 properties illustrating, 334-337

Covalent bonds, energy of, hypothetical, calculation of, 184
(See also Bond energy; Covalent binding)
polarity of and electrongativity, 189, 195-196
radii for (see Radii, covalent)
(Set also Valence)
Cristohalite, $\beta$-, lattice, 471
Crystal structure, and charge on ions, 313-315
determination of, 213-217
geometry of sodium chloride type, 212-216
geometry of various types, 469475
of intermetallic compounds, 383384
table, 384
isomorphy, 6
of metallic elements, 376-379 table, 378
of metals, dependence on energy bands, 390-391
of molecular lattices, $357 n$.
special types, 338-342
(See also Complex ions and compounds; Interatomic distances; Interionic distances; see also Formula Index)
Curie-Weiss law (see Magnetic susceptibility)
Current, electric, force on, due to maguetic field, 12-13, 76-78

## 1)

Definite proportions, law of, 2
Deformation of ions and atoms (see Polarizability; Polarization)
Degrees of freedom, definition of, 45
number of, in polyatomic molecules, $120-121$
and quantization, 45
Density (see Volume, atomic; Volume, molal)
Diamagnetism, 282

Diamond, lattice, 470
Dibasic acids, 431
Dielectric constant, and electric moment, 198
(Spe also $\mathrm{H}_{2} \mathrm{O}$ in Formula Index)
Dipole-dipole forces, in crystals, 207-208
as function of distance, 464-465
in hydrogen-halide crystals, 358362
in substances containing hydrogen, 363-364, 396-397
in water and ice, 393-396
(Sce also Electric moment; Molecular crystals)
Dipole-induced-dipole forces, 467468
(See also Molecular crystals; Van der Waals forces)
Dipole moment (see Electric moment)
Directed valence (see Valence, directed)
Disorder, in alloys, 384-386
Dispersion forces (sep Van der Waals forces)
Dissocsation energy, of diatomic molecules, 116-119
of clementary diatomic molecules, 164-167
table, 165
of hydrogen halides into ions, calculation, 200-202
measurement of, 164
(See also Bond energy; see also $\mathrm{H}_{2} ; \mathrm{H}_{2}{ }^{+}$in Formula Index)
Distance, interatomic (see Interatomic distances; Interionic distances)
Distribution law, Boltzmann, 457458
Double bonds, in complex compounds, 350-352
and directed valence, 273-274
dissociation energy of, 166
electronic formulas for, 153
energy of $\mathrm{C}=\mathrm{C}, 194-195 n$.
energy of $C=0,203$

Duuble bonds, energy of $\mathrm{C}=\mathrm{O}$ and $\mathrm{C}=\mathrm{S}, 351$
interatomic distances for, 326
and resonance, 202-204
Double pyramid, 341-342
Dulong and Petit, law of, 5-6

## E

Eigenfunctions, definition of, 40
(See also Bond-eigenfunctions; Wave functions)
Electric field, action on electrons, 12-13
definition of, 462
Electric moment, definition of, 173, 463
permanent, definition of, 196-197 and dielectric constant, 197-198 and electronegativity, 200
of hydrogen and alkali halides, table, 199
of hydrogen halides, calculation, 200-202
and molecular structure, 262263
of polyatomic molecules, 199 200
produced by electric field, 173-174
and resonance in $\mathrm{CH}_{2} \mathrm{CHCl}, 325-$ $326 n$.
(See also Dipole-dipole forces; Dipole-induced-dipole forces)
Electrical forces, types of, 462-468
Electrolysis, " and law of electrochemical equivalence, 8-9
Electromotive series, 438, 441-442
Electron, in "box," 37-42
phase diagram of, 55-56
charge on, 15-17
force on, due to magnetic field, 12-13
in hydrogen atom, motion of, 6164
magnetic moment of, orbital and spin, 76-79
mass-charge ratio, 14-15
nature of, 10-11

Electron, spin of, 75-76
wave function of, 38-44
wave length of, 33
wave properties of, 25, 32-35
(See also Electrons; Valence elec:trons)
Flectron affinity, definition and table, 101
(See also H; Halogens; O; OH; SH; S-group compounds in Formula Index)
Electron pair bond, Lewis formulas for, 152-154
and magnetic moment, 280-281
nature of, 142
and valence, 152-155
Flectron volt, conversion factor to kilogram calories, 193-194
definition of, $30 n$.
Electronegativity, 101-102
and crystal structure, 312-314
and electric moment, 200
and clectron affinity and ionization potential, 168-171
and nobleness of metals, 337-338
and polarity of bonds, 189, 195196
and polarizability, 171-172, 177
scale (tables), 169, 196
Flectronic formulas, 152-154
(See also Formula Index)
Electronic structure, and configuration of complex ions, 293 table, 294
and directed valence, 267-276, $318 n$., 340-342
of elements, in atomic form, 89-93
in solid form, 376-379
of intermetallic compounds, 383384
of linear molecules, 340-341
and stability of complex compounds, 295-297
for trigonal prism, 342
(See also Electron pair bond; Valence; see also Formula Index)

Mectrons, atoms with many (see Atoms, many electron)
diffraction of, 32-33
by gases, and molecular structure, 263
energy levels of, in atoms, 89-93
identity of, from various sources, 15
in metals, free, 370-373
(See also Energy bands in metals and alloys)
outer, penetration of orbits (see Penetration of electron orbits)
reflection from crystal faces, 388389
valence, 91
of elements, table, 91
(See also Electron; Valence electrons)
Electropositivity (see Electronegativity)
Flectrostatic energy, in crystals (see Ionic crystals, energy of)
Electrostatic-valency rule, 314
Elementary molecules, 163-168
Elementary substances, concept of, 1-2
Elements, electron structure of, 8993
Ellipse, properties of, 62
Energy, binding (see Binding forces;
Bond energies; see also Formula Index)
of combustion, of ionization, of reaction, of solution, of sublimation, of vaporization (see Combustion, Ionization, etc.)
of formation (see Heat of formation)
free (see Free energy change)
lattice, definition, 226
and mass, 33-34
potential (see Potential energy; Potential-energy curves)
zero point, definition of, 119
Energy bands in metals and alloys, 374-876
theory of, 387-391

Energy levels, in atoms, 89-94 notation, 65
density in phase space, 55-59
of electron in "box," 40
of helium atom, 89-90, 129-132
of hydrogen atom, 64
of molecules, 113-114
of plane rotator, 47
of space rotator, 53
Entropy, definition of, 455
determination of, 406-407n.
of perfect gas, 455-456
(See also Acids, oxygen; Equilibrium, chemical; Ionization, of solid salts; Solution)
Equation of motion, of a particle, 443
of two particles, 451-452
Equilibrium, chemical, laws of, 454461
of malecules in field of force, 456457
Equilibrium constant, equation for, 458
temperature dependence of, 460-461
Equilibrium distance (see Interatomic distances; Interionic distances; Intermolecular distance)
Exchange phenomenon, in helium atom, 126-129
in hydrogen molecule, 133-134
Exolusion principle, Pauli, 88
and antisymmetric wave functions, 129

## F

Face-centered cubic lattice, 474-475
Faraday, quantity of electricity, definition, 8
Fluorite lattice, 472
Forces, binding (see Binding forces)
electrical, types of, 462-468
intermolecular (see Intermolecular forces)

Formulas, chemical, assignment of,
by combining volumes, 4-7
hy Dulong-Petit law, 5-6
by isomorphy, 6
electronic, 152-154
(See also Formula Index)
Free energy change, definition of, 460
of solution of ions, 411-414
standard, 459-460
Freedom, degrees of (see Degrees of freedom)
Freezing point, lowering by complex ions, 289
Frequency of molecular vibrations, 113

## G

Geometrical isomerism (see Steregoisomerism, geometrical)
Glasses, 392-393

## H

Harmonic motion, 112-113
Heat, of combustion, of ionization, of reaction, of solution, of sublimation, of vaporization (see Combustion, Ionization, etc.)
of formation (see Binding forces; Bond energies; Born-Haber cycle, tables; Intermetallic compounds; see also energy and heat of formation under various substances in Formula Index)
Heitler-London method, for hydrogen molecule, 133-137, 142-143
Homopolar binding (see Covalent binding)
Homopolar radii (see Radii, covalent)
Hume-Rothery rule, 383-384
explanation of, 390-391
Hund-Mulliken method for hydrogen molecule, 140-143
Hund-Mulliken theory of valence, 157-161
and thre-electron bonds, 348-350

Hydration, in crystals (see $\mathrm{H}_{2} \mathrm{O}$, in crystals, in Formula Index)
effect of, on oxidizing and reducing agents, 438-440
of ions in solution (see Solution)
Hydroacids, strength of, 427-428
Hydrogen bridges or bonds, 363-364
(See also Dipole-dipole forces; see also $\mathrm{H}_{2} \mathrm{O}$, in crystals; $\mathrm{NH}_{4}{ }^{+}$, rotation; $\mathrm{NH}_{4} \mathrm{HF}_{2}$ in Formula Index)
Hydrolysis, of $\mathrm{Al}\left(\mathrm{H}_{2} \mathrm{O}\right)_{6} \mathrm{Cl}_{3}$ and $\mathrm{Cr}\left(\mathrm{H}_{2} \mathrm{O}\right)_{6} \mathrm{Cl}_{3}, 423$

## I

Index of refraction, relation to polarizability, 175, 198
Infrared spectra, 115-117
Interatomic distances, in crystals, observed and calculated, table, 327-329
for double and triple bonds, 326
in elementary diatomic molecules, 164-166
table, 165
in gas molecules, determination of, 263-264
lists, 323-326
tables, 270-271, 322, 323, 329
in isosteres, 332-334 table, 333
in metallic elements, table, 378
(See also Volume, atomic)
and resonance, 325-326
in tetrahalides and tetrahedral ions, table and calculation, 329, 330n., 332
(See also Interionic distances; - Radii; see also Formula Index)

Interatomic forces (see Binding forces)
Interference phenomena (see Electrans; Light)
Interionic distances, and anionanion contact, 221-222
and coordination number, 281

Interionic distances, in crystals, observed and calculated, tables, 221, 232, 255, 327-329
in gaseous alkali halides and hydrides, 250-254
table, 253
and valence, $230-231$
(See also Radii, ionic; see also Formula Index)
Interionic energy (sep Flectrical forces; Ionic crystals)
Intermetallic compounds, composition, crystal structure and phase relationships, 383-384 table, 384
electrical conductivity of, 380, 391 table, 381
energy bands in, 387-391
heats of formation, table, 381
of hydrogen, 387
intersticial compounds with $\mathrm{B}, \mathrm{C}$, and N, 386-387
order-disorder phenomena in, 384386
physical properties of, 380
substances forming, 379-380
valence electrons, Hume-Rothery rule for, 383-384
Intermolecular distance (see Hydrogen bridges; Volume, molal)
Intermolecular forces (see Dipoledipole forces; Hydrogen bridges; Molecular crystals; Van der Wuals forces; see also Formula Index)
Intersticial compounds, 386-387
Ion-dipole forces, 463-464
Ion-induced-dipole forces, 200-202, 465-467
Ionic binding (see Polar binding)
Ionic crystals, energy of, crystals of
unusual valence type, 243-249
direct experimental determination of, 236-238
electrostatic, and structure, 316
and heat of solution, 400, 401
theory, 222-230
(See also Born-Haber cycle)

Ionic crystals, polarization in, 229 230
properties of, 205-206
repulsive forces in, 224, 227-229
and compressibility, 227-229
vapors of, 249-254, 258
(See also Interionic distances; Polar binding; Radii, ionic)
Ionic radii (see Radii, ionic)
Ionic volumes (see Solution)
Ionization, of acids (see Acids)
of halides of transition elements, in solution, 418-421
of oxygen acids, 430-438
of solid salts to form gaseous ions, 236-237
entropy of, table, 408
in solution, 398-399
Ionization potential, definition of, 96-97
of elements, table, 98-99
of gas molecules, table, 35 .
penetration, effect of, on, 97-101
and valence, 100-101, 249
Ions, deformation of (see Polarizability; Polarization)
forces between, in crystals, 222228
as function of distances, 462463
shape of, in crystals, table, 308
in solution (see Ionization; Solution)
Isoelectronic molecules and crystals (see Isosteres)
Isomerism of complex ions, 291
(See also Stereoisomerism)
Isomorphy, law of, 6
Isosteres, interatomic distances in, 332-334
table, 333
Isotopes, $3 n$., 18

## K

K-shell, significance of notation, 91
Kepler's laws, 60-61, 445-447
Kilogram-calories, conversion factor to electron volts, 193-194

## L

L-shell, significance of notation, 91 Lanthanum contraction, 103ex. Lattice energy, definition of, 226
(See also Born-Haber cycle; Ionic crystals, energy of)
Lattices, types of, 469-475
(See also Crystal structure)
Layer lattices ( $\mathrm{CdI}_{2}, \mathrm{Ag}_{2} \mathrm{~F}, \mathrm{BN}$, graphite), 209, 246, 331, 332
Lewis's theory of valence, and formulas, 152-154
Light, absorption of, 36-37
corpuscular properties, 29-32
corpuscular theory, reconciliation with wave theory, 31-32
emission of, 36-37
by hydrogen atoms, 73
interference of, 25-26
quanta, nature of, 30-31
wave properties of, 25-29
Linear molecules, with double and triple bonds, 273-274
Linear molecules and ions, involving heavy atoms, 324, 340341
vibrations of, 122-123
Liquids, intermolecular forces in, 362-369, 396-397
London's theory of valence, 154-156

## M

Madelung constant, definition of, 224
"reduced," definition of, 230 table, 225
Magnetic field, force on electron or charged body, and on electric current, 12-13, 76-78
inhomogeneous, action on atomic beam, 79-83
Magnetic moment, of atoms and ions, 279
as criterion for type of binding in complexes, 276-284
results of application, table, 294

Magnetic moment, definition of, 78
and double bonds in complex ions. 351-352
due to inner electrons, 276, 278
due to spin of electron, 79
of electric circuit, 76-78
of electron in orbit, 78
projection of, 79
experimental determination, 281283
results of, 284, 294
fundamental (see Bohr magneton)
of molecules and ions, 277-279
and stereoisomerism of complexes, 306
(See also $\mathrm{B}_{2} \mathrm{H}_{2}$; NO complexes in Formula Index)
Magnetic poles, force between, 12
force on, due to magnetic field, 76-78
Magnetic susceptibility, 282-284
(See also Magnetic moment)
Magneton (see Bohr magneton)
Many electron atoms (see Atoms, many electron)
Mass, and energy, 33-34
reduced, 109-110, 452
Mechanics, classical, of a particle, 443-451
of two particles, 451-453
Metals, in ammonia solution, 382
atomic volume of, 103 ex . table, 373
binding forces, in alkali and alkaline earth metals, 370-375 table, 373
in heavy metals, 208
transition to covalent binding 376-379
compounds with B, C, N, 386-387
compressibility of alkali, 375
crystal structure of elementary, 376-379
table, 378
electrical conductivity of, table, 381
energy bands in, 374-376
theory of, 387-891

Metals, free electron picture, 370-374
occlusion of hydrogen, 387
propertios of, 208, 376-380
(See also Intermetallic compounds)
Mole refraction, $175 n$.
Molecular compounds, solubility in water, 418
Molecular crystals, erystal structure of, $357 n$.
density, and energy of sublumation of, table, 357
energy of, theory, 354-358
intermolecular forces in, data relating to, 362-369
and properties, 206-208
(See also Dipole-dipole forces; Van der Waals forces)
Molecular motion, 109-115, 120-124
Molecular orbits, and valence (ser Hund-Mulliken method; HundMulliken theory of valence)
Molecular structure, methods of determination, 124, 262-264
special types, 338-343
tables, 270-271, 322, 323
(See also Complex ions and compounds; Stereoisonerism; Valence, directed; see also Formula Index)
Molecular volume, of alkali and alkaline earth metals, table, 373
Moment (see Angular momentum; Electric moment; Magnetic moment)
Momenta, generalized definition, 447-449
number of, 54
in polar coordinates, 449
(Sse also Angular momentum)
Moseley's law, 102-103
Multiple proportions, law of, 2

## N

Nitrogen ( $\mathrm{N}-\mathrm{N}$ ) single-bond energy, 194
Nobleness of metals, 337-338

Nonpolar binding (see Covalent binding)
Normal covalent radii (see Radii, covalent)
Normal modes of vibration, 122-123
Nucleus, atomic, charge of, 20-23 size of, 21, 23, 24

0
Occlusion of hydrogen, by metals, 387
Octahedral configuration, bond eigenfunctions, 268, 276
condition for stability, 316-318
energy and electronic structure, 295-297
of ions in crystals, table, 308
stereoisomerism due to, 300-301 examples of, 307-308
unsymmetrical in $\mathrm{UF}_{6}, \quad \mathrm{WF}_{6}$, $\mathrm{MoF}_{6}, 343$
Octahedron, geometry of, 471-472
Octet, 152-153
exceeded in certain molecules, 155
Oil drop experiment, 15-17
One-electron bond, in boron hydrides, 343-346
in hydrogen molecule ion, 137-140
Optical isomerism (see Stereoisomerism, optical)
Orbitals (see Hund-Mulliken method; Hund-Mulliken theory)
bond (see Bond-eigenfunctions)
Order-disorder phenomena in alloys, 384-386
Orthohydrogen, 148-150
Oscillator, harmonic, 112-113
Oxidizing agents, strength of, 438441
Oxygen acids (see Acids, oxygen)
Oxygen ( $\mathrm{O}-\mathrm{O}$ ) single-bond energy, 194, 260

## P

Parahydrogen, 148-150
Paramagnetism, 282
(See also Magnetic moment)
Particle in "box," (see Electron, in "box")

Particle theory (see Corpuspular theory)
Pauli exclusion principle, 88
and antisymmetric wave functions, 129
Penctration of electron orbits, 85-88
and effective quantum number, 95-96
and ionization potentials, $100-101$
Perfect gas, thermodynamic behavior, 454-457
Periodic table, 91
and binding forces in crystals, 209
building up of, 90-93
confirmation of atomic weights, 7-8
principles underlying, 89
Phase diagram, for hydrogen atom, 67
for particle in "box," 55-56
for rotator in space, 58
Phase integral, definition of, 57
for hydrogen atom, 66-67
for molecular vibration, 114-115
for space rotator, 58-59
Phase space, definition of, 54
region occupied by quantum state in, 55-59
representation of system in, 55
Phases in alloys, 383-384
Photoclectric effect, 29-31
Planck's constant, 29
Plane rotator, 45-49
Polar binding, conditions favoring, 171-172
crystals with (see Ionic erystals)
definition of, 151
transition to covalent binding, 239-241, 334-337
effect on solubility of salts, 415-418
(See also Covalent binding, transition to polar binding; Magnetic moment, as criterion for type of binding)
transition to molecular binding, 365-369
Polar compounds (see Ionic crystals)

Polar coordinates, 49-50
momenta in, 449
resolution of velocity romponents in, 447
Polarity of bonds, and electronegativity, 189, 195-196
Polarizability, of atoms, theory of, 173-174
definition of, 172-173
and dielectric constant, 198
and electronegativity, 171-172, 177
of gas molecules, table, 357
and index of refraction, 174-175, 198
of ions, $176-177$ table, 178
measurement of, 174-176
Polarization, and directed valence, 272
and electric moment, 197-199
forces due to, 465-468
(See also Van der Waals forces)
in hydrogen halides, 200-202
in ionic crystals, 229-230
and ionization in solution, 419-420
and solubility of salts, 415-418
Positive ions, in gas discharge, and mass-charge ratio, 17-18
Potential energy, definition and sign of, 444
of electrically charged bodies, 462468
Potential-energy curves, crossing of, 181-182
of diatomic molecules, excited, 108-109
nature of, 104-110
shape of, 105-107, 118-120
zero of energy for, 108
effective, for electron in hydrogen atom, 68-69
for harmonic oscillator, 112
for hydrogen molecule, 135-136, 140-141
for hydrogen molecule ion, 132140
for ionic crystals, 224, 228

Promotion of valence electrons, 137, 157-161
Proton (see $\mathrm{H}^{+}$in Formula Index)
Proton affinities (see $\mathrm{H}_{2} \mathrm{O} ; \mathrm{NH}_{\mathbf{3}} ; \mathrm{SH}$ in Formula Index)
Pyramid, double, 341-342

## Q

Quantization, of angular momentum, 48, 50-53
and change of axis, 81-83
and degrees of freedom, 45
of electron in "box," 39-42
of hydrogen atom, 64-67
of molecules, $110-114$
theory of, 114-115
nature of, 36-37
of rotational motion, 45-53
of space rotator, 49-53
Quantum of action (see Planck's constant)
Quantum number, effective, 95-96 tables, 96
total ( $n$ ), definition of, 64
(See also Quantization)
Quantum states, separation in magnetic field, 79-83
(See also Fnergy levels)
Quantum theory of light, 30-32
Quenching, of alloys, 385-386

## R

Radii, covalent, determination of, : 319-320
from isosteres, 334
table, 319
for various valence types, 320321
(See also Interatomic distances)
ionic, constancy, check of, table, 221
effective nuclear charge and, 219
of eighteen-electron-shell atoms, 220-221

Radii, ionic, nature and determination of, 217-220
ratio of, tables, 317, 327-329
ratio of (cation/anion), and coordination number, 315318
table, 220
(See also Interionic distances)
Raman spectra, 115n., 395-396
Rare earths (see Formula Index)
Rare gases (see A; Rare gases in Formula Index)
Reaction, heats of, table, 192-193
Reciprocal proportions, law of, 2
Reduced mass, definition of, 109110, 452
Reducing agents, strength of, 438441
Refraction, index of, relation to polarizability, 175, 198
Repulsive forces, in hydrogen molecule, 135-137
in hydrogen molecule ion, 138-140
in ionic crystals, 224, 227-229
in metals, $370-372$
nature of, 105-106
Resonance between electronic structures, definition of, $180 n$.
and electric moment in $\mathrm{CH}_{2} \mathrm{CHCl}$, 325-326n.
and energy of system, 180-182, 202-204
and interatomic distances in $\mathrm{CH}_{2} \mathrm{CHCl}$ and $\mathrm{CO}_{2}, 325-326$
and strength of oxygen acids, 437438
wave mechanical treatment, 178182
(See also electronic structure under $\mathrm{BN} ; \mathrm{CO}_{3}-$ in Formula Index)
Reversible process, 224n., 455, 459
Ritz combination principle, 36
Roentgen rays (see X rays)
Rotation, about carbon-carbon bond, 273-274
of diatomic molecules, 110-111, 114, 115

Rotation, of molecules and ions in crystals, 207, 255-257, 360
of polyatomic molecules, $120-122$
Rotator, in plane, 45-49
in space, 49-53
phase diagram and phase integral, 58-59
Rule of eight, 152-153
Russell-Saunders coupling, 79

## S

Salt vapors, energy of, and interionic distances in, 249-254, 258
Salts (see Ionic crystals)
Screening, by inner electrons, 84-88
Selection rules, for hydrogen atom, 73-74
in molecular spectra, 115
Semi-covalent binding, definition of, 281
Semi-polar binding, 154, 292
Separation of variables, 45
in hydrogen atom, 69
Shared electrons (see Electron pair bond)
Shell, definition of, 90-91
of eight electrons, 152-153
Shiclding by inner electrons, 84-88
Sodium chloride structure, 212-216
Solubility, factors affecting, 414-418
Solubility product, relation for, 405406
Solution, entropy of, of gaseous ions, 406-409
calculation of, 413-414
table, 408
of salts, 406-409
table, 407
and solubility, 404-406
free energy of, of gaseous inns, 411-414
heat of, of gaseous ions, 400-404
tables, 402, 403
of salts, 399-404
table, 400
jonic volumes in, 409-411
table, 410

Spectra, of atoms, 36-37
of hydrogen atom, 72-74
molecular, 115-117, 124
Raman, 115n., 395-396
X-ray, of elements, 102-103
Sphalerite lattice, 469-471
Spin, of electron, 75-76
(See also Electron, spin of)
of proton, 148
Spin-orbit coupling, 79
Spin wave functions, for helium atom, 127
for hydrogen molecule, 134
Square configuration, bond-eigenfunctions, 267-268, 274-275
as characteristic of bivalent elements, $275 n$.
of ions in crystals, table, 308
stereoisomerism, 298-299, 304307
and X-ray results, 306
Stationary state, definition of, 37n.
Stereoisomerism, of complexes with coordination number four, examples, 302-306
distortions of configuration, effect on, 300
geometrical, nature of, 297-301
of octahedral complexes, 300-301, 307-308
optical, nature of, 298, 301
Stern-Gerlach experiment, 79-83
Stopping power for $\alpha$-particles, 20
Strain in complex ions, involving rings, 307
Sublimation, energy of, of alkali and alkaline earth metals, table, 373
of alkali halides and hydrides, 249-254
table, 253
of ammonium halides, 258
of hydrogen halides, 358-361
of molecular crystals, observed and calculated, 357-358
table, 357
Subshell, definition of, 91

Sulfur (S-S) single-bond energy, 194, 260
Superlattices, 384-386
Symmetric wave functions, definition of, 128, $138 n$.
(See also Wave functions, symmetry of)

T

Term value, definition of, 36
(See also Energy levels)
Tetrahedral angle, definition of, 469
magnitude of, 274
Tetrahedral compounds, interatome distances, calculation, 330 n .
observed and calculated, table, 329
Tetrahedral configuration, bondeigenfunctions, 265-268, 271275
condition for stability, 316-317
of ions in crystals, table, 308
stereoisomerism due to, examples of, 302-305
list of clements exhibiting, 302
Tetrahedral ions, 292-293
interatomic distances, calculation, 332
observed and calculated, table, 329
Tetrahedral lattices, 469-471
Tetrahedral radii (see Radii, covalent)
Tetrahedron, geometry of, 469
Thermodynamics, 454-461
Three-electron bond, 347-350
Total quantum number ( $n$ ), definition of, 64
Transference experiments, on complex ions, 288-289
Transition between bond types (see various kinds of binding)
Triangular configuration, 318, 322323
of ions in crystals, table, 308
Tridymite, $\beta-$, lattice, 471
Trigonal prism, 300-301, 342

Triple bonds, and directed valence, 274
dissociation energy of, 166
electronic formulas for, 153
energy of $\mathrm{C} \equiv \mathrm{C}, 194-195 n$.
interatomic distances, 326
Trouton's rule, 362

## U

Uncertainty principle, 43-44
United atom, 157-158
for hydrogen molecule, 126, 135, 137, 141
for hydrogen molecule ion, 140

## V

Valence, comparison of theories, 161-162
directed, and double and triple bonds, 273-274
examples, 268-276
in methane, 265-266
nature of, 262, 264-265
types of bonds in, 266-268, $318 n$., 340-342
(See also linear molecules and ions; Octahedral configuration; Square configuration; Tetrahedral configuration; Triangular configuration; Trigonal prism)
electron pair in, 152-153, 154-155
of elements in salts, determined by energy relations, 243-249, 261ex.
and excited states of atoms and ions, 154-156, 170, 265-266
factors determining, 249
and ionization potential, 100-101
and molecular orbits, 157-161
(See also Binding forces, etc.)
Valence electrons, in compounds,
Lewis formulas, 152-154
definition of, 91
of elements, table, 91
in intermetallic compounds, 383384

Valence electrons, in metals, 376-380
penetration of (see Penetration of electron orbits)
Van der Waals forces, and boiling points, 362
crystals with (see Molecular crystals)
dependence on distance, 467-468
in hydrogen halide crystals, 358 361
in ionic crystals, 229, 234n., 238n., 239
theory of, 354-358
for various substances, table, 357
Vaporization, energy of, of hydrogen halides, tuble, 363
and Van der Waals forces, 362
(See also Sublimation, cuergy of)
Variation method, applied to $\mathrm{H}_{2}$, 143-144
Velocity, components in polar coordinates, 447
and wave length, 33
Vibration, of diatomic molecules, 111-115
of polyatomic molecules, 122-124
Vibrator, harmonic, 112-113
Vitreous state, 392-393
Volt (see Electron volt)
Volume, atomic, of alkali and alkaline earth metals, table, 373
of metals, 103 ex .
of ions in solution, 409-411
table, 410
molal, of molecular crystals, table, 357
of water and ice, 395

## W

Wave equation, nature of, 35
Wave functions, bond-forming (see Bond-eigenfunctions; Valence, directed)
conditions on, 37
in hydrogen atom, 72
for electron in "box," 39, 41-42

Wave functions, for helium atom, 126-130
for hydrogen atom, 68-72
for hydrogen molecule, 133-134, 141-143
for hydrogen molecule ion, 138
for mixed covalent and polar binding, 178-182
for moving electrons, 43-44
normalization of, 40-41, 70
physical significance, 34-35
for plane rotator, 46-49
and resonance, 178-182
symmetry of, 128-129, 134, 138
effect on energy of helium atom, 130-132
effect on energy of hydrogen molecule, 134-137
symmetry of nuclear, 148-149
time, dependence on, 43
Wave length, component of, 38
of electron, and velocity, 33
Wave number, definition, 387
Wave packet (see Wave functions, for moving electron)
Wave theory, of electrons, 32-35
of light, 25-29
reconciliation with corpuscular theory, 31-32
Weak electrolytes, 418-421
Weight relations, use of, 1-2
Wurzite lattice, 470-471

## X

X rays, and crystal structure, 213217, 263, 308-309
(See also Crystal structure)
diffraction by gases and molecular structure, 263
nature of, and reflection from crystals, 26-29
X-ray spectra of elements, and atomic number, 102-103

## Z

Zero point energy, definition of, 119 of $\mathrm{H}_{2}, 136$
Zincblonde lattice, 469-471

## FORMULA AND SUBSTANCE INDEX

This index contains references to individual substances and certain groups of substances, mentioned in the text; individual substances, which appear in tables or lists only, or which are used as illustrations, without bringing out any particularly characteristic property of the substance, are not in general included, as these may be traced from the Subject Index or from the List of Tables, pp. xiii-xiv.

Alphabetization in this index is by the first symbol in the formula, then by the second symbol, etc. Numeral subscripts are disregarded in deciding between compounds containing different elements. Thus BN precedes Be , and $\mathrm{Ag}_{2} \mathrm{~F}$ follows AgCl and precedes AgI . Certain group names are used and alphabetized as if they were symbols. Thus H halides follows HF and precedes HI. The most important of these terms are the following: alkali, alkali-ions, alkali-metals, alkaline-earth, alkaline-earth-metals, complexes, Cu-group, Fe-group, halide-ions, halides, halogens, hydrides, oxides, Pt-group, rare earths, S-group, subhalides, sulfides, selenides, tellurides, Zn-group. A hyphenated word is alphabetized as a single word. Thus, Zn -group follows all Zn compounds, e.g., ZnS ; and halides follows halide-ions.

The valence of an clement is sometimes indicated by a Roman numeral in parentheses.

Contrary to the usual custom of always listing all compounds under the most positive clements, compounds are sometimes listed under a negative element or group, when the latter determines the characteristic properties, and many negative ions are listed.
$n$. indicates reference to footnote; ex. refers to exercises.

## A

A, solid, crystal structure of, 369
(See also Rare gases)
Acids (see Subject Index)
Ag, alloys of, 383-384
salts of, solubility of, 415-418
valence of, 246-248, 261ex.
Ag (and compounds) (see Cu-group, etc.)
$\mathrm{Ag}(\mathrm{CN})_{2}{ }^{-}$, reactions in solution and electrolysis, 287-289
$\mathrm{AgCl}, \mathrm{AgCl}_{2}$, Born-Haber cycle, $261 e x$.
Ag (II) complexes, configuration of, $275 n$.
$\mathrm{Ag}_{2} \mathrm{~F}$, binding forces in, 248 crystal structure of, $\mathbf{2 4 6 n}$.
Ag halides, Born-Haber cycle, 238239
AgI, binding forces in, 208
crystal, structure and properties, 338-339
$\mathrm{Ag}_{3} \mathrm{In}, 384 n$.
$\mathrm{Ag}\left(\mathrm{NH}_{3}\right)_{2}{ }^{++}$, structure of, 340
$\mathrm{Ag}\left(\mathrm{S}_{2} \mathrm{O}_{3}\right)_{2}-$, equilibria in solution, 352ex.
$\mathrm{Ag}_{8} \mathrm{Sb}, 384 n$.
AgSb alloys, composition of, $384 n$.
AgSn alloys, composition of, $384 n$.
$\mathrm{Al}_{2} \mathrm{Cl}_{6}$, heat of solution, 424-425
$\mathrm{AlF}_{8}, \quad \mathrm{AlF}_{8} \cdot \frac{1}{2} \mathrm{H}_{2} \mathrm{O}, \quad \mathrm{AlF}_{3} \cdot 3 \frac{1}{2} \mathrm{H}_{2} \mathrm{O}$ 421n., 425
AlF, ---, 318
$\mathrm{Al}\left(\mathrm{H}_{2} \mathrm{O}\right)_{\mathrm{e}}{ }^{+++}, 317$
structure of, 423-424, 472
$\mathrm{Al}\left(\mathrm{H}_{2} \mathrm{O}\right)_{6} \mathrm{Cl}_{3}$, erystal structure of, 423-424
heat of solution, 425
hydrolysis, 423
stability of, in solution, 442ex.
Al halides, structure, boiling points, and intermolecular forces, 365367
AlN, binding forces, nature of, in, 206, 367
bond-eigenfunctions, 271
$\mathrm{Al}_{2} \mathrm{O}_{3}$, binding forces in crystal, and boiling point, 367
$\mathrm{Al}(\mathrm{OH})_{3}$, amphoteric character of, $420 n$.
Aldehydes, resonance, lack of, in, 203
Alkali halides, Born-Haber cycle, 232-236
compressibility of, 227-229
crystal structure, 212-213, 214216
electric moment of gaseous, 199
in gaseous state, energy and interionic distance, 249-254
heat of solution, 400
interionic distances in, 221
volume in solution, 410
Alkali hydrides, Born-Haber cycle, 241-243
in gaseous state, energy and interionic distances, 249-254
Alkali hydrogen fluorides, interatomic distances in, $361 n$.
Alkali-ions, heat of solution, 401-403
Alkali-metals, binding forces in, 208, 370-375
effective quantum numbers for atoms, 95-96
electronegativity of, 171
energy of sublimation, 373
molecular volumes, table, 373
valence of atoms, 248-244, 248--249

Alkaline-earth oxides, Born-Haber cycle, 240, 241
interatomic distances, table, 232
Alkaline-earth selenides, Born-Haber cycle, 240, 241
interionic distances, table, 232
Alkaline-earth subhalides, 244-248
Alkaline-earth sulfides, Born-Haber cycle, 240, 241
interionic distances, table, 232
Alkaline-earth tellurides, interionic distances, table, 232
Alkaline-earth-metals, binding forces in, 373-375
energy of sublimation, table, 373
molecular volume, table, 373
valence of atoms, 244-248
As, bond-eigenfunctions and crystal structure, 269
electronic structure and physical properties of solid, 377
$\mathrm{As}_{2}$, dissociation energy, 167
As, interatomic distance and molecular structure, 325
$\mathrm{AsF}_{8}$, intermolecular forces and boiling point, 364
AsNi, crystal structure of, 342
Au, alloys of, 383-384
Au (and compounds) (see Cu-group, etc.)
$\mathrm{AuCd}_{3}$, erystal structure of, 383
Au (III) complexes, configuration of, $275 n$.
AuCu alloys, order-disorder phenomena in, 386
$\mathrm{AuZn}_{3}$, crystal structure of, $\mathbf{3 8 3}$

## B

B, intermetallic compounds, 386-387
$\mathrm{BBr}_{3}, \mathrm{BCl}_{\mathrm{n}}, \mathrm{BF}_{3}$ (see B halides)
$\mathrm{B}\left(\mathrm{CH}_{3}\right)_{3}, \mathrm{~B}\left(\mathrm{C}_{2} \mathrm{H}_{5}\right)_{3}$, molecular structure and binding forces, 323324, 346
$\mathrm{BCl}_{8} \mathrm{PH}_{3}, 365$
B complexes, stereoisomerism of, 303
$\mathrm{BF}_{4}^{-}, 318,365$
$\mathrm{BH}, \mathrm{BH}_{2}, \mathrm{BH}_{3}, \mathrm{BH}_{4}, \mathrm{BH}_{5}$, electronic structure, 158-159
$\mathrm{B}_{2} \mathrm{H}_{6}$, electronic structure, 344-346, 349-350
magnetic moment, 346
$\mathrm{B}_{2} \mathrm{H}_{2}\left(\mathrm{CH}_{3}\right)_{4}, 345-346$
$\mathrm{B}_{2} \mathrm{H}_{6} \cdot 2 \mathrm{NH}_{2}, 345$
$B$ halides, intermolecular forces and boiling points, 365
electronic structure and interatomic distances, 322-324
BN, crystal and electronic structure of, 331-332
$\mathrm{BO}_{2}-$, structure of, 309
$\mathrm{B}_{2} \mathrm{O}_{3}$, binding forces, 369
$\mathrm{B}(\mathrm{OH})_{3}$, ionization of, and molecular structure, 438
$\mathrm{BPO}_{4}$, crystal structure of, 313-314
Ba (and compounds) (see Alkalineearth, etc.)
$\mathrm{BaCl}, \mathrm{BaF}, 246$
$\mathrm{BaO}_{2}$, crystal structure, $191 n$.
Bases, 426-428
Be complexes, stereoisomerism of, 303
$\mathrm{BeF}_{2}$, vitreous, 393
$\mathrm{Be}\left(\mathrm{H}_{2} \mathrm{O}\right){ }_{4}{ }^{++}, 317$
BeO , binding forces in, 206
Bi , binding forces in, 208
bond-eigenfunctions and crystal structure, 269
conductivity, 376
physical properties of, 376-379
$\mathrm{Bi}_{2}$, dissociation energy, 167
$\mathrm{Br}, \mathrm{Br}_{2}, \mathrm{Br}^{-}$(see Halide-ions; Halogens)
$\mathrm{BrO}_{3}^{-}$, configuration of, and type of binding forces in, 293
us oxidizing agent, 439-440
$\mathrm{BrO}_{4}^{-}$, non-existence of, 440

## C

C, bond-eigenfunctions and structure of compounds, 265-267, 270-274
diamond, bond energies in, 187188
binding forces, nature of, in, 206, 209-210

C, double and triple bonds, 273-274
excitation for bond formation, 266
graphite, structure of, 332
intermetallic compounds, 386-387
rotation about C-C bond, 273274
$C_{2}$, dissociation energy, 167
$\mathrm{CH}, \quad \mathrm{CH}_{2}, \quad \mathrm{CH}_{3}, \quad \mathrm{CH}_{4}$, electronic structure, 159-160
$\mathrm{CH}_{3}$ compounds, interatomic distances and molecular structures, table, 322
$\mathrm{CH}_{3}$ halides, interatomic distances, 325
$\mathrm{CH}_{4}$, liquid, intermolecular forces in, 396-397
solid, binding forces in, 206
(See also C, bond-eigenfunctions)
$\mathrm{CH}_{4}, \mathrm{C}_{2} \mathrm{H}_{6}, \mathrm{C}_{3} \mathrm{H}_{8}$, etc., hond energies in, 185-189
$\mathrm{C}_{2} \mathrm{H}_{2}$, bond-eigenfunctions and molecular structure, 274
$\mathrm{C}_{2} \mathrm{H}_{4}, \quad \mathrm{C}_{3} \mathrm{H}_{4}$, bond-eigenfunctions and molecular structure, 273274
$\mathrm{C}_{2} \mathrm{H}_{8} \mathrm{Cl}$ (chloroethylene), interatomic distances, electric moment and resonance, 204, 325326
$\mathrm{CH}_{3} \mathrm{~F}$, liquid, intermolecular forces in, 397
$\mathrm{C}_{2} \mathrm{H}_{4}\left(\mathrm{NH}_{2}\right)_{2}$ (ethylene diamine) and derivatives, complexes, 303-305
$\mathrm{CH}_{2} \mathrm{O}$ (formaldehyde), solid, intermolecular forces in, 208
$\mathrm{CH}_{2} \mathrm{O}_{2}$ (formic acid), molecular association and hydrogen bridges in, 363
resonance in carboxylic acids, 202203 and ionization, 438
$\mathrm{CH}_{4} \mathrm{O}$ (methyl alcohol), liquid, intermolecular forces in, 397
solid, intermolecular forces in, 208
$\mathrm{C}_{3} \mathrm{H}_{2} \mathrm{O}_{2}$ (glyoxal), resonance in, 203
$\mathrm{C}_{2} \mathrm{H}_{4} \mathrm{O}$ (acetaldehyde), resonance, lack of, in, 203
$\mathrm{C}_{2} \mathrm{H}_{4} \mathrm{O}_{2}$ (methyl formate), resonance in, 203
$\mathrm{C}_{2} \mathrm{H}_{3} \mathrm{O}_{2} \mathrm{Cl}$ (chloracetic acid), strength of, 428
CN , electronic structure, promotion, and molecular association, 160
CN complexes, binding, type of, in, 295-296
and magnetic moment of, 280281
double bonds in, 351
energy and stability of, 295-296
with Ni and Pd, type of binding, 306-307
CO, electronic structure and promotion, 160
properties and resemblance to $\mathrm{N}_{2}$, 332-333
solid, intermolecular forces in, 206
$\mathrm{CO}_{2}$, interatomic distances and resonance, 326
properties and resemblance to $\mathrm{N}_{2} \mathrm{O}, 332-333$
resonance in, 203-204
solid, intermolecular forces in, 206, 369
vibration of molecule, 122-123
$\mathrm{CO}_{3}^{--}$, electronic structure of, 318
$\mathrm{C}_{2} \mathrm{O}_{4}^{--}$(oxalato) complexes, 301-302
with $\mathrm{Pt}^{++}$, type of binding, 306
COS, energy of, 351
$\mathrm{CS}_{2}$, energy of, 351
Ca (and compounds) (see Alkalineearth, etc.)
$\mathrm{CaB}_{2} \mathrm{O}_{4}$, crystal structure of, 309
$\mathrm{CaCl}, \mathrm{CaF}, \mathrm{CaI}, 246-247$
$\mathrm{CaF}_{2}$, crystal structure of, 472
$\mathrm{CaSiO}_{3}, \mathrm{Ca}_{2} \mathrm{SiO}_{4}$, energy of, $313 n$.
Carboxylic acids, see $\mathrm{CH}_{2} \mathrm{O}_{2}$
Cd (and compounds) (see Zn -group, etc.)
$\mathrm{Cd}_{2} \mathrm{Au}$, crystal structure of, 383
$\mathrm{CdCl}_{2}$, Born-Haber cycle, $261 e x$.
$\mathrm{CdI}_{3}$, crystal structure and binding forces, 209
interatomic distance and molecular struoture, 324
$\mathrm{Cd}\left(\mathrm{NH}_{6}\right)_{8}{ }^{++}$, configuration of, 340
$\mathrm{Cl}, \mathrm{Cl}_{2}, \mathrm{Cl}^{-}$(see Halide-ions; Halogens)
Cl complexes, chemical behavior of, '291
with $\mathrm{Pt}, \mathrm{Pd}$, and Cu , type of binding, 306
CIF, bond energy, 183-184
$\mathrm{ClO}_{2}$, electronic structure, 152
$\mathrm{ClO}_{3}^{-}$, configuration of, and type of binding, 293, 350
as oxidizing agent, 439-440
$\mathrm{ClO}_{4}^{-}$, binding, type of, 293
as oxidizing agent, 440
CoAl, 384
Co complexes, binding, type of, in, 295-297
energy and stability of, 295-297
containing oxalate radical, 301
$\mathrm{Co}(\mathrm{II})$ complexes, configuration of, $275 n$.
square, 306
$\mathrm{Co}\left(\mathrm{NH}_{3}\right)_{5} \mathrm{H}_{2} \mathrm{O} \mathrm{Cl}$, chemical behavior of, 291
$\mathrm{Cr}(\mathrm{CN})_{6^{4}}{ }^{4-}$, double bonds, and magnetic moment of, 351-352
$\mathrm{CrCl}_{3} \cdot 6 \mathrm{H}_{2} \mathrm{O}$, isomerism and chemical behavior, 291
$\operatorname{Cr}\left(\mathrm{H}_{2} \mathrm{O}\right)_{\mathrm{A}} \mathrm{Cl}_{3}$, crystal structure and hydrolysis of, 423-424
CrO--, binding, type of, 293
electronic structure and configuration of, 275
Cs, in electromotive series, 438, 441-442ex.
Cs (and compounds) (see Alkali, etc.)
CsCl , crystal structure of, 469-470
Cu , alloys of, 383-386
order-disorder phenomena in, 386
valence of, 261ex.
Cu (and compounds) (see Cu -group, etc.)
$\mathrm{CuCl}, \mathrm{CuCl}_{2}$, Born-Haber cycle, 261ex.
$\mathrm{Cu}(\mathrm{II})$ complexes, electronic structure and configuration of, 275
stereoisomerism of, 303-304
$\mathrm{Cu}_{2} \mathrm{O}$, crystal structure of, 340
Cus, crystal structure of, 342
$\mathrm{Cu}_{3} \mathrm{Sb}, 384 n$.
$\mathrm{Cu}_{5} \mathrm{Si}$, crystal structure and elec-tron-atom ratio, 383-384
CuZn, 383
order-disorder phenomenon, 386
Cu-group, effective quantum number for atoms, 95-96
electronegativity of elements, 171
nobleness of metals, 337-338
Cu -group halides, Born-Haber cycle, 238-239
transition between types of binding, 334-337
Cu-group ions, polarization by, $172 n$.
Cu-group oxides and sulfides, heats of formation, 338

F
$\mathbf{F}, \mathrm{F}_{2}, \mathrm{~F}^{-}$(see HF; Halide-ions; Halogens)
$F_{2}$, electronic structure and promotion, 160-161
interatomic distance, 324
FCl, bond energy, 183-184
F complexes, 318
binding forces in and magnetic moment of, 280-281
$\mathrm{F}_{2} \mathrm{H}^{-}$, interionic distances in crystals containing, $361 n$.
Fe, in electromotive series, 442ex.
$\mathrm{Fe}_{3} \mathrm{C}, 387$
$\mathrm{Fe}(\mathrm{CN})_{\mathrm{e}^{--}}$, binding forces and magnetic moment, 280-281
$\mathrm{FeCl}_{5} \mathrm{H}_{2} \mathrm{O}^{--}$, binding forces in, 420
Fe complexes, binding, type of, in, and energy and stability of, 295-297
$\mathrm{FeF}_{8}^{--}$, binding forces and ionization in solution, 420
binding forces and magnetic moment, 280-281
$\mathrm{Fe}_{6} \mathrm{Zn}_{21}, 384$
Fe-group metals, alloys of, 384

## G

Ga, electronic structure of, 377
Ge , electronic structure of, 377
$\mathrm{GeO}_{2}$, vitreous, 393
$\mathrm{Ge}(\mathrm{OH})_{4}$, configuration of and ionization constant, 437

## H

H, atomic, 144-148
bridges or bonds (see $\mathrm{H}_{2} \mathrm{O}$, in crystals; $\mathrm{NH}_{4} \mathrm{HF}_{2} ; \mathrm{NH}_{4}$, rotation; see also Hydrogen bridges in Subject Index)
continuous spectrum of atom, 67-68
description of atom, 60
in electric field, 73
electron affinity, 241
clectronegativity of, 171
emission of light by atom, 73
energy levels in atom, 65
experimental confirmation of,
$72-74$
ionization potential of, 89
mass of atom, 18
occlusion in metals, 387
orbit of electron in atom, 60-64
phase integrals for atom, 66-67
positive energy levels of atom, 6768
quantization of atom, 64-67, 74
recombination of atoms, 147-148
selection rules, 73-74
spectrum of, 72-74
wave picture of atom, 68-72
$\mathrm{H}^{+}$, mass and charge of proton, 1718
spin of, 148
volume, effective, in solution, 411
$\mathrm{H}_{2}$, comparison with $\mathrm{H}_{2}{ }^{+}, 140-141$
connection of energy levels with helium atom, 135, 137, 141
degree of dissociation of, 145-146
dissociation of, under various conditions, table, 146
dissociation energy, 136
calculation from $\mathrm{H}_{2}{ }^{+}, 140$
$\mathrm{H}_{2}$, exchange phenomenon, 133-134
excited states of, 136-137, 141, 142-143
Heitler-I ondon method, 133-137
by Hund-Mulliken method, 140142
comparison of methods, 142-143
interatomic distance, 136
ortho- and para-, 148-150
potential energy, 125-126
potential-energy curve, 135-136, 139, 140-141
repulsive states of, 136-137, 141, 142-143
triplet state of, 137
variation method applied to, 143-144
wave functions of, 133-134, 141, 142-143
zero-point energy of, 136
$\mathrm{H}_{2}{ }^{+}$, wave theory and energy curves for, 137-140
$\mathrm{H}_{8} \mathrm{BO}_{3}$, ionization of, and configuration, 438
$\mathrm{HCO}_{3}^{-}$, entropy of, 435
$\mathrm{HCO}_{3}^{-}, \mathrm{H}_{2} \mathrm{CO}_{3}$, ionization of, and resonance, 437-438
HCl , rotation of molecules in crystals, $360 n$.
(See also H halides)
HF, liquid, intermolecular forces in, 396-397
molecular structure and polymerization of, 360-361
solid, intermolecular forces in, 207-208
(Stee also H halides)
$\mathrm{HF}_{2}{ }^{-}$, interionce distances in crystals $\therefore$ rontsining, $361 n$.
$\mathrm{HFO}_{3}$, 18iser.
$\mathrm{H}_{4} \mathrm{HexO}_{4}$, configuration and ionization constant of, 436-437
H hulides, binding forces in, 170
boiling points of, 207, 363
electric moment of, calculation of, 200-201
tables. 199, 363

H halides, intermolecular distances in crystals, 358
as ionic molecules, calculation of energy, 200-202
polarization in, 200-202
solid and liquid, intermoleculas forces in, 206-208, 358-361
strength of, as acids, 427
sublimation of, heat of, 358
vaporization, heat of, table, 363
$\mathrm{H}_{5} \mathrm{IO}_{6}$, configuration and ionization constant of, 436
(See also $\mathrm{IO}_{6}{ }^{5-}$ )
$\mathrm{HNO}_{2}$, solid, intermolecular forces in, 208
$\mathrm{HNO}_{2}, \mathrm{HNO}_{3}$, ionization of, and resonance, 438
$\mathrm{H}_{2} \mathrm{O}$, bond-cigenfunctions and configuration, 269
in crystals, intermolecular forces and structures, 421-426
structure of hydrates, 472-474
dielectric constant, 397-398
effective for ionization of acids, 433
intermolecular forces in, comparison with other liquids, 396
length of hydrogen bridge in, 364
molecular structure, 262
proton affinity of, 437
Raman spectrum of, 395-396
solid, intermolecular forces in, 207-208
strength of, as acid, 427
structure of and strength of acids, 431-432
structure of liquid and solid, 393-396
vibration of molecule, 123
$\mathrm{H}_{2} \mathrm{O}$ complexes, hemical behavior of, 291
with ('u(11), type of binding, 306
(See also $\mathrm{H}_{2} \mathrm{O}$, in crystals)
$\mathrm{H}_{2} \mathrm{O}_{2}$, energy, 194, 259-260
liquid, intermolecular forces in, 397
properties and structure, 191
solid, intermolecular forces in, 208
$\mathrm{H}_{3} \mathrm{O}^{+}, 426$
$\mathrm{HPO}_{3}$, polymerization in solid, 317
$\mathrm{HPO}_{4}$, entropy of ionization, 435
$\mathrm{H}_{2} \mathrm{PO}_{2}^{-}$, structure of, $350-351$
$\mathrm{H}_{3} \mathrm{PO}_{2}, \mathrm{H}_{3} \mathrm{PO}_{3}$, structure, 428-429n.
$\mathrm{H}_{3} \mathrm{PO}_{3}$, structure and ionization, 437
$\mathrm{H}_{2} \mathrm{~S}$, binding in liquid, 397
bond-eigenfunctions and molecular structure, 269
$\mathrm{H}_{2} \mathrm{~S}, \mathrm{H}_{2} \mathrm{Se}, \mathrm{H}_{2} \mathrm{Te}$, strength of, as acids, 427
$\mathrm{H}_{2} \mathrm{~S}_{2}$, energy and structure, 194, 260
$\mathrm{H}_{2} \mathrm{SO}_{3}, \mathrm{H}_{2} \mathrm{SO}_{4}$, strength of, as acids, 428
$\mathrm{H}_{2} \mathrm{SeO}_{3}$, strength of, as acid, 428
Halide-ions, free energy of solution, 412-414
heat of solution, 401-402
Halides, Born-Haber cycle for crystals, 232-236, 238-240
of Cu and Ag , transition between types of binding, 334-337
electric moment of gaseous, table, 199
of H , binding forces in, 170
of heavy elements, electronic structure, and molecular structure, 340-342
interatomic distances and molecular structure, table, 323
magnetic susceptibility and binding forces in crystals, 284
methyl, interatomic distances, 325
of $\mathbf{P}$, molecular structure of, 341-342
of transition elements, ionization of, 418-421
(See also under various metallic elements)
Halogens, electron affinities, table, 101
electron affinity of, determination by Born-Haber cycle, 232-235
direct experimental determination, 237-238
solid, intermolecular forces in, 206-209

He, electron structure of, 89
energy levels of atom, $89-90$, 129-132
connection with hydrogen molecule, 135, 137, 141
exchange phenomenon, 126-129
monatomic gas, 20
spin wave functions, 127
wave functions of, 126-130
$\mathrm{He}^{+}$(see Alpha particle, in Subject Index)
$\mathrm{He}_{2}$, normal, nonexistence of, 157
Hg (and compounds) (see Zn -group, etc.)
$\mathrm{HgCl}_{2}$, as weak electrolyte, 419
Hg (II) halides, interatomic distances and molecular structure, 324, 340-341
$\mathrm{Hg}\left(\mathrm{NH}_{8}\right)_{2}{ }^{++}$, configuration of, 340
Hydrates (see $\mathrm{H}_{2} \mathrm{O}$ complexes; $\mathrm{H}_{2} \mathrm{O}$, in crystals)
Hydrides, of alkall metals (see Alkali hydrides)

## I

$I^{-}$, heat of solution, method of determination, 402
$\mathrm{I}_{3}{ }^{-}$, configuration of, 340-341
$\mathrm{ICl}_{4}-$, configuration and electronic structure, 341
$10_{3}^{-}$, as oxidizing agent, 439-440
IO4-, 317
as oxidizing agent, 440
$1 \mathrm{O}_{6}{ }^{5-}, 317$
(See also $\mathrm{H}_{5} \mathrm{IO}_{0}$ )
$\operatorname{InAg}_{8}, 384 n$.

## K

$K$ (and compounds) (see Alkali, etc.)
KBr , solubility of, 414-415
$\mathrm{K}_{\mathbf{2}} \mathrm{SO}_{4}, \mathrm{~K}_{3} \mathrm{~S}_{2} \mathrm{O}_{7}, 313 n$.

## 1.

La contraction, 103er.
Li , in electromotive series, 438, 441442ex.
size, 160

Li (and compounds) (see Alkali, ett.)
$\mathrm{Li}^{+}$, volume in solution, 411
$\mathrm{Li}_{2}$, electronic structure, 160
LiF, solubility of, 414-415
$\mathrm{Li}_{2} \mathrm{SO}_{4} \cdot \mathrm{H}_{2} \mathrm{O}$, crystal structure of, 425-426

## M

Mg (and compounds) (see Alkalineearth, etc.)
MgF , heat of formation, 247
$\mathbf{M g}\left(\mathrm{H}_{2} \mathrm{O}\right)_{6}$ halides, crystal structure of, 421-422, 473-474
Mn , acids and bases of, 428
Mn (II and III) complexes, configuration of, $275 n$.
$\mathrm{MnO}_{4}^{-}$, binding, type of, 293
Mo, compounds of, as oxidizing agents, 441
$\mathrm{MoF}_{\mathrm{a}}$, intermolecular forces and boiling point, 368
molecular structure, 343
$\mathrm{MoS}_{2}$, crystal structure of, 342

## N

N , intermetallic compounds, 386-387
pentavalent, nature of binding, 156
$\mathrm{N}_{2}$ dissociation energy, 166
promotion and electronic structure, 160
resemblance to CO, 332-333
$\mathrm{N}-\mathrm{N}$, single-bond energy, 194
$\mathrm{NOl}_{5}$, nonexistence of, 155
N complexes, stereoisomerism, 302303
$\mathrm{NF}_{3}$, intermolecular forces and boiling point, 364
$\mathrm{NH}_{3}$, as base, 427-428
liquid, hydrogen bridge in, 364
intermolecular forces in, 396
proton affinity of, 254-255
as solvent, 382
$\mathrm{NH}_{3}$ complexes, with $\mathrm{Ag}, \mathrm{Cd}$, and Hg , configuration of, 340
chemical behavior of, 291
$\mathrm{NH}_{3}$ complexes, crystal structure of, 473
with Fe and Co , energy and stability of, 296-297
with $\mathrm{Pt}(\mathrm{II})$ and $\mathrm{Ni}(\mathrm{II})$, type of hinding, 306-307
$\mathrm{NH}_{4}{ }^{+}$, binding forces in, 209
rotation and forces on in crystals, 255-258
$\mathrm{N}_{2} \mathrm{H}_{4}$, liquid, binding forces in, 397
$\mathrm{NH}_{4} \mathrm{HF}_{2}$, crystal structure of, 353ex.
$\mathrm{NH}_{4}$ halides, crystal structure of, and rotation of $\mathrm{NH}_{4}{ }^{+} \mathrm{in}, 255-$ 257
energy of, 254-255
interionic distances in, table, 255
vapors of, 258
$\mathrm{NH}_{2} \mathrm{OH}$ (hydroxylamine) liquid, intermolecular forces in, 397
solid, intermolecular forces in, 208
NO, electronic structure and molecular association of, 152, 347-348
electronic structure and promotion, 160-161
molecular association and sublimation of, 358
NO complexes, magnetic moment and electronic structure, 348349
$\mathrm{NO}_{2}$, molecular association and electronic structure of, 152, 348
$\mathrm{N}_{2} \mathrm{O}$, properties and resemblance to $\mathrm{CO}_{2}, 332-333$
$\mathrm{N}_{2} \mathrm{O}_{4}\left(\right.$ see $\left.\mathrm{NO}_{2}\right)$
$\mathrm{NOBr}, \mathrm{NOCl}$, interatomic distances in, 324
Na (and compounds) (see Alkali, etc.)
NaCl , crystal structure of, 212-213, 214-216
(See also Alkali halides)
$\mathrm{NaHCO}_{2}$, hydrogen bridges in, 364
$\mathrm{Na}_{3} \mathrm{O}_{2}$, lattice energy of, 248
$\mathrm{Na}_{8} \mathrm{PO}_{4}, \mathrm{Na}_{4} \mathrm{P}_{2} \mathrm{O}_{7}, 313$
$\mathrm{Na}_{2} \mathrm{SO}_{4} \cdot 10 \mathrm{H}_{2} \mathrm{O}, 421$
$\mathrm{Na} \mathrm{Sn}_{4}, \mathrm{Na}_{2} \mathrm{Sn}, \mathrm{Na}_{4} \mathrm{Sn}_{8}, \mathrm{NaSn}, \mathrm{Na}-$ $\mathrm{Sn}_{2}, 380-382$
$\mathrm{Na}_{2} \mathrm{Te}$, binding forces in, $\mathbf{3 8 0}$
$\mathrm{N}_{\mathrm{g}}$, nonexistence of, 161
$\mathrm{Ni}(\mathrm{II})$ complexes, electronic structure and configuration of, 274 275
square, 306
stereochemistry of, 303-304
stereoisomerism of octahedral, 307
NiAs, crystal structure of, 342
$\mathrm{Ni}\left(\mathrm{H}_{2} \mathrm{O}\right)_{0}{ }^{++}$, configuration of, 422423
$\mathrm{Ni}\left(\mathrm{NH}_{3}\right)_{6}\left(\mathrm{ClO}_{4}\right)_{2}$, crystal structure of, 473
$\mathrm{Ni}\left(\mathrm{NH}_{3}\right)_{\mathrm{s}}$ halides, crystal structure of, 422, 473
$\mathrm{NiSO}_{4} \cdot 6 \mathrm{H}_{2} \mathrm{O}, \mathrm{NiSO}_{4} \cdot 7 \mathrm{H}_{2} \mathrm{O}$, crystal structure of, 422-423

## 0

O, acids containing (see Acids, oxygen, in Subject Index)
electron affinity of, 101
determination by Born-Haber cycle, 240-241
molecular compounds of, 369
$\mathrm{O}_{2}$, dissociation energy, 166
electronic structure, 347
and promotion, 160-161
$\mathrm{O}_{\mathbf{3}}, \mathrm{O}_{4}, 167-168$
O-O, single-bond energy, 194, 260
OH , electron affinity, 259
$\mathrm{OH}^{-}$, polarizability and crystal radius, 259
$\mathrm{ONBr}, \mathrm{ON}(1$, interatomic distances in, 324
$\mathrm{OsF}_{6}, \quad \mathrm{OsF}_{\mathrm{s}}$, intermolecular forces and boiling points, 368
$\mathrm{OsO}_{4}$, intermolecular forces, 369
Oxalato complexes (see $\mathrm{C}_{2} \mathrm{O}_{4}^{--}$complexes)
Oxides, ${ }^{\text {B }}$ Born-Haber cycle for, 240 , 241-242
of Cu and Ag , heats of formation, 338
magnetic susceptibilities and binding forces in, 284
of $\mathrm{Zn}, \mathrm{Cd}, \mathrm{Hg}$, transition between types of binding, 335, 337

## $\mathbf{P}$

$\mathrm{P}_{2}, \mathrm{P}_{4}, 167-168$
$P_{4}$, interatomic distances and molecular structure, 325
stability, 168
$\mathrm{PCl}_{5}$, possibility of existence of, 155
$\mathrm{PF}_{3}, \mathrm{PF}_{5}$, intermolecular forces and boiling points, 364,368
$\mathrm{PF}_{6}-, 318$
$\mathrm{PH}_{3}$, as base, 428
$\mathrm{PH}_{4}{ }^{+}$, compounds of, 428
$P$ halides, molecular structure of, 341-342
$\mathrm{PO}_{4}^{--}, \mathrm{P}_{2} \mathrm{O}_{7}{ }^{4-}, 313 \mathrm{n}$.
Pb , physical properties of, 379
$\mathrm{Pb}(\mathrm{II})$ complexes, configuration of, $275 n$.
Pd, occlusion of hydrogen, 387
$\mathrm{Pd}($ II) complexes, configuration of, 275n., 299
square, 306
stereochemistry of, 303-304
$\mathrm{Pd}_{2} \mathrm{H}, 387$
$\mathrm{Pt}(\mathrm{II})$ complexes, configuration of, $275 n$.
geometrical isomerism and configuration, 298-299
square, magnetic moment, 306
stereochemistry of, 303-305
stereoisomerism of octahedral, 307-308
strain in chelate rings, 305, 307
Pt (IV) complexes, configuration of, 276
Pt-group metals, alloys of, 384

## R

Rare earths, electronic structure, 92-93
sizes of .ions, 103 ex .
Rare gases, solids of, binding forces in, 206
(See also Molecular crystals in Subject Index)
Rb (and compounds) (see Alkali, etc.)

## 8

S, allotropic forms, $S_{2}, S_{0}, S_{\mathbf{e}}, 167$
$\mathrm{S}_{2}-\mathrm{S}_{2}-$, etc., 382
S-S, single-bond energy, 194, 260
$\mathrm{S}_{2} \mathrm{Br}_{2}, \mathrm{~S}_{2} \mathrm{Cl}_{2}$, molecular structure of, 194
s compounds (see S-group compounds)
SFa, 318
solid, intermolecular forces in, 206
SH, electron affinity, 258-259
SH ${ }^{-}$, polarizability and size in crystals, 259-261
proton affinity of, $\mathbf{2 6 0}$
$\mathrm{SO}_{2}$, bond-eigenfunctions and molecular structure, 274
electronic structure of, 153-154
$\mathrm{SO}_{\mathbf{t}}$, molecular association of, 313
$\mathrm{SO}_{3}{ }^{--}$, configuration of, and type of binding, 292-293, 350
as oxidizing agent, 440
so,--, binding, type of, 292-293
and magnetic susceptibility of compounds, 284
binding forces in, 209
dimensions in crystals, 308
$\mathrm{SO}_{4}--, \mathrm{S}_{2} \mathrm{O}_{7}^{-}-313$
Sb , bond-eigenfunctions and crystal structure, 269
physical properties of, 377
$\mathrm{Sb}(\mathrm{V})$, compounds, molecular structure, 342
SbAg alloys, composition of, 384n.
$\mathrm{SbAg}_{8}$, 384n.
$\mathrm{SbCu}_{3}, 384 n$.
$\mathrm{Sb}(\mathrm{OH})_{0^{-}}^{-}, \mathrm{Sb}_{2} \mathrm{O}_{7}-, 317$
$\mathrm{ScCl}_{2}$, binding forces in crystal and melting point, 367
$\mathrm{ScF}_{0}-$-, binding forces in, and ionization in solution, 420
ScN , binding forces in, 206
Se compounds (see S-group compounds)
$\mathrm{SeF}_{4}, \mathrm{SeF}_{6}$, intermolecular forces and boiling points, 368
$\mathrm{SeO}^{--}$, as oxidiving agent, 440

S-group compounds, Born-Haber cycle, 241-242
Cu, Ag sulfides, hests of formation, 338
electron affinities, 101, 241-242 magnetic susceptibilities and binding in sulfides, 284
stereoisomerism of, 303
$\mathrm{Zn}, \mathrm{Cd}, \mathrm{Hg}$ sulfides, selenides, tellurides, transition between types of binding, 335, 337
Si , binding forces in, 206
physical properties of, 379
SiC, binding forces in, 206
$\mathrm{SiCu}_{b}$, crystal structure and elec-tron-atom ratio, 383-384
$\mathrm{SiF}_{0}-{ }^{-}, 318$
$\mathrm{SiO}_{2}$, binding forees in crystal, 369
crystal structure of, 312, 471
vitreous, 392
$\mathrm{SiO}_{4}{ }^{4-}$, etc., structure of various silicates, 309-313
Sn , physical properties of and allotropy, 379
SnAg alloys, composition of, 384n.
$\mathrm{SnCl}_{2}, \mathrm{SnCl}_{4}, \mathrm{SnF}_{4}$, intermolecular forces and boiling points, 368
Sn (II) complexes, configuration of, $275 n$.
$\mathrm{SnF}_{8}{ }^{4-}, 318$
$\mathrm{SnNa}_{4}, \mathrm{SnNa}_{2}, \mathrm{Sn}_{4} \mathrm{Na}_{4}, \mathrm{SnNa}, \mathrm{Sn}_{2} \mathrm{Na}$, 380, 382
$\mathrm{Sn}(\mathrm{OH})_{6}-{ }^{-}, 317$
Sr (and compounds) (see Alkalineearth, etc.)
$\mathrm{SrCl}, 244-246$
$\mathrm{SrO}_{2}$, crystal structure, $191 n$.
Subhalides, 244-248

## T

Te, physical properties of, 377-379
Te compounds (see S-group compounds)
$\mathrm{Te}_{2}-{ }^{-}, \mathrm{Te}_{4}-, 382$
Te halides, interatomic distances in and molecular structure of, 324, 340-341.
$\mathrm{TeO}_{3}-$, as oxidizing agent, 440
$\mathrm{TeO}_{6}{ }^{6-}, 317$
TiC , binding forces in, $206 \quad \mathrm{Zn}$, in electromotive series, 442ex.
$\mathrm{Tl}(\mathrm{I})$ halides, Born-Haber cycle, 238-239

## U

U , compounds of, as oxidizing agents, 441
$\mathrm{UF}_{6}$, molecular structure of, 343

## W

W, compounds of, as oxidizing agents, 441
$\mathrm{WF}_{b}$, intermolecular forces and boiling point, 368
molecular structure, 343
$\mathrm{WS}_{2}$, crystal structure of, 342

## Z

Zn (and compounds) (see Zn -group)
$\mathrm{Z} \mathrm{n}_{3} \mathrm{Au}$, crystal structure of, 383
$\mathrm{ZnCl}_{2}$, Born-Haber cycle, 261ex.
Zn complexes, stereoisomerism of, 303
ZnCu , composition, 383
order-disorder phenomenon, 386
$\mathrm{ZnI}_{2}$, interatomic distances and molecular structure, 324, 340
ZnS , crystal structure of, 469-471
Zn-group, crystal structure of elements, 379
nobleness, 338
Zn-group oxides, sulfides, selenides, transition between types of binding, 335, 337
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[^0]:    ${ }^{1}$ Muir, "History of Chemical Theories'and Laws," p. 99, John Wiley \& Sons, Inc., 1906 (permanently out of print). This book contains an interesting account of the development of chemical theory.
    ${ }^{2}$ The existence of isotopes necessitates some modification of this statement. Isotopic atoms are practically identical in all respects except in mass. The laws of chemical combination will follow from the atomic hypothesis, however, if all the isotopes of a given element are always present in constant proportion, whether the element is free or combined, so that there is a definite average atomic mass for the element. The condition that the isotopes be present in constant proportion is practically always fulfilled to an extremely high degree of approximation in manipulations involving ordinary chemical processes, though recently there have been successful attempts to separate isotopes. It is also true that radioactive lead has a different isotopic constitution and hence a different atomic weight from ordinary lead. This results in an exception to the conclusion of Stas.

[^1]:    ${ }^{1}$ It is, of course, now recognized that compounds with analogous chemical formulas do not always have the same crystalline form. However, the fact that they often do was of considerable aid in the early history of chemistry.

[^2]:    ${ }^{1}$ It is now, of course, possible to define a mole as the amount of substance that occupies a definite volume in the gas phase under standard conditions.

[^3]:    ${ }^{1}$ See, e.g., J. J. Thomson and G P. Thomson, "Conduction of Electricity through Gases," 3d ed., vol. I, Cambridge University Press, 1928.

[^4]:    ${ }^{1}$ If both $\iota$ and $H$ were expressed in electromagnetic units, as is more usual In trea1iscs on electromagnetism, the velocity of light would not appear in the expression

[^5]:    ${ }^{1}$ Our treatment neglects the relativity of mass of the electron, which may be important if its velocity is very great. It also neglects any effect of radiation, which is always entirely insignificant.

[^6]:    ${ }^{1}$ See J. J. Thomson and G. P. Thomson, "Conduction of Electricity through Gases," 3d ed, vol. I.

[^7]:    ${ }^{1}$ The values of this and other constants given in this chapter are taken from "An Outline of Atomic Physics," 2d ed., pp. 389-391, by the University of Pittsburgh Staff, John Wiley \& Sons, Inc., 1937. However, on account of the large number of calculations in the literature using the values given by Birge, Physical Review Supplement (Rev. Mod. Phys.) 1, 1 (1929), it has been found necessary, in order to avoid inconsistencies, to use these earlier values for calculations presented in other parts of the text. The errors thus caused are not important.
    ${ }^{2}$ See Millikan, "Electrons ( + and -), Protons, Photons, Neutrons, and Cosmic Rays," University of Chicago Press, 1985.

[^8]:    ${ }^{1}$ For a discussion of this law, and certain modifications required, see Millikan, op. cit., especially Chap. V.

[^9]:    ${ }^{1}$ See footnote 1, p. 15.
    ${ }^{2}$ See, e.g., J. J. Thomson and G. P. Thomson, "Conduction of Electricity through Gases," 3d ed., vol. I.

[^10]:    ${ }^{1}$ See Aston, "Mass Spectra and Isotopes," Longmans, Green \& Company, 1933.
    ${ }^{2}$ Ruthmrford, Chadwick, and Ellis, "Radiations from Radioactive Substances," Cambridge University Press, 1930.

[^11]:    ${ }^{1}$ Rutherford, Chadwick, and Elilis, op. cit., p. 193.

[^12]:    ${ }^{1}$ It is assumed that the source $O$ is equidistant from $A$ and $B$, so that the light waves start out in phase from these points.

[^13]:    ${ }^{1}$ This will be the case because only a very small amount of reflection takes place from any one plane and the light in the reflected beam is contributed by reflections from many planes, even deep in the crystal. The phase of the portion reflected from each plane may differ but slightly from that reflected from immediatcly neighboring planes, but when the whole reflected beam is considered it is seen that light in any given phase can be matched (and hence canceled) by light in just the opposite phase.

[^14]:    ${ }^{1}$ See footnote 1, p. 15.

[^15]:    ${ }^{1}$ Elster and Geitel, Phys. Zeit., 17, 268 (1916); see Hughes and Dubridge, "Photoelectric Phenomena," p. 31, McGraw-Hill Book Company, Inc., 1932.
    ${ }^{2}$ An electron volt (or, less properly, a volt) is the energy acquired by an electron on dropping through a potential difference of 1 volt.
    ${ }^{3}$ See footnote 1, p. 15.

    - Marx and Lichtenecker, Ann. Physik, 41, 124 (1913).

[^16]:    ${ }^{1}$ It is not strictly true that there is a definite maximum velocity, for there are some electrons in the metal that already have high velocities, and this velocity may be added to the velocity imparted by the light quantum. However, only a few electrons will be emitted with energies exceeding the "maximum."
    ${ }^{2}$ See Fig. 6.

[^17]:    ${ }^{1}$ The wave quantum theories, to be considered in this and following chapters, are based on tho work of de Broglie, Schrödinger, and Heisenberg. The early experimental work was due to Davisson and Germer and G. P. Thomson and Reid. See Thomson, "Wave Mechanics of Free Electrons," MeGraw゙-Hill Book Company, Inc., 1930.

[^18]:    ${ }^{1}$ The term "stationary state" is often used instead of "quantum state," as descriptive of a condition in which an atom can exist for some length of time.
    ${ }^{2}$ The same considerations will apply to any other particle if the proper mass is used.

[^19]:    ${ }^{1}$ At least, as the next sentence indicates, they cannot describe a stationary state of the electron.

[^20]:    ${ }^{1}$ This is discussed in some detail in Condon and Morse, "Quantum Mechanics," p. 25, McGraw-Hill Book Company, Inc., 1929.
    ${ }^{2}$ See footnote 1, p. 34.
    ${ }^{3}$ See, e.g., Slater and Frank, "Introduction to Theoretical Physice," pp. 22-23, McGraw-Hill Book Company, Inc., 1933.

[^21]:    ${ }^{1}$ See, e.g., Heismnbera, "Physical Principles of the Quantum Theory," University of Chicago Press, 1930.

[^22]:    ${ }^{1}$ In general the dot represents differentiation with respect to time, e.g., $\dot{\mathrm{x}}=d \mathrm{x} / d t$.

[^23]:    ${ }^{1}$ If $\psi$ is constant $\lambda_{x}$ is obviously infinite, and Eq. (10) does not hold.

[^24]:    ${ }^{1}$ Do not corfuse the quantum number $m_{l}$ with the mass $m$.

[^25]:    ${ }^{1}$ It is a well-known principle in the classical mechanics, arising from the fact that the equations of motion are second-order differential equations, that if the mutual positions and velocities of all parts of a system are known, the state of the system may (at any rate in principle) be foretold for any future time.
    ${ }^{2}$ Another example is discussed by Sommerfeld, "Atomic Structure and Spectral Lines," 3d English ed., vol. 1, p. 78, Methuen \& Co., Ltd., 1934.

[^26]:    ${ }^{1}$ The results presented fail to take account of two corrections, which produce slight changes. In the first place, the nucleus was assumed to be so heavy that it could be regarded as a fixed center of force. Secondly, it was assumed that the electron always moves so slowly compared with the velocity of light that the relativity correction is negligible. These effects produce very slight shifts in the energy levels which, for accurate spectroscopic work, need to be taken into account, but which, for most purposes, may be entirely neglected. The relativity correction is, however, as shown by Dirac, closely related to the spin of the electron, a property that will be taken up in the next chapter. The details of this relationship are outside the scope of this took.

[^27]:    ${ }^{1}$ Uhlenbeck and Goudsmit, Naturwiss., 13, 953 (1925); Nature, 117, 264 (1926); Brafowsky and Urey, Proc. Nat. Acad. Sci., 12, 80 (1926); Paula, Zeits. Physik, 43, 601 (1927).

[^28]:    ${ }^{1}$ Dirac; Proc. Roy. Soc., A117, 610 (1927); A118, 3.51 (1928).

[^29]:    ${ }^{1}$ By the term "non-Coulomb potential field" we mean one in which the potential does not vary inversely as the distance from a fixed point.

[^30]:    ${ }^{1}$ In Eq. (13) of Chap. V, it is possible to show that the factor $e^{4}$ is really to be considered as a product, $c^{2} \times e^{2}$, one factor of which comes from the charge on the electron, the other from the charge on the nucleus. In the hydrogen atom, both of these happen to be equal. When the charge on the nucleus has a value different from $e$, one of the factors is changed accordingly.

[^31]:    ${ }^{1}$ More precisely expressed, we may say that the energy difference $\Delta E$ between quantum states for which $n=2$ and those for which $n=1$ is large compared with $k T$ at ordinary temperatures, where $k$ is the Boltzmann constant (gas constant divided by Avogadro's number); therefore, the relative probability $\left(=e^{-\frac{\Delta E}{k T}}\right)$ that the state for which $n=2$ will be occupied is very small. See Appendix II, pp. 457f. For purposes of orientation as to orders of magnitude, it may be said that at room temperature $k T$ is about 0.025 electron volts.

[^32]:    ${ }^{1}$ These are the older values. The value given in "An Outline of Atomic Physics" (see footnote 1, p. 15), for the removal of an electron from hydrogen. based on the more recent values of the physical constants, is 13.60 volts.

[^33]:    ${ }^{1}$ See Hund, "Linienspektren," pp. 30, 39, Julius Springer, Berlin, 1927; White, ". Introduction to Atomic Spectra," pp. 89, 90, McGraw-Hill Book ('ompany, lne., 1934.

[^34]:    ${ }^{1}$ It will, of course, be understood that this refers to an isolated atom, i.e., an atom in a dilute gas.
    ${ }^{2}$ When the term "ionization potential" is used without qualification, it means the first ionization potential, or the energy necessary to remove the outermost electron from the atom.

[^35]:    ${ }^{1}$ The term " r tomic number" might be defined in this way. We consider it better, however, to define it in terms of the charge on the nucleus.

[^36]:    ${ }^{1}$ See, e.g., Jensen, Zeits. Physik, 101, 164 (1936); Gombís, ibid., 93, 378 (1935). The type of repulsive force considered here is always operative, but may be said to be typical of cases where ions with closed shells come into contact. That, in some cases, repulsive forces can also arise in a somewhat different way will be seen in Chap. X.

[^37]:    ${ }^{1}$ See Chap. X.

[^38]:    ${ }^{1}$ A rather similar case of an effective potential energy occurs in Sec. 5.7.
    ${ }^{2}$ This statement involves the assumption that the nuclei move so slowly compared with the electrons that the latter always have time to adjust their motion to that expected for fixed nuclei at the distance apart at which the nuclei happen to be at any given instant. Actually, a very good approximation to this assumption is always true because of the great mass of the nuclei as compared with the electrons.

[^39]:    ${ }^{1}$ For detailed accounts of molecular motions and molecular spectra, the reader may be referred to the following books: Jevons, "Report on Band Spectra," The Physical Soc., London, 1932; Sponer, "Molekülspektren," vol. II, Julius Springer, Berlin, 1936; and Weizel, "Bandenspektren," Akademische Verlagsgesellschaft, Leipzig, 1931, etc.; as well as portions of many general works on quantum mechanics.

[^40]:    ${ }^{1}$ Another important method of investigation of molecular energy levels is the study of Raman spectra. These spectra result from the absorpion of a light quantum and its reemission in the same step with altered frequency, the difference in energy between the absorbed and reemitted light quantum being equal to an energy difference in the molecule. They are especially useful for the study of vibrations of complex molecules (see Sec. 9.6). See, e.g., Kohlrausch, "Der Smekal-Raman Effekt," Julius Springer, Berlin, 1931, and Ergänzungsbd., 1938.

[^41]:    ${ }^{1}$ This is directly connected with the fact that the atoms of the molecule vibrate through a space which is small compared with the distance between the atoms, while in making a rotation the atoms move through a distance comparable with the distances between them. Therefore, a vibrational state has a relatively small extension in ordinary space, so it must occupy a relatively large region of momentum space, in order that it may have its quota of phase space. In order for the vibrational state to have a relatively large region in momentum space, the energy levels must be relatively far apart. See Sec. 4.6.

[^42]:    ${ }^{1}$ Should some of the potential-energy curves cross, the dissociation energy is the energy necessary to go from the lowest undissociated state to the lowest dissociated state, even though it belongs to a different curve.

[^43]:    ${ }^{1}$ For a-more complete account see Pauling and Wilson, "Introduction to Quantrum Mechanics," pp. 282ff., McGraw-Hill Book Company, Inc., 1935.

[^44]:    ${ }^{1}$ See Sponer, "Molekitspektren," vol. I, p. 75, for a synopsis and references:'

[^45]:    ${ }^{1}$ For a fairly detailed discussion of a number of molecules, see Penney and Sutherland, Proc. Roy. Soc. (London), A156, 654 (1936); Stuart, "Molekülstruktur," pp. 295 ff., Julius Springer, Berlin, 1934; Schaefer and Matossi, "Das ultrarote Spektrum," pp. 225ff., Julius Springer, 1930.

[^46]:    ${ }^{1}$ The spin wave function is not a function of the ordinary coordinates of the electron, but may be thought of as a function of a special spin coordinate, which describes the internal state of the electron. Its exact nature does not need to concern us here.

[^47]:    ${ }^{1}$ A more detailed discussion of this statement is beyond the seope of this book, but it may be remarked that it depends on the fact that the wave equation is a linear differential equation.
    ${ }^{2}$ These combinations are not normalized [see statement just following Eq. (6) of Chap. IV], that is to say, each one should properly still be multiplied by a constant factor. Inasmuch as only relative probabilities for the location of an electron are important to us in this chapter, we shall, in general, not trouble to normalize the wave functions considered..

[^48]:    4*
    ${ }^{1}$ To say that there is mutual repulsion between the electrons, and to say that one electron shields the other from the nuclear charge, are clearly two ways of expressing the same thing.
    ${ }^{2}$ A useful review of the early work on the hydrogen molecule and the hydrogen molecule ion was written by Pauling, Chem. Rev., 5, 173 (1928), which may be consulted for original references. Other accounts are to bo found in some of the books listed on pp. $476 f$.

[^49]:    ${ }^{1}$ That there should be even qualitative agreement seems the more remarkable when it is noted that at the equilibrium position the resultant attractive potential is only a small fraction of the attractive potential when the nuclear repulsion is neglected. In other words, the true potential is a small difference between large quantities, as in the case of the hydrogen molecule ion considered below (Sec. 10.4, and see Fig. 44). That this is true will be obvious from Secs. 10.4 and 10.5.

[^50]:    ${ }^{1}$ See footnote 2, p. 132.

[^51]:    ${ }^{1}$ Condon, Proc. Nat. Acad. Sci., 13, 466 (1927). The treatment is considerably more detailed than that given here.

[^52]:    ${ }^{1}$ See Sec. 7.2. The Pauli exclusion principle holds for molecules as well as atoms. For further discussion see Sec. 11.3.

[^53]:    ${ }^{1}$ It is the presence of these two terms, which represent electronic states which are not considered in the Heitler-London approximation, that are responsible for the extra potential-energy curves that arise from the approximation of Sec. 10.5.
    ${ }^{2}$ Mulliken, Phys. Rev., 41, 65 ff. (1932); Slater, Phys. Rev., 35, 514 (1930).
    ${ }^{3}$ It is obvious that when the distance between the nuclei is very large the energy of the system with both electrons on one atom will be very large compared to that with the electrons on different atoms. The electron affinity of hydrogen is less than 1 volt, and the ionization potential is over 13 ; so the energy gained by putting an electron on one hydrogen by no means compensates the energy required to take it off the other. But for small internuclear distances, this is no longer the case, at least, to so great an extent, so if $a$ is adjusted so that Eq. (8) gives a good approximation for small distances, it must give a very poor approximation when the distance between nuclei

[^54]:    is large. This does not mean, however, that the wave functions $\psi_{A} \pm \psi_{B}$ are not good approximations, even when the distance is great, in the case of the hydrogen molecule ion which has only one electron.
    ${ }^{1}$ James and Coolidge, J. Chem. Phys., 1, 825 (1933).
    ${ }^{2}$ For a review, see Bonhoeffer, Ergebnisse der exakten Naturwiss., 6, 201 (1927).

[^55]:    ${ }^{1}$ Langmuir, J. Am. Chem. Soc., 37, 442 (1915); and Gen. Elec. Rev., 29, 155 (1926).

[^56]:    ${ }^{1}$ Water is also formed, but may be a secondary product. It should be remarked that even the hydrogen peroxide is undoubtedly formed as the product of a chain reaction involving unstable intermediates.

[^57]:    ${ }^{1}$ This statement is based on the experiments of Boehm and Bonhoeffer, Zeits. physik. Chem., 119, 385 (1926), in which a stream of hydrogen containing hydrogen atoms from a discharge is mixed with the other gas. There seems to be no doubt that hydrogen atoms at least react much more slowly with water, ammonia and methane than with the other gases mentioned.
    ${ }^{2}$ See, e.g., Amddr, J. Am. Chem. Soc., 60, 2347 (1938), which has references to other recent work.

[^58]:    ${ }^{1}$ For a more complete account of the subject treated in this section see Farkas, "Light and Heavy Hydrogen," Cambridge University Press, 1935.

[^59]:    ${ }^{1}$ See Lewis, "Valence and the Structure of Atoms and Molecules," Reinhold Publishing Corporation, 1923, for an extended account.

[^60]:    ${ }^{1}$ This "resonance phenomenon" is certainiy of importance in many instances, and is discussed in some detail later (see Sec. 12.5).
    ${ }^{2}$ Sidawick, "The Electronic Theory of Valency," Oxford University Press, 1927. This book also contains a rather exteuded account of some of the aspects of the theory of valence.
    ${ }^{3}$ London, Zeits. Physik., 46, 455 (1928).

[^61]:    ${ }^{1}$ See, e.g., Hund, Zeits. Elektrochem., 34, 437 (1928); Mulliken, Chem. Rev., 9, 347 (1931); Van Vleck and A. Sherman, Rev. Mod. Phys., 7, 167 (1935). Hund, Mulliken, and others have also written many papers on molecular spectra, treating not only the lowest electronic state of molecules, but also excited states. As we are not primarily interested in excited states, this matter is not treated in the present volume. For a review, primarily of diatomic molecules, see Mulliken, Rev. Mod. Phys., 2, 60 (1930); 3, 89 (1931); 4, 1 (1932).

[^62]:    ${ }^{1}$ In the discussion we consider the possibility of promotion from the $n=2$ shell of boron. An electron is shared with the $n=1$ shell of a hydrogen

[^63]:    ${ }^{1}$ See F. O. Rice and K. K. Rice, "The Aliphatic Free Radicals," Johns Hopkins University Press, 1935.
    ${ }^{2}$ James, J. Chem. Phys., 2, 794 (1934).

[^64]:    ${ }^{1}$ Actually, even when the molecule is in its lowest state, the atoms do not remain at a definite equilibrium position, owing to the zero-point energy (see p. 119). However, for all practical purposes, the interatomic distance may be taken as coinciding with the minimum of the potential-energy curve.

[^65]:    ${ }^{1} \mathrm{It}$ is extremely doubtful that there is really a double bond in $\mathrm{O}_{2}$; however, the binding energy is probably very close to what would be expected for a double bond. This is discussed further in Sec. 16.13. Attention, however, should be called to the fact that the strength of a single $0-\mathrm{O}$ bond, as found below in Sec. 12.8, is considerably smaller than that of the F-F bond.

[^66]:    ${ }^{1}$ These are discussed, e.g., in Latimer and Hildebrand, ' Reference Book of Inorganic Chemistry," pp. 25, 167ff., 188ff., The Macmillan Company, 1929; and in Ephraim, "Inorganic Chemistry," English ed., pp. 85ff., Gurney and Jackson, London, 19i4.
    ${ }^{2}$ For $S_{8}$, see "Strukturbericht," vol. III, p. 4. The geometry of the ring structure is not intended to be indicated exactly by the formula shown. For $\mathrm{P}_{4}$, see Maxwmll, Hmedricks, and Moslay, J. Chem. Phys., 3, 708 (1935).

[^67]:    ${ }^{1}$ Lewis, J. Am. Chem. Soc., 46, 2027 (1924).
    ${ }^{2}$ See, however, footnote p. 166.
    ${ }^{3}$ Finkilnburg, Zeits. Physik, 90, 1 (1934); 96, 699 (1935); and other references cited by Finkelnburg.

    4 Mullikin, J. Chem. Phys., 2, 782 (1934).

[^68]:    ${ }^{1}$ Fajans, Zeits. Elektrochem., 34, 507 (1928).
    2 We here consider only simple monatomic ions. Complex ions, such as $\mathrm{SO}_{4}-$, will be discussed later.

[^69]:    ${ }^{1}$ We have remarked in the last section that the copper-group metals are less electropositive than the alkali metals. This is associated with the high ionization potentials of the copper-group metals, and it is also associated with a relatively great ability on their part to deform anions. It is not to be thought of as due to their ions having an especially small size (according to Table 16 in Chap. XIV, $\mathrm{Cu}^{+}$is about the same size as $\mathrm{Na}^{+}$), but rather is connected with the fact that their electron shell has eighteen instead of eight electrons. This question will be discussed further in Sec. 16.11.
    ${ }^{2}$ The reader must take care to avoid being confused by this word. The larger the polarizability of an anion, the less polar is the bond formed by it with a cation.

[^70]:    ${ }^{1}$ See Slatrar and Frank, "Introduction to Theoretical Physics," p. 275, McGraw-Hill Book Company, Inc., 1933.

[^71]:    ${ }^{1}$ Fajans and Joos, Zeits. Physik, 23, 1 (1924). Some consideration of the relative magnitudes of the interactions of the various ions with the solvent also entered into these calculations.

[^72]:    ${ }^{1}$ Fajans and Joos, Zeits. Physik, 23, 20 (1924).
    ${ }^{2}$ Fajans, Zeits. physik. Chem., B24, 118 (1934).
    ${ }^{8}$ Born and Heisenberg, Zeits. Physik, 23, 388 (1924); Paduing, Proc. Roy. Soc. (London), A114, 191 (1927); Mayer and Gofppert Mayer, Phys. Rev., 43, 605 (1933).
    ${ }^{4}$ In the case of the bivalent elements, such as sulfur, we do not attempt to make any correction for the higher charge on the ion, but we use the polarizability of the doubly charged ion taken directly from Table 10.

[^73]:    ${ }^{1}$ The physical significance of the $\psi$-function is discussed in Sec. 3.6. In the present case, as in others we have discussed, the $\psi$-function may be assumed to be real and hence equal to its conjugate complex.

[^74]:    ${ }^{1}$ It will be noted that in the foregoing paragraphs we have described the system as being in a state represented by a linear combination $C_{c} \psi_{c}+C_{p} \psi_{p}$ of two wave functions, and as shifting back and forth between two states $\psi_{c}$ and $\psi_{p}$. It is characteristic of the wave mechanics that it allows some ambiguity of this sort in the description of the system. It is equally correct to say that the system is in a state that is a sort of average of $\psi_{c}$ and $\psi_{p}$, or to say that it is changing back and forth from $\psi_{c}$ to $\psi_{p}$, the relative time it spends in either of the states being determined by the relative size of $C_{c}$ and $C_{p}$. The system is said to "resonate" between these two states, and the phenomenon is known as the "resonance phenomenon." There have been many applications in the recent literature to problems in organic chemistry (see Sec. 12.11, and Pauling and Wilson, "Introduction to Quantum Mechanics," pp. 314ff., and pp. 377ff., McGraw-Hill Book Co., Inc., 1935, and Pauling, "The Nature of the Chemical Bond," Cornell University Press, 1939).

[^75]:    ${ }^{1}$ See Pauling and Wilson, "Introduction to Quantum Mechanics," pp. 180 ff .

[^76]:    ${ }^{1}$ This phenomenon has been discussed in some detail for some special potential-energy curves by Pauling, J. Am. Chem. Soc., 54, 996 (1932). The general ideas were introduced early in the development of wave mechanics and discussed by many writers.

[^77]:    ${ }^{1}$ The use of Table 33 is based on the assumption that the compound is covalent, which might seem a trifle inconsistent, but if we estimated from Table 16, even with a correction of the type indicated in Sec. 14.9, the distance would turn out to be greater than 1.63, and formation of the polar compound would appear to be even more endothermic.

[^78]:    ${ }^{1}$ Pauling and Yost, Proc. Nat. Acad. Sci., 18, 414 (1932); Padling, J. Am. Chem. Soc., 54, 3570 (1932). Recently Pauling and J. Sherman have suggested [J. Am. Chem. Soc., B9, 1450 (1937)] that a better estimate might be obtained from the geometric mean.
    ${ }^{2}$ There are some exceptions to this statement. For example, the gaseous alkali hydrides have dissociation energies ranging up to about 0.6 volt less than would be expected, according to the above method of calculation, for nonpolar bonds. However, the dissociation energies of the alkali double molecules, like $\mathrm{Na}_{2}$, are very low, whereas the dissociation energy for $\mathrm{H}_{2}$ is very high, and under such circumstances it is probable that the arithmetic mean is not a sufficiently good approximation to the expected nonpolar bond energy. In the case of certain nitrogen bonds and the $\mathrm{C}-\mathrm{I}$ bond a similar but smaller discrepancy occurs.

[^79]:    ${ }^{1}$ Theoretically, it would be better to use the dissociation energy at absolute zero, but the difference in the results obtained would be very slight.

    2 This additivity of bond energies was first observed by Thomsen. Thomsen and Berthelot were the pioneers in the study of heats of combustion.
    ${ }^{8}$ In this equation and throughout the discussion, all substances are in the gaseous state, unless otherwise indicated, except water, which is in the liquid state.

[^80]:    ${ }^{1}$ Rossini, Bur. Standards.J. Res., 13, 21 (1934).
    ${ }^{2}$ Fajans, Ber. deut. chem. Ges., 58, 643 (1920).

[^81]:    ${ }^{1}$ Roti, Zeits. Elektrochem., 21, 1 (1915) (in agreement with early work of Berthelot).

[^82]:    ${ }^{1}$ Pauling, J. Am. Chem. Soc., 54, 3570 (1932).

[^83]:    ${ }^{1}$ Since this book went to press there has appeared a table of electronegativity values which includes the electropositive elements (Pauling, "The Nature of the Chemical Bond," Cornell University Press, 1939). This table is obtained on the assumption that in metals the bonds are essentially single covalent bonds. Although the values obtained fit in well with the periodic table and the table of ionization potentials, they appear to have a much more speculative basis than the electronegativities of the negative elements.

[^84]:    ${ }^{1}$ See footnote 2, p. 172.

[^85]:    ${ }^{1}$ Debye, "Polar Molecules," Chap. III, Reinhold Publishing Corporation, 1929.
    ${ }^{2}$ Equations (4) and (4a) are tho same exeept that Eq. (4) tacitly assumes $\mu=0$.
    ${ }^{3}$ Sidqwick, "The Covalent Link in Chemistry," p. 144, Cornell University Press, 1933.

[^86]:    ${ }^{1}$ Scherfers, Phys. Zeit., 35, 425 (1934). The values of $r_{0}$ in Table 1.5 are the $r_{0}{ }^{\prime}$ (expt.) of Table 27 of Chap. XIV.
    ${ }^{2}$ In this connection, it is of interest to note that Ewing and Seitz, Phys. Rev., 50,760 (1936), believe, on theoretical grounds, that even in the crystals the electrons are considerably displaced from the negative toward the positive ion.

[^87]:    ${ }^{1}$ Smallwood, Zeits. physik. Chem., B19, 242 (1932); Malone, J. Chem. Phys., 1, 197 (1933); Smyth, J. Phys. Chem., 41, 209 (1937), J. Am. Chem. Soc., 60, 183 (1938).
    ${ }^{2}$ Sce Heisenberg, Zeits. Physik, 26, 196 (1924); Hund, ibid., 31, 81 (1925); 32, 1 (1925); Debye, "Polar Molecules." Chap. IV; Kirkwood, Physik. Zeits., 38, 259 (1932).

[^88]:    ${ }^{1}$ Pauling and J. Sherman, J, Chem. I hyj3., 1, 606 (1033).

[^89]:    ${ }^{1}$ See Ruff, Ber. deut. chem. ges., 52, 1223 (1919). Kossel, Zeits. Physik, 1, 395 (1920). Biltz and Klemm, Zeits. anorg. allgem. Chem., 152, 267 (1926). Grimm, Zeits. Elektrochem., 34, 430 (1928); Naturwiss., 17, 535, 557 (1929); Angewandte Chemie, 47, 53 (1934).

[^90]:    ${ }^{1}$ In referring to the periodic table, we always have in mind the arrangement with the long rows (Thomsen's arrangement) presented in Table 1, p. 91 .

[^91]:    ${ }^{1}$ Fowler, "Statistical Mechanics," 2d ed., pp. 810ff., Cambridge University Press, 1936.
    ${ }^{2}$ Rice, J. Chem. Phys., 5, 492 (1937).
    ${ }^{2}$ Pauling, Phys. Rev., 36, 430 (1930).

[^92]:    ${ }^{1}$ See footnote, p. 206.

[^93]:    ${ }^{1}$ For more detailed accounts of the use of X rays in crystal analysis and the results, the following books may be consulted: W. H. Bragg, "Introduction to Crystal Analysis," D. Van Nostrand Company, lnc., 1929; W. H. Bragg and W. L. Bragg, "The Crystalline State," The Macmillan Company, 1934; Compton and Allison, "X Rays in Theory and Experiment," D. Van Nostrand Company, Inc., 1935.

[^94]:    From Pauling, reference 2, p. 218. Calculated values for lithium salts corrected to con form with Table 16.

[^95]:    ${ }^{1}$ Of course, the effective charge is different for the various electrons in the outer shell, depending largely upon the amount of penetration. In the case of $\mathrm{K}^{+}$, it is the outer $p$-electrons that principally determine the size, and in the case of $\mathrm{Cu}^{+}$it is the outer $d$-electrons. It is, therefore, the effective charge on $p$-electrons in the one case, and on $d$-electrons in the other, which is of importance.

[^96]:    ${ }^{1}$ The first calculations of the type to be considered were made by Born. See, e.g., Born: "Atomtheorie des festen Zustands," B. G. Teubner, Leipzig, 1923.
    ${ }^{2}$ We use the usual sign $\Sigma$ to indicate summation. $\quad \Sigma_{j}$ means the sum is to be taken over all values of $j$. A double summation (one summation followed by another) is indicated by a double $\Sigma$.

[^97]:    ${ }^{1}$ The sign of the charge is given by the sign of $z_{i}$ or $z_{j}$.
    ${ }^{2}$ Although the ions in ionic crystals are not arranged in the form of molecules, nevertheless we may speak without ambiguity of the number of molecules, it being understood that this refers to the number of neutral groups, e.g., the number of pairs. NaCl , in a sodium chloride crvstal.

[^98]:    Notw: The coordination numbers are given to give the reader some idea of the characteristics of the crystal. Some of the structures are discussed in Appendix IV, and for descriptions of the others the reader may see Sherman, reference 1, p. 224, or the "Strukturbericht," vol. I. In some cases, there is some leeway as to the positions of the atoms in the designuted type of crystal. In this case, the maximum value of the Madelung constant is given; it is not to be expected that any existing crystal of that type will have a Madelung constant very different from the maximum. See Sherman, loc. eit., p. 107. For $A_{0}$, see Sec. 14.6.

[^99]:    ${ }^{1}$ We are certainly free to imagine and deal with expansions and contractions of the crystal in which this is true, whether it is always true in actual practice or not. We know that the most stable condition of the crystal must be stable with respect to changes in which the relative positions remain the same, as well as all others, and our considerations, therefore, give a necessary condition for the state of equilibrium. In other words, if we have equilibrium, $d U / d r=0$ must hold.
    ${ }^{2} U_{0}$ always has a negative value; the lattice energy is generally taken as the positive quantity, $-U_{0}$.

[^100]:    ${ }^{1}$ Slater, Phys. Rev., 23, 488 (1924).
    ${ }^{2}$ Pauling, J. Am. Chem. Soc., 49, 772 (1927).

[^101]:    ${ }^{1}$ Born and Maybr, Zeits. Physil, 75, 1 (1932). Actually we have used a somewhat oversimplified form for the repulsive potential in Eq. (11). Born

[^102]:    and Mayer have made use of a more complicated form, arising because they took into account explicitly the repulsive forces of the more distant, as well as the nearest neighbors of a given ion.
    ${ }^{1}$ See preceding footnote.

[^103]:    ${ }^{1}$ Zacriariasen, Zeits. Krist., 80, 137 (1931). See, also, Goldschmidt, reference 1, p. 218. We have departed somewhat from Zachariasen's procedure.

[^104]:    ${ }^{1}$ Sce, e.g., Born: "Atomtheorie des festen Zustands," B. G. Teubner, Leipzig, 1923.

[^105]:    Experimental quantities from Bichowsky and Rossini, "Thermochemistry of the Chemical Substances," Reinhold Publishing Corporation, 1936.

[^106]:    ${ }^{1}$ This is probably a fair statement, though the lattice may be rather insensitive to deviations from the assumed electrostatic character of the forces in the crystal; see, e.g., Ewing and Seitz, Phys. Rev., 50, 760 (1936), who believe that the electrons are considerably displaced from the negative toward the positive ion. Pauling ("The Nature of the Chemical Bond, pp. 69ff., Cornell University Press, 1939) has attempted to estimate quantitatively the degree to which these bonds are ionic, but the estimate is only tentative.

    We may mention at this point other papers which attempt to penetrate more deeply into the fundamentals of the crystal lattice energy calculations, for example, Jensen, Zeits. Physik, 101, 164 (1936), Neugebauer and Gombás, ibid., 89, 480 (1934), Landshoff, ibid., 102, 201 (1936). See also Wasastjerna, Phil. Trans. Roy. Soc. London, A237, 105 (1938).
    ${ }^{2}$ v. Wartenberg and Albrecht, Zeits. Elektrochem., 27, 164 (1921); v. Wartenberg and Schulz, ibid., 27, 570 (1921); Sommermeyer, Zeits. Physik, 66, 554 (1929).

[^107]:    ${ }^{1}$ Mayer, Zeits. Physik, 61, 798 (1930); Mayer and Helmholz, ibid., 75, 22 (1932); Helmholz and Mayer, J. Chem. Phys., 2, 245 (1934).
    ${ }^{2}$ Tandon, Proc. Nat. Acad. Sci. India, 7, 102 (1937); Indian J. Phys., 11, 99 (1937).
    ${ }^{3}$ Sutiton and Mayer, J. Chem. Phys., 3, 20 (1935).

[^108]:    ${ }^{1}$ It is to be remarked that in Sec. 12.6 we were considering the reaction $\mathrm{ClF} \rightarrow \mathrm{Cl}+\mathrm{F}$, whose energy is not strictly comparable with the lattice energy, which is the energy to decompose a crystal into ions. However, the encrgy of the comparable reaction, $\mathrm{ClF} \rightarrow \mathrm{Cl}^{+}+\mathrm{F}^{-}$, is 12.58 electron volts, whereas the calculated energy (Sec. 12.6) is 8.78 . It is seen that the percentage error is considerably greater than in any of the cases of Table 22.
    ${ }^{2}$ Sherman, Chem. Rev., 11, 149 (1932).
    ${ }^{3}$ Sherman, Chem. Rev., 11, 159 (1932). These substances are entirely saltlike in their properties, and there is every reason to believe that they consist of positively charged alkali ions and $\mathrm{H}^{-}$held together by electrostatic forces. When molten they conduct electricity, $\mathrm{H}_{2}$ appearing at the anode. All the crystals have the sodium chloride structure.

    Early attempts to get the electron affinity of $H$ from the Born-Haber cycle and an estimate of $U_{0}$ were made by Kasarnowsky, Zeits. Physik, 38, 12 (1926), and Zeits. anorg. allgem. Chem., 170, 311 (1928).
    ${ }^{4}$ Bethe, Zeits. Physik, 67, 815 (1929); Hylleraas, Zeits. Physik, 60, 624; 68, 291 (1930).

[^109]:    ${ }^{1}$ All sabstances in gaseous state except $\mathrm{SrCl}_{2}$ and SrCl .

[^110]:    ${ }^{1}$ None of the reactions which we have considered can be taken as indicating that such a substance as SrCl is unstable with respect to decomposition into its elements, according to the reaction $\mathrm{SrCl} \rightarrow \mathrm{Sr}+\frac{1}{2} \mathrm{Cl}_{2}$. It is undoubtedly stable with respect to this reaction, but the question of practical importance is whether the reverse of (22) will go or not, i.e., whether the subhalide is stable with respect to the decomposition $2 \mathrm{SrCl} \rightarrow \mathrm{Sr}+\mathrm{SrCl}_{2}$. (This may be considered to be double the reaction $\mathrm{SrCl} \rightarrow \mathrm{Sr}+\frac{1}{2} \mathrm{Cl}_{2}$, followed by $\mathrm{Sr}+\mathrm{Cl}_{2} \rightarrow \mathrm{SrCl}_{2}$. Because of the great tendency of the latter reaction to $\mathrm{go}, \mathrm{SrCl}$ is not stable with respect to decomposition into Sr and $\mathrm{BrCl}_{2}$.) Note: All $U$ 's recalculated from $F$ of Table 20 and $Q$ (expt.).

[^111]:    ${ }^{1}$ Wörler and Rodewald, Zeits. anorg. Chem., 61, 54 (1909). The existence of $\mathrm{Ag}_{2} \mathrm{~F}$ has been often confirmed, and its structure determined by X -ray analysis. It has been reported that it has a structure similar to that of $\mathrm{CdI}_{2}$, described on page 209. See the "Strukturbericht," vol. II.
    ${ }^{2}$ Guntz and Benoit, Bull. Soc. Chim., 35, 709 (1924).

[^112]:    ${ }^{1}$ Bichowsky and Rossini, "Thermochemistry of the Chemical Substances."
    ${ }^{2}$ It is, of course, often quite possible to prepare, indirectly, substances that are quite unstable, but do exist by virtue of the fact that their decompositions are very slow. If equilibrium were established rapidly, such substances could not exist at all. The considerations of this section exclude certain conceivable substances only on the assumption that equilibrium is established rapidly. The occurrence of the subhalides cannot be explained, however, by supposing that it is due to the slow establishment of equilibrium. It is true that the subhalides of calcium are, according to Wöhler and Rodewald, unstable at room temperature, and exist at that temperature only by virtue of the slowness with which equilibrium is attained, but the fact that they are made by heating the metal with the normal halide indicates that the equilibrium represented by Eq. (22) is actually toward the subhalide at these temperatures. The heats of reaction given in Table 26 are so high, however, that this reaction should not have the slightest tendency to occur at any attainable temperature.

[^113]:    ${ }^{1}$ See Reti, Zeits. Physik, 1, 294 (1920); Born and Heisenberg, ibid., 23, 403 (1924); Verwey and de Boer, reference 2, p. 234. Since our calculation was made, another by May, Phys. Rev., 54, 629 (1938), has appearéd.

[^114]:    ${ }^{1}$ In considering the repulsive forces we take into account only nearest neighbors.

[^115]:    ${ }^{1}$ See footnote 2, p. 234.

[^116]:    ${ }^{1}$ See Shrrman, Chem. Rev., 11, 150 (1932).

[^117]:    ${ }^{1}$ See Simon, Simson, and Ruhemann, Zeits. physik. Chem., 129, 339 (1927).
    ${ }^{2}$ Patling, Phys. Rev., 36, 430 (1930).

[^118]:    ${ }^{1}$ That this is a legitimate conclusion is evident from inspection of Table 27, where it is seen that the heats of sublimation of all the potassium, rubidium, and cesium halides are practically alike.
    ${ }^{2}$ See Fajans, Zeits. physik. Chem., A137, 361 (1928).

[^119]:    ${ }^{1}$ Goubeau and Klemm, Zeits. physik. Chem., B36, 362 (1937).
    ${ }^{2}$ West, J. Phys. Chem., 39, 493 (1935).
    ${ }^{2}$ Fajans, Zeits. physik. Chem., B24, 134 (1934).

[^120]:    ${ }^{1}$ The proton affinities of a number of different ions and molecules have been tabulated by Juza, Zeits. anorg. allgem. Chem., 231, 134 (1937). Although many of these figures represent only rough cstimates, they are of interest for comparison.

[^121]:    ${ }^{1}$ See Debye, Zeits. Elektrochem., 36, 612 (1930); Braga, "The Crystalline State," p. 191, The Macmillan Company, 1934.
    ${ }^{2}$ See Sec. 3.2, especially Eq. (1).

[^122]:    ${ }^{1}$ Brockway, Rev. Mod. Phys., 8, 260 (1936).

[^123]:    ${ }^{1}$ Howard, J. Chem. Phys., 5, 451 (1937); Kemp and Pitzer, J. Chem. Phys. 4, 749 (1936); Kistiakowsky and Wilson, J. Am. Chem. Soc., 60, 494 (1938).

[^124]:    ${ }^{1}$ Pauling, J. Am. Chem. Soc., 63, 1391 (1931). The matter is discussed by Stoner, "Magnetism and Matter," Methuen \& Co., Ltd., 1934, and Klemm, "Magnetochemie," Akademische Verlagsgesellschaft, Leipzig, 1936. For an account of magnetic theory, see also Van Vleck, "Electric and Magnetic Susceptibilities," Oxford University Press, 1932.

[^125]:    with the magnetic moment of the electron in the lowest state of the hydrogen atom (i.e., to a Bohr magneton), for the nuclei have the same charge as an electron, and move in paths of similar dimensions, but have a much smaller velocity. That the contribution due to the motion of the nuclei will be small may also be seen from Eq. (2) of Chap. VI, which holds for the nuclear motion if we substitute the nuclear rotational quantum number $j$ for $l$ and the reduced mass of the nuclei for $m$. Although $j$ may be on the average larger than $l$, the reduced mass is so much larger than the mass of an electron that the magnetic moment arising from nuclear motion is always small.
    ${ }^{1}$ Since the process of measuring the magnetic moment consists in applying a magnetic field and observing the effects of orientation, such electrons would be expected to behave experimentally as though their orbital magnetic moments were unquenched.

[^126]:    expected from spin alone. Usually it is greater, and, roughly speaking, one may say that the angular momentum acts as though it were not fully quenched, but were contributing to the measured number of Bohr magnetons.
    ${ }^{1}$ Calculated from data of Cotton-Feytis, Ann. Chim., 4, 9 (1925), and Jackson, Proc. Roy. Soc. (London), A140, 695 (1933), respectively. The actual salts used were $\left(\mathrm{NH}_{4}\right)_{3} \mathrm{FeFF}_{6}$ and $\mathrm{K}_{3} \mathrm{Fe}(\mathrm{CN})_{6} ; \mathrm{NH}_{4}{ }^{+}$and $\mathrm{K}^{+}$have no magnetic moments. The number of Bohr magnetons found for the cyanide is actually closer to the value for two unpaired electrons but probably agrees with the value for the expected one unpaired electron as closely as may be hoped for, considering the uncertainties involved.-

[^127]:    ${ }^{1}$ Van Vleck and Howard, J. Chem. Phys., 3, 807, 813 (1935).
    ${ }^{2}$ Huggins, J. Chem. Phys., 6, 527 (1937).
    ${ }^{3}$ True of any case involving no inner $d$-electrons, e.g., sponds.

[^128]:    ${ }^{1}$ See footnote, p. 276.
    ${ }^{2}$ The data have been summarized by Pauling "The Nature of the Chemical Bond," pp. 107, 109, Cornell University Press, 1939; Pauling and Huggins, Zeit. Krist., 87, 215 (1934); in the treatises mentioned in the footnote, p. 276; by Gorter, Arch. du Musée Teyler, 7, 183 (1932); by Cabrera, "Le Magnétisme," Rapports et Discussions du Sixième Conseil de Physique, pp. 104 ff . 1932; in Landolt-Börnstein, "Tabellen," and in "International Critical Tables."

[^129]:    ${ }^{1}$ For an example, see Schwarz, op. cit., p. 32.

[^130]:    ${ }^{1}$ Following a common usage, we shall speak of a molecule that is attached to a central ion to form part of a complex ion as a "coordination molecule," and say that it occupies a place in the "coordination sphere." The number of molecules or groups surrounding a central atom is the coordination number of that central atom. (If a group occupies two coordination places it is counted twice.) For the definition of coordination number when no complex ion or molecule is involved see Sec. 14.1.

[^131]:    ${ }^{1}$ See the discussion in Sec. 19.9 .
    ${ }^{2}$ See Weinland, op. cit., pp. 15-17, 37
    ${ }^{3}$ See Werner and Gubser, Ber. deut. chem. Ges., 34, 1579 (1901); Bjerвом, ibid., 89, 1599 (1908); Zeits. physik. Chem., 89, 596 (1907).

[^132]:    ${ }^{1}$ This assumption seems very plausible and is supported to some extent, by the considerations of Sec. 19.10. It at first appeared that the analysis of the spectra of such ions yielded evidence for it [Urey and Bradley, Phys. Rev., 38, 1969 (1931)], but more recently [Rosenthal, Phys. Rev., 49, 535 (1936)] objections have been raised to this interpretation.

[^133]:    ${ }^{1}$ Zachariasme, J. Am. Chem. Soc., 58, 2123 (1931).

[^134]:    ${ }^{1}$ From the tables of electrode potentials in Latimer, "Oxidation States of the Elements and their Potentials in Aqueous Solutions," pp. 201, 294298, Prentice-Hall, Inc., 1938.

[^135]:    ${ }^{1}$ Hoard, quoted by Pauling, J. Am. Chem. Soc., 54, 994 (1982).
    ${ }^{2}$ It must he remembered that in aqueous solution $\mathrm{Co}^{++}, \mathrm{Co}^{+++}, \mathrm{Fe}^{++}$, and $\mathrm{Fe}^{+++}$probably represent hydrate complexes (see Chap. XIX). The relative stability of the simple bivalent and trivalent aqueous ions should, however, not be affected by factors similar to those which influence the stability of the cyanides, since in the hydrates ionic forces undoubtedly predominate.
    ${ }^{3}$ Mellor, "Comprehensive Treatise on Inorganic and Theoretical Chemistry," vol. 14, pp. 631, 654, Longmans, Green \& Company, 1935. The free energy made available in the aqueous reaction

    $$
    \mathrm{Co}^{+++}+\mathrm{Co}\left(\mathrm{NH}_{3}\right)_{\mathrm{e}^{++}} \rightarrow \mathrm{Co}^{++}+\mathrm{Co}\left(\mathrm{NH}_{3}\right)_{\mathrm{e}}{ }^{+++}
    $$

    has been given by Latimer (Ref. 1, p. 295) as 40 kg .cal. $\mathrm{Co}\left(\mathrm{NH}_{3}\right)_{6}{ }^{++}$is therefore not quite so unstable as the cobaltous cyanide, probably because of the somewhat greater tendency of ammonia complexes to have ionic bonds.

[^136]:    ${ }^{1}$ Abegg, "Handbuch der anorganischen Chemie," IV Band, 3 Abt., 2 Teil, pp. B91, B390, S. Hirzel Verlag, Leipzig, 1930.
    ${ }^{2}$ A much more extended account of this material than can be given here will be found in Freudenherg's compendium, "Stereochemie," Franz Deuticke, Leipzig and Vienna, 1933, which has been largely used as a source book. Especially useful for our purposes are articles by Meisenheimer and Theilacker, Ziegler, and Pfeiffer. Another useful work is Wittig, "Stereochemie," Akademische Verlagsgesellschaft, Leipzig, 1930. For a brief account including some more recent work, see Bailar, Chem. Rev., 19, 67 (1936). See these reviews for references to the literature for the work discussed in this section.
    ${ }^{3}$ See Drbye, "Polar Molecules," p. 53, Reinhold Publishing Corporation, 1929.

[^137]:    ${ }^{1}$ See Brockway, Rev. Mod. Phys., 8, 260ff. (1936).
    ${ }^{2}$ It is readily seen that the combination "right-left" bears an essentially different relation to the combination "right-right" than "right" bears to "left." On the other hand "right-left" bears a relation to "left-right," which is similar to the relation "right" bears to "left." The first relationship is the one of which advantage is taken in the separation of optical isotopes.
    ${ }^{3}$ It has been applied to many optically active inorganic compounds, such as are discussed in the succeeding paragraphs, as well as to organic compounds. See, e.g., Werner, Ref. 1, p. 287.
    ${ }^{4}$ This classical case of stereoisomerism has recently been questioned, but in view of the behavior of other platinum compounds it is probably a valid case. For discussion and references see Bailar, Ref. 2, p. 297. For a dis-

[^138]:    ${ }^{1}$ See footnote on preceding page.

[^139]:    4/See Werner, Ref. 1, p. 287.

[^140]:    ${ }^{1}$ Drew. J. Chem. Soc. (London), 1929, p. 560; Lowry and Gilbert, ibid., 1929, p. 2076.

[^141]:    ${ }^{1}$ Each hond represents a pair of electrons shared between palladium and nitrogen. We have drawn them as four equivalent bonds though this gives nitrogen an apparent valence of four. Bonds that give an element an apparently abnormal valence are frequently indicated by dotted lines, but as this carries with it the implication that these honds have a special character, which actually they do not possess, it seems preferable to represent them in the same way as other bonds.
    ${ }^{2}$ The plane structure is expected for the elements under consideration in their divalent states, and either a tetrahedral or an octahedral structure is contrary to what would be expected from the valence rule, especially for palladium and platinum, which usually form covalent honds. However, we must not be surprised if the valence rules are broken when their fulfilment would cause great strain in the attached organic radicals, and other cases of this type are known.

[^142]:    ${ }^{1}$ Reihlen and Hürn, Liebigs Ann. Chem., 519, 80 (1935). It was demonstrated that optical activity was due to the platinum, as well as to the active carbon atom present.
    ${ }^{2}$ In the formula shown each valence line represents, as usual, a pair of shared electrons, and all carbon, nitrogen, and oxygen atoms have a completed octet.

[^143]:    ${ }^{1}$ The reader should compare footnote 1, p. 275.

[^144]:    ${ }^{1}$ Pfeiffer in Freudenberg, "Stereochemie," pp. 1200f; Burbtall, J. Chem. Soc., 1936, 173. In the case of Zn and Cd isomers were not actually isolated, but certain optical effects in solution were a.tributed to optically active forms which rapidly racemize.

[^145]:    ${ }^{1}$ For more detailed descriptions of crystal structures and references to the original literature, the reader should consult the "Strukturbericht," Zeits. Krist. For $\mathrm{Cu}(\mathrm{CN})_{4}{ }^{--}$see Cox, Wardlaw, and Webster, J. Chem. Soc. (London), 1936, 775.

    2 W. L. Braga, Zeits. Krist., 74, 237 (1930).

[^146]:    ${ }^{1}$ It is of interest to note that the angle between the bonds to a given oxygen atom is by no means invariable in the silicates, but seems to be determined by the geometrical exigencies of the situation. There are even different forms of $\mathrm{SiO}_{2}$ in which the $\mathrm{Si}-\mathrm{O}-\mathrm{Si}$ bond angle is slightly different, though never far from $180^{\circ}$ in $\mathrm{SiO}_{2}$. This may indicate that the binding is predominantly ionic rather than covalent.
    ${ }^{2}$ It will be noted that the word "simple" has been used to characterize ions that are elsewhere called "complex." The terms, of course, are relative, and an ion that is simple compared with an extended acid radical is complex when compared, for example, with Cl -.

[^147]:    ${ }^{1}$ The following heats absorbed are relevant:

    $$
    \begin{gathered}
    \mathrm{Ca}_{2} \mathrm{SiO}_{4} \rightarrow \mathrm{CaSiO}_{3}+\mathrm{CaO}, 8 \mathrm{~kg} .-\mathrm{cal} . ; \\
    2 \mathrm{Na}_{3} \mathrm{PO}_{4} \rightarrow \mathrm{Na}_{4} \mathrm{P}_{2} \mathrm{O}_{7}+\mathrm{Na}_{2} \mathrm{O}, 59 \text { kg.-cal. } ; \\
    2 \mathrm{~K}_{2} \mathrm{SO}_{4} \rightarrow \mathrm{~K}_{2} \mathrm{~S}_{2} \mathrm{O}_{7}+\mathrm{K}_{2} \mathrm{O}, 124 \mathrm{~kg} . \text {-cal. }
    \end{gathered}
    $$

[^148]:    ${ }^{2}$ By Trouton's rule (see p. 362).

[^149]:    ${ }^{1}$ This rule may be generally applied whether the cation and surrounding anions are part of a complex ion or not; indeed it probably holds better when they are a part of a complex ion.

    The "rule of close-packing" is not to be confused with another kind of close-packing often mentioned in the literature. In many complex crystals with multiply charged cations, even relatively small anions such as $\mathrm{O}^{-}$ and $\mathrm{F}^{-}$are large compared with the cations. These anions then generally have an arrangement in which they are approximatcly close-packed among themselves. That is to say, if we look at the anions alone, we find that they simulate one of the close-packing arrangements discussed in Appendix IV. This fact has been of great assistance in crystal analysis. Approximate close-packing of this kind is in no way incompatible with the rule of closepacking discussed in the text.

[^150]:    ${ }^{1}$ Pauling, J. Am. Chem. Soc., 55, 1895 (1933).

[^151]:    ${ }^{1}$ It was suggested by Hammett, "Solutions of Electrolytes," p. 108, McGraw-Hill Book Company, Inc., 1929, and by Pauling (Ref. 1, p. 316) that in the antimonates the ion $\mathrm{Sb}(\mathrm{OH})_{\mathrm{e}}{ }^{-}$is present. This is supported by the fact that in such a substance as $\mathrm{K}_{2} \mathrm{H}_{2} \mathrm{Sb}_{2} \mathrm{O}_{7}$ the amount of water of crystallization is generally such as to make it possible to write the formula $\mathrm{KSb}(\mathrm{OH})_{\theta}$, and by the fact that a solution of the salt has an acid reaction and (as shown by measurements of conductivity) a singly charged anion. However in crystals of $\mathrm{Ca}_{2} \mathrm{Sb}_{2} \mathrm{O}_{7}, \mathrm{Ca}_{2} \mathrm{Sb}_{2} \mathrm{O}_{7} \cdot 4 \mathrm{H}_{2} \mathrm{O}$, and a number of other antimonates, the antimony is surrounded by eight oxygens, all at about the same distance.

[^152]:    ${ }^{1}$ A combination can be formed of one $s$ - and two $p$-levels, giving coplanar bonds making angles of $120^{\circ}$ with each other.

[^153]:    ${ }^{1}$ Padling and Huggins, Zeits. Krist., 87, 205 (1934).

[^154]:    ${ }^{1}$ In connection with the statements of this paragraph, the reader should see Sec. 16.10.

[^155]:    ${ }^{1}$ The results are taken from the following sources: Brockway, J. Phys. Chem., 41, 185 (1937); Springall and Brockway, J. Am. Chem. Soc., 60, 996 (1938); Brockway, Rev. Mod. Phys., 8, 260-261 (1936); Grega, Hampson, Jenkins, Jones, and Sutton, Trans. Faraday Soc., 33, 856 (1937).

[^156]:    ${ }^{1}$ Levy and Brockway, J. Am. Chem. Soc., 69, 2085 (1937).

[^157]:    ${ }^{1}$ It will, of course, be observed that the double-bonded structure of $\mathrm{CO}_{3}-$ cannot be written for $\mathrm{B}\left(\mathrm{CH}_{3}\right)_{3}$ unless a $\mathrm{CH}_{3}$ group shares electrons as a unit. This may possibly occur.
    ${ }^{2}$ For some remarks on $\mathrm{B}(\mathrm{OH})_{3}$ see Sec. 19.10 , p. 438.
    ${ }^{8}$ Ketelaar and Palmer, J. Am. Chem. Soc., 59, 2629 (1937).
    ${ }^{4}$ Brockway, Rev. Mod. Phys., 8, 260-261 (1936).
    ${ }^{6}$ Hassel and Strömme, Zeits. physik. Chem., B38, 466 (1938); Gregg, et al., reference 1, p. 321.

[^158]:    ${ }^{1}$ Beockway, Rev. Mod. Phys., 8, 260-261 (1936).
    ${ }^{2}$ Brockway, J. Phys. Chem., 41, 185 (1937).
    ${ }^{3}$ Sutherland, Trans. Faraday Soc., 34, 325 (1938).
    ${ }^{4}$ The fact that the elentric moment of $\mathrm{H}_{3} \mathrm{C}-\mathrm{CH}_{2} \mathrm{Cl}$ is $2.03 \times 10^{-18}$ e.s.u. whereas that of $\mathrm{H}_{2} \mathrm{C}=\mathrm{CHCl}$ is only $1.66 \times 10^{-18}$ has been cited as evidence in favor of the occurrence of resonance in the latter compound. The

[^159]:    resonance should result in the chlorine sometimes sharing two electrons with the neighboring carbon atom. The chlorine in the unsaturated compound should thus be less negative than the chlorine in the saturated compound where no resonance can occur. The hypothesis of resonance therefore offers an explanation of the lower electric moment in the unsaturated compound.

[^160]:    ${ }^{1}$ The method of Sce. 14.6 was modified somewhat in the case of tetrahedral molecules. It seemed that in these substances it would be best to neglect forces between the separate molecules altogether. The electrostatic forces are due to the attraction of the central cation for the surrounding anions and the anions' mutual repulsion. If $r$ is the anion-cation distance, then it is readily proved from the geometry of the tetrahedron (sce Appendix IV) that the potential per molecule is $-12.33 e^{2} / r$, so that the Madelung constant $A$ in this case is 12.33 , which is to be compared with the value of 1.748 for NaCl . Taking into account the fact that there are four repulsive contacts per molecule as compared with six in NaCl , we see, by the same reasoning as in Sec. 14.6, that the radius sum obtained from Table 16 should be multiplied by $(1.748 / 12.33)^{\frac{1}{n-1}}(4 / 6)^{\frac{1}{n-1}}$. This correction should apply equally well to a gaseous molecule, and at the end of Table 36 we have added some results for tetrahedral molecules obtained by the electrondiffraction method.
    ${ }^{2}$ Correction is made only for the unoccupied space. No correction is made for possible change in the number of contacts between ions, or for change in the value of $n$. The correction can, therefore, be only partially satisfactory. Where anion-anion contact occurs or where the radius ratio is very close to the limit so that it is very nearly, but not quite occurring, the results for the calculation of the ionic distances have been placed in parentheses.

[^161]:    ${ }^{1}$ Pauling and Hugains, Zeits. Krist., 87, 227.ff. (1934); these have been slightly modified by Pauling, "The Nature of the Chemical Bond," pp. 168ff., Cornell University Press, 1939.

[^162]:    ${ }^{1}$ These are the data from band spectra, see Sponer, "Molekulspektren," Vol. I, Julius Springer, Berlin, 1935. Data from electron diffraction agree within the limit of error, but indicate a greater difference between $\mathrm{CO}_{2}$ and $\mathrm{N}_{2} \mathrm{O}$.
    ${ }^{2}$ See Grimm and Wolfr, "Handbuch der Physik," 2d ed., vol. XXIV/2, p. 996, Julius Springer, Berlin, 1933.

[^163]:    ${ }^{1}$ The data in Table 36 for AgI with silver having a coordination number of 6 were obtained from solid solutions with AgBr , not pure AgI.

[^164]:    ${ }^{1}$ It is of interest to note (see Table 21) that this slight difference is actually due to the greater degree of covalency of the copper bonds, and, hence, with

[^165]:    respect to the halides, copper is actually less noble than silver because it is less electropositive.
    ${ }^{1}$ Helmholz, J. Chem. Phys., 3, 740 (1935); Strock, Zeits. physik. Chem., B25, 441 (1934). The discussion has to do with the behavior of AgI having the wurzite structure (see Appendix IV). Another form having the sphalerite structure is also known.

[^166]:    ${ }^{1}$ The cases of $\mathrm{Cd}\left(\mathrm{NH}_{3}\right)_{2}{ }^{++}$and $\mathrm{Hg}\left(\mathrm{NH}_{3}\right)_{2}{ }^{++}$depend upon measurements of the corresponding halides. Since there are also halogen ions fairly close to the mercury it is to some extent a question of judgment as to whether halogens are also coordinated with the mercury or cadmium or not.
    ${ }^{2}$ Huetaren, Phys. Rev., 40, 891 (1932).

[^167]:    ${ }^{1}$ Mooney, Zeits. Krist., 98, 377 (1938).
    ${ }^{2}$ Braune and Pinnow, Zeits. physik. Chem., B35, 239 (1937).
    ${ }^{3}$ Brockway and Beach, J. Am. Chem. Soc., 60, 1836 (1938).

[^168]:    ${ }^{1}$ Schomaker, quoted by Pauling, "The Nature of the Chemical Bond," p. 103, Cornell University Press, 1939.

    2 Wells, Zeits. Krist., 99, 367 (1938).
    ${ }^{3}$ A trigonal prism is a figure whose base is a triangle (in this case an equilateral triangle) and whose sides are perpendicular to the base (see Fig. 58, p. 300).

    4 Húlitaren, Phys. Rev., 40, 891 (1932).

[^169]:    ${ }^{1}$ Braune and Pinnow, Zeits. physilc. Chem., B35, 239 (1937).

[^170]:    ${ }^{1}$ It is, as a matter of fact, very reactive. For the chemistry of boron see Stock, "Hydrides of Boron and Silicon," Cornell University Press, 1933.
    ${ }^{2}$ Sidgwick, "Electronic Theory of Valency," p. 103, Oxford University Press, 1927.
    ${ }^{3}$ Liwis, J. Chem. Phys., 1, 17 (1933).

[^171]:    ${ }^{1}$ Bömseken, Verslag Akad. Wetenschappen Amsterdam, 31, 591 (1022); Wail, Zeits. anorg. allgem. Chem., 146, 230 (1925).
    ${ }^{2}$ Wibera, Ber. deut. chem. Ges., 69, 2816 (1936).
    ${ }^{2}$ Schlesinger and Burg, J. Am. Chem. Soc., 60, 290 (1938).

[^172]:    ${ }^{1}$ A. B. Burg, private communication.
    ${ }^{2}$ Bauer, J. Am. Chem. Soc., 59, 1096 (1937).
    ${ }^{3}$ See footnote 4 of Schlesinger and Walker, J. Am. Chem. Soc., E7, 621 ( 1935 ).

[^173]:    ${ }^{1}$ Pauling, J. Am. Chem. Soc., 53, 3225 (1931).
    ${ }^{2}$ For a discussion and references see Rice, J. Chem. Phys., 4, 367 (1936).

[^174]:    ${ }^{1}$ Pauling, however, also writes a structure for $\mathrm{NO}_{2}$ involving threeelectron bonds. See "The Nature of the Chemical Bond," p. 250.

[^175]:    ${ }^{1}$ Pauling, "The Nature of the Chemical Bond," Chap. VII, Cornell University Press, 1939.

[^176]:    ${ }^{1}$ Two electrons from chromium are surely shared, leaving thus four $d$ electrons which are shared only if there is double-bond formation.

[^177]:    ${ }^{1}$ Eisenschitz and London, Zeits. Physik, 60, 491 (1930); London, Zeits. phys. Chem., B11, 222-226 (1930). Or, see Slater and Frank, "Introduction to Theoretical Physics," pp. 439-442, 545-553, McGraw-Hill Book Company, Inc., 1933.

[^178]:    ${ }^{1}$ London, op. cit., pp. 236-242; for a review, see London, Trans. Faraday Soc., 33, 8 (1937).
    ${ }^{2}$ In a close-packed crystal (the usual type for simple molecular lattices), each molecule has 12 nearest neighbors. The potential of an atom in such a crystal, therefore, would be roughly twelve times that of the mutual potential of two atoms. However, each molecular contact is a corfact of two molecules, and the corresponding intermolecular potential would be counted twice if we were to multiply the mutual potential of two molecules by twelve times the total number of molecules. The total energy of the crystal, therefore, is six times the mutual energy of a pair of molecules. Actually, however, the more distant molecules contribute something, so that the total attractive energy of a crystal in which the attractive energy follows the inverse-sixth-power law is 7.23 times that of a single pair of molecules with the same intermolecular distance.

[^179]:    ${ }^{1}$ See Rics, J. Chem. Phys., 4, 367 (1936) for a discussion and references.

[^180]:    ${ }^{1} \mathrm{HCl}$ has a transition point at about $98^{\circ} \mathrm{K}$., such as described in Chap. XIII, which has been ascribed to the setting in of rotation in the solid by Pauling, Phys. Rev., 36, 441 (1930).
    ${ }^{2}$ Scions and Hildebrand, J. Am. Chem. Soc., 46, 2183 (1924).
    ${ }^{3}$ Bauer, Beach, and Simons, J. Am. Chem. Soc., 61, 19 (1939).
    ${ }^{4}$ It has been suggested by Pauling that in the ion $\mathrm{HF}_{2}{ }^{-}$, which exists in aqueous solution, the binding is ionic, the two negative fluorine ions being held together by a positively charged hydrogen ion between them. It does not seem likely that this occurs in the polymerized HF, in gas phase, however.
    "A "link" can be taken as the line joining one fluorine atom with the next.

[^181]:    ${ }^{1}$ It may be of interest to compare some other observed F-H-F (fluorine to fluorine) distances: $\mathrm{NaHF}_{2}, 2.51 ; \mathrm{KHF}_{2}, 2.25 ; \mathrm{NH}_{4} \mathrm{HF}_{2}, 2.37$. See Table III of Huggins, J. Organic Chem., 1, 407 (1936). In these cases we most probably have to do with an ionic binding between $H$ and $F$, as suggested in footnote 4, p. 360.

[^182]:    ${ }^{1}$ Latimer and Rodebush, J. Am. Chem. Soc., 42, 1419 (1920). For an extended discussion and references, sce Huggins, reference 1, p. 361; see also Rodebush, Chem. Rev., 19, 59 (1936).
    ${ }^{2}$ Pauling and Brockway, Proc. Nat. Acad. Sci., 20, 336 (1934).

[^183]:    ${ }^{1}$ Braune and Pinnow, Zeits. physik. Chem., B35, 251 (1937); Linke and Rohrmann, ibid., B35, 256 (1937).
    ${ }^{2}$ See, e.g., Mallor, "Comprehensive Treatise on Inorganic and Theoretical Chemistry," vol. 5, pp. 132, 123, Longmans, Green \& Company, 1924.
    ${ }^{3}$ Ruff and LeBoucher, Zeits. anorg. allgem. Chem., 219, 380 (1934).
    4 For crystal structures and references see the "Strukturbericht."

[^184]:    ${ }^{1}$ An investigation of the thermodynamic properties of the aluminum halides has been made by Fischer and Rahlfs, Zeits. anorg. Chem., 205, 1 (1932). At high temperatures $\mathrm{Al}_{2} \mathrm{Cl}_{\sigma}$ dissociates appreciably, and the other halides dissociate more easily.
    ${ }^{2}$ Palmer and Elliott, J. Am. Chem. Soc., 60, 1852 (1938).

[^185]:    ${ }^{1}$ In a general way, van der Waals forces increase with the molecular weight of the compound, regardless of the atomic weight of the atoms forming the compound. This is well illustrated by the hydrocarbons, with their increasing boiling points in a homologous series. In a case like this, we can think of each of the atoms of the molecule having its own van der Waals (or in some cases dipole) forces operating between it and surrounding molecules, the forces on a given molecule being the sum of the forces on its parts. A large molecule is thus held in the liquid at many points, and this makes it difficult for such a molecule to leave the liquid phase.

[^186]:    ${ }^{1}$ In this connection, note the discussion in Sec. 16.7.

[^187]:    ${ }^{1}$ Frenkel, Zeits. Physik, 49, 31 (1928); Frenkel, "Wave Mechanics, Elementary Theory," pp. 221ff., Oxford University Press, 1932. For the origins of the modern electron theory of metals see Pauli, Zeits. Physik, 41, 81 (1927); Sommerfeld, Houston, and Eckart, ibid., 47, 1-60 (1928); and, also, Fermi, ibid., 36, 902 (1926).
    ${ }^{2}$ Rice, J. Chem. Phys., 1, 649 (1933). Gombís, Zeits. Physik, 94, 473 (1935); 95, 687 (1935); and later papers in Zeits. Physik, has worked out a more elaborate theory of the same general type.

[^188]:    ${ }^{1}$ Suerman, J., Chem. Rev., 11, 107 (1932).

[^189]:    The experimental values of $S$ are for room temperature, but these are practically the same at absolute zero. Values of $S$ from Bichowsky and Rossini, "Thermochemistry of the Chemical Substances" Reinhold Publishing Corporation, 1936; for source of V, see Rice, reference 2, p. 370.

[^190]:    ${ }^{1}$ Sherman, Chem. Rev., 11, 107 (1932).
    ${ }^{2}$ Based on earlier work of Bloch and Brillouin. For reviews see Slater, Rev. Mod. Phys., 6, 209 (1934); Mott and Jones, "Properties of Metals and Alloys," Oxford University Press, 1936. Numerous applications have appeared in the recent literature, the method having even been extended to substances which are far from being metallic.

[^191]:    ${ }^{1}$ Hume-Rothery, "The Metallic State," Oxford University Press, 1931, pp. 306ff. This book and Hume-Rothery's more recent work, "The Structure of Metals and Alloys," Institute of Metals, London, 1936, contain much matexial on the metallic state.

[^192]:    ${ }^{1}$ For details of crystal structure and references see the "Strukturbericht." See also Dehlinger, "Gitteraufbau metallischer Systeme," Akademische Verlagsgesellschaft, I eipzig, 1935.

[^193]:    ${ }^{1}$ The conductivity of silicon continues to increase up to a high temperature, where phase transitions occur.
    ${ }^{2}$ Hume-Rothery, "The Metallic State," p. 309.
    ${ }^{3}$ See Grimm, Angewandte Chemie, 47, 53 (1934).

[^194]:    ${ }^{1}$ For a general account, see Dehlinger, Ergebnisse der exakten Naturwiss., 10, 325 (1931). For a more recent general discussion with some attempt at classification with respect to composition and crystal structure, see Dehlinger, Naturwiss., 24, 391 (1936), and "Gitteraufbau metallischer Systeme."

[^195]:    ${ }^{1}$ Kraus, J. Am. Chem. Soc., 44, 1216 (1922).

[^196]:    ${ }^{1}$ For more detailed accounts of the material described in this paragraph, see Hume-Rothery, "The Metallic State," pp. 328ff., "The Structure of Metals and Alloys," pp. 98ff.; Dehlinger, Ergebnisse der exakten Naturwiss., 10, 325 (1935), and "Gitteraufbau metallischer Systeme," pp. 98ff.; and Westgren and Phragmén, Trans. Faraday Soc., 25, 379 (1920).

[^197]:    ${ }^{1}$ It should be noted, however, that according to Westgren and Phragmén the homogeneity range of some $\epsilon$-phases ( $\mathrm{Ag}-\mathrm{Sn}$ and $\mathrm{Ag}-\mathrm{Sb}$ alloys) is so great that it covers the range which would be expected for the $\beta$ - and $\gamma$ phases, also. In these cases $\beta$ - and $\gamma$-phases have not been reported. In the case of $\mathrm{Cu}_{3} \mathrm{Sb}, \mathrm{Ag}_{3} \mathrm{In}$ and $\mathrm{Ag}_{3} \mathrm{Sb}$, which are reproduced in our table as given by Dehlinger, it will be noted that the formulas given do not correspond to the 7:4 electron-atom ratio, but rather to the normal valence formula.

[^198]:    ${ }^{1}$ See Fowler, "Statistical Mechanics," 2d ed., Chap. XXI, The Macmillan Company, 1936, and Nix and Shoceley, Rev. Mod. Phys., 10, 1 (1938) for reviews.
    ${ }^{2}$ In some cases latent heats of transition are found at a definite temperature, as in melting. If there is a latent heat, properties like electrical resistance should show actual discontinuities at the transition point.

[^199]:    ${ }^{1}$ Braga and Wrlliams, Proc. Roy. Soc. (London), A151, 540 (1935).
    ${ }^{2}$ Jones and Sykes, ibid., A161, 440 (1937).
    ${ }^{2}$ See Johansson and Linde, Ann.' Physik, 25, 1 (1936).

    - Higac, Zeits. physik. Chem., B12, 33 (1931); Dehlinaer, Ergebnisse der exakten Naturwiss., 10, 357ff. (1931).

[^200]:    ${ }^{1}$ See Comin and Jtrgans, Zeits. Physik, 71, 179 (1931); Gillmspie and Hall, J. Am. Chem. Soc., 48, 1207 (1926); and Ubbelohdi, Proc. Roy. Soc. (London), A159, 295 (1937).
    ${ }^{2}$ For references see footnote 2, p. 374.

[^201]:    ${ }^{1}$ Sometimes a sphere cannot be inscribed in such a way as to nearly fill the polygonal figure, in which case some other similar, but less symmetrical, figure would be used.

[^202]:    ${ }^{1}$ Warren and Hill, Zeits. Krist., 89, 481 (1934); Warren, Phys. Rev., 45, 657 (1934). For a general discussion of glasses, see Zachariasen, J. Am. Chem. Soc., 54, 3841 (193幺́); Randall, "Diffraction of X-rays and Electrons by Amorphous Solids, Liquids and Gases," pp. 173ff., John Wiley \& Sons, Inc., 1934, Hägq, J. Chem. Phys., 8,. 42 (1935); Zachariasen, ibid., 3, 162 (1935).
    ${ }^{2}$ They also differ in the angle between the two $\mathrm{Si}-\mathrm{O}$ bonds to a given oxygen atom (see footnote 1, p. 312, Chap. XVI).

[^203]:    ${ }^{1}$ Bernal and Fowler, J. Chem. Phys., 1, 515 (1933).
    ${ }^{2}$ Katzoff, J. Chem. Phys., 2, 841 (1934); Morgan and Warren, ibid., 6, 666 (1938).
    ${ }^{3}$ As pointed out on pp. 266 and 269 , in the case of the water molecule it is not possible to state unequivocally whether the bond-eigenfunctions involve only $p$-states, or whether they are of the sp type. There does seem

[^204]:    ${ }^{1}$ In this connection see Randall, Proc. Roy. Soc. (London), A159, 83 (1937).

[^205]:    ${ }^{1}$ In the term "potential erergy" is included also the energy of the medium in which the charges are located (but see also Sec. 19.6).

[^206]:    ${ }^{1}$ Fajans and Schwartz, Zeits. physik. Chem., Bodenstein Festband, 717 (1931), have tabulated $L$ for various salts and discussed its significance. In Table 47, we have used the very slightly different values of Bichowsky and Rossini, "Thermochemistry of the Chemical Substances," Reinhold Publishing Corporation, 1936.

[^207]:    ${ }^{1}$ Born, Zeits. Physik, 1, 45 (1920).
    ${ }^{2}$ Latimer, J. Am. Chem. Soc., 48, 1234 (1926).
    ${ }^{3}$ Born's formula gives $\Delta E$ 's of solution, and the $L$ 's are $\Delta H$ 's (see Appendix II), but the difference is negligible.

[^208]:    ${ }^{1}$ It must be said that this method of dividing the heat of solution between the positive and negative ions is open to some objections, and other methods of making this division have been proposed. Bernal and Fowler, Ref. 1, page 393, have made a calculation that yields considerably different values for the energies of solution of the positive and negative ions. Klein and Lange, Zeits. Elehtrochem., 43, 570 (1937), have recently estimated energies of solution from absolute electromotive force measurements, getting values for the alkali ions about 15 kg .ccal. greater than those of Table 48. Howeyer, the older method of estimating the absolute electromotive force of cells, based on electrocapillary measurements, gives values for the alkali

[^209]:    ${ }^{1}$ The energies of formation and solution were taken mostly from Bichowsky and Rossini, "Thermochemistry of the Chemical Substances." A few heats of solution are from Latimer, Schutz, and Hicks, J. Chem. Phys., 2, 82 (1934).

[^210]:    ${ }^{1}$ For a more detailed discussion of the significance of the entropy of solution see Latimer and Kasper, J. Am. Chem. Soc., 61, 2293' (1929), or Latimer, Chem. Rev., 18, 354-356 (1936). See also Eley and Evans, Trans. Faraday Soc., 34, 1093 (1938):

[^211]:    ${ }^{1}$ The method of obtaining these entropies is briefly as follows. We can first get an absolute value for the entropy of a solid salt by use of the third law of thermodynamics, which states that the entropy of any substance at absolute zero is zero. To find the entropy at some other temperature, use is made of the law stated in Appendix II, that the change in entropy on changing the temperature is equal to the heat absorbed divided by the temperature. The heat absorbed when the temperature is increased by an increment $d T$ is $C_{p} d T$, where $C_{p}$ is the specific heat at constant pressure, and the corresponding entropy change is $C_{p} d T / T$. The entropy at some temperature, say $T_{1}$, is, therefore, given by $\int_{0}^{r_{1}}\left(C_{p} / T\right) d T$, which may be

[^212]:    ${ }^{1}$ Care must be taken to keep the signs straight. $\Delta H$ is the change of heat content on taking an ion out of solution, hence it is positive if heat is added to the system when an ion is removed. $L^{ \pm}$is positive if heat is lost by the system when an ion is put in. Hence $\Delta H=+L^{ \pm}$. Here $\Delta S$ is the change of entropy on removing an ion from solution, whereas $\Delta S^{ \pm}$is the change of entropy when an ion is dissolved. So if these are equated, it must be with oppasite signs.
    ${ }^{2} \boldsymbol{N}^{\prime \prime}=$ Avogadro's number (see note on page 461).

[^213]:    ${ }^{1}$ Latimer, Pitzer, and Slansky, J. Chem. Phys., 7, 108 (1939), have recently made a calculation which is similar to the one given in this section. They found that by adding $0.85 \AA$. to the radii of the univalent positive ions, they could be brought into line also. This is connected with the asymmetry of the water molecules discussed above, it being assumed that the center of the electrical dipole cannot get closer than $0.85 \AA$. if the dipole has the negative end nearest the ion. Latimer, Pitzer, and Slansky also believe that better results are obtained if $0.10 \AA$. be added to the radii of the negative ions. This leads, it is true, as noted in the footnote, p. 402, to a set of values for the energy of hydration which are in slightly better agreement than ours with those based on electrocapillary measurements.
    ${ }^{2}$ See Lewis and Randall, "Thermodynamics and the Free Energy of Chemical Substances," p. 172, McGraw-Hill Book Company, Inc., 1923.
    ${ }^{3}$ With regard to the signs, see the footnote on the preceding page.

[^214]:    ${ }^{1}$ See Fajans, Zeits. Krist., 66, 343ff. (1928).
    ${ }^{2}$ For the sake of simplicity, we drop the subscript, 0 , on the $U$ 's.
    ${ }^{3}$ We can include on the same diagram salts of the type $\operatorname{Ag}_{2} X$, where $X$ is a bivalent radical, if for these salts we plot $\frac{1}{2} \ln K_{\mathrm{Ag}_{2} \mathrm{X}}$ as ordinate and $U_{\text {Agx }}-U_{\mathbf{N H}_{2} x}$ as abscissa, where $U_{\text {AgaX }}$ and $U_{\text {NatX }}$ are the lattice energies for that amount of salt containing one gram atom of silver and sodium

[^215]:    ${ }^{1}$ Hildebrand, "Solubility," 2d ed., (Reinhold Publishing Corporation, 1936).

[^216]:    ${ }^{1} \mathrm{HgCl}_{2}$ is perhaps $\frac{1}{t_{\delta}}$ ionized in saturated solution at $25^{\circ}$. See Mellor, "Comprehensive Treatise on Inorganic and Theoretical Chemistry," vol. IV, p. 822, Longmans, Green \& Company, 1923.

[^217]:    ${ }^{1}$ This happens despite the possibly covalent character of the binding in aluminum chloride discussed in Sec. 17.3, and the fact that its erystal contains molecules of the formula $\mathrm{Al}_{2} \mathrm{Cl}_{6}$ (see Sec. 19.9). This bespeaks an extremely strong bond between aluminum and the oxygen of the water, in agreement with the amphoteric character of aluminum hydroxide (see Sec. 19.10).
    ${ }^{2}$ See Weinland, "Chemie der anorganischen Komplexverbindungen," p. 149, Ferdinand Enke Verlag, Stuttgart, 1924.
    ${ }^{3}$ See Abegg, "Handbuch der anorganischen Chemie," 4. Band. 3. Abt., 2. Teil, p. B158, Verlag von S. Hirzel, Leipzig, 1935.

[^218]:    ${ }^{1}$ Bernal and Fowler, J. Chem. Phys., 1, 533 (1933).
    ${ }^{2}$ It might be supposed that water molecules which merely fill a hole in a crystal would be easy to remove, but Fajans (private discussion) has suggested that they will be relatively hard to remove. If the space for the water molecules is already present it will not be necessary to do any work in order to make the holes in which they are to rest. On the other hand, if it. is necessary to make the holes before putting in the water molecules, the hydrate will have a relatively high energy and hence be unstable. $\mathrm{AlF}_{3} \cdot \frac{1}{2} \mathrm{H}_{2} \mathrm{O}$ is an example of an extremely stable hydrate in which the water occupies holes in the crystal structure.
    ${ }^{3}$ For crystal structures and references see the Strukturbericht. In

[^219]:    most cases we give only those details of the crystal structure which are necessary for the understanding of the role of the water in the crystal. However, concerning the crystal discussed in this paragraph see Appendix IV.
    ${ }^{1}$ The $\mathrm{H}-\mathrm{O}-\mathrm{H}$ angle appears to be greater than the tetrahedral angle. It is suggested by Andress and Gundermann, Zeits. Krist., 87, 366 (1934), who determined the structure of these crystals, that this is connected with the strong force the magnesium exerts on the surrounding oxygens. This loosens the hydrogens (as evidenced by the tendency of the salt to hydrolyze) (see Sec. 19.10) and may well cause a change in the valence angle. For, when the OH hond is made more polar, the positive charges on the hydrogens are less neutralized, and tend to push away from each other.

[^220]:    ${ }^{1}$ See footnote 1, p. 420, and Andress and Carpenter, Zeits. Krist., 87, 462 (1934).

[^221]:    ${ }^{1}$ Beevers and Schwartz, Zeits. Krist., 91, 168 (1935).
    ${ }^{2}$ This must be the case, for the value obtained for the heat of solution of $\mathrm{Al}^{+++}$appears to be the same regardless of whether data for $\mathrm{Al}_{2} \mathrm{Cl}_{6}$ or another halide are used to calculate it. Thus the state of $\mathrm{Al}^{+++}$in solution is independent of the particular aluminum salt. It should be remarked that this use of the heat of solution is an illustration of a general method. It may often prove a valuable source of information regarding the state of an ion in solution.

[^222]:    ${ }^{1}$ See footnote 2, p. 421.

[^223]:    ${ }^{1}$ This, of course, does not occur with the stable complex ions of the transition elements, in which, as we have already marked, the forces are, at least to a considerable extent, covalent.
    ${ }^{2}$ By adding this phrase we automatically include any effect due to hydration.

[^224]:    ${ }^{1}$ This statement, due to Kossel, Ann. Physik, 49, 276 (1916), holds as a first approximation, when we consider the effective forces between ions in solution as well as when we consider the forces between gaseous ions. As Fajans, Naturwiss., 9, 729 (1921), has pointed out, the process of ionization should really be broken up into steps, for example,

    $$
    \begin{gather*}
    \mathrm{HX}(a q) \rightarrow \mathrm{HX}(g)  \tag{a}\\
    \mathrm{HX}(g) \rightarrow \mathrm{H}^{+}(g)+\mathrm{X}^{-}(g)  \tag{b}\\
    \mathrm{H}^{+}(g)+\mathrm{X}^{-}(g) \rightarrow \mathrm{H}^{+}(a q)+\mathrm{X}^{-}(a q) \tag{c}
    \end{gather*}
    $$

    The energies involved in processes (b) and (c) are large and opposite in sign. The overall ionization energy is thus a small difference between large quantities. However, in systems as simple as these it seems possible to suppose that the results, obtained by assuming that the ionization in solution resembles ionization in a continuous medium of constant dielectric constant, are roughly correct. Thus if one arranges a series of reactions with different X's in the order of the energies of ionization the result will be the same for gas phase and for solution.

[^225]:    ${ }^{1}$ The reader should compare the reactions (in aqueous solution and hence under comparable conditions) $\mathrm{NH}_{8}+\mathrm{H}_{2} \mathrm{O} \rightarrow \mathrm{NH}_{4}{ }^{+}+\mathrm{OH}^{-}$and $\mathrm{H}_{2} \mathrm{O}+$ $\mathrm{H}_{3} \mathrm{O} \rightarrow \mathrm{H}_{3} \mathrm{O}^{+}+\mathrm{OH}^{-}$. The first has far the greater tendency to go in the direction written.
    ${ }^{2}$ The acids of phosphorus constitute an exception to the general rule. Phosphorous acid, $\mathrm{H}_{8} \mathrm{PO}_{8}$ is stronger than phosphoric and hypophosphorous, $\mathrm{H}_{3} \mathrm{PO}_{2}$ is stronger still. It is found, however, that only two hydrogens ionize in $\mathrm{H}_{3} \mathrm{PO}_{8}$ and only one in $\mathrm{H}_{3} \mathrm{PO}_{2}$. The ease of ionization of those hydrogens that do ionize and the fact that the others do not has been explained by assuming that the latter hydrogens play the role of a negative

[^226]:    ${ }^{1}$ See Debyre, "Polar Molecules," Chap. VI, Reinhold Publishing Corporation, 1929.

[^227]:    ${ }^{1}$ The method of making such a calculation was indicated by Harker in a private communication.

[^228]:    ${ }^{1}$ See Latiminr, "The Oxidation States of the Elements and their Potentials in Aqueous Solutions," pp. 328ff., Prentice Hall, Inc., 1938; Latmmpr, Pitzer, and Smith; J. Am. Chem. Soc., 60, 1829 (1938).

[^229]:    ${ }^{1}$ From each of these should be subtracted the heat of hydration of water, but this cancels.

[^230]:    ${ }^{1}$ The energy of hydration is here the same as $L^{+}$, Table 48, the convention as to sign being the same as there.

[^231]:    ${ }^{1}$ The dot is used throughout to denote differentiation with respect to time. The double dot denotes a second derivative.

[^232]:    ${ }^{1}$ For a more extended treatment see, e.g., Byerly, "Generalized Coördinates," Ginn and Company, 1916.
    ${ }^{2}$ See Daniels, "Mathematical Preparation for Physical Chemistry." Chap. XVII, McGraw-Hill Book Company, Inc., 1928.

[^233]:    ${ }^{1}$ This is the same thing as saying that $A, B$, and $A B$ are in such concentrations that they are in equilibrium. If the rate of reaction were so slow that $A, B$, and $A B$ could exist together without equilibrium being established, Eq. (3) would still give the entropy change when $N_{A}, N_{B}$, and $N_{A B}$ were changed. But then we could not set the entropy change equal to $\frac{\Delta_{\in} \delta N_{A}}{T}$. This equality is the condition for equilibrium.
    ${ }^{2}$ Of course when all concentrations are unity, the system will not in general be at equilibrium, but as we have noted, Eq. (3) holds anyhow.

[^234]:    ${ }^{1}$ Equation (6) also applies when solid and liquid substances are involved. The solid and liquid states normally existing are themselves taken as the standard states and it may be shown that if this is done no pressures corresponding to the solid or liquid substances appear in $K$, but only pressures of substances not present in the solid or liquid state. Substances in solution may also be present. The normal state is the state where the concentration is 1 molal, and concentrations in solution appear in $K$ in licu of pressures. For further details, the student should refer to some standard work on thermodynamics, such as Lew is and Kandall, "Thermodynamics and the Free Energy of Chemical Substances," Me( ${ }^{\text {araw-Hill Book Company, Inc . }}$ 1923.
    ${ }^{2}$ It is seen that $\Delta H$ differs from $\Delta E$ simply in that it includes the change in energy of the piston or the atmosphere.

[^235]:    1 "Strukturbericht," vol. I, p. 169; but see also vol. II, p. 261.

