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## PREFACE

In this book I have endeavoured to present the fundamental principles and applications of the Differential and Integral Calculus in as simple a form as possible consistent with an adequate comprehension of the ideas upon which they are based. Although the work is intended primarily for students who wish to obtain a sound working knowledge of the subject and its application, whether to Mechanics, Physics, Chemistry, Engincering, or any other science, I hope that it will also prove useful to those who are studying for pass degrees in Mathematics and to those who are working for Mathematical Scholarships.

In most of the old text-books on the Calculus, and in some modern ones, all the differént stąndard forms and methods of differentiation are discussed before any applications of them are considered, and similarly with integration. It takes the ordinary student a long time to master all these methods, especially in the Integral Calculus, and if he sets out to learn them all before he knows the object of them, and what use he is to make of differential coefficients and integrals when he has obtained them, he is apt to get discouraged and take no interest in the subject; if he succeeds in learning them, he is apt to look upon the processes of differentiation and integration as a kind of mathematical juggling with symbols without any real comprehension of their meanings. In order to avoid these dangers, and in the hope of arousing the interest of the student at the outset, I have introduced easy applications at an early stage. After treating of the differentiation of quite simple algebraical and trigonometrical functions, I have considered their applications to properties of curves, to maxima and minima, and to mechanics. Similarly, after obtaining the integrals of a few simple types of functions, I have considered their applications to areas and volumes and to mechanics. All this is done before dealing at all with the inverse circular functions, or with exponential, logarithmic, and
hyperbolic functions. Afterwards I have treated of these latter functions and of more difficult methods and applications.

There is really no reason why the first part, just described, and which is comprised in the first nine chapters, should not (with the omission, perhaps, of parts of Chapter II) form part of the mathematical course of the best form of a good school. The amount of mathematical knowledge required before beginning the calculus is, I think, less than is often supposed. A sound knowledge of Elementary Geometry and of comparatively elementary algebraical and trigonometrical processes is the one essential and absolutely necessary requisite.

No attempt has been made to treat the bookwork with the precision and rigour required in the light of modern mathematical investigations. This would be quite out of place in a look intended for those who wish to acquire a knowledge of the calculus as a tool to work with, rather than for those who are training to be mathematicians, and in any case it is not suitable for a first course on the subject. At the same time, I have attempted not to ignore or conceal points of difficulty, and in several places where I have considered it advisable to assume theorems, of which the proof seemed to me beyond the scope of the book, I have not hesitated to do so, at the same time expressly stating that they are assumptions. Considerable space has been devoted to explanations and illustrations of the meanings of 'limits' and 'continuous functions', for I am convinced that, unless the student has clear ideas on these points, it is impossible for him to grasp the true meaning of a differential coefficient, although he may be able to acquire a certain amount of facility in the use of it. In connexion with limits, I think that the recent introduction of the symbol $x \rightarrow a$, in place of $x=a$, is a most valuable improvement. This is used throughout the book. There is no doubt that the older symbol is calculated to cause confusion and lead to erroneous ideas, since in most cases $x$ can not be taken equal to $a$, but only as near to it as we please without actual coincidence.

In order to bring home the meaning of a formula or a theorem to the beginner, I have frequently introduced numerical examples and appeals to the geometrical intuitions of the student. These geometrical 'proofs' are generally much more interesting and
indeed much more convincing to the ordinary student than an analytical proof which, however rigorous, probably conveys no very definite meaning to him, and they are quite sufficient for many purposes.

I have assumed that the student is familiar with the theory of graphs as treated in text-books on Elementary Algebra, and in the first chapter I have given a short discussion on the method of sketching a graph from its equation (a most valuable exercise for mathematical students) in some rather more difficult cases, including the conic sections. For the benefit of students who have not done Analytical Conics, I have appended to this chapter a short discussion of the simplest forms of the equations of these curves, to which frequent references are made in the sequel.

Before proceeding to the differentiation and integration of exponential and logarithmic functions, \&c., I have briefly recapitulated the chief properties of these functions, together with as much of the theory of convergency of series as seemed necessary. Many students of the calculus have but an imperfect knowledge of these important functions, and in any case it is hoped that this chapter may serve as a useful revision. Many examples, which illustrate the application of the exponential function $e^{x}$ and show how it continually occurs in all branches of science, will be found in the last part of Chapter XVIII, which deals with the Compound Interest Law.

In the chapter on Methods of Integration, some of the wellknown general processes, including the general discussion of resolution into Partial Fractions, are omitted; but I think that the methods given are sufficient to enable the student to integrate most of the expressions he is likely to meet with in practical applications of the subject, and at the end of the chapter [as also at tho end of Chapter IV after the chief methods of differentiation have been considered] a long collection of miscellancous exercises is given in which the student does not know beforehand which particular method he has to employ, as he does with the exercises in the body of the chapter. It is not, of course, expected that the student will work straight through all the examples or even all the articles in this chapter on a first reading, but a selection should be made, and he can return to them again and again as occasion arises for revision.

The same remark applies to the contents of Chapters XVIII and XIX. The applications to Centres of Gravity, Centres of Pressure, Moments of Inertia, Electricity, Potential and Attractions, Dynamics, \&c., given in these chapters, are included in the hope of making the book useful to students in different branches of science and of varying interests; but the student of the calculus who is not also a student of Hydrostatics will naturally omit the section that deals with Centres of Pressure, and so on. In Chapter XIX a considerable amount of Particle Dynamics is included, for while this subject depends for the most part upon quite elementary principles of mechanics, it affords excellent illustrations of the application of the principles of the calculus.
It is obviously impossible in a book of this type to give any adequate discussion of the subject of Differential Equations, but the simplest and most useful types of equations of the first and second order are collected in Chapter XXI (although differential equations have been solved in the earlier chapters which deal with Physics and Mechanics). These are sufficient to enable the student to solve most of the equations he is likely to meet in elementary applications.
The chapters on Taylor's Theorem and Partial Differentiation are placed last, because they are not needed in the development of the subject along the lines I have adopted, but the treatment is such that the student who requires these particular suljects (for instance, the student of Thermodynamics and Chemistry who has to deal chiefly with functions of more than one variable and will therefore need Chapter XXIII) can take them at a much earlier stage. Chapter XXII on Taylor's Theorem can be taken, if desired, immediately after Chapter XIII on the Mean-Value Theorem, and the greater part of Chapter XXIII can be taken as soon as the student has finished the ordinary differentiation.
It is essential that students of the calculus should have a liberal supply of examples for practice, and sets of exercises are inserted at short intervals. The examples are plentiful in number and carefully graded, and I have endeavoured to include problems and applications from different sources of as varied, instructive, and interesting a nature as possible. With
such a large number of examples it cannot be hoped that the answers will be free from mistakes, but I hope that there are not many errors, and I shall be glad to receive corrections or hear of cases where answers are found to be wrong.

A collection of numerical tables is added at the end of the book, and it is hoped that this will prove very useful. It is important that, where possible, students should be able to work examples fully out and obtain definite numerical answers. This part of the work is often neglected. Some of the tables required for this purpose are not usually given in text-books on the Calculus and are not always easily accessible to the ordinary student.

In preparing this book I have frequently consulted many of the existing text-books on the subject, including those of Williamson, Lamb, Gibson, Osgood, and others, and I wish to make acknowledgement of my indebtedness to these works. I wish also to express my olligations to Professor Jessop of Armstrong College for his eucouragement and for much valuable advice in connexion with the work. My sincere thanks are also due to Mr. J. W. Bullerwell of Armstrong College for his kindness in reading through the proofs and for the time and care that he gave to them, which led to the detection of many errors.
G. W. CAUNT.
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## CHAPTER I

## FUNC'TIONS AND TIIEIR GRAPHS

## 1. Constants and variables.

In any equation or any investigation the quantities which occur are of two kinds: (i) those which retain the same value throughout the particular equation or investigation which is under consideration; these are called constants, and are generally denoted by the earlier letters of the alphabet, $a, b, c, l, m, n, \& c$. ; and (ii) those which take different values; these are called variables, and are generally denoted by the later letters of the alphabet, $u, v, x, y, z$. For instance, one of the commonest forms of the equation of a straight line is $y=n x+c$. Here $x$ and $y$ are variables; they are the coordinates of any point whatever on the straight line, and can take values from $-\infty$ to $+\infty ; m$ and $c$ are constants, and have fixed values for any particular straight line, $m$ being the tangent of the angle which the straight line makes with the positive direction of the axis of $x$, and $c$ the intercept on the axis of $y$; but they have different values for different straight lines.

Again, the equation of a circle of radius $a$, taking its centre as the origin, is $x^{2}+y^{2}=a^{2}$. Here $x$ and $y$ are variables and $a$ is a constant; $x$ and $y$ are the coordinates of any point on the circle, and therefore each may take any value from $-a$ to $+a ; a$ is the same for all points on any particular circle, but will of course have different values for circles of different sizes.

In mechanics, the distance $s$ travelled in time $t$ by a point moving in a straight line with constant acceleration $a$ is given by the formula $s=u t+\frac{1}{2} a t^{2}$. In this case $s$ and $t$ are variables and $u$ and $a$ are constants, $u$ being the initial velocity of the moving point, and $a$ its constant acceleration; $s$ changes as $t$ changes, but $u$ and $a$ remain the same during the particular motion which is under consideration.

As an example of an equation which contains three variables, we have in pneumatics the equation $p=k_{j^{\prime}}(1+\alpha t)$; in this case $p, \rho$,
and $t$ are variables, being respectively the pressure, density, and temperature of a given mass of gas; $k$ and $\alpha$ are constants.

## 2. Functions.

If two variables $\mathbf{x}$ and $\mathbf{y}$ are so velated that one or more values of $\mathbf{y}$ can be determined when the value of x is assigned, then y is said to be a function of $\mathbf{x}$.

In the first two of the cases just mentioned, the value of $y$ can be calculated when the value of $x$ is assigned (the values of the constants being supposed known) ; in the first case we obtain one value of $y$, in the second case two values, from a given value of $x$; $y$ is said to be a function of $x$. In the third case, $s$ can be calculated when the value of $t$ is assigned ( $u$ and $a$ being known); $s$ is said to be a function of $t$. In the last case, the value of $p$ can be found when the values of $\rho$ and $t$ are given ( $k$ and $\alpha$ being known); $p$ is said to be a function of $\rho$ and $t$.

Similarly, in the first two cases, we can, if values of $y$ be assigned, calculate the corresponding values of $x$; in the third case, given the value of $s$, we can calculate values for $t$ (two values of $t$ for each value of $s$, since the equation is a quadratic for $t$ in terms of $s$ ); and in the last case, given the values of $p$ and $t$, we can calculate the value of $\rho$; i.e. we may regard $x$ as a function of $y, t$ as a function of $s$, and $\rho$ as a function of $p$ and $t$.

## A magnitude may be a function of any number of variables.

Further examples are the following: the volume and superficial area of a sphere are functions of one variable, the radius of the sphere; the volume and superficial area of a cone or a cylinder are functions of two variables, the height and the radius of the base; the volume and superficial area of a rectangular block are functions of three variables, the length, breadth, and thickness.

In this look we deal chiefly with functions of a single variable.
The expressions $x^{3} ; \sqrt{ } x ; \sqrt{ }\left(16+x^{2}\right) ; \sin x ; \tan x ; \log x ; 2^{x} ;$ $\sin ^{-1} x$ are all functions of $x$; their values can be calculated when the value of $x$ is given. In these, and in the cases mentioned above, the relation between the variables can be expressed by a formula, but this is not always the case. For example, the height of the barometer at any given place is a function of the time; at any particular instant the barometer has a definite height, but there is no mathematical formula connecting the height with the time, ulthough the relation between them can be represented graphically,
and instruments are used which draw the graph, and thereby exhibit to the eye the height as a function of the time.

The symbol $f(x)$ is used to denote a function of $x$ in general; sometimes the symbols $F(x), \phi(x), \& c$. are used, so that $y=f(x)$ or $y=\phi(x)$ is merely a symbolic way of expressing the fact that $y$ is a function of $x . \quad x$ and $y$ are often referred to as the independent variable and the dependent variable respectively, implying that any value may be assigned at will to $x$, and the corresponding value of $y$ then calculated from it. Sometimes $y$ is said to be a function of the argument $x$.

If $y=f(x)$, then $f(a)$ denotes the value of $y$ when $a$ is substituted for $x$; e.g. if $f(x)=x^{2}+4 x+5$, then $f(a)=a^{2}+4 a+5$; $f(3)=9+12+5=26 ; f(0)=5 ; f(-2)=4-8+5=1$; and so on.

In some cases, real values of $y$ are obtained for every real value of $x$; this is so in the example just mentioned, but it is not always the case; e.g. if $y=\sqrt{ }\left(1-x^{2}\right)$, only values of $x$ from -1 to +1 inclusive give real values for $y$; if $x$ is numerically $>1, y$ is imaginary. Again, if $y=x /(x-1)$, we get a definite real value of $y$ for every real value of $x$ except $x=1$. If $x=1$, the function takes the form $1 / 0$, which has no definite value. In this case, $y$ is said to be defined for all values of $x$ except $x=1$. In the preceding example, $y$ is defined only for values of $x$ from -1 to +1 inclusive.

## 3. Single-valued and many-valued functions.

If to each value of $x$ there corresponds one and only one value of $y$, then $y$ is said to be a one-valued or single-valued function of $x$; e. g. $y=(a x+b) /(c x+d) ; y=\sin x ; y=\left(1+x^{2}\right)^{2}$ are one-valued functions of $x$.

If to each value of $x$ there correspond more than one value of $y$, then $y$ is said to be a many- or multiple-valued function of $x$; e.g. in the second example of Art. 1, $y^{2}=a^{2}-x^{2}$ and $y= \pm \sqrt{ }\left(a^{2}-x^{2}\right)$. To each value of $x$ correspond two values of $y$ equal in magnitude and opposite in sign ; therefore $y$ is a two-valued function of $x$. In this case, if only real values of $y$ are to be considered, $x$ must not be numerically $>a$. If $x^{2}>a^{2}, y$ will be imaginary.

If $y^{3}-6 y^{2}+11 y=x$, to each value of $x$ correspond three values of $y$ obtained by solving this equation of the third degree; therefore $y$ is a three-valued function of $x$.

For example, if $x=6$, we have

$$
y^{3}-6 y^{2}+11 y-6=0, \text { whence } 2=1 \text { or } 2 \text { or } 3 .
$$

If $y=\tan ^{-1} x$, i. e. an angle whose tangent is $x$, then to each value of $x$ corresponds an infinite number of values of $y$; $\theta$. g. if $x=1$, $y$ may be $45^{\circ}$ or may differ from $45^{\circ}$ by some multiple of $180^{\circ}$, i.e. $y=45^{\circ}+n .180^{\circ}$, where $n$ may have any integral value, positive or negative.

## 4. Implicit functions.

If $x$ and $y$ satisfy the equation

$$
x^{2}+x y+y^{2}=a^{2},
$$

it is clear that, if a value be assigned to $x$, the equation becomes a quadratic from which two values for $y$ can be calculated; therefore $y$ is a function of $x$. Similarly, any equation connecting $x$ and $y$ determines $y$ as a function of $x$, although it may not be possille to actually effect the algebraical solution of the equation. In this case, $y$ is said to be an implicit function of $x$.
The following equations give $y$ as an implicit function of $x$ :

$$
x^{3}+3 a x y+y^{3}=a^{3} ; \quad \cos x+a y=b \sin y ; \quad y=a x \log (y / x) .
$$

If the equation be solved for $y$ in terms of $x$, or if the equation be given in the form $y=f(x)$, an expression involving $x$ only, then $y$ is said to be an explicit function of $x$, or to be expressed explicitly in terms of $x$.

In some cases, the change from one method of expression to the other is quite easy. For example, the equation $x^{2}+y^{2}=a^{2}$ gives $y$ as an implicit function of $x$; the equation can be at once solved, and gives $y= \pm \sqrt{ }\left(a^{2}-x^{2}\right)$ as the explicit expression of $y$ in terms of $x$.

Again, the equation $2 x y+3 y-3 x+4=0$ expresses either $y$ as a function of $x$, or $x$ as a function of $y$ implicitly. But, solving for $y$, it gives $y=(3 x-4) /(2 x+3)$, an explicit function of $x$; and solving for $x$, it gives $x=(3 y+4) /(3-2 y)$, an explicit function of $y$. In other cases the change is difficult or impossible (as in the three examples given above).

## 5. Odd and even functions.

An even function of $x$ is one which is unaltered when $x$ changes sign; e.g. $\cos x, x^{4}+x^{2}+2$, and any algebraical expression which contains only even powers of $x$.

Generally, if $f(x)$ is an even function of $x$, then $f(-x)=f(x)$.
An odd function of $x$ is one which merely changes sign when $x$ changes sign; e.g. $\sin x, \tan x, x^{3}+3 x$, and any algebraical expression which consists entirely of odd powers of $x$.

Generally, if $f(x)$ is an odd function of $x$, then $f(-x)=-f(x)$. An odd function of $x$ must vanish when $x=0$; for if

$$
f(-x)=-f(x)
$$

then, when $x=0$, we have $f(0)=-f(0)$, whence $f(0)=0$.
[Functions such as $3 \sin x+2 \cos x, x^{3}+3 x+10$, in which some of the terms change sign and some are unchanged when $x$ is replaced by $-x$, are neither even nor odd.]

## 6. Inverse functions.

If $y$ is given as a function of $x$ by an equation $y=f(x)$, then it is often possible to solve the equation for $x$ in terms of $y$, and so obtain $x$ expressed as a function of $y$ in the form $x=\phi(y)$. Theso functions are said to be inverse functions.
E. g. (i) if $y=(3 x+2) /(2 x-3)$, we have $2 x y-3 y=3 x+2$,

$$
\therefore x(2 y-3)=3 y+2, \text { and } x=(3 y+2) /(2 y-3) ;
$$

(ii) if $y=x^{2}-4, x= \pm \sqrt{ }(4+y)$;
(iii) if $y=10^{x}, x=\log _{10} y$;
(iv) if $y=\tan x, x=\tan ^{-1} y$;
(v) if $y=x^{3 / 2}, y^{2}=x^{3}$ and $x=y^{23}$.

As will be seen from these examples, both functions may be onevalued, or both many-valued, or one of them many-valued and the other one-valued.

## 7. Algebraical and transcendental functions.

If $y=a x^{n}+b x^{n-1}+\ldots+k$, where $a, b, \ldots k$ are constants (some of which may be zero), and $n$ a positive integer, then $y$ is said to be a rational integral function of $\mathbf{x}$, or a polynomial in $x$.

If $y$ is equal to a fraction whose numerator and denominator are both of this form, it is said to be a rational function of x , or a rational algebraical fraction.
If $y$ can be expressed in an equation of the form

$$
P y^{n}+Q y^{n-1}+\ldots=0
$$

where $P, Q, \ldots$ are rational integral functions of $x$, then $y$ is said to be an algebraical function of $\mathbf{x}$.

Functions of $x$ which are not algebraical, e.g. $\sin x, \log x, a^{n}$, $\tan ^{-1} x$, are said to be transcendental functions of x .

## Examples I.

1. If $f(x)=2 x^{3}-3 x^{4}-5 x+4$, find the values of $f(1), f(2), f(0), f(-1)$, $f(-5)$.
2. If $f(x)=(x-1)(5-x) /(x+1)^{2}$, find the values of $f(2), f(1), f(0), f\left(\frac{1}{2}\right)$, $f(x-1), f(-2)$.
3. If $f(x)=\left(x^{n}-1\right)\left(x^{2}-4\right)$, prove that $f(1), f(-1), f(2), f(-2)$ are all zero.
4. If $f(x)=a x^{2}+b x+c$, find $f(x+1), f(x-1), f(x+h)-f(x)$.
5. If $f(x)=a^{x}$, prove that $f(m) \times f(n)=f(m+n)$,

$$
f(m) \div f(n)=f(m-n)
$$

6. If $f(x)=\log x$, prove that
(i) $f(a b c)=f(a)+f(b)+f(c)$;
(ii) $f(a / b)=f(a)-f(b)$;
(iii) $f\left(a^{u}\right)=n f^{\prime}(a)$.
7. If $f(x)=\tan x$, prove that $f(x+y)=\frac{f(x)+f(y)}{1-f(x) \cdot f(y)}$.
8. Classify the following functions as 'even' or 'odd' functions of $x$ :
$\cot x, \quad \sec x, \quad \operatorname{cosec} x, \quad(x-1)^{2}+(x+1)^{2}, \quad\left(x^{3}+1\right)^{2}-\left(x^{3}-1\right)^{2}, \quad x /\left(1+x^{2}\right)$, $\sin 2 x, \quad \sin ^{2} x, \quad \cos 2 x, \quad x(x-2)(x+2), \quad a^{x}+a^{-x}, \quad x \sin x, \quad x \cos x$.
9. Express $y$ explicitly in terms of $x$ in the following cases :
(i) $x^{3}+y^{3}=a^{2}$,
(ii) $x^{2} y^{2}=a^{4}+b^{4}$,
(iii) $\log y+\log x=\log a$,
(iv) $y^{2}+2 a y-x^{2}=0$,
(v) $a \sin y+b=c x$,
(vi) $a x y+b x+c y+d=0$.
10. Transform the following into implicit relations between $x$ and $y$, free from fractions and radical signs:
(i) $y=(3 x-2) /(2 x-1)$,
(ii) $y=\left(a^{n}-x^{n}\right)^{1 / n}$,
(iii) $y=(a+x) / \sqrt{x}$,
(iv) $y=\log _{, x}\left\{x /\left(1+x^{2}\right)^{1 / 2}\right\}$,
(v) $y=x \pm \sqrt{ }\left(1-x^{2}\right)$,
(vi) $y=\sin ^{-1}(x / a)$.
11. Given the following functions, find in each case the corresponding inverse function:
(i) $y=x^{4}$,
(ii) $y=1+\sqrt{ } x$,
(iii) $y=\cos ^{-1} 2 x$,
(iv) $y=a^{x}$
(vii) $y=\sqrt{\left(5-x^{2}\right),}$
(v) $y=a \tan ^{2} x$,
(vi) $\left.y=\sqrt[2]{( } a^{n}-x^{n}\right)$,
(vii) $y=\sqrt{\left(5-x^{2}\right)}$,
(x) $y=\frac{1}{4} \log _{a}(x+1)$
(viii) $y=\sqrt{ }\left(2 x-x^{2}\right)$,
(ix) $y=4 x /(x-1)$,
12. In each of the first nine examples of Question 11, state how many values of $y$ correspond to each value of $x$, and for what values of $x y$ is defined; also, in the inverse functions, how many values of $x$ correspond to each value of $y$; and for what values of $y x$ is defined.

## 8. Graphs.

A general survey of the relation between the variable $x$ and the function $y$ can be obtained by drawing the graph of the function. If we suppose that $x$ increases through a given range of values, and calculate the values of $y$ corresponding to different values of $x$ within this range, we shall, by plotting on squared paper the points which have these corresponding values of $x$ and $y$ as coordinates, obtain a series of points; the locus of these points is called the graph of the function. For an account of the theory of continuous number and a discussion of the question as to whether and under what circumstances a function can be represented by a continuous curve, the student is referred to more advanced treatises. The functions which occur in such applications of the calculus as it is
proposed to deal with in this book, usually have graphs which can be easily drawn and which give a general view of the variation of the function.

It will be taken for granted that the student is already familiar with as much of the theory and construction of graphs as is now generally included in text-books on elementary algebra, including the plotting of graphs of the functions $y=a x+b, y=a x^{2}+b x+c$, $x^{2}+y^{2}=a^{2}$, together with their simpler properties; and also with the graphs of the circular functions $\sin x, \cos x, \tan x, \& c$.

In many examples in the Differential and Integral Calculus it is necessary, or at least advisable, to draw roughly the graph of a function, and some more examples of a rather less elementary type will now be considered.

## 9. Examples of graphs.

The graph of any function can be obtained by simply plotting a sufficient number of points, taking $x=0, \pm 1, \pm 2, \ldots$ in turn, with intermediate values when necessary, until enough points are obtained to show all the various branches of the graph, and then drawing a curve freely through them; but in most cases a great deal of information as to the shape and limitations of the curve can be obtained by examining the equation. This should always be done first, and the fullowing examples are chosen so as to illustrate this.
(i) $y^{2}=16 x$.

Here the first fact we may notice is that, corresponding to any positive value of $x$, there are two values of $y$ which are equal in magnitude and opposite in sign (e.g. if $x=4, y$ may be either +8 or -8 ), i.e. taking any point on the axis of $x$ to the + side of the origin, we get two points of the graph by measuring equal distances upwards and downwards perpendicular to the axis of $x$; this shows that the curve is symmetrical about the axis of x .

The next fact to notice is that if $x$ be -, $y^{2}$ is - , and therefore $y$ is imaginary, i. $\theta$. no points are obtained for negative values of $x$,


Fig. 1. and therefore the curve lies entirely on the positive side of the axis of y . It clearly goes through the origin, since $y=0$ when $x=0$, and
since values of $x$, however large, always give real values for $y$, it extends to an infinite distance. Now by taking a few numerical values, e.g. $x=1,2,3, \ldots$, the graph can be drawn fairly accurately (Fig. 1).
(ii) $\frac{1}{16} x^{2}+\frac{1}{y} y^{2}=1$.

Here $\frac{1}{9} y^{2}=1-\frac{1}{16} x^{2}$ and, as in the preceding case, the curve is symmetrical about the axis of $x$, since to any value of $x$ correspond two values of $y$ equal in magnitude and opposite in sign. Similarly, to any value of $y$ correspond two values of $x$ equal in magnitude and opposite in sign, therefore the curve is symmetrical about the axis of $y$ also.

The next fact to notice is that if $x$ is numerically $>4$, $\frac{1}{9} y^{2}$ is - and therefore $y$ is imaginary; similarly, if $y$ is numerically $>3, \frac{1}{16} x^{2}$ is - and $x$ is imaginary ; therefore the curve lies entirely within the rectangle formed by the straight lines $x= \pm 4, y= \pm 3$.
[The symbol $|x|$ is used to denote the numerical value of $x$, so that $|x|<3$ means that $x$ is between -3 and +3 , and thereforo $x^{2}<9 ;|x|>4$ means that $x$ is either $>4$ or $<-4$, and therefore $x^{2}>16$.]

Taking $x=0,1,2,3,4$, and remembering that the curve is symmetrical about both axos, the graph can easily be drawn (Fig. 2).


Fig. 2.
(iii) $y=1 / x$ or $x y=1$.

The graph of this equation is not symmetrical about either axis of coordinates. In this case, for all values of $x$ a change in the sign of $x$ produces a change in the sign of $y$ without altering the numerical value of $y$; if $x$ is,$+ y$ must be + , and if $x$ is,$- y$
must be -. The graph therefore lies entirely in the 1st and 3rd quadrants; it cannot extend into the 2 nd and 4th quadrants because there $x$ and $y$ have opposite signs. [Similarly the graph of $y=-1 / x$ lies entirely in the 2nd and 4th quadrants.]

The graph is said to be symmetrical alout the origin; for if any point $(x, y)$ on it be joined to the origin and the joining line be produced to an equal distance on the other side of the origin, i.e. to the point $(-x,-y)$, this point is also on the curve ; in other words, any chord of the curve through the origin is bisected at the origin. [This property is evidently true of the graph of any odd function of $x$. ]


Fig. 8.
As $x$ gets greater and greater, $y$ gets less and less [when $x=1$, $10,100,1,000,000, y=1, \cdot 1, \cdot 01, \cdot 000001$ respectively, and so on], and can be made as small as we please by taking $x$ sufficiently large; but, however large $x$ be taken, $y$ never becomes quite equal to zero. Therefore the curve is constantly approaching the axis of $x$, but never quite reaches it, i.e. the axis of $x$ is an asymptote to the curve.

An asymptote to a curve is a tangent whose point of contact is at an infinite distance, i. e. a line which is continually approaching a curve, but yet which never quite meets it.

The equation may also be written $x=1 / y$, and therefore, by a similar argument, the axis of $y$ is also an asymptote (Fig. 8).
(iv) $y=x^{3} ; y=x^{4}$; and generally $y=x^{n}$.

These curves evidently go through the origin, and also through the point $(1,1)$, since $(0,0)$ and $(1,1)$ satisfy the equation $y=x^{n}$ whatever be the value of $n$.

In the first equation, if $x$ changes sign, $y$ changes sign also; therefore as in the preceding example (iii), the graph is symmetrical about the origin and lies in the 1st and 3rd quadrants only.

If $x$ is between 0 and $1, y$ (i.e. $x^{3}$ ) is less than $x$, and therefore the graph is nearer to the axis of $x$ than to the axis of $y$. But if $x>1$,


Fig. 4.
$y$ is greater than $x$, and the graph is nearer the axis of $y$; moreover, as soon as $x$ passes the value $1, y$ increases rapidly, and the curve rises steeply.

In the second equation, the values of $x$ corresponding to given values of $y$ always occur in pairs, equal in magnitude and opposite in sign; therefore the curve is symmetrical about the axis of $y$, and $y$, being equal to an even power of $x$, cannot be - . Therefore the curve is confined to the first two quadrants. In the first quadrant, between $x=0$ and $x=1$, the second graph is below the first, since for such values of $x, x^{4}<x^{3}$; if $x>1$, the second graph is above the first, since $x^{4}$ is then greater than $x^{3}$. The two graphs cross each other at (1, 1) (Fig. 4).

In the general case, $y=x^{n}$, if $n$ be an odd integer, the graph is similar to that of $y=x^{3}$; if $n$ be an even integer, the graph is similar to that of $y=x^{4}$. All the curves go through the origin and through the point ( 1,1 ). The greater the value of $n$, the flatter the curve is near the origin, and the steeper after passing ( 1,1 );


Fig. 5.*
i.e. the graph for any value of $n$ is below that for any smaller value of $n$ between the origin and ( 1,1 ), and above it after passing through ( 1,1 ).

If $y=x^{1 / n}$, where $n$ is a positive integer, then $x^{n}=y$, and the graphs bear the same relation to the axis of $x$ as those described above bear to the axis of $y$; i. e. the graphs of $y=x^{n}$ and $y^{n}=x$ are symmetrical about the bisector of the angles $X O Y, X^{\prime} O Y^{\prime}$ between the axes, or, as it is often expressed, one

[^0]graph is the reflexion of the other in the bisector of the angle $X O Y$. [This property is true of the graphs of all inverse functions, e.g. $y=x^{n}$ and $y=x^{1 / n}$, the two functions just mentioned; $y=\sin x$ and $y=\sin ^{-1} x ; y=a^{x}$ and $y=\log _{\star} x ; \& c$. $]$

If $y=x^{p / q}$, where $p$ and $q$ are positive integers, the graphs are obtained in a similar manner. They all go through the origin and the point (1, 1). If $p$ and $q$ be both odd, the graph lies in the 1st and 3 rd quadrants; if $p$ be odd and $q$ even (as in $y=x^{3 / 2}$, i. e. $y^{2}=x^{3}$ ), the graph, being symmetrical about the axis of $x$, is in the 1st and 4th quadrants; and if $p$ be even and $q$ odd (as in $y=x^{2 / 3}$, i.e. $y^{s}=x^{2}$ ), the graph, being symmetrical about the axis of $y$, is in the 1st and 2nd quadrants (Fig. 5). If $p^{\prime} q>1$, the graph between the origin and $(1,1)$ is below the straight lue $y=x$; if $p / q<1$, it is above the straight line $y=x$.
(v) $y=\frac{x^{2}}{1+x^{2}}$.

In this case it is evident, since $x^{2}$ is always + for real values of $x$, that $y$ is always + , and the curve is confined to the first two quadrants; next, that since $x^{2}$ is always,$+ 1+x^{2}$ must be $>x^{2}$, and therefore $y$ is always $<1$. Hence the graph lies entirely in the strip between the axis of $x$ and the parallel straight line $y=1$.


Fig. 6.
Again, the values of $x$ corresponding to assigned values of $y$ always occur in pairs equal in magnitude and opposite in sign, since the equation only contains even powers of $x$; therefore the graph is symmetrical about the axis of $y$. The curve goes through the origin, and in the neighbourhood of the origin $y$ is much less than $x$; e.g. if $x={ }^{\circ} 1, y={ }^{\circ} 01 / 1^{\circ} 01=1 / 101$; therefore near the origin the graph keeps close to the axis of $x$. As $x$ gets larger and larger, $y$ gets nearer and nearer to 1 , as is evident when the equation is written in the form $y=1 /\left(1+1 / x^{2}\right)$; the term $1 / x^{2}$ in the denominator becomes less and less as $x$ increases, and can be made as small as we please. Therefore $y$ can be made as near to 1 as we please
by increasing $x$ sufficiently; hence the line $y=1$ is an asymptote to the curve (Fig. 6).
(vi) $y=\frac{x^{2}}{1-x^{2}}$.

As in the preceding example, the curve goos through the origin, and is symmetrical about the axis of $y$. In this case we have another point to consider: are there any finite values of $x$ which make $y$ infinite? It is plain that $y$ becomes infinitely large if $x^{2}=1$, i.e. if $x=+1$ or -1 ; these lines are obviously asymptotes.


Fig. 7.
If $x$ is slightly less than $1, y$ is very large and + ; if $x$ is slightly greater than $1, y$ is numerically very large and -. Hence the curve rises from the origin to the asymptote $x=1$, and then on the other side of the asymptote reappears from the other end of it.

When $x>1, y$ is 一, and since it can be put into the form $1 /\left(1 / x^{2}-1\right)$ it approaches the value $1 /(-1)$ as $x$ increases, and can be made as nearly equal to -1 as we please, since $1 / x^{2}$ can be made as small as we please by taking $x$ large enough. Hence the line $y=-1$ is also an asymptote (Fig. 7).
(vii) $y^{2}=x^{2} \cdot \frac{3+x}{2-x}$.

This curve is symmetrical about the axis of $x$, but not about the axis of $y$. If $x>2, y^{2}$ is - and $y$ imaginary; therefore the curve
does not extend to the right-hand or positive side of $x=2$. If $x<-3$ (i. e. between -3 and $-\infty$ ), $y^{2}$ is - and $y$ imaginary ; therefore the curve does not extend to the left-hand or negative side of $x=-3$. Hence it lies entirely between $x=-3$ and $x=2$. Again, $y$ becomes infinitely large as $x$ approaches the value 2 ; therefore $x=2$ is an asymptote, and evidently no other value of $x$ except 2 can make $y$ infinite. Also $y=0$ when $x=0$ and when $x=-3$.

Hence the curve, being symmetrical about the axis of $x$, consists of a loop between $x=-3$ and the origin, and approaches the asymptote $x=2$ both upwards and downwards.

The width of the loop can be obtained roughly by plotting the points for which $x=-1,-2$. When $x=-1, y= \pm 8$ nearly; when $x=-2, y= \pm 1$; also when $x=1, y= \pm 2$ (Fig. 8).


Fig. 8.
(viii) $y=\frac{1}{2} x+1 / x$.

This curve is not symmetrical about either axis, but $y$ changes sign without changing its numerical value when $x$ changes sign, and both are + or both -. Therefore the curve is symmetrical about the origin, and lies in the 1st and 3rd quadrants only.

Next, $y$ becomes infinitely large as $x$ approaches 0 ; therefore the axis of $y$ is an asymptote as in Example (iii).

There is also another asymptote obtained as follows: as $x$ increases, $1 / x$ decreases and can be made as small as we please by taking $x$ large enough; hence the equation of the curve becomes, very nearly, $y=\frac{1}{2} x$ when $x$ is very large, i.e. the curve approaches more and more nearly to coincidence with the straight line $y=\frac{1}{2} x$ as $x$ increases indefinitely; hence $y=\frac{1}{2} x$ is an asymptote. Since
$y$ is always a little more than $\frac{1}{2} x$ (when $x$ is + ), the curve lies (in the first quadrant) above the asymptote. Therefore, being symmetrical about the origin, it consists of two branches in the two acute angles between the axis of $y$ and the straight line $y=\frac{1}{2} x$ (Fig. 9). The curve is a hyperbola whose asymptotes are not at right angles.

It will be seen later (Chapter VI) how the exact width of the loop in the preceding example, and the exact position of the points nearest to $O X$ in the present example, can be determined.


Fig. 9.
10. Questions connected with curve-drawing.

From these examples it will be seen that the following are the chief questions the student should ask himself when starting to draw the graph of a function:
(i) Is the graph symmetrical about either or both axes?
(It is symmetrical about the axis of $x$ if its equation contains only even powers of $y$; and about the axis of $y$ if its equation contains only even powers of $x$. Note that the graph of any even function of $x$ (Art. 5 ) is symmetrical about the axis of $y$.)
(ii) Is the graph symmetrical about the origin?
(It is symmetrical about the origin if a change in the sign of $x$ causes a change in the sign of $y$ without altering its numerical value. If $x$ and $y$ are both + or both - , it lies in the 1st and 3rd quadrants ; if one is + and the other -, it lies in the 2nd and 4th quadrants. Note that the graph of any odd function of $x$ is symmetrical about the origin.)
(iii) Are there any values of $x$ which make $y^{2}$ negative and therefore $y$ imaginary (or any values of $y$ which make $x$ imaginary) ?
(This often limits to a great extent the range of values of $x$ which have to be considered in the actual ploting.)
(iv) Where does the curve cut the axes?
(It cuts the axis of $x$ where $y=0$, and the axis of $y$ where $x=0$. It goes through the origin if $y=0$ when $x=0$.)
(v) What values of $x$ make $y$ infinite, and what values of $y$ make $x$ infinite?
(This gives the asymptotes parallel to the axes. If $y$ is given as an explicit function of $x$, it is often useful to solve the equation for $x$ (or $x^{2}$ ) in terms of $y$. E.g. in Example (v) solving for $x^{2}$, we get $x^{2}=y /(1-y)$; whence $x$ is imaginary if $y>1$ and infinite when $y=1$, and therefore $y=1$ is an asymptote.)
(vi) What is the value of $y$ when $x$ becomes infinitely large (or of $x$ when $y$ becomes infinitely large)?
(If $y$ tends to a constant finite value as in Examples (v) and (vi), this gives an asymptote parallel to the axis of $x$; if $y$ tends to an expression of the form $a x+b$, as in Example (viii), this gives an oblique asymptote.)
(vii) If the curve goes through the origin, then, in the neighbourhood of the origin, is $y$ very small or very large compared with $x$, or is the ratio $y / x$ finite?
(In the first case, the curve keeps close to the axis of $x$ on leaving the origin, as in Example (v) ; in the second case, it keeps close to the axis of $y$, as in $y^{3}=x^{2}$, where $y^{3} / x^{3}=1 / x$, therefore $y / x$ is very large when $x$ is very small.

Again, in $y^{2}=x^{2} /\left(1+x^{2}\right)$ we have $y^{2} / x^{2}=1 /\left(1+x^{2}\right)$; therefore near the origin $y / x$ is nearly 1 , and the direction of the curve at the origin bisects the angle between the axes.)

As will be seen later, a determination of the maximum and minimum values of the ordinate, and of the points of inflexion of a curve, by an elementary application of the principles of the calculus, is often of very great assistance in drawing the graph of a function.
[For examples see p. 23.]

## aPPENDIX TO CHAPTER I

## Conic Sections*

We have discussed in Art. 9, Ex. (i)-(iii) particular cases of the equations of the parabola, ellipse, and hyperbola. As we shall frequently have occasion to refer to these curves and their equations, a short discussion of the equations is here appended, for the benefit of the student who has done but little Analytical Geometry.

A conic section or conic may be defined as the locus of a point which moves in a plane in such a way that its distance from a fixed point in the plane (called the focus) bears a constant ratio e (called the eccentricity) to its perpendicular distance from a fixed straight line in the plane (called the directrix). If $e=1$, the conic is a parabola; if $e<1$, an ellipse; if $e>1$, a hyperbola.
(a) The parabola.

The equation of Ex. (i) is a particular case of the simplest form of the equation of a parabola.

Let $2 a$ be the distance $S X$ (Fig. 10) of the focus $S$ of a parabola from the directrix $X K$;


Fig. 10. the middle point $A$ of $S X$ is equidistant from $S$ and the directrix, and is therefore a point on tho locus.

Let $(x, y)$ be the coordinates of any point $P$ on the curve, referred to $A S$ and the perpendicular to $A S$ through $A$ as axes, and let $P K, P N$ be perpendicular to the directrix and axis of $x$ respectively.

Then
$y^{2}=P N^{2}=S P^{2}-S N^{2}=P K^{2}-S N^{2}=X N^{2}-S N^{2}=(a+x)^{2}-(a-x)^{2}=4 a x$;
i. e. $y^{2}=4 a x$ is the equation of the curve.

Geometrically, this takes the form $P N^{2}=4 A S$. AN .
If the axis of the parabola be the axis of $y$, the relation $P N^{2}=4 A S . A N$

[^1]becomes $x^{2}=4 a y, A$ being taken as the origin. If in Fig. $11 A$ be the point whose coordinates are ( $h, k$ ) and the axis of the parabola ve parallel to the axis of $y, P N=x-h, A N=y-k$, and the equation becomes $(x-h)^{2}=4 a(y-k)$,
i. e.
$$
y=\frac{1}{4 a} x^{2}-\frac{h}{2 a} x+\frac{h^{2}}{4 a}+k
$$
which is of the form $y=A x^{2}+B x+C$.
Conversely, any equation of the form $y=a x^{2}+b x+c$ may be written
\[

$$
\begin{gathered}
y=a\left(x+\frac{b}{2 a}\right)^{2}+\frac{4 a c-b^{2}}{4 a} \\
\left(x+\frac{b}{2 a}\right)^{2}=\frac{1}{a}\left(y-\frac{4 a c-b^{2}}{4 a}\right)
\end{gathered}
$$
\]



Fig. 11.
and therefore represents a parabola of latus rectum $1 / a$, whose axis is parallel to the axis of $y$, and whose vertex is the point $-b / 2 a,\left(4 a c-b^{2}\right) / 4 a$.

Also, $y$ is numerically very large when $x$ is numerically very large, and is + or - according as $a$ is + or - ; therefore the vertex of the parabola is the lowest or highest point of the curve according as $a$ is + or -.
(b) The ellipse.

The equation of Ex. (ii) is a particular case of the equation of an ellipse in its simplest form.

Let $S X$ (Fig. 12, be the perpendicular from the focus $S$ of an ellipse to the directrix; if $S X$ be divided internally at $A$ and externally at $A^{\prime}$ in the ratio e: 1 , so that $S A=e . A X$ and $S A^{\prime}=e . A^{\prime} X$ then $A$ and $A^{\prime}$ will be points
on the ellipse. Take $C$, the middle point of $A A^{\prime}$, as origin and $C X$ as axis of $x$.

Since $S A^{\prime}=e \cdot A^{\prime} X$ and $S A=e \cdot A X$, we obtain, by adding,

$$
S A^{\prime}+S A=e\left(A^{\prime} X+A X\right) ;
$$

and, by subtracting, $\quad S A^{\prime}-S A=e\left(A^{\prime} X-A X\right)$;
i. e.

$$
2 C A=e .2 C X \text { and } 2 C S=e .2 C A
$$

or denoting $C A$ by $a$,

$$
C S=a e \text { and } C X=a / e
$$

Let $(x, y)$ be the coordinates of any point $P$ on the curve; and let $P N, P K$ be drawn perpendicular to $C X$ and the directrix respectively.

Then $S N^{2}+N P^{2}=S P^{2}=e^{2} \cdot P K^{2}$ (from the definition of an ellipse)

$$
\begin{gathered}
=e^{2} \cdot N X^{2} . \\
\therefore \quad(a e-x)^{2}+y^{2}=e^{2}(a / e-x)^{2}, \\
a^{2} e^{2}-2 a c x+x^{2}+y^{2}=a^{2}-2 a e x+e^{2} x^{2}, \\
x^{2}\left(1-e^{2}\right)+y^{2}=a^{2}\left(1-e^{2}\right) ; \\
\therefore \quad \frac{x^{2}}{a^{2}}+\frac{y^{2}}{a^{2}\left(1-e^{2}\right)}=1 .
\end{gathered}
$$



Fig. 12.
Denoting $a^{1}\left(1-e^{2}\right)$ by $b^{2}$, we have the equation

$$
\frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}=1
$$

as the equation of the ellipse.
Putting $x=0$ in this equation, we have $y^{2} / b^{2}=1$ and $y= \pm b$.
$\therefore b$ is the length of the intercept which the curve makes on the axis of $y$.
Since the curve is symmetrical about the axis of $y$, there will clearly be another focus $S^{\prime}$ and another directrix $K^{\prime} X^{\prime}$, symmetrical alout $C B$ with $S$ and $K X$.
(c) The hyperbola.

The equation of Ex. (iii) is a particular case of the equation of a rectangular hyperbola in its simplest form.

If we proceed in the case of the hyperbola exactly as in the case of the ellipse, we get two points $A, A^{\prime}$ on the curve on opposite sides of $X$, since $e$ is now $>1$; the relations $C S=a e$ and $C X=a / e$ will still be true, and just as before we shall arrive (remembering that $e>1$ ) at the equation

$$
\frac{x^{2}}{a^{2}}-\frac{y^{2}}{a^{2}\left(e^{2}-1\right)}=1 .
$$

Denoting $a^{2}\left(e^{2}-1\right)$ by $b^{2}$, we have

$$
\frac{x^{2}}{a^{2}}-\frac{y^{2}}{b^{2}}=1
$$

as the equation of the hyperbola.
Putting $x=0$ in this equation, $y^{2} / b^{2}=-1$; therefore the curve does not cut the axis of $y$ in real points.
It is symmetrical about both axes as in the case of the ellipse; the equation may be written

$$
\frac{y^{2}}{b^{2}}=\frac{x^{2}}{a^{2}}-1
$$

whence, if $|x|<a, y$ is imaginary. All values of $|x|>a$ give real values


Fig. 18.
of $y$; therefore the curve consists of two branches extending from ( $\pm a, 0$ ) to infinity as in Fig. 13. Since the curve is symmetrical about the axis of $y$, the hyperbola also has another focus $S^{\prime \prime}$ and another directrix $X^{\prime} K^{\prime}$ symmetrical about this axis with $S$ and $X K$.

If $b^{2}=a^{2}$, i.e. if $e^{2}-1=1$ and $e=\sqrt{ } 2$, the hyperbola is said to be equilateral or rectangular. The preceding equation then becomes $x^{2}-y^{2}=a^{2}$.
If the axes are turned through an angle of $45^{\circ}$, this equation takes another very simple and convenient form.

Change of Axes. The effect of rotating the axes about the origin through any angle $\theta$ is obtained as follows:

Let $O X, O Y$ (Fig. 14) be the original axes, $O X^{\prime}, O Y^{\prime}$ the new axes, and let the angle $X O X^{\prime}=Y O Y^{\prime}=\theta$. If $(x, y)$ be the coordinates of $P$ referred to the original axes, and ( $x^{\prime}, y^{\prime}$ ) the coordinates of $P$ referred to the new axes, then

$$
\begin{aligned}
& x=O M=O K-H M^{\prime}=O M^{\prime} \cos \theta-M^{\prime} P \sin \theta=x^{\prime} \cos \theta-y^{\prime} \sin \theta ; \\
& y=M P=K M^{\prime}+I I P=O M^{\prime} \sin \theta+M^{\prime} P \cos \theta=x^{\prime} \sin \theta+y^{\prime} \cos \theta
\end{aligned}
$$

Taking the case of the rectangular hyperbola, in order to bring the curve from the position of Fig. 13 into the position of Fig. 3 relative to the axes, it is necessary to turn the ares through an angle of $45^{\circ}$ in the clockwise direction. Therefore, putting $\theta=-45^{\circ}$ in the preceding results, we have

$$
\cos \theta=1 / \sqrt{ } 2, \sin \theta=-1 / \sqrt{ } 2, x=\left(x^{\prime}+y^{\prime}\right) / \sqrt{ } 2, y=\left(-x^{\prime}+y^{\prime}\right) / \sqrt{ } 2
$$



Fig. 14
and the equation becomes $\frac{1}{2}\left(x^{\prime}+y^{\prime}\right)^{2}-\frac{1}{2}\left(-x^{\prime}+y^{\prime}\right)^{2}=a^{2}$, which reduces to $2 x^{\prime} y^{\prime}=a^{2}$.

Thus the equation of a rectangular hyperbola takes the form

$$
x y=\frac{1}{2} a^{2}
$$

when referred to its asymptotes as axes.
When the equation of the hyperbola is obtained in this form, the existence of its asymptotes follows at once as in the particular case on p. 9.
[Every hyperbola has a pair of asymptotes, and its equation can be obtained in a form similar to the preceding by taking the asymptotes as axes, but it is only in the case of the 'rectangular' hyperbola that the asymptotes are at right angles, and it is to this property that the name is due.]
(d) Gencral equation of the second degree.

It is proved in text-books on Analytical Geometry (e.g. A. C. Jones's Algebraical Geometry, Ch. VI) that the general equation of the second degree

$$
\begin{equation*}
a x^{2}+2 h x y+b y^{2}+2 g x+2 f y+c=0 \tag{i}
\end{equation*}
$$

always represents a conic,* and that the equation $a x^{2}+2 h x y+b y^{2}=0$ repre-

[^2]sents two straight lines through the origin parallel to the asymptotes of the conic. A conic is a parabola (including the case of two coincident straight lines), an ellipse (including the case of a circle), or a hyperbola (including the case of two intersecting straight lines) according as the asymptotes are coincident, imaginary, or real. Hence an equation of the second degree represents a parabola, ellipse, or hyperbola according as the factors of the terms of the second degree are coincident, imaginary, or real. Therefore equation (i) represents a parabola, ellipse, or hyperbola according as $h^{2}-a b$ is zero, negative, or positive.

For example, the equation

$$
y=\frac{a x+b}{c x+d}
$$

when cleared of fractions, becomes

$$
c x y-a x+d y-b=0
$$

and it follows immediately from the preceding condition that the graph is a hyperbola.

Similarly,

$$
y=\frac{a x^{2}+b x+c}{m x+n},
$$

being of the second degree, represents a conic. Therefore since it obviously has a real asymptote $x=-n / m$, it must represent a hyperbola.

Again, if the term $x y$ be absent from an equation of the second degree, the equation represents an ellipse or a hyperbola according as the coefficients of $x^{2}$ and $y^{2}$ have the same sign or different signs.
(e) Polar coordinates.

Any quantities which determine the position of a point in a plane are called cocrdinates of the point. The position of a point in a plane is fixed relative to two fixed straight lines at right angles in the plane, if the distances of the point from these two lines are given. These are the coordinates which we have used in the preceding chapter, and which are known as rectangular, or sometimes as Cartesian coordinates (from the fact that they were first introduced by Descartes). We will now consider briefly the system of coordinates which comes next in order of simplicity and importance.


Fig. 15.
If (Fig. 15) $O$ be a fixed point in a fixed straight line $O X$, the position of a point $P$ is deternined relative to $O$ and $O X$ if the length of $O P$ and the magnitude of the angle $X O P$ be given. These quantities are denoted by $r$
and $\theta$ respectively, and are called the polar coordinates of the point $P . O P$ is called the radius vector of $P$, and XOP the vectorial angle.

If the coordinates $(r, \theta)$ of a point $P$ satisfy a given equation, different positions of the point $P$ can be plotted, by assigning values to $\theta$ and calculating the corresponding values of $r$; and their locus will be a curve. The given equation is called the polar equation of the curve. If a straight line $O Y$ be drawn perpendicular to $O X$, there are very simple relations between the polar coordinates of the point $P$ and its rectangular coordinates referred to the axes $O X, O Y$. It is evident that $x=r \cos \theta, \quad y=r \sin \theta$; these equations give the rectangular coordinates in terms of the polar coordinates. Conversely the equations $r=\sqrt{ }\left(x^{2}+y^{2}\right)$, $\theta=\tan ^{-1}(y / x)$ give the polar coordinates in terms of the rectangular coordinates.

Polar equation of a circle.


Fig. 16.

The equation of a circle in polar coordinates admits of a very simple form if a point on the circumference be taken as origin, and the diameter through the point as initial line.

For, if $a$ be the radius, it follows immediately from Fig. 16 that

$$
r=O P=O A \cos \theta=2 a \cos \theta
$$

which is the polar equation of the circle.
Examples of the plotting of curves from their polar equations will be found in Chapter XVII.

## Examples II.

Draw the graphs of the following functions:

1. $y=x^{2} ; \quad y=-x^{2} ; \quad y=2+x^{2} ; \quad y=2-x^{2}$.
2. $y^{2}=x^{3} ; \quad y^{2}=\frac{1}{4} x^{3} ; \quad y^{2}=-x^{3} ; \quad y^{3}=x^{4} ; \quad y^{4}=x^{3}$.
3. $x^{2}+y^{2}=16 ; \quad x^{2}+4 y^{2}=16 ; \quad 4 x^{2}+y^{2}=16 ; \quad x^{2}-y^{2}=16$.
4. $y=1 / x^{2} ; \quad y=1 / x^{3} ; \quad y^{2}=1 / x ; \quad y^{3}=1 / x$.
5. $y=\frac{x}{1+x^{2}} ; \quad y=\frac{x}{1-x^{2}}$.
6. $y^{2}=x^{2}\left(16-x^{2}\right) ; \quad y^{2}=x^{2} /\left(16-x^{2}\right) . \quad$ 7. $y^{2}=\frac{x}{3-x} ; \quad y^{2}=\frac{x^{3}}{3-x}$.
7. $y=\frac{1}{3} x ; \quad y=\frac{1}{3} x-2 / x ; \quad y=\frac{1}{8} x-2 / x+1$.
8. $y^{2}=\frac{x^{2}(4-x)}{3+x} ; \quad y^{2}=\frac{x^{2}\left(4-x^{2}\right)}{3+x^{2}}$.
9. $y=\frac{x}{(2-x)^{2}} ; \quad y=\frac{(2-x)^{2}}{x}$.
10. $y=\frac{x^{2}+1}{x^{2}+4} ; \quad y^{2}=\frac{x^{2}+1}{x^{2}+4}$.
$13 y^{2}=4-x^{2} ; \quad y^{2}=\frac{1}{4-x^{2}}$.
11. $y=\frac{x-4}{x} ; \quad y^{2}=\frac{x-4}{x}$.
12. $y^{2}=x^{2}(5-x) ; \quad y^{2}=\frac{x^{2}}{5-x}$.
13. $y^{3}=x^{3}(8-x)(x-3) ; \quad y^{2}=x(x-3)(x-8) ; \quad y^{2}=x(x-3)^{2}$.
14. Prove that in the parabola $y^{2}=4 a x$, the length of the chord through the focus perpendicular to the axis (in any conic, this chord is called the latus rectum) is $4 a$.
15. Prove that the length of the latus rectum of an ellipse or hyperbola is $2 b^{2} / a$.
22 Prove that in an ellipse, $S P+S^{\prime} P=2 a$, and that in a hyperbola, $S P \sim S^{\prime} P=2 \alpha$.
16. Draw the graphs of $x y=12 ; \quad x^{2} y^{2}=12 ; \quad x^{2} y^{y}=a^{5} ; \quad x^{3} y^{2}=u^{6}$.
17. Draw the graphs of

$$
y=\sin x ; \quad y=2 \sin x ; \quad y=\sin \left(\frac{1}{3} \pi+x\right) ; \quad y=\sin \left(x-\frac{1}{4} \pi\right) .
$$

25. Draw the graphs of $y=2 \sin ^{2} x ; \quad y=1+\cos 2 x$.
26. Draw the graph of $y=\sin x+\cos x$. [Draw the graphs of $\sin x$ and $\cos x$ on the same diagram, and then a third graph whose ordinate at any point is the sum of the ordinates of the first two graphs at the same point.] Also of $y=\sin x-\cos x$.
27. Draw the graphs of $y=\sin x+\sin 2 x ; \quad y=\sin x+\cos 2 x$;

$$
y=\cos x+\cos 2 x ; \quad y=\cos x+\sin 2 x
$$

## CHAPTER II

## LIMITS AND CONTINUOUS FUNCTIONS

11. Mean rate of increase of a function.

A change in the value of the argument ( $x$ ) of a function will generally produce a change in the value of the function ( $y$ ). If the change in $y$ bears a constant ratio to the change in $x$, i.e. if a given change in $x$ always produces the same change in $y$, the function $y$ is said to change at a constant rate ; if not, the function changes at a variable rate. The ratio of the increment in the function to the increment in the argument is called the average or mean rate of increase of the function with respect to its argument for that particular increment. Geometrically, if $P$ and $Q$ be two points on the graph of the function, and if $P M$ be drawn perpendicular to the ordinate of $Q$ (Fig. 17), MQ/PM represents the mean rate of increase of the function for the increment $P M$ of the argument.

From an inspection of the graph of a function, we can obtain a rough idea as to how the function is changing in the neighbourhood of any given value; where it increases rapidly, where slowly, where the mean rate of increase is changing rapidly, and so on.

For instance, from the graph of $y=x^{4}$ (Fig. 4), it is evident that, in the neighbourhood of the origin, a small increase in $x$ produces a much smaller increase in $y$; that the same increase in $x$ in the neighbourhood of the point ( 1,1 ) produces a larger increase than before in $y$; and that the same increase in $x$ sometime after passing $(1,1)$ produces a very much larger increase in $y$; moreover, when $x$ is negative, the same (algebraical) increase in $x$ will produce a decrease in $y$. Hence the function $x^{4}$ increases slowly compared with $x$ in the neighbourhood of the origin, rapidly compared with $x$ after passing the value 1 ; decreases as $x$ increases when $x$ is negative; and the mean rate of increase in the neighbourhood of a point is continually changing as the point moves along the curve.

Again, from the graph of $y=\log _{10} x$, shown in Fig. 17, it is obvious at once that logarithms increase very rapidly as $x$ increases from 0 to 1 , slowly after $x$ passes the value 1 , and more and more slowly
as $x$ goes on increasing. For instance, an increase of 09 in the value of $x$ from 01 to ${ }^{\circ} 1$ produces an increase of 1 in the value of $y$ (from -2 to -1 ), whereas an increase of 9000 in the value of $x$ from 1000 to 10000 also produces only the same increase in the value


Fig. 17.
of $y$ (from 3 to 4). The smaller the value of $x$, the more rapidly is $y$ increasing with respect to $x$; the greater the value of $x$, the more slowly is $y$ increasing with respect to $x$.

The important fact to notice is that the mean rato of increase of a function for a given interval varies from value to value. It is never constant save in one case, viz. when the graph is a straight line. This may be seen as follows:


Fig. 18.
If the mean rate of increase of $y$ with respect to $x$ is constant, then in Fig. 18,

$$
N_{2} P_{2} / P_{1} N_{2}=N_{3} P_{3} / P_{1} N_{3}
$$

since these represent the average rates of increase of $y$ for the increments $M_{1} M M_{2}, M_{1} M_{3}$ of $x$; whence, from the properties of similar triangles, it follows that $P_{1}, P_{2}, P_{3}$ are collinear. Since any three points on the graph are collinear, the graph must be a straight line.

Hence $y=a x+b$ is the only function of $x$ whose mean rate of increase is constant. [The rate of increase of $y$ with respect to $x$ in this case is equal to $a$, since any increase in the value of $x$ produces an increase of $a$ times as much in the value of $y$; if $x$ is increased by $h, y$ becomes $a(x+h)+b$, i. e. $y$ increases by $a h$.]

We shall in Art. 19 explain what is meant by the 'rate of increase of a function for a particular value of its argument'.

In all other functions except the linear function $a x+b$, this rate of increase is constantly changing. For each value of $x$, there is usually a definite rate of increase of $y$ per unit increase of $x$; but as soon as the value of $x$ is altered, this rate of increase is also thereby altered. It is the object of the Differential Calculus to find an exact measure of this rate of change of a function with respect to its argument for any value of the argument, and this measure is given by what is called the differential coefficient of the function.

Before proceeding to the formal definition and the methods of evaluation of the differential coefficient of a function, it is necessary first to get clear ideas of a limit and a continuous function. These will now be considered in turn.

## 12. Limits.

Let $y$ be a function of $x$; then to every value of $x$ corresponds a value (real or imaginary) of $y$. If $x$ takes in succession a series of values which gradually approach a fixed number $a$, then it may happen that the corresponding values of $y$ gradually approach a fixed number $b$, and we may be able to make $y$ as near $b$ as we please by taking $x$ near enough to $a$. This number $b$ is then said to be the limiting value, or more briefly, the limit of $y$ as $x$ approaches $a$. The values of $y$ may behave in the same manner if $x$ takes a succession of values which increase indefinitely; in this case, $b$ is said to be the limit of $y$ when $x$ becomes infinite.

More precisely, if, as $x$ approaches a value $a, y$ approaches a value $b$ in such a way that $|y-b|$ can be made less than any assignable quantity by taking $x$ sufficiently near $a$ (and remains less for all values of $x$ which are still nearer to $a$ ), then $b$ is said to be the limiting value of $y$ as $x$ approaches the value $a$; this may be written*

$$
\operatorname{Ltt}_{x \rightarrow a} y=b .
$$

[^3]Similarly, if as $x$ increases indefinitely, $y$ approaches a value $b$ in such a way that $|y-b|$ can be made less than any assignable quantity by taking $x$ sufficiently large (and remains less for all values of $x$ which are still larger), then $b$ is said to be the limiting value of $y$ as $x$ becomes infinite; this is written

$$
\operatorname{Lt}_{\boldsymbol{x} \rightarrow \infty} y=b
$$

As a rule, in the case of simple functions, the liniting value, when it exists, is the same whether $x$ approaches $a$ from above or below, but it is possible that the limit may be different in these two cases. E.g. the limit of the principal value (Art. 102) of $\tan ^{-1}(1 / x)$ as $x \rightarrow 0$ is $+\frac{1}{2} \pi$ if $x$ approaches 0 from the positive side, and $-\frac{1}{2} \pi$ if $x$ approaches 0 from the negative side (see Fig. 29), since the angle in the first quadrant whose tangent is $1 / x$ can be made as nearly equal to $+\frac{1}{2} \pi$ as we please by taking $x$ sufficiently small and positive; and the angle in the fourth quadrant whose tangent is $1 / x$ can be made as nearly equal to $-\frac{1}{2} \pi$ as we please by taking $x$ sufficiently small and negative.
These results might be written

$$
\operatorname{Lt}_{x \rightarrow 0} \tan ^{-1}(1 / x)=-\frac{1}{2} \pi ; \quad \operatorname{Lt}_{0 \rightarrow x} \tan ^{-1}(1 / x)=+\frac{1}{2} \pi .
$$

For another (geometrical) example, see Art. 14 (1), Fig. 22.
Therefore, strictly speaking, the side from which $x$ approaches $a$ should be specified. If not, it may be taken that the limit is the same in both cases.

## 13. Examples of limits.

(1) Find $\int_{x \rightarrow 3} \frac{x^{2}-9}{x-3}$.

The value of this fraction is obtained at once by direct substitution for any value of $x$ except $x=+3$. Denoting the fraction by $y$, we have when $x=0, y=3$; when $x=1, y=4$; when $x=2, y=5$, but when $x=3$, numerator and denominator both become zero, and we get $y=0 / 0$, which is quite indeterminate [since any finite number multiplied by 0 gives 0 ]. Instead of taking $x$ equal to 3 , take a series of values for $x$ which get nearer and nearer to 3 and ultimately differ from 3 by as small a quantity as we please (i.e. in the words of the definition, let $x$ approach the value 3).

$$
\begin{aligned}
& \text { E.g. } \quad \text { if } x=2 \cdot 9, \quad y=\frac{(2 \cdot 9)^{2}-9}{2 \cdot 9-3}=2 \cdot 9+3=5 \cdot 9 ; \\
& \quad \text { if } x=2 \cdot 99, \quad y=\frac{(2 \cdot 99)^{2}-9}{2 \cdot 99-3}=2 \cdot 99+3=5 \cdot 99 ; \\
& \text { if } x=2 \cdot 999, y=\frac{(2 \cdot 99)^{2}-9}{2 \cdot 999-3}=2 \cdot 999+3=5 \cdot 999 ;
\end{aligned}
$$

and so on.

Similarly, taking values of $x$ which approach 3 from the other side, we get

$$
\begin{aligned}
& \text { if } x=3 \cdot 1, \quad y=\frac{(3 \cdot 1)^{2}-9}{3 \cdot 1-3}=3 \cdot 1+3=6 \cdot 1 ; \\
& \text { if } x=3 \cdot 01, \quad y=\frac{(3 \cdot 01)^{2}-9}{3 \cdot 01-3}=3.01+3=6.01 ; \\
& \text { if } x=3.001, y=\frac{(3 \cdot 01)^{2}-9}{3 \cdot 001-3}=3.001+3=6.001 ;
\end{aligned}
$$

and so on.
Both sets of values of $y$ are approaching the number 6, and can evidently be made to differ from 6 by as small a quantity as we please by taking $x$ sufficiently near to 3.* Hence the limit of $\left(x^{2}-9\right) /(x-3)$, as $x \rightarrow 3$ from either above or below, is 6 .

The result is obtained at once by dividing the numerator of the given fraction by the denominator; this gives $x+3$, which evidently approaches the value 6 as $x$ approaches 3 . But the student will know from algebra that the division by $x-3$ is not permissible unless $x-3$ is different from zero; it is not permissible when $x=3$, and therefore we still have no value for the fraction when $x=3$. [See further Art. 17 (5).]

The above discussion furnishes a good illustration of the way in which a fraction may tend to a finite value when its numerator and denominator both tend to zero and, although in this case the value (of the limit when $x \rightarrow 3$, not the value when $x=3$ ) might have been obtained more simply by cancelling out the non-vanishing factor $x-3$, yet there are many cases in which there is no such common factor. It will be seen that differential coefficients are limits of fractions whose numerator and denominator both $\rightarrow 0$.
(2) Recurring decimals furnish good illustrations of the meaning and nature of limits. We find, by arithmetic, the 'value' of ' i to be $\frac{1}{g}$.

Now $\cdot \dot{1}=1111 \ldots=\frac{1}{10}+\frac{1}{10^{2}}+\frac{1}{10^{3}}+\ldots$ to infinity, and what is really meant is that the sum of $n$ terms of this series, as $n \rightarrow \infty$, approaches the limit $\frac{7}{6}$.

* Generally, taking $x=3 \pm \epsilon$, we get $y=\frac{(3 \pm \epsilon)^{2}-9}{(3 \pm \epsilon)-3}=(3 \pm \epsilon)+3=6 \pm e ;$ the difference between $y$ and 6 is equal to the difference between $x$ and 3 , and therefore, in order to make $y$ differ from 6 by less than any assigned quantity, it is only necessary to make $x$ differ from 3 by less than the same assigned quantity.

The difference
between $\frac{1}{9}$ and the first term ${ }^{-1}$ is $\mathbf{1 9 0}$;

| $"$ | $"$ | sum of the first 2 terms 11 is $1 / 900 ;$ |  |  |
| :---: | :---: | :---: | :---: | :---: |
| $"$ | $"$ | $"$ | $"$ | 3 terms 111 is $1 / 9000 ;$ |
| $"$ | $"$ | $"$ | $"$ | 10 terms is $1 /\left(9 \times 10^{10}\right) ;$ |
| $"$ | $"$ | $"$ | $"$ | 100 terms is $1 /\left(9 \times 10^{100}\right) ;$ |

and so on.
The difference between $\frac{?}{y}$ and the sum of $n$ terms of the series can be made less than any quantity that may be specified, however small it may be, by taking a sufficient number of terms.
(3) Find $\int_{n \cdot \infty} t\left[\frac{1}{2}+\frac{1}{4}+\frac{1}{8}+\ldots+\frac{1}{2^{n}}\right]$.

The series in the brackets is a geometrical progression; its sum to $n$ terms is, by the ordinary formula $a\left(1-r^{n}\right) /(1-r)$, equal to $1-1 / 2^{n}$. As $n$ becomes very large, $1 / 2^{n}$ approaches the value zero, and can be made as small as we please by taking $n$ sufficiently large; hence the sum of $n$ terms of the sories can be made as near 1 as we please.

Therefore $\quad \prod_{n \rightarrow 0}\left[\frac{1}{2}+\frac{1}{4}+\frac{1}{8}+\ldots+\frac{1}{2^{n}}\right]=1$.
Geometrically, if $A B$ (Fig. 19) be a straight line of unit length, and if $A B$ be bisected in $P_{1}, P_{1} B$ in $P_{2}, P_{2} B$ in $P_{8}, P_{3} B$ in $P_{6}$ and so on,


Fig. 19.
the sum of $n$ terms of the given series is represented by

$$
A P_{1}+P_{1} I_{2}+P_{2}^{\prime} I_{3}^{\prime}+P_{3}^{\prime} P_{4}+\ldots+P_{n-1} P_{n}, \quad \text { i. e. } A P_{n}
$$

and it is obvious that, as $n$ increases, $P_{n}$ tends to coincide with $B . \quad P_{n}$ may be made as near to $B$ as we please by performing a sufficient number of bisections, but since there is always a distance between $P_{n}$ and $B$ equal to half the last segment bisected, no finite number of bisections, however great, can make $P_{n}$ coincide with $B . \quad B$ is the 'limiting position' of $P_{n}$, and $A B$ is the limit of $A \Gamma_{n}$ as $n \rightarrow \infty$, i.e. 1 is the limit of

$$
\frac{1}{2}+\frac{1}{4}+\frac{1}{y}+\ldots+\frac{1}{2^{n}} \text { as } n \rightarrow \infty
$$

It follows, from the definition of a limit, that the sum of $n$ terms of the scries can be made to differ from 1 ly less than any assignable quantity. In this case, it is quite easy to determine how many terms must be taken
in order to make the sum differ from 1 by a given small amount. If the difference is to be less than $\sigma$,

> then $1 / 2^{n}$ is to be less thau $\sigma$.
> $\therefore 2^{n}$ must be $>1 / \sigma$, i. e. $>\sigma^{-1}$.
> $\therefore$ taking $\log$ arithms, $n \log 2>-\log \sigma$, and $n>-\log \sigma / \log 2$.

If $\sigma=10^{-1000}$, this gives $n>3321 \cdot 9 \ldots$.
Therefore the sum of 3322 terms of the series will differ from 1 by a quantity less than $10^{-1000}$, and evidently any larger number of terms will have a sum still nearer to 1 .
(4) Find $\int_{x \rightarrow 2} t \frac{\sqrt{ }(3-x)-\sqrt{ }(x-1)}{6-3} x$.

If 2 be substituted for $x$ in this expression, the numerator and denominator both become zero, and we again get the meaningless expression 0/0. If the numerator of the given fraction be rationalized by multiplying numerator and denominator by $\sqrt{ }(8-x)+\sqrt{ }(x-1)$, the result is

$$
\begin{aligned}
\frac{(3-x)-(x-1)}{(6-3 x)\{\sqrt{ }(3-x)+\sqrt{ }(x-1)\}} & =\frac{2(2-x)}{3(2-x)\{\sqrt{ }(3-x)+\sqrt{ }(x-1)\}} \\
& =\frac{2}{3\{\sqrt{ }(3-x)+\sqrt{ }(x-1)\}}
\end{aligned}
$$

provided $x$ is not exactly equal to 2 [see Example (1)].
As $x$ approaches the value 2, this approaches the value $\frac{2}{3(1+1)}$,
i.e. $\frac{1}{9}$. Therefore the limit of the given expression, as $x \rightarrow 2$, is $\frac{1}{3}$, but the expression has no value when $x$ is equal to 2 exactly, or it is undefined for the value $x=2$.
(5) Limits of $x / a$ and $a^{\prime} x$ when $x \rightarrow 0$ and when $x \rightarrow \infty$.

It is evident that the value of the fraction $x / a$ diminishes with $x$, and can be made as small as we please by taking $x$ sufficiently small ; this is expressed by the statement $\operatorname{Lt}_{x \rightarrow 0} x / a=0$.*

Similarly, the value of the fraction $x / a$ can be made as large as we please by taking $x$ sufficiently large; this may be expressed as $\operatorname{Lt} x / a=\infty$.

Infinity, not being a definite value, is not a limit in the sense of the definition at the beginning of this article: strictly, $x / a$ has no 'limit' as $x \rightarrow \infty$, but $\underset{x \rightarrow \infty}{\operatorname{Lt}} x / a=\infty$ is a convenient symbolic

[^4]statement of the fact that $x / a$ can be made as large as we please by taking $x$ sufficiently great.

Similarly, we may say that Lt $x /(x-a)=\infty$.
Again, the value of the fraction $a / x$ can be made less than any assignable quantity by taking $x$ sufficiently great, and greater than any assignable quantity by taking $x$ sufficiently small. These facts are expressed symbolically as follows:

$$
\operatorname{Ltt}_{x \rightarrow \infty} a / x=0 ; \quad \operatorname{Lt}_{x \rightarrow 0} a / x=\infty .
$$

(6) Find Lt $x^{n} / n!\quad[x$ a fixed number].

$$
n \rightarrow \infty
$$

This may be written

$$
\frac{x}{1} \times \frac{x}{2} \times \frac{x}{3} \times \ldots \times \frac{x}{n} .
$$

Now, however large $x$ may be, since it is fixed, and $n$ undergoes unlimited increase, these factors continually diminish, and after a time will be very small. As soon as $n>2 x, x / n$ will be $<\frac{1}{2}$, and all the succeeding factors, since they continually diminish, will be $<\frac{1}{2}$. If $A$ be the product of all the factors up to this stage, then after $m$ more factors (each $<\frac{1}{2}$ ), the total product will be $<A / 2^{m}$. Now since $A$, although it may be a large number, is yet finite, and $1 / 2^{m}$ can be made as small as we please by increasing $m$ sufficiently, it follows that the value of this product may be made as small as we please by taking $m$, and therefore $n$, sufficiently large,

$$
\text { i.e. } \operatorname{Lt} x^{n} / n!=0 \text {. }
$$

(7) Iimiting valucs of rational algebraical fractions when $x \rightarrow 0$ and when $x \rightarrow \infty$.

First consider a fraction whose numerator and denominator are each of the second degree.

$$
\text { Let } y=\frac{a x^{2}+b x+c}{a^{\prime} x^{2}+b^{\prime} x+c^{\prime}} .
$$

It is evident that the terms which contain $x$ can be made as small as we please by taking $x$ sufficiently small; therefore the numerator and denominator approach the values $c$ and $c^{\prime}$ respectively as $x \rightarrow 0$. In fact in this case we can put $x=0$ exactly, and obtain the limit when $x \rightarrow 0$, agreeing with the actual value of the fraction when $x=0$, as $c / c^{\prime}$.

To find the limit when $x \rightarrow \infty$, we have, on dividing numerator and denominator by $x^{2}$,

$$
y=\frac{a+b / x+c / x^{2}}{a^{\prime}+b^{\prime} / x+c^{\prime} / x^{2}}
$$

The terms with $x$ or $x^{2}$ in the denominator can be made as small as we please by taking $x$ sufficiently large; therefore the numerator and denominator approach the values $a$ and $a^{\prime}$ respectively as $x \rightarrow \infty$.

Hence

$$
\operatorname{Lt}_{x \rightarrow \infty} y=a / a^{\prime} .
$$

Any such fraction can be treated in this manner. The limiting value when $x \rightarrow 0$ is obtained by substituting $x=0$ in numerator and denominator.* The limit when $x \rightarrow \infty$ is found by dividing numerator and denominator by the highest power of $x$ which occurs in the fraction. If the numerator is of lower degree than the denominator, the value of the fraction will tend to zero as $x \rightarrow \infty$; if the numerator is of higher degree than the denominator, the value of the fraction will increase indefinitely as $x \rightarrow \infty$; if numerator and denominator are of the same degree $n$, the limiting value will be $a / a^{\prime}$, where $a$ and $a^{\prime}$ are the coefficients of $x^{n}$ in numerator and denominator respectively.
(8) $\coprod_{x \rightarrow a} \frac{x^{n}-a^{n}}{x-a}$.

The investigation of this limit is divided into three cases according as $n$ is a positive integer, a positive fraction, or negative.
(i) Let $n$ be a positive integer.

Then, by ordinary division,

$$
\frac{x^{n}-a^{n}}{x-a}=x^{n-1}+x^{n-2} a+x^{n-3} a^{2}+\ldots+a^{n-1}
$$

As $x \rightarrow a$, each of these terms, and there are $n$ of them, approaches the value $a^{n-1} ; \dagger$

$$
\therefore \text { the limit }=n a^{n-1} .
$$

(ii) Let $n$ be a positive fraction $p / q$, where $p$ and $q$ are positive integers.

Put $x=y^{q}$ and $a=b^{q} ; \quad \therefore x^{p / q}=\left(y^{q}\right)^{p / q}=y^{p}$, and similarly $a^{p / q}=b^{p}$.

[^5]+ Here, and in the succeeding cases, the results of Art. 15 are assumed.

Also when $x \rightarrow a, y \rightarrow b$;

$$
\begin{aligned}
\therefore \prod_{x \rightarrow a} \mathrm{t} \frac{x^{p / q}-a^{p / q}}{x-a}=\prod_{y \rightarrow b} \frac{y^{p}-b^{p}}{y^{q}-b^{q}}= & \prod_{y \rightarrow b} \frac{\frac{y^{p}-b^{p}}{y-b}}{\frac{y-b^{q}}{y-b}}=\left(\text { by case i) } \frac{p b^{p-1}}{q^{q-1}}\right. \\
& =\frac{p}{q} b^{p-q}=\frac{p}{q}\left(b^{q}\right)^{p / q-1}=\frac{p}{q} a^{r / q-1}
\end{aligned}
$$

(iii) Let $n$ be - and oqual to $-m$, where $m$ is + .

Then $\int_{x \rightarrow a} t \frac{x^{-m}-a^{-m}}{x-a}=\int_{x \rightarrow a} \frac{\frac{1}{x^{m}}-\frac{1}{a^{m}}}{x-a}=\int_{x \rightarrow a} t \frac{\frac{a^{m}-x^{m}}{x^{m} a^{m}}}{x-a}$
$=L_{x \rightarrow a}-\frac{1}{x^{m} a^{m}} \cdot \frac{x^{m}-a^{m}}{x-a}=$ (by the preceding cases) $-\frac{1}{a^{2 m}} \cdot m a^{m-1}$

$$
=-m a \cdot m-1 .
$$

Therefore, for all rational values of $n$,

$$
\mathrm{L}_{x \rightarrow a} \frac{x^{n}-a^{n}}{x-a}=n a^{n-1} . *
$$

The importance of this limit lies in the fact that the differential coefficient of any power of $x$ can be at once deduced from it (Art.27).
(9) $+\prod_{m \rightarrow \infty}\left(1+\frac{1}{m}\right)^{m}$.

This is a limit of extreme importance, and a full discussion of it is reserved until later (Chapter X). In the meantime, we may take the particular case when $m$ is supposed to become indefinitely great through a succession of positive integral values.

Since $m$ is a positive integer, we get, on expanding by the Binomial Theorem, a series of $m+1$ terms for $(1+1 / m)^{m}$, viz.

$$
\begin{align*}
&\left(1+\frac{1}{m}\right)^{m}=1+m \cdot \frac{1}{m}+\frac{m(m-1)}{1.2} \cdot \frac{1}{m^{2}}+\frac{m(m-1)(m-2)}{1.2 \cdot 3} \cdot \frac{1}{m^{3}}+\ldots \\
&=1+1+\frac{1}{1.2}\left(1-\frac{1}{m}\right)+\frac{1}{1.2 \cdot 3}\left(1-\frac{1}{m}\right)\left(1-\frac{2}{m}\right)+\ldots \\
& \text { to } m+1 \text { terms. } \tag{i}
\end{align*}
$$

As $m$ increases, every term of this series after the first two increases, and moreover, additional terms, all of which are pusitive, are added on ; hence $(1+1 / m)^{n}$ increases as $m$ increases.

[^6]Again, the sum of this series is evidently less than the sum of the series

$$
\begin{equation*}
1+1+\frac{1}{1.2}+\frac{1}{1.2 .3}+\ldots+\frac{1}{m!} \tag{ii}
\end{equation*}
$$

since every term of the series (i) after the second is less than the corresponding term of the series (ii); and the sum of the series (ii) again is less than the sum of the series

$$
\begin{equation*}
1+1+\frac{1}{2}+\frac{1}{2 \cdot 2}+\ldots+\frac{1}{2^{m-1}}, \tag{iii}
\end{equation*}
$$

since every term of (ii) after the third is less than the corresponding term of (iii). The last series, after the first term, is a geometrical progression whose common ratio is $\frac{1}{2}$; hence its sum is equal to

$$
1+\frac{1-\left(\frac{1}{3}\right)^{m}}{1-2} \text {, i.e. } 1+2\left(1-\frac{1}{2^{n}}\right) \text {, i.e. } 3-\frac{1}{2^{m-1}}
$$

Hence

$$
\left(1+\frac{1}{n}\right)^{m}<3-\frac{1}{2^{m-1}}
$$

and therefore, a fortiori, < 3 , however great $m$ may be.
We have now shown that $(1+1 / m)^{m}$ continually increases with $m$ and yet is always less than 3 ; hence apparently we may conclude (and it can be formally proved) that $(1+1 / m)^{m}$ approaches a definite limit which is not greater than 3.

If we evaluate $(1+1 / m)^{m}$ for increasing numerical values of $m$, we obtain a better idea of the magnitude of this limit. For example,

$$
\begin{array}{lll}
\text { if } m=10, & (1+1 / m)^{m}=1 \cdot 1^{10} & =2 \cdot 5937 ; \\
\text { if } m=50, & (1+1 / m)^{m}=1 \cdot 02^{50} & =2 \cdot 6916 ; \\
\text { if } m=100, & (1+1 / m)^{m}=1 \cdot 01^{100} & =2 \cdot 7048 ; \\
\text { if } m=1000, \quad(1+1 / m)^{m}=(1 \cdot 001)^{1000} & =2 \cdot 7169 ; \\
\text { if } m=10000, \quad(1+1 / m)^{m}=(1 \cdot 0001)^{10000} & =2 \cdot 7181 ; \\
\text { if } m=100000,(1+1 / m)^{m}=(1 \cdot 00001)^{100000} & =2 \cdot 7183, & \text { and so on; } ;
\end{array}
$$

from which it appears that, as $m$ increases indefinitely, $(1+1 / m)^{m}$ approaches a limit which is a little greater than $2 \cdot 718$.

This limit is a perfectly definite but incommensurable number (i.e. its value cannot be expressed in the form $a / b$, where $a$ and $b$ are integral) which is denoted by the letter $c$. It is one of the most important numbers in mathematics, and is continually occurring in all its branches, both pure and applied. Its value to ten places of decimals is $2.7182818285 \ldots$, and it has actually been computed to more than 500 places of decimals.
(10) Examples from 'Trigonometry.
$\mathrm{L}_{\mathrm{a} \rightarrow 0} \frac{\sin x}{x}$.
This is a very important limit, since the differential coefficients of all the circular functions can be deduced from it.

Let $A O P$ (Fig. 20) be an angle of $x\left(<\frac{1}{2} \pi\right)$ radians at the centre of a circle of radius $r$; and let the tangent at $A$ cut $O P$ produced in T. Draw $P N$ perpendicular to $0 . A$.


Fig. 20.
It is obvious that
area of $\triangle A O P<$ area of sector $A O P<$ area of $\triangle A O T$,
i. e.

$$
\frac{1}{2} r . r \sin x<\frac{1}{2} r^{2} x<\frac{1}{2} r . r \tan x ;
$$

whence, dividing by $\frac{1}{2} r^{2}, \sin x<x<\tan x$,
and, dividing by $\sin x, \quad 1<\frac{x}{\sin x}<\frac{1}{\cos x}$.
Hence, inverting and therefore reversing the inequality signs,

$$
1>\frac{\sin x}{x}>\cos x .
$$

Now, as $x$ approaches the value $0, \cos x$ approaches the value 1 and can be made to differ from 1 by as small a quantity as we please by taking $x$ sufficiently small.

Therefore $(\sin x) / x$, which is between 1 and $\cos x$, also approaches the value 1 , and can be made to differ from it by as small a quantity as we please by taking $x$ sufficiently small; hence

$$
\mathrm{L}_{x \rightarrow 0} t \frac{\sin x}{x}=1
$$

It is interesting to notice how the ratio $(\sin x) / x$ approaches 1 as $x \rightarrow 0$.
For an angle of $5^{\circ}, \sin x=\cdot 0871557, x=0872665,(\sin x) / x=99873$;
$" \quad \# \quad 2^{\circ}, \sin x=0348995, x=0349066,(\sin x) / x=-99980 ;$
" $\quad, \quad 1^{\circ}, \sin x=0174524, x=00174533,(\sin x) / x=99995 ;$
" ", $30^{\prime}, \sin x=0087265, x=\cdot 0087266,(\sin x) / x=-99999+\ldots$
," " $10^{\prime}, \sin x=0029089, x=0029089$, in this case at least the first seven figures coincide.

It must be carefully noticed that it is the ratio of the sine of an angle to the circular measure of the same angle which approaches unity as the angle is indefinitely diminished. Thus $\operatorname{Lt}_{x \rightarrow 0}(\sin 2 x) / x$ is not 1 , but it is evidently the same as $2 \times \operatorname{Lt}(\sin 2 x) / 2 x$ as $x \rightarrow 0$, and the second factor of this tends to the limit 1.

$$
\begin{aligned}
& \text { Therefore } \\
& \begin{aligned}
& \text { Similarly, } \int_{x \rightarrow 0} t \frac{\sin 2 x}{x}=2 . \\
& \frac{\sin a x}{x}=\coprod_{x \rightarrow 0} t \frac{\sin a x}{a x} \times a=1 \times a=a, \\
& \int_{x \rightarrow 0} t \frac{\sin x^{\circ}}{x^{\circ}}=\coprod_{x \rightarrow 0} t \frac{\sin x^{\circ}}{\pi x / 180} \times \frac{\pi}{180}=1 \times \frac{\pi}{180}=\frac{\pi}{180}, \\
& \int_{x \rightarrow 0} t \frac{\sin a x}{\sin b x}=\coprod_{x \rightarrow 0} \frac{(\sin a x) / a x}{(\sin b x) / b x} \times \frac{a}{b}=\frac{1}{1}^{*} \times \frac{a}{b}=\frac{a}{b},
\end{aligned}
\end{aligned}
$$

and so on.
Geometrically, it follows from this limit that, when an are of a circle is indefinitely diminished, the ratio of the chord to the arc approaches the limit 1.

For the length of the arc $P A P^{\prime}$ (Fig. 20) which subtends an angle $2 x$ radians at the centre $O$ is $2 r x$; and the length of the chord of the $\operatorname{arc}=2 P N=2 r \sin x$,

$$
\therefore \frac{\text { chord }}{\operatorname{arc}}=\frac{2 r \sin x}{2 r x}=\frac{\sin x}{x} \text {. }
$$

As the arc is indefinitely diminished, $x \rightarrow 0$, and this ratio $\rightarrow 1$.
This ratio rapidly approaches its limiting value, so that for a small angle, the length of the chord is a good approximation to the length of the arc.

Two important limits involving the cosine can be deduced from the preceding limit.

We have

$$
\begin{aligned}
& (1-\cos x)(1+\cos x)=\sin ^{2} x, \\
& \therefore \quad 1-\cos x=\frac{\sin ^{2} x}{1+\cos x}
\end{aligned}
$$

[^7]\[

$$
\begin{aligned}
\therefore & \frac{1-\cos x}{x}=\frac{\sin ^{2} x}{x(1+\cos x)}=\frac{\sin x}{x} \times \frac{\sin x}{1+\cos x} \\
& \text { which } \rightarrow 1 \times \frac{0}{2}^{*}, \quad \text { i.e. } 0 \text { as } x \rightarrow 0 ;
\end{aligned}
$$
\]

and $\quad \begin{aligned} & 1-\cos x \\ & x^{2}\end{aligned}=\left(\frac{\sin x}{x}\right)^{2} \times \frac{1}{1+\cos x}$ which $\rightarrow 1^{2} \times \frac{1}{2}$, i. e. $\frac{1}{2}$ as $x \rightarrow 0$.
Hence $\quad \int_{x \rightarrow 0} t \frac{1-\cos x}{x}=0 ; \quad \prod_{x \rightarrow 0} t \frac{1-\cos x}{x^{2}}=\frac{1}{2}$.
Also $\quad \int_{x \rightarrow 0} \tan _{x} \tan _{x \rightarrow 0} \frac{\sin x}{x} \times \frac{1}{\cos x}=1 \times 1=1$.
14. Geometrical examples of limits.
(1) Tangent to a curve. Let TPT (Fig. 21) be a tangent to a circle at a point $P$, and let $Q, Q$ be points on the circle, one on either side of $P$; join $I^{\prime} Q, P Q$ ' and produce them.


Fig. 21. If the points $Q$ and $Q^{\prime}$ be supposed to move along the circle towards $P$, the angles $T P Q$, $T^{\prime} P Q^{\prime}$ will diminish, and will be very small when $Q$ and $Q^{\prime}$ are very near to $P$; they can be made as small as we please by taking $Q$ and $Q^{\prime}$ sufficiently near to $P$. Hence the tangent $T P T$ is the limiting position of the chords $P Q, Q^{\prime} P$ as $Q$ and $Q^{\prime}$ approach the limiting position $P$. This is the definition of a tangent at a point of a curve in general, viz. The tangent to a curve at a point $P$ is the limiting position of a chord $P Q$ of $a$ curve, when $Q$ approaches indefinitely near to $P$.

It will be noticed that with this definition it is possible for the tangent to a curve at a point to cross the curve at the point (see Art. 59).

If $P M, Q N$ be perpendiculars from $P$ and $Q$ to the axis of $x$, and $P K$ perpendicular to $Q N$, then $K Q / P K=\tan Q P K=$ the tangent of the angle $P L X$ which $P Q$ makes with the axis of $x$; this is called the slope of the secant PQ.

As $Q$ approaches $P, Q P$ approaches $T P$ and the angle $P L X$ approaches the limiting value $P T^{\nu} X . K Q$ and $P K$ both become indefinitely small, but

[^8]their ratio $K Q / P K$, being $\tan P L X$, tends to the limiting value $\tan P T^{\prime} X$, i.e. the slope of the tangent.

In the case of the circle, and usually in the case of any curve, the limit is the same from whichever side the point $Q$ approaches the point $P$. It is possible, however, for the limit to be different in the two cases. This is the case at a point such as $P$ shown in Fig. 22, where a curve is drawn consisting of two branches intersecting at an angle.


Fig. 22.
If $Q$ approarhes $P$ from above, the chord $Q P$ approaches the limiting position $P T$, and its slope the limiting value $\tan P T X$; if $Q^{\prime}$ approaches $P$ from below, the chord $P^{\prime} Q^{\prime}$ approaches the limiting position $P T^{\prime}$, and its slope the limiting value $\tan P^{\prime} \Gamma^{\prime} X$. In such a case the slope is said to be discontinuous at the point $P$ (Art. 17 (1)).
(2) Perimeter and area of a circle. Let a regular polygon with $n$ sides be inscribed in a circle of radius $r$, and let tangents be drawn at its angular points, forming a regular circumscribed polygon with $n$ sides. Then it is evident that the perimeter of the inscribed polygon increases, and that of the circumscribed polygon decreases as $n$ increases.

A side of either polygon subtends an angle $2 \pi / n$ radians at the centre of the circle, so that the length of a side of the inscribed polygon (Fig. 23)

$$
=2 P M=2 O P \sin M O P=2 r \sin (\pi / n),
$$

and the length of a side of the circumscribed polygon
Hence

$$
=2 R Q=2 O Q \tan Q O R=2 r \tan (\pi / n) .
$$

$$
\frac{\text { perimeter of inscribed polygon }}{\text { perimeter of circumscribed polygon }}=\frac{P Q}{R S}=\frac{2 r \sin (\pi / n)}{2 r \tan (\pi / n)}=\cos (\pi / n) .
$$

Now, as $n \rightarrow \infty, \cos (\pi / n) \rightarrow 1$, therefore the limit of the ratio of the perimeters is 1 . Hence the limit of the inscribed perimeter is the same as the limit of the circumscribed perimeter. This common limit of the $t$ wo perimeters is defined as the perimeter or circumference of the circle.

This gives an excellent illustration of the meaning of a 'limit'. We have the two series of perimeters each gradually approaching the same definite value as $n$ increases, so that either of them may be made to differ from it by as small a quantity as we please by taking $n$ large enough; but no
matter how great $n$ may be, the inscribed and circumscribed perimeters never coincide. The limit, the perimeter of the circle, separates the inscribed and circumscribed perimeters; it is greater than the perimeter of any inscribed polygon and less than the perimeter of any circumscribed


Fig. 23.
polygon, however great the number of sides may be.* The value of the limit is $2 \pi r$.

In the same way, the area of the inscribed polygon increases and the area of the circumscribed polygon decreases as $n$ increases.

The inner area

$$
=n \cdot \Delta P O Q=n P M \cdot M O=n r^{2} \sin (\pi / n) \cos (\pi / n),
$$

and the outer area

$$
\begin{gathered}
=n \cdot \triangle R O S=n R Q \cdot Q O=n r^{2} \tan (\pi / n) . \\
\therefore \frac{\text { area of inner polygon }}{\text { area of outer polygon }}=\frac{n r^{2} \sin (\pi / n) \cos (\pi / n)}{n r^{2} \tan (\pi / n)}=\cos ^{2}(\pi / n) .
\end{gathered}
$$

This approaches the limit 1 as $n \rightarrow \infty$; and therefore the limit of the area of the inscribed polygon is the same as the limit of the area of the cir-
*This is the principle of the method which was used by mathematicians for many hundreds of years up to the early part of the soventeenth century in their attempts to solve the problem of 'squaring the circle', which is equivalent to finding the value of $\pi$. They calculated the perimeters of inscribed and circumscribed polygons with large numbers of sides, and assumed the length of the circumference to be intermediate between them. In this way, Van Ceulen obtained the value of $\pi$ to $\mathbf{8 2}$ places of decimals by calculating the perimeter of a polygon with the enormous number of $2^{63}$, i.e. $4,611686,018427,887904$ sides! The perimeter of the circle is greater than the perimeter of this inscribed polygon and less than the perimeter of the corrosponding oircumscribed polygon.
cumscribed polygon. This common limit is defined to be the area of the circle. Both areas get nearer and nearer, and can be made as near as we please, to the 'area of the circle' by taking $n$ sufficiently large; but the area of the circle is greater th* the area of any inscribed polygon and less than the area of any circumscribed polygon, however great be the number of sides. It is equal to

$$
\begin{aligned}
& \prod_{n \rightarrow \infty} t^{n} r^{s} \tan (\pi / n) \\
= & \int_{n \rightarrow \infty} n r^{2} \cdot \frac{\tan (\pi / n)}{\pi / n} \cdot \frac{\pi}{n} \\
= & r^{2} \times 1 \times \pi \\
= & \pi r^{2} .
\end{aligned}
$$

It is interesting and instructive to see how the perimeters and areas approach their limits, and a few of their values are appended. The polygons are inscribed in a circle of radius $r$.


We see that the first and second columns are closing in on $2 \pi r$, i.e. $6 \cdot 2832 r$, and the last two columns on $\pi r^{2}$, i.e. $3 \cdot 1416 r^{2}$.
(3) Area and length of any curve. Let (Fig. 24) $P Q$ be an arc of a curve, and $P M, Q N$ perpendiculare from $P$ and $Q$ to the axis of $x$; let $M N$ be divided into $n$ equal parts, each of length $h$, and let the ordinates at the points of division $M_{1}, M_{2}, \ldots$, meet the curve in $P_{1}, P_{2}, \ldots$ Through each of these points draw parallels to the axis of $x$ to meet the adjacent ordinates on either side.

Then the sum of the inner rectangles $P M_{1}, P_{1} M_{2}, P_{9} M_{3}, \ldots$ increases, and the sum of the outer rectangles $P_{1} M, P_{3} M_{1}, P_{3} M_{2}, \ldots$ decreases, as $n$ increases. Moreover, the difference between the two sets of rectangles is equal to the sum of the small rectangles $P P_{1}, P_{1} P_{2}, \ldots$, and this sum is equal to the area of a rectangle $p q$ whose base is $h$, and height $N Q-M P$, as is obvious by moving them all parallel to the axis of $x$ until they are between $Q N$ and the next ordinate; i. e. the difference between the two sets of rectangles $=h(N Q-M P)$. Now this can be made as small as we please by taking $h$ sufficiently small, i.e. by making $n$ sufficiently large. Hence both sets of rectangles tend to a common limit, as $n$ increases indefinitely. This limit is defined as the area between the curve $P Q$, the axis of $x$ and the ordinates
$M P$ and $N Q$. It is greater than the sum of the inner rectangles and less than the sum of the outer rectangles, however great $n$ be taken.


Fig. 24.
In proving the limits of the two sums identical, we have supposed the ordinates to increase continually or to decrease continually throughout the arc $P Q$. If this is not the cave, the arc can be divided up into a finite number of parts, throughout each of which the ordinate either continually increases or continually decreases.

It is not essential that the parts into which $M N$ is divided should be equal. It can be shown that the


Fig. 25. limit is the same however $M N$ be divided up, provided each of the parts tends to zero, when the number of them is indefinitely increased.

Similarly, if the chords $P P_{1}$, $P_{1} P_{2}, P_{2} P_{3}, \ldots$ be drawn (Fig. 25), and if tangents be drawn to the curve at $P, P_{1}, P_{2}, \ldots Q$, intersecting at $T_{1}, T_{2}, T_{3}, \ldots$, the sum of the chords $P P_{1}, P_{1} P_{2}, P_{2} P_{3} \ldots$ and the sum of $P^{\prime} T_{1}, T_{1} T_{2}, T_{2} T_{3}, \ldots$ both tend, as $n \rightarrow \infty$, to a common limit, which is defined as the 'length of the curve' from $l$ ' to $Q$.
(4) Folume of a solid of revolution. First consider the case of a right circular cylinder. By inscribing regular polygons in the circular ends and circumscribing regular polygons about them, and joining their angular points by lines parallel to the axis, two right prisms can be obtained of which the volume of the inner increases and the volume of the outer decreases as the number $n$ of sides of the polygons is increased. Also the difference between their volumes can be made as small as we please by taking $n$ large enough. Hence they tend to the same limit as $n \rightarrow \infty$, and this limit is defined to be the 'volume' of the cylinder.

Next let the area MPQN of Fig. 24, together with the sets of rectangles,
rotate about the axis of $x$. The figure produced by the rotation of $M P Q N$, which is such that the section of it by any plane perpendicular to the axis of $x$ is a circle, is called a solid of revolution. Each rectangle traces out a thin flat cylinder of thickness $h$. The difference between the sum of the cylinders generated by the inner rectangles and the sum of the cylinders generated by the outer rectangles is equal to the volume generated by the rotation of $p q$ about the axis of $x$. This volume is

$$
\pi N Q^{2} . h-\pi M P^{2} . h, \text { i. e. } \pi h\left(N Q^{2}-M P^{2}\right),
$$

and this can be made as small as we please by taking $h$ sufficiently small, i.e. by making $n$ sufficiently great. Hence both sets of cylinders tend to a common limit as $n \rightarrow \infty$. This limit is defined as the 'volume' of the solid of revolution.

As an example, let us find in this way the volume of a right circular cone, the solid of revolution formed by the rotation of a rightangled triangle about one of the sides containing the right angle.

Taking this side as axis of $x$, and dividing it into $n$ parts each of length $h$, consider the volume of the cylinder formed by the rotation of the inner rectangle which stands upon the $(r+1)^{\text {th }}$ segment of the base.

Its height (Fig. 26)

$$
M P=O M \tan \alpha=r h \tan \alpha ;
$$



Fig. 20.
therefore its volume $\quad=\pi M P^{2} . h=\pi r^{2} h^{3} \tan ^{2} \alpha$, and the sum of all such volumes is obtained by adding together these terms for all values of $r$ from 1 to $n-1$;
i. e. sum of volumes formed by inner rectangles

$$
\begin{aligned}
& =\pi h^{3} \tan ^{2} \alpha\left\{1^{2}+2^{2}+3^{2}+\ldots+(n-1)^{2}\right\} \\
& =\pi h^{3} \tan ^{2} \alpha \cdot \frac{1}{8}(n-1) n(2 n-1) \\
& =\pi \tan ^{2} \alpha(n h)^{3} \frac{1}{8}(1-1 / n)(2-1 / n) \\
& =\pi \tan ^{2} \alpha \cdot b^{3} \cdot \frac{1}{8}(1-1 / n)(2-1 / n),
\end{aligned}
$$

if $b$ be the length $n h$ of the axis of the cone.
As $n \rightarrow \infty, 1 / n \rightarrow 0$, and this expression tends (in increasing value) to the limit

$$
\pi \tan ^{2} \alpha \cdot b^{2} \cdot \frac{1}{8} \cdot 2, \text { i. e. } \frac{1}{2} \pi b^{3} \tan ^{2} \alpha
$$

which may be written $\frac{1}{3} \pi a^{2} b$, if $a$ be the radius of the base.
Hence the volume of the cone is equal to $\frac{1}{8}$ of the area of the base $\times$ the height.

If the sum of the outer cylinders be taken, the volume, in exactly similar manner,

$$
\begin{aligned}
& =\pi h^{3} \tan ^{2} \alpha\left(1^{9}+2^{9}+3^{9}+\ldots+n^{2}\right) \\
& =\pi h^{3} \tan ^{2} \alpha \cdot \frac{1}{8} n(n+1)(2 n+1) \\
& =\pi \tan ^{2} \alpha \cdot b^{3} \cdot \frac{1}{8}(1+1 / n)(2+1 / n),
\end{aligned}
$$

which also tends (this time in decreasing value), as $n \rightarrow \infty$, to the limit $\frac{1}{8} \pi a^{2} b$.
(5) Area of surface of solid of revolution.

First consider a frustum of a right circular cone. Let similar and similarly situated polygons with $n$ sides be inscribed in the circular ends of the frustum ; then, by joining corresponding vertices (Fig. 27) $P Q, P^{\prime} Q^{\prime}, \ldots$, we get a number of trapeziums such as $P P^{\prime} Q^{\prime} Q$. As $n \rightarrow \infty$, the sum of the areas of these trapeziums tends to a limit which is defined as the area of the curved surface of the frustum.

The area of $P P^{\prime} Q^{\prime} Q$

$$
\begin{aligned}
& \left.=\frac{1}{2} \text { (sum of parallel sides) } \times \text { (perpendicular distance between them }\right) \\
& =\frac{1}{8}\left(P P^{\prime}+Q Q^{\prime}\right) M N .
\end{aligned}
$$



Fig. 27.


Fig. 28.

Therefore the sum of the areas of the trapeziums is

$$
\frac{1}{2} n\left(P P^{\prime}+Q Q^{\prime}\right) M N=\frac{1}{2} \text { (sum of perimeters of polygons) } \times M N
$$

When $n \rightarrow \infty$, the perimeters tend to the circumferences of the circles, and $M N$ tends to the limit $P Q$; therefore the area of the curved surface of the frustum is
$\frac{1}{\frac{1}{2}} P Q$ (sum of circumferences of ends) $=P Q \times$ mean circumference.
By drawing circumscribed polygons to touch the ends of the frustum at $P, P^{\prime}, \ldots, Q, Q^{\prime}, \ldots$, another set of trapeziums is obtained, the sum of whose areas tends to the same limit as $n \rightarrow \infty$.

We can now define the area of the curved surface of any solid of revolution. In Fig. 25, when $P Q$ rotates about the axis of $x$, the chords $P P_{1}, P_{1} P_{2}$, $P_{2} P_{3}, \ldots$ and also the lines $P T_{1}, T_{1} T_{2}, T_{1} T_{8}, \ldots$ describe frusta of cones. The sums of the areas of the curved surfaces of these two series of frusta tend, as $n \rightarrow \infty$, to a common limit; this limit is defined as the 'area' of the curved surface of the solid of revolution.

As an example, let us find the area of the surface of a sphere, the solid of revolution formed by the rotation of a semicircle about its bounding diameter.

Let $P Q$ (Fig. 28) be a side of a regular polygon inscribed in the semicircle (of radius $r$ ), and let $R$ be the middle point of $P Q$; draw the ordinates $P N, R L, Q M$, and join $O R$. Draw $P K$ perpendicular to $M Q$.

The area of the frustum generated by the rotation of $P Q$ is, as just proved, $P Q \times 2 \pi R L$. Now the right-angled triangles $Q P K$ and $R O L$ are similar, since the sides of one are perpendicular to the sides of the other. Therefore $P Q / P K=O R / R L$, i.e. $P Q . R L=P K . O R$. Hence the area traced out by $P Q$ is

$$
2 \pi P Q \cdot R L=2 \pi P K \cdot O R=2 \pi N M \cdot O R
$$

and the sum of the areas of the frusta is

$$
\Sigma(2 \pi N M . O R)=2 \pi O R . \Sigma(N M)
$$

since $O R$ is the same for every side of the polygon. Taking all the sides of the polygon from $A$ to $B, \Sigma(N M)=A B=2 r$, and therefore the sum of the areas of the frusta $=2 \pi O R \times 2 r$.

Now as $n \rightarrow \infty, O R \rightarrow$ the limit $r$, and therefore the area of the surface of the spuere is

$$
\text { Lt } 2 \pi O R \times 2 r=2 \pi r \times 2 r=4 \pi r^{3}
$$

## 15. General theorems on limits.

These have been tacitly assumed in the preceding examples.
(i) The limit of the algebraical sum of a finite number of quantities is equal to the algebraical sum of their limits.

For if Lt $y=b$ and Lt $z=c$, then $y=b+\alpha$ and $z=c+\beta$, where $\alpha$ and $\beta \rightarrow 0$;

$$
\therefore \quad y \pm \varepsilon=b \pm c+(\alpha \pm \beta)
$$

and since $\alpha \pm \beta \rightarrow 0, y \pm \varepsilon$ approaches the limit $b \pm c$.
Similarly for any finite number of quantities.
This theorem is not necessarily true for an infinite number of quantities, as is shown by the following example:

In the series

$$
\frac{1}{n^{2}}+\frac{2}{n^{2}}+\frac{3}{n^{2}}+\ldots+\frac{n}{n^{2}}
$$

the limit of each term as $n \rightarrow \infty$ is 0 . Therefore the sum of the limits is 0 .
But the sum of the series

$$
\frac{1}{n^{2}}(1+2+3+\ldots+n)=\frac{1}{n^{2}} \cdot \frac{n(n+1)}{2}=\frac{1}{2}\left(1+\frac{1}{n}\right),
$$

and the limit of this, as $n \rightarrow \infty$, is $\frac{1}{2}$.
Hence the limit of the sum of an infinite series is not always equal to the sum of the limitu of the separute terms.
(ii) The limit of the product of a finite number of quantities is equal to the product of their limits.

In this case

$$
y z=(b+\alpha)(c+\beta)
$$

$$
\therefore y z-l c=\alpha c+\beta b+\alpha \beta .
$$

When $\alpha$ and $\beta \rightarrow 0$, the right-hand side of the equation $\rightarrow 0$. therefore $y z$ approaches the limit $b c$, and similarly for any finite number of factors.
(iii) The limit of the quotient of two quantitics is equal to the quotient of their limits, provided the limit of the denominator is not sero.

For

$$
\frac{y}{z}-\frac{b}{c}=\frac{b+\alpha}{c+\beta}-\frac{b}{c}=\frac{c \alpha-b \beta}{c(c+\beta)},
$$

and here, again, the expression on the right-hand side $\rightarrow 0$ when $\alpha$ and $\beta \rightarrow 0$, provided c is not zero.

$$
\therefore y / z \text { tends to the limit } b / c \text {. }
$$

## Examples III.

Find the limiting values of the following:

1. $\frac{x^{2}-4}{x-2}$ when $x \rightarrow 2$ [as in Art. 13 (1)];
2. $\frac{x^{3}-1}{x-1}$ when $x \rightarrow 1$;
3. $\frac{x^{3}-8}{x^{2}-4}$ when $x \rightarrow 2$;
4. ${ }_{3}^{1}+\frac{1}{9}+\ldots+{ }_{3}{ }^{n}$ when $n \rightarrow \infty$;
5. $\cdot 3+\cdot 03+\cdot 003+\ldots$ to $n$ terms when $n \rightarrow \infty$.

Find the limits of the following, when $x \rightarrow 0$ and when $x \rightarrow \infty$ :
6. $\frac{a x+b}{c x+d}$;
7. $\frac{3 x^{2}-5 x+2}{5 x^{2}+7 x+6}$;
8. $\frac{x^{2}-a x+b}{p x+q}$;
8. $\frac{x^{2}+a^{2}}{x^{3}+b^{3}}$;
10. $\frac{x^{2}(3 x-2)}{(x-1)^{2}(4-x)}$;
11. $\frac{(2 x-1)^{8}}{x(x+3)^{2}}$;
12. $\frac{a x^{n}}{(a x+b)^{n+1}}$ ( $n$ positive).

Find the limits of

15. $\frac{\sqrt{ }(3 a-x)-\sqrt{ }(x+a)}{4 x-4 a}$ when $x \rightarrow a$;
10. $\frac{x^{7}-1}{x-1}$ and $\frac{\sqrt[n]{x}-1}{x-1}$ when $x \rightarrow 1$;
17. $\frac{x^{10}-a^{10}}{x-a}, \frac{\sqrt{ } x-\sqrt{ } a}{x-a}$, and $\frac{x^{10}-a^{10}}{x^{7}-a^{7}}$ when $x \rightarrow a$;
18. $\frac{\sqrt{ } x-\sqrt{ } a}{\sqrt[3]{x-\sqrt[3]{a}}}$ when $x \rightarrow a$;
19. $\sqrt{ }(1+x)-\sqrt{ } x$ when $x \rightarrow \infty$;
20. $\sqrt{ }\left(x^{2}+a x+b\right)-x$ when $x \rightarrow \infty$;
21. $\frac{1+2+3+\ldots+n}{(n-1)^{2}}$ when $n \rightarrow \infty$;

[^9]22. $\frac{1-\cos 2 x}{x}$ when $x \rightarrow 0$;
23. $\frac{1-\cos 2 x}{x^{2}}$ when $x \rightarrow 0$;
24. $\frac{\sin _{9}^{p} \theta}{\theta}$ when $\theta \rightarrow 0$;

25. $\begin{gathered}\sin p \theta \\ \sin q \theta\end{gathered}$ when $\theta \rightarrow 0$;
26. $\frac{\tan m \theta}{\theta}$ when $\theta \rightarrow 0$;
27. $\frac{1-\cos p \theta}{\theta^{2}}$ when $\theta \rightarrow 0 ; \frac{\cos a \theta-\cos b \theta}{\theta^{2}}$ when $\theta \rightarrow 0$.
28. Taking a circle as the limit of (i) an inscribed, (ii) a circumscribed regular polygon of $n$ sides, when $n \rightarrow \infty$, prove that its area is $\pi r^{2}$.
29. Find, by Art. 14, the area of the curved surface of a right circular cone.
30. Find the area of the curved surface and the volume of a right circular cylinder.
31. Find the volume of a sphere by the method of Art. 14 (4).
32. Find $\frac{1-\cos m \theta}{1-\cos n} \frac{\theta}{\theta}$ as $\theta \rightarrow 0$.
33. Find Lt $(\sec \theta-\tan \theta)$ as $\theta \rightarrow \frac{1}{2} \pi$.
34. Find $\frac{\frac{\sin m \theta}{\tan n \theta}}{\tan } \theta \rightarrow 0$.
35. Find, by the method of Art. 14 (4), the volume formed by rotation about the axis of $x$ of the area between the parabola $y^{2}=4 a x$, the axis of $x$ and the latus-rectum.
36. Find $\operatorname{Lt}_{n \rightarrow \infty} \frac{1^{2}+2^{2}+3^{2}+\ldots+n^{2}}{n^{2}}$.
[See Art. 14 (4) for the sum of the series in the numerator.]
37. Find $\underset{n \rightarrow \infty}{\operatorname{Lt}}\left[1+2 x+3 x^{2}+\ldots n\right.$ terms $]$ when $|x|<1$.

## 16. Continuous functions.

Let $y$ be a function of $x$; then a change in the value of $x$ will produce a change in the value of $y$. The change in $y$ due to a given increase in $x$ may be positive, i. $\theta$. it may be an increase, as in the functions $y=x^{3}, y=2^{x}$; it may be negative, i.e. a decrease, as in the functions $y=(1-x)^{3}, y=10^{-x}$; it may be large, as in the function $y=x^{10}$ when $x$ is large ; it may be small, as in the function $y=\log x$ when $x$ is large. But in all such cases it usually happens that, when the change in $x \rightarrow 0$ as a limit, the change in $y$ also $\rightarrow 0$ as a limit, and when this is the case, the function $y$ is said to be continuous.

A more precise definition is as follows:-Let $y=f(x)$ be a function of $x$; when $x$ is changed to $x+h, y$ becomes $f(x+h)$, i. $\theta$. an increase of $h$ in the value of $x$ produces an increase of $f(x+h)-f(x)$ in the value of $y$. Now let $\sigma$ be any arbitrarily selected positive small quantity; if, for a particular value of $x$, it is possible, however small $\sigma$ be taken, to find a positive quantity $\epsilon$ such that the increase
in $y$ is numerically $<\sigma$ for all values of $|h|$ which are $<\epsilon$, then the function $f(x)$ is said to be continuous for that value of $x$. If this property holds for all values of $x$ between $a$ and $b$, the function $f(x)$ is said to be continuous from $x=a$ to $x=b$.

It is not easy to grasp at once what is involved in this definition; we will illustrate it by some examples.
(i) $y=x^{2}$.

If $x$ becomes $x+h, y$ becomes $(x+h)^{2}$, i.e. $x^{2}+2 h x+h^{2}$; therefore the increase in $y=2 h x+l^{2}$.

Now $2 h x+h^{2}<\sigma$ if (adding $x^{2}$ to both) $(h+x)^{2}<\sigma+x^{2}$,
i. .

$$
\text { if } h+x<+\sqrt{ }\left(\sigma+x^{2}\right) \text {, }
$$

i. .
if $h<\sqrt{ }\left(\sigma+x^{2}\right)-x$.
This is + , since $\sigma$ is + and therefore $\sqrt{ }\left(\sigma+x^{2}\right)>\sigma$, and is the ' $\epsilon$ ' of the definition. Any value of $h$ smaller than this number makes the increase in $y<\sigma$, however small $\sigma$ be taken and whatever be the value of $x$.

Hence the function $y=x^{2}$ is continuous for all values of $x$.
(ii) $y=(x-3) / x$.

In this case, if $x$ becomes $x+h, y$ becomes $\frac{x+h-3}{x+h}$.
$\therefore$ the increase in $y=\frac{x+h-3}{x+h}-\frac{x-3}{x}=\frac{3 h}{x(x+h)}$.
This will be $<\sigma$ if $\frac{3 h}{x^{2}+x h}<\sigma$, in numerical value,
i.e.
i.e.

$$
\text { if } 3 h<\sigma x^{2}+\sigma x h,
$$

$$
\text { if } h<\frac{\sigma x^{2}}{3-\sigma x} \text {. }
$$

Now, however small $\sigma$ is, $h$ can always be taken smaller than this expression, except in the one case $\mathbf{x}=0$; the number on the right-hand side is then equal to zero, and no positive value for $h$ can be found. Therefore the given function is continuous for all values of $x$, except $x=0$; it is discontinuous when $x=0$.

Similarly, any function of $x$ is discontinuous for a value of $x$ which makes it infinite.
(iii) $y=\tan x$.

If $x$ becomes $x+h$, the increase in $\tan x$

$$
\begin{aligned}
& =\tan (x+h)-\tan x \\
& =\frac{\tan x+\tan h}{1-\tan x \tan h}-\tan x \\
& =\frac{\tan h\left(1+\tan ^{2} x\right)}{1-\tan x \tan h} \\
& =\frac{\tan h \sec ^{2} x}{1-\tan x \tan h} \\
& =\frac{\tan h}{\cos ^{2} x-\sin x \cos x \tan h} .
\end{aligned}
$$

This will be $<\sigma$ if $\tan h<\sigma\left(\cos ^{2} x-\sin x \cos x \tan h\right)$,
i.e. if $\tan h<\frac{\sigma \cos ^{2} x}{1+\sigma \sin x \cos x}$ in numerical value,
and $h$ can always be chosen so as to satisfy this condition except when $\cos \mathrm{x}=0$, i.e. except when $x$ is an odd multiple of $\frac{1}{2} \pi$.

Therefore $\tan x$ is a continuous function of $x$, except when

$$
x= \pm \frac{1}{2} \pi, \pm \frac{8}{2} \pi, \pm \frac{5}{2} \pi, \ldots .
$$

This gives us an example of a function which is discontinuous at an infinite number of isolated points; it is continuous throughout the ranges $-\frac{1}{2} \pi$ to $+\frac{1}{2} \pi, \frac{1}{2} \pi$ to $\frac{3}{2} \pi$, and so on, but not throughout the range 0 to $\pi$, or any range which includes one or more of the points mentioned above.

## 17. Properties of a continuous function.

(1) If $y$ be a continuous function of $x$, an indefinitely small change in the value of $x$ produces only an indefinitely small change in the value of $y$.

This is involved in the definition above, since $\sigma$ is to be arbitrarily small, and this statement is sometimes given as a definition of a continuous function.

Examples of discontinuitics. (i) $y=1 / x$ [sce Fig. 3].
In this case, if $x=-\alpha, y=-1 / \alpha$, and if $x=+\alpha, y=+1 / \alpha$;
Therefore an increase of $2 \alpha$ in the value of $x$ (from $-\alpha$ to $+\alpha$ ) produces an increase of $2 / \alpha$ in the value of $y$. If $\alpha$ be indefinitely small, $1 / \alpha$ is indefinitely large; therefore an indefinitely small change in the value of $x$ as it passes through the origin produces an indefinitely large change in the value of $y$. Hence the function $1 / x$ is discontinuous when $x=0$. It is continuous throughout any range which does not include the origin, for if $x$ increases to $x+h, y$ changes from $1 / x$ to $1 /(x+h)$, i.e. $y$ increases by

$$
\frac{1}{x+h}-\frac{1}{x}, \text { i.e. } \frac{-h}{x(x+h)},
$$

and this $\rightarrow 0$ as $h \rightarrow 0$, provided $x$ is not zero [cf. Art. 16 (ii)].
(ii) $y=\tan x$.

If $x$ is very slightly $<\frac{1}{2} \pi, \tan x$ is very large and positive; if $x$ is very slightly $>\frac{1}{2} \pi, \tan x$ is very large and negative. Therefore a very small increase in $x$ from one side of $\frac{1}{2} \pi$ to the other produces a very large increase in $\tan x$; the function $\tan x$ is discontinuous when $x=\frac{1}{2} \pi$; and similarly when $x$ is equal to any odd multiple of $\frac{1}{2} \pi$. Tan $x$ has an infinite number of discontinuities, isolated values occurring at intervals of $\pi$ [cf. Art. 16 (iii)].
(iii) $y=$ the principal value of $\tan ^{-1}(1 / x)$, i.e. the angle between $-\frac{1}{2} \pi$ and $+\frac{1}{2} \pi$ whose tangent is $1 / x$.

As $x$ increases from $-\infty$ to $0,1 / x$ decreases from 0 to $-\infty$, and $\tan ^{-1}(1 / x)$ decreases from 0 to $-\frac{1}{2} \pi$; and as $x$ increases from 0 to $+\infty, 1 / x$ decreases from $+\infty$ to 0 and $\tan ^{-1}(1 / x)$ decreases from $+\frac{1}{8} \pi$ to 0 .

When $x$ passes through the value $0, y$ takes a sudden jump from $-\frac{1}{2} \pi$ to $+\frac{1}{2} \pi$ without passing through the intermediate values: an indefinitely small increase in the value of $x$ on passing through the origin produces a finite increase $\pi$ in the value of $y$. The function is discontinuous when $x=0$ (Fig. 29).


Fig. 29.
A similar kind of discontinuity has already been mentioned in Ait. 14, Ex. 1, where, at the point $P$, the gradient undergoes an abrupt change from $\tan P T^{\prime} X$ to $\tan P T X$ in passing through the point $P$ (Fig. 22).
(iv) An example from Mechanics:--Consider the motion of two unequal masses connected by an inextensible string passing over a smooth pulley and hanging vertically. The larger mass $M$ will descend with constant acceleration. Now suppose that at a certain instant the ascending mass suddenly picks up another mass, equal to the descending mass, say. At this instant its velocity will suddenly be diminished, and afterwards $M$ will continue to descend for some time with constant retardation, come to rest, and then begin to ascend again.

If we draw the velocity-time graph of the motion of $M$ (Fig. 30), the


Fig. 30.
straight line $O P$ corresponds to the first stage of the motion when the velocity is increasing; there will be a discontinuity at $A$ corresponding to the instant when the additional mass is picked up (and the velocity suddenly reduced
from $A P$ to $A Q$ ), and the straight line $Q R S$ corresponds to the second stage of the motion when the velocity is decreasing; $Q R$ belonging to the interval during which $M$ continues to descend, $R$ to the instant when it is momentarily at rest, and $R S$ to the time when it is ascending again (and therefore the sign of its velocity is reversed).
(v) Again, if we represent graphically the relation between the weight $x$ in lbs. of a parcel and the cost $y$ in pence of sending it by Parcel Post [ $3 d$. for any weight up to 1 lb ., $4 d$. for any weight between 1 and 2 lb ., $5 d$. for $2-3 \mathrm{lb}$., $6 d$. for 3-5 lb ., $7 d$. for $5-7 \mathrm{lb}$., and $1 d$. for every additional lb . or fraction of a lb. up to 11 lb .], as $x$ increases from 0 to $1, y$ remains constant and equal to 3 ; as $x$ increases through the value $1, y$ takes a sudden jump from 3 to 4 and remains equal to 4 until $x$ reaches $2 ; y$ then takes another sudden jump from 4 to 5 and remains equal to 5 until $x$ reaches 3 , and so on. The graph consists of 9 straight portions parallel to the axis of $x$, of which the $4^{\text {th }}$ and $5^{\text {th }}$ are of length 2 units and all the others of length 1 unit, and it is discontinuous when $x=1,2,3,5,7,8,9,10$ (Fig. 31).


Fig. 31.
(2) The graph of a continuous function is a continuous curve without any breaks in it.

Compare the graphs in the preceding examples with those of functions which are everywhere continuous, e. g. $\sin x, x^{3}, x^{2} /\left(1+x^{2}\right)$ (Figs. 4, 6).
(3) In passing from any one value to any other value within a range throughout which it is continuous, a function must pass at least once through every intermediate value.

Let c (Fig. 32) be a value intermediate between two values $a$ and $b$ represented by the ordinates $A M, B N$. Draw the graph of the function, and the line $y=c$; then graphically it is obvious that a continuous curve cannot be drawn from $A$ to $B$ without crossing
the line $y=c$ at least once. It may of course cross it any odd number of times.


Fig. 32.
(4) A very important particular case of the preceding is that a continuous function cannot change sign without passing through the value zero; i.e. graphically, a continuous curve, in passing from one side of the axis of $x$ to the other side, must cut that axis at some intermediate point.

This is obviously not necessarily true for a discontinuous function; e. g. sec $x$, in changing from +1 (when $x=0$ ) to -1 (when $x=\pi$ ) does not pass through the value 0 ; it has a discontinuity (when $x=\frac{1}{2} \pi$ ) between these points. Similarly, $1 / x$, in changing sign, does not vanish ; it is discontinuous at the origin [(1) (i)].

This theorem is very useful in dealing with algebraical equations. It will be seen [(6) beluw] that the expression

$$
\left.a x^{n}+b x^{n-1}+\ldots+k \text { [where } n \text { is a positive integer }\right]
$$

is continuous; therefore, if such an expression be positive when $x=\alpha$ and negative when $x=\beta$, it must be equal to zero for sume intermediate value of $x$. Hence the equation

$$
a x^{n}+b x^{n-1}+\ldots+k=0
$$

will have at least one root (it must have an odd number) between two values of $x$ which make the left-hand side take opposite signs. For instance, in the equation

$$
x^{3}-3 x^{2}+4 x-10=0,
$$

$x=2$ makes the left-hand side equal to -6 , and $x=3$ makes it equal to +2 ; therefore the equation has at least one root between 2 and 3.
(5) If $\mathrm{f}(\mathrm{x})$ be continuous when $\mathrm{x}=\mathrm{a}$, then its value when $\mathrm{x}=\mathrm{a}$ is equal to the value of $\operatorname{Lt} \mathrm{f}(\mathrm{x})$ as $\mathrm{x} \rightarrow \mathrm{a}$ from either side,
i.e.

$$
\operatorname{Lt}_{x \rightarrow a} f(x)=f(a) .
$$

This may be, and often is, taken as the definition of continuity, i.e. a function $f(x)$ is said to be continuous when $x=a$, if Lt $f(x)=$ the definite number $f(a)$. It is not true if $f(a)=\infty$ ${ }_{a} \cdot{ }_{a} \cdot a$
and $\operatorname{Lt}_{x \rightarrow a} f(x)=\infty$, for infinity is not a definite value. This latter statement simply means that the value of $f(x)$ can be made larger than any assignable value by taking $x$ sufficiently near $a$, not that it gets nearer and nearer to a certain definite value.

It is not true in such cases as (1) (iii) and (iv); here the function tends to a different limit as $x$ approaches $a$ from the one side or the other, and whatever value he assigned to the function when $x=a$, it cannot be equal to both these limits.

Returning to the example of Art. 13 (1), it was found that the limit of $\left(x^{2}-9\right) /(x-3)$, as $x \rightarrow 3$, is 6 whether $x$ approach the value 3 from above or below; when $x=3$, the value of the function is at present undefined (since the zero factor $x-3$ cannot then be cancelled out), and can be assigned at will. If the value 6 be assigned to the function when $x=3$, then the function will be continuous when $x=3$, since the value will then coincide with the limits on either side. If any other value than 6 were assigned, the function would be discontinuous.

If we draw the graph of $y=\left(x^{2}-9\right) /(x-3)$, we see that it consists of two straight lines, since either $x$ is equal to 3 and then $y$ is indeterminate, or $x$ is not equal to 3 and then $y=x+3$. In the first case, $x=3$ is the equation of a straight line parallel to the axis of $y$; in the second case, $y=x+3$ is the equation of a straight line equally inclined to the axes. The graph therefore consists of these two straight lines (Fig. 33). For any value of $x$ other than 3 , we get a single point on the graph, giving one definite value of the function for that particular value of $x$; but when $x=3$, we have an unlimited number of points since the whole of the line $x=3$ constitutes part of the graph, and


Fig. 83. therefore $y$ is quite indeterminate.

If the value 6 be assigned to the function when $x=3$, we are selecting the point on the line $x=3$ where it is cut by the other line $y=x+8$, but this is quite an arbitrary selection.

Similarly. $\int_{x \rightarrow 0} \sin ^{\sin x}=1$, whether $x$ approach zero from the positive or the negative side. The function is undefined for the value $x=0$. If the value 1 be assigned to the function when $x-0,(\sin x) / x$ will be continuous when $x=0$, since the value then coincides with the limits on either side.
(6) It can be proved, by a mothod similar to that of Art. 15, that
(i) The algebraical sum and the product of any finite number of continuous functions are themselves continuous.
(ii) The quotient of two continuous functions is continuous except for values of the variable which make the denominator zero.

The functions which are met with in elementary applications of the calculus are usually either continuous for all values of $x$, or have discontinuities only at a number of isolated points, e. g. $\tan x$, $x /\left(x^{2}-4\right)$; and such functions are of course continuous throughout any range which does not include a point of discontinuity. For instance, the function $x /\left(x^{2}-4\right)$ is continuous between $x=-\infty$ and $x=-2$, between $x=-2$ and $x=+2$, and between $x=+2$ and $x=+\infty$; it is discontinuous for two values of $x$ only, when $x=-2$ and when $x=+2$, both of which values make the function infinite.

## Examples IV.

1. Prove, from the definition, that the following functions are everywhere continuous:

$$
a+b x ; \quad 2+x-x^{2} ; \quad \cos x ; \quad 1 /\left(1+x^{2}\right) ; \sin ^{2} x
$$

2. Deduce, from Art. 17 (6) that the following functions are continuous: $x^{3} ; x^{4} ; a x^{n}+b x^{\prime-1}+\ldots+k[n$ a positive integer $] ; x /\left(x^{2}+1\right) ; \sin ^{3} x ;$ $\sin x /(4+\cos x) ; \sin ^{m} x \cos ^{n} x$ [ $m$ and $n$ positive integers].
3. Where are the following functions discontinuous?
$\frac{x^{2}}{2 x-3} ; \frac{x}{(x+1)^{9}} ; \cot x ; \sec x ; \operatorname{cosec} 2 x ; \frac{1}{x^{4}-13 x^{2}+36} ; \frac{1+\sin ^{3} x}{\cos x} ;$ $\tan 3 x ; \frac{2+\sin x}{1+\cos x} ;$ the principal value of $\cot ^{-1} x$.
4. What value must be assigned to the function $\left(x^{3}+27\right) /(x+3)$ when $x=-3$ in order that it may be everywhere continuous?
5. Prove that the equation $x^{8}+8 x^{2}-5 x-3=0$ has a root between 0 and 1.
6. Show that the equation $x^{5}-7 x^{4}+9 x^{2}-1=0$ has one root between 0 and 1 , and another between -1 and 0 .
7. Prove that the equation $24 x^{4}-68 x^{3}-26 x^{2}+153 x-63=0$ has roots between -2 and $-1,0$ and 1,1 and 2,2 and 3 .
8. Prove that $(x-a) /(\sqrt{ } x-\sqrt{ } a)^{2}$ is discontinuous when $x=a$.
9. Prove that $2^{1 / x}$ is discontinuous when $x=0$; draw its graph.
10. Show that the principal value of $\tan ^{-1}\{1 /(x+1)\}$ is discontinuous when $x=-1$; draw its graph.

## CHAPTER III

## DIFFERENTIATION OF SIMPLE ALGEBRAICAL FUNCTIONS

## 18. Rate of Increase of a Function.

We now proceed to consider how to find the rate of increase, with respect to $x$, of a given function of $x$. As already pointed out (Art. 11), this rate of increase is constant only for the linear function $a x+b$; for all other functions, it varies from value to value of the function.

In the first place, instead of considering a number of disconnected values of $y$ corresponding to disconnected values of $x$, as we do in actually plotting a graph from its equation, we imagine $x$ to be growing or increasing continuously just as, measuring from a particular instant, time goes on, or as, starting from a particular position, a train travels onward, so that, in changing from one value to another, $x$ passes through all the intermediate values, just as the train in passing from one point to another passes all intermediate points. As $x$ changes thus, the function $y$ will generally change in a similar manner, sometimes increasing, sometimes decreasing, sometimes changing rapidly, sometimes slowly, sometimes for an instant stationary (Art. 54), but occasionally, at a point of discontinuity, taking a sudden jump from one value to another (Art. 17).

A given increase in the value of $x$ from $a$ to $b$ produces an increase in the value of the function $y$; and it is obvious that the resulting increase in the value of $y$ depends not solely upon the increase in $x$, but also upon the actual value of $x$ before the increase (Art. 11). The ratio of the increase in the function to the increase in $x$ gives the average rate of increase of the function per unit increase of $x$ throughout this particular interval $a$ to $b$; but the average rate of increase throughout a finite interval will probably be quite different from the rate of increase at, say, the commencement of the interval, just as the average velocity of a train during any interval of time may be quite different from its actual velocity at the commencement of the interval.

Consider further the analogy with the motion of a train. The value of the function for any particular value of $x$ corresponds to the distance of the train from some fixed point of the line (which distance is a function of the time) at any particular instant; the rate of increase of the function with respect to $x$ corresponds to the rate of increase of this distance with respect to the time, i.e. to the velocity of the train. This velocity may be constant for a time, but probably it will not be constant for a very long time; it may be large or small, increasing or decreasing rapidly or slowly; and so with the function (except that its rate of change is never constant for a finite range of values of $x$, unless it is linear, and then it is always constant).

In the case of the train, if we take any interval of time and divide the distance therein travelled by the length of the interval, we get the 'average velocity' during that interval. This average velocity may be quite different from the velocity at the commencement of the interval, but the distance of the train from the fixed point will be a continuous function of the time, so that a very small increase in the time will produce only a very small alteration in the distance, and if the length of the interval $\rightarrow 0$, this average velocity will approach some fixed limiting value. This limit is defined as the velocity at the commencement of the interval.

This is what is meant when it is stated that the velocity of a train is, at a particular instant, 30 miles per hour (which is 44 feet per second); it does not mean that in the next minute it will go half a mile, because even in a minute there is time for the velocity to change appreciably; but in a second the distance that the train goes will be nearly 44 feet, and in $y_{0}^{1}$ of a second the distance will be still more nearly 4.4 feet, and so on, because in a second the velocity will change very little, and in ${ }_{1} \frac{1}{0}$ of a second still less.

Again, if the train travels 30 miles between 5 o'clock and 6 o'clock, the average velocity during that hour is 30 miles per hour, but this gives us no information as to the velocity at 5 o'clock. If the distance travelled between 5 o'clock and 5.10 be divided by $\frac{1}{6}$ hour, we get the average velocity between 5 and 5.10 ; if the distance travelled between 5 o'clock and 1 minute past be divided by $\frac{1}{60}$ hour, we get a result nearer to the velocity at 5 o'clock, and if we could measure the distance travelled between 5 o'clock and 1 second past 5 , this, divided by зढто hour, would be nearer still. This series of average velocities through diminishing intervals of time, all commencing at 5 o'clock, tends to a limiting value, and this limiting value is 'the velocity at 5 o'clock'.

We proceed in exactly the same manner with any function of $x$. We find the average rate of increase of the function with respect to $x$ for a given increase in $x$; and then we find the limit to which this average rate of increase tends when the increase in $x \rightarrow 0$, i.e. the actual rate of increase for any value of x is the limit of the average rate of increase throughout a range commencing at that value, when the range is indefinitely diminished. As the range decreases, we get values for the average rate of increase which approach nearer and nearer to the actual rate of increase at the beginning of the range, and (from the definition of a limit) we can get as near as we please to this actual rate of increase by taking the range sufficiently small. This limit is called the differential coefficient of the function with respect to $x$. In the illustration above, the velocity of the train is the differential coefficient, with respect to the time, of its distance from some fixed point of the railway line.

## 19. The function $y=x^{2}$.

Let us consider in detail the very simple function $y=x^{2}$.
If $x=10, y=100$; if $x$ becomes $11, y$ becomes $1 \cong 1$. If $x$ becomes $10^{\circ} 1, y$ becomes $102^{\circ} 01$; if $x$ becomes $10^{\circ} 01, y$ becomes $100^{\circ} 2001$.

In the first case, the average rate of increase of $y$ per unit increase of $x=21 / 1=21$; in the second case, it is $2 \cdot 01 /{ }^{\circ} 1$, i.e. $20^{\circ} 1$; in the third case, it is ${ }^{\circ} 2001 / 001=20^{\circ} 01$. These numbers $21,20^{\circ} 1$, $20^{\circ} 01, \ldots$ tend to the limit 20.

Generally, if $x$ becomes $10+h, y$ becomes $100+20 h+h^{2}$. Therefore

$$
\frac{\text { increase in } y}{\text { increase in } x}=\frac{20 h+h^{2}}{h}=20+h .
$$

Clearly, as the increase $h$ in $x$ gets less and less, this ratio gets nearer and nearer to 20, and we can make it as near to 20 as we please by taking $h$ sufficiently small; therefore when $x=10$, the limit of the average rate of increase of the function $x^{2}$ is 20 .

This means that, when $x$ has the value $10, x^{2}$ is increasing at the rate of 20 units per unit increase of $x$, just as the statement, that at a given instant a train is travelling at 20 miles per hour, means that its distance from some fixed point on the line is at that instant increasing at the rate of 20 miles per unit increase of the time (measured in hours).

Similarly, in the general case, if $x$ is increased to $x+l, y$ becomes $(x+h)^{2}$, i. e. $x^{2}+2 h x+h^{2}$. Therefore the ratio

$$
\text { increase in } y=\frac{2 h x+h^{2}}{h}=2 x+h \text {, }
$$

which, when $h \rightarrow 0$, tends to the limit $2 x$. That is, the rate of increase of the function $x^{2}$ with respect to $x$ is $2 x$, or the differential cocfficient of $\mathbf{x}^{2}=2 \mathbf{x}$.

It should be noticed that if $x$ is increased by a very small amount, $y$ is increased by approximately $2 x$ times as much; approximately, not exactly, because $x$ is here stated to increase by a very small amount but not an indefinitely small amount. The smaller the increase in $x$, the more nearly is the statement true (because the actual amount of the increase in $y$ is $(2 x+h)$ times the increase in $x$, and the smaller the increase in $x$, the nearer is this to $2 x$ ).
20. Geometrical Illustrations.

The preceding results can be illustrated geometrically :
(i) If the length of the straight line $O X$ represents $x, y$ will be represented by the area of the square


Fig. 34. $O M I$ which has $O X$ as side; if $O X$ is increased to $O X^{\prime}$, the resulting increase in $y$ is represented by the shaded area in Fig. 34. This is equal to twice the rectangle $M X^{\prime}+$ the square $M M^{\prime}$.

If $X X^{\prime}$ is very small, the square $M I M^{\prime}$ is very small compared with the rectangle $M X^{\prime}$ (the ratio of their areas $=X X^{\prime} / M X$, which can be made as small as we please by taking $X X^{\prime}$ small enough).
Therefore the increase in $y$ is represented approximately by twice the area of the rectangle $M X^{\prime}$, which

$$
=2 M X . X X^{\prime}=2 x \times \text { the increase in } x .
$$

(ii) Again, referring to the graph of $y=x^{2}$ (Fig. 35), let $P$ be any point $(x, y)$ on the graph, and let $Q$ be the point on the graph whose abscissa is $x+h$. Draw $P N, Q N^{\prime}$ perpendicular to the axis of $x$, and $P M$ perpendicular to $Q N$. Then $M Q$ represents the increase in $y$ due to the increase $N N^{\prime}$ in $x$, and the average rate of increase of the function in the interval $N N^{\prime}$

$$
=\frac{\text { increase in } y}{\text { increase in } x}=\frac{M Q}{P M I}=\tan Q P M=\tan P K X ;
$$

so that the average rate of increase of the function between any two values is represented geometrically by the tangent of the angle which the chord joining corresponding points on the graph makes with the positive direction of the axis of $x$.

As $N N^{\prime}$, the increase in $x$, is taken smaller and smaller, the point $Q$ moves nearer and nearer to $P$, and when the increase in $x$ is indefinitely small, $Q$ is indefinitely near to $P$. The limiting posi-
of the chord $P^{\prime} Q$ when $Q$ approaches indefinitely near to $P$ is (Art. 14 (1)) the tangent to the curve at $P$, and therefore the limiting value of $\tan P K X$ is $\tan P T X$, if the tangent at $P$ meets the axis of $x$ in T. This is called the slope [or sometimes the gradient] of the curve at the point $P$. Hence, for chy value of x , the rate of increase of the function per unit increase of $\mathbf{x}$ is represented gcometrically by the slope of the graph of the function at the corresponding point.

This result is true in general. In the case of the function at present under consideration, $y=x^{2}$, the slope of the graph at any point $(x, y)$ is $2 x$.

Taking numerical cases, when $x=3, y=9$ and the slope $=6$;


Fig. 35.
therefore the tangent at the point $(3,9)$ is inclined to the axis of $x$ at an angle whose tangent is 6 , i.e. a little more than $80 \frac{1}{2}^{\circ}$.

When $x=-2, y=4$, and the slope $=-4$; hence the tangent at the point $(-2,4)$ is inclined to the axis of $x$ at an angle whose tangent is -4, i. e. $104^{\circ} 2^{\prime}$.

## 21. Another illustration.

As a further illustration of the meaning and use of the differential coefficient of the function $y=x^{2}$, let us consider the following example:
The radius of a circle is increasing at the rate of 1 inch per second; find the rate of increase of the area of the circle at the instant when the radius is 20 inches. (The circle is supposed to be continuously increasing in the same way as the circular ripples caused by dropping a stone into water.)

At any particular instant, the radius and the area of the circle will have definite values; both are functions of the time. The differential coefficient of the area $A$ with respect to the radius $r$ gives the rate of increase of the area per unit increase of the radius. The differential coefficient of $r^{2}$ with respect to $r$ is $2 r$, and the increase in $\pi r^{2}$ is obviously $\pi$ times the increase in $r^{2}$; therefore the differential cocfficient of the area $\pi r^{2}$ with respect to $r$ is $2 \pi r$. Hence the rate of increase of the area $=2 \pi r$ per unit increase of $r$. From this it follows* that the rate ot increase of the arca per sec. $=2 \pi r \times$ rate of increase of $r$ per sec.

$$
\begin{aligned}
& =2 \pi r \times 1 \\
& =40 \pi \text { sq. in. per sec. }
\end{aligned}
$$

at the instant when $r=20 \mathrm{in}$.
It should be noticed that this does not mean that in the next second the area will increase by $40 \pi \mathrm{sq}$. in., because as soon as $r$ is a little greater, the rate of increase, $2 \pi r$, will also be a little greater. The fact that the rate of increase of the area of a circle is equal to $2 \pi r$ times the rate of increase of the indius is verifiable geometrically, because if the radius is increased from $r$ to $r+h$ where $h$ is small, a very narrow strip is added on to the circle all round it. If $h$ is very small, this is practically the same as a rectangle whose width is $h$, and whose length is the circumference of the circle, $2 \pi r$ (it is really rather more) ; therefore, approximately, the increase in the area $=2 \pi r h=2 \pi r \times$ increase in the radius, and hence the ratio $\frac{\text { increase in arma }}{\text { increase in rallius }}$ tends to the limit $2 \pi r$ as the increase in $r \rightarrow 0$.

The differential coefficient of $x^{2}$, and illustrations of it, have been discussed at some length, because it is of the utmost importance that the student should grasp at the outset the meaning of a differential coefficient, and should clearly understand what is involved in such a statement as ' the differential coefficient of $x^{2}$ is $2 x$ '.

We next proceed to the definition of the differential coefficient of a function in general. The following examples should first be worked through.

## Examples $V$.

1. The side of a square is increasing at the rate of 1 foot per minute; find the rate of increase of (i) the area, (ii) the perimeter, (iii) the diagonal of the square, at the instant when the side is (a) 1 yard, (b) 2 yards, (c) 10 yards.
2. Find the inclinations to the axis of $x$ of the tangents to the curve $y=x^{2}$ at the points $\left(1 \frac{1}{2}, 2 \frac{1}{4}\right),(4,16),(-3,9)$.
3. At what point of the curve $y=x^{8}$ is the tangent inclined to the axis of $x$ at (i) $20^{\circ}$, (ii) $60^{\circ}$, (iii) $135^{\circ}$ ?
4. Find the slope of the curve $4 y=3 x^{2}$ (i) at (2,3), (ii) at $(-4,12)$. Where is the tangent inclined to the axis of $x$ at $45^{\circ}, 70^{\circ}, 120^{\circ}$ ?

[^10]6. Find the average rate of increase of the function $y=x^{3}$ as $x$ increases
(i) from 10 to 11 , (ii) from 10 to $10 \cdot 1$. (iii) from 10 to 10.01 , (iv) from 10 to $10+h$. To what limit do these increases tend? Show that the limit is the same when $x$ increases from $10-h$ to 10 .
8. Find the differential coefficient of $x^{3}$, and verify geometrically as in Art. 20 (i).
7. Find the inclinations to the axis of $x$ of the tangents to the curve $y=x^{3}$ at the points $\left(\frac{1}{2}, \frac{1}{6}\right),(1,1),(-2,-8)$.
8. Where is the tangent to $y=x^{3}$ inclined to the axis of $x$ at $45^{\circ}$ ? Find the slope of $8 y=x^{3}$ at $(2,1)$.
9. At what angle do the curves $y=x^{2}$ and $y=x^{s}$ intersect?
10. The side of a culse is increasing at the rate of 1 inch per second; find the rate of increase of (i) the volume, (ii) the superficial area, (iii) a diagonal of the cube, at the instant when the side is 1 foot.
11. The radius of a sphere is increasing at the rate of 1 foot per minute; find the rate of increase of (i) the volume, (ii) the superficial area of the sphere, at the instant when the radius is 1 yard.
12. The height of a cone is 15 inches and remains constant, while the radius of the base is increasing at the rate of 6 inches per minute; at what rate is the volume of the cone increasing, at the instant when the diameter of the base is 1 yard?
13. At what point of the parabola $y=x^{2}$ is the curve twice as steep as at the end of the latus-rectum?
14. The area of the surfuce of a sphere is increasing at the rate of 1 square inch per second; at what rate is the volume increasing, at the instant when the radius is 3 inches? (Find the rate of increase of the radius first.)
15. A point moves along the curve $y=x^{2}$ in such a way that its velocity parallel to the axis of $x$ is constant and equal to 2 foot-seconds; find its velocity parallel to the axis of $y$ (i) when $x=3$, (ii) when $y=16$, (iii) when $x=-2$.
18. A point moves along the curve $y=x^{3}$ so that its velocity parallel to the axis of $y$ is constant and equal to 12 foot-seconds; find its velocity parallel to the axis of $x$ (i) when $x=1$, (ii) when $x=-2$.
17. Each face of a cube is increasing in area at the rate of 2 square inches per second. At what rate per second is (i) the side, (ii) the volume increasing, at the instant when the side is 10 inches in length?
18. The volume of a sphere is increasing at the rate of 5 cubic inches per second ; at what rate is (i) the radius, (ii) the superficial area increasing, at the instant when the radius is 6 inches?
19. The area of a circle is increasing at the rate of 4 square inches per second; at what rate is the circumference increasing, at the instant when the radius is 8 inches?
20. The side of a cube is equal to the radius of a sphere, and both are increasing at the same rate. Show that the volume of the sphere is increasing more than four times as fast as the volume of the cube, and the area of the surface of the sphere more than twice as fast as the area of the surface of the cube.

## 22. Definition of a differential coefficient.

Let $y$ be a continuous function of $x$; then an increase in the value of $x$ will produce an increase, positive or negative [i.e. an increase or
decrease], in the value of $y$. These increments are generally denoted by the symbols $\delta x$ and $\delta y$ respectively; $\delta y$ is + or - according as $y$ increases or decreases, and similarly for $\delta x$. [Notice carefully that the $\delta$ in $\delta x$ and $\delta y$ is not a quantity, but a symbol ; $\delta x$ has nothing to do with $\delta \times x$, but merely stands for ' the increment of $x$ '.]

If $\delta x$, the increase in $x$, is indefinitely small, $\delta y$, the resulting increase in $y$, will also be indefinitely small, since $y$ is a continuous function of $x$ [Art. 17 (1)]; but usually the ratio $\delta y / \delta x$, i. e. the average rate of increase of $y$ with respect to $x$, tends to a definite finite limit * as $\delta x \rightarrow 0$. This limit is called the differential coefficient (sometimes the derivative) of $y$ with respect to $x$, and is denoted by the symbol $\frac{d y}{d x}$ or $d y / d x$.

It must be carefully borne in mind that $d y / d x$ is not a fraction whose numerator and denominator are $d y$ and $d x$ respectively, but it is the 'limiting value' of the fraction $\delta y / \delta x$; the $d / d x$ is a symbol which, placed in front of $y$ denotes the result of performing a certain operation (described above) upon the function $y$, in the same way that the symbol $\sqrt{ }$, placed in front of a number $y$, denotes the result of performing a certain operation upon the number $y$, viz. the extraction of its square root.

This particular symbol is used in order that it may be possible to indicate both the function $y$ whose differential coefficient or rate of change is to be evaluated, and also the variable $x$ with respect to which it is differentiated, i.e. the variable whose variation causes the change in $y$. For instance, the velocity $v$ of a moving point may be regarded both as a function of the time $t$ it has been in motion, and also as a function of the distance $s$ it has travelled. Hence $d v / d t$ represents the rate of increase of the velocity per unit increase of time, i.e. the acceleration, and $d v / d s$ stands for the rate of increase of the velocity per unit increase of distance, which is quite different.

Similarly, if $V$ cubic inches be the volume of a sphere of radius $r$ inches and surface $S$ square inches, $d V / d r$ is the rate of increase of the volume per unit (inch) increase of radius, $d S / d r$ is the rate of increase of the superficial area per unit increase of radius, $d V / d S$ is the rate of increase of the volume per unit (square inch) increase of surface. Again, $d r / d V$ and $d S / d V$ represent the rates of increase

[^11]of the radius and surface respectively per unit (cubic inch) increase of volume.

Sometimes the differential coefficient is denoted by the symbol $D_{x} y$, or simply $D y$, if there can be no doubt as to what is the independent variable. Sometimes the actual function, in terms of $x$, is written after the symbol $d / d x$; e.g. the differential coefficients * of $x^{n}$ and $\sin x$ may be written

$$
D x^{n} \text { or } \frac{d\left(x^{n}\right)}{d x} \text { or } \frac{d}{d x} x^{n}, \text { and } D \sin x \text { or } \frac{d(\sin x)}{d x} \text { or } \frac{d}{d x} \sin x
$$

If a function of $x$ be denoted by the symbol $f(x)$, its differential coefficient is usually denoted by the symbol $f^{\prime}(x)$, and is often called the derived function.

The differential coofficient of a function gives an exact measure of the rate of change of the function with respect to the variable for any particular value of the variable. In exactly the same sense that the velocity of a moving point is said to be so many miles per hour or so many feet per second at a particular instant, so the rate of increase of a function of $x$, for any particular value $x_{1}$ of $x$, is equal to the value of its differential coefficient when $x=x_{1}$, per unit increase of $x$.

## 23. Geometrical meaning of the differential coemcient.

This has been found in the case of the function $x^{2}$ in Art. 20 (ii). The reasoning given there is quite general, and applies to all functions whose graphs are continuous curves; the furm of the curve is immaterial. Hence, if the graph of a function be drawn, the differential coefficient of the function is represented geometrically by the tangent of the angle which the tangent to the curve makes with the axis of $x$; i.e.


Fig. 36. if the tangent to the graph at a point ( $\mathbf{x}, \mathbf{y}$ ) makcs an angle $\psi$ with the positive direction of the axis of $\mathbf{x}$, the corresponding value of $\mathrm{dy} / \mathrm{dx}$ is cqual to $\tan \psi$.

This result can also be stated in the alternative form: the value of $\mathrm{dy} / \mathrm{dx}$, for any value of x , is equal to the slope of the graph at the corresponding point.

[^12]The statement that the limiting value of $\delta y / \delta x$ is the same whether $\delta x$ be + or - is equivalent to the statement that the tangent is the same from whichever side the point $Q$ approaches the point $P$.

This would not be the case at a point such as $P$ in Fig. 37, in which $P B, P C$ represent the positions of the tillugent at $P$ according as $Q$ approaches $P^{\prime}$ from the left or the right. In such a case as this, the ordinate is continuous, but the slope discontinuous, at the point $P$, i.e. the function is continuous, but its rate of increase is discontinuous. Such points, however, do not occur in the graphs of elementary functions.
It must be carefully noticed that $d y^{\prime} d x=\tan \psi$, where $\psi$ is the angle which the tangent at $(x, y)$ makes wilh the positive direction


Fig. 37.
of the axis of $x$. For instance, at the point $R$ in Fig. 37, $\psi$ is an acute angle, therefore tan $\psi$ and $d y / d x$ are positive. At $S, \psi$ is an obtuse angle, therefore $\tan \psi$ and $d y / d x$ are negative (see Art. 25).

## 24. Differentials.

It has been stated (Art. $\xrightarrow[2]{ }$ ) that the limit, when $i x \rightarrow 0$, of $\delta y^{\prime} \delta x$ is usually a definite quantity denoted by $d y / d x$. Hence it follows that, in such cases, $\delta y / \delta x=d y / d x+\epsilon$, where $\epsilon \rightarrow 0$ as $\delta x \rightarrow 0$, i. e.

$$
\varepsilon y=\frac{d y}{d x} \cdot \delta x+\epsilon \cdot \delta x .
$$

Therefore, if $\delta x$ be very small, it follows that

$$
\begin{equation*}
\delta y=\frac{d y}{d x} \cdot \delta x \text { approximately } \tag{i}
\end{equation*}
$$

and the smaller $\delta x$ is, the more nearly does this become true, since $\epsilon$ gets less and less with $\delta x$, i.e. the term $\epsilon . \delta x$ gets smaller and smaller in comparison with the other two terms, or, as it is usually expressed, $\epsilon . \delta x$ is a small quantity of higher order than $\delta x$ or $\delta y$.

Hence, if $\mathbf{x}$ be increased by a very small ainount, y will increase by (approximutely) dy/dx times as much.

The expression on the right-hand side of (i) is called the differcntial of $y$. [The name 'differential coefficient' for the function $d y / d x$ is due to the fact that it occurs as the coefficient of $\delta x$ in the differential of $y$.]

It must be carefully noticed that equation (i) does not mean that the two expressions become approximately equal because they are both very small, but that their ratio tends to the limit 1; their difference becomes very small compared with either of them. For the amount of error involved in the use of equation (i) see Chap. XIII.

## Orders of small quantities.

The ratio of two quantities which are both indefinitely small may be finite, or it may be indefinitely small, or it may be indefinitely great. This leads to the notion of 'orders of small quantitics'.

Two variables $\alpha$ and $\beta$, each of which tends to the limit zero, are said to be indefinitely small quantities or 'infinitesimals' of the same order if the ratio $\beta / \alpha$ be finite. If this ratio $\rightarrow 0, \beta$ is said to be an infinitesimal of higher order than $\alpha$; if it $\rightarrow \infty, \beta$ is said to ve an infinitesimal of lower order than $\alpha$. If the limit of the ratio $\beta / \alpha^{2}$ be finite, then $\beta$ is called an infinitesimal of the second order if $\alpha$ be taken as an infinitesimal of the first order. Similarly, if the limit of $\beta / \alpha^{3}$ be finite, $\beta$ is an infinitesimal of the third order; and generally, if Lt $\beta / \alpha^{n}$ be finite, $\beta$ is an infinitesimal of the $n^{\text {th }}$ order. For instance, if the radius $r$ of a very small sphere be an infinitesimal of the first order, the superficial area $A$ of the sphere will be an infinitesimal of the second order since $A / r^{3}=4 \pi$, a finite number; and the volume $V$ of the sphere will be an infinitesimal of the third order, since $V / s^{s}=1 \pi$, a finite number.
Examples from geometry.
If $T B$ be the tangent to a circle at $B$, and $T Q Q^{\prime}$ the chord perpendicular to $T B$ meeting the circle in $Q$ and $Q^{\prime}$, we know from elementary geometry that $T B^{2}=T Q . T Q$. Therefore, if $T$ move along the tangent towards $B$ so that $T B \rightarrow 0, T Q$ will be an infinitesimal of the second order, if $T B$ be taken as an infinitesimal of the first order, since $T Q / T B^{2}=1 / T Q^{\prime}$, of which the limit is $1 / d$, if $d$ be the diameter of the circle.
Again, if $A B$ be a diameter of the circle, and $P M$ perpendicular to $A B$ from the point $P$ where TA cuts the circle again, it is obvious that $P M, P B$, $M B$ all tend to 0 as $P$ approaches indefinitely near to $B$, but they do not on that account all become nearly equal. In fact, by similar triangles, $M B / B P=B P / A B$, which $\rightarrow 0$ as $P$ approaches $B$; therefore $M B$ becomes
indefinitely small compared with $B P$, i.e. it is an infinitesimal of higher order. Since $M B / B P^{2}=1 / A B$, which is finite, it follows that, if $B P$ be regarded as of the 1st order of small quantities, $M B$ will be of the 2nd order. Also $M P / B P=A P / A B$, which tends to 1 as $P$ approaches $B$; therefore $M P$ and $B P$ are small quantities of the same order, and moreover become ultimately equal. Since $B P$ and $M P$ are of the same order and $M B$ is of the 2nd order compared with $B P$, it follows that $M B$ is also of the 2nd order compared with $M P$, as is easily seen independently by taking the relation $M P^{2}=A M . M B$.

Again, if $P N$ be perpendicular to $T B, T N / P N=P M / A M$, which $\rightarrow 0$ as $P$ approaches $B$; therefore $T N$ is an infinitesimal of higher order than $P N$.

Also $\quad \quad \quad T N . N B=P N^{2}=B M^{2}=M P^{4} / A M^{2}=B N^{4} / A M^{2}$.
Therefore $T N / B N^{3}=1 / A M^{2}$, which tends to the finite limit $1 / d^{2}$.
Hence, since $B N$ is of the 1st order, $T N$ is an infinitesimal of the 3rd order.

Examples from Trigonometry are furnished by the results of Art. 13 (10), where it was shown that the limits, as $x \rightarrow 0$, of $(\sin x) / x$ and $(1-\cos x) / x^{2}$ are respectively 1 and $\frac{1}{2}$. It follows that, if $x$ be taken as an infinitesimal of the 1st order, $\sin x$ will also be an infinitesimal of the 1st order, and $1-\cos x$ an infinitesimal of the $2 n d$ order, or, as it is sometimes expressed, ' of the second order of small quantities.'

The geometrical meaning of the differential of $y$ should be noticed.


Fig. 39.
If $N N^{\prime}$ represents $\delta x$, the resulting $\delta y$ is represented by $M Q$. Now, if the tangent at $P$ makes an angle $\psi$ with $O X$ and meets $M Q$ in $T$, the differential of $y$

$$
=\frac{d y}{d x} \cdot \delta x=\tan \psi \cdot P M=M T
$$

Equation (i) therefore is equivalent to the statement that, if $Q$ be taken very near to $P, M Q$ and $M T$ become approximately equal, their difference $T Q$ (this will be the $\epsilon . \delta x$ above) becoming very small compared with either of them, i. e. $T Q$ will be an infinitesimal of order higher than the first.

## 25. Sign of the differential coefficient.

We have, from the preceding article,

$$
\frac{\delta y}{\delta x}=\frac{d y}{d x}+\epsilon, \text { where } \epsilon \rightarrow 0 \text { as } \delta x \rightarrow 0
$$

Suppose that $d y / d x$ is not zero. Then it follows that, if $\delta x$ be taken sufficiently small, the sign of $d y / d x+\epsilon$ will be the same as the sign of $d y / d x$, since $\epsilon$ can be made as small as we please (and therefore certainly numerically smaller than $d y / d x$ ) by taking $\delta x$ small enough. Hence, for such values of $\delta x$, the sign of $\delta y / \delta x$ is the same as the sign of $d y / d x$. Therefore, if $\delta x$ be,$+ \delta y$ will be + or according as $d y / d x$ is + or - . Now $y$ increases or decreases according as $\delta y$ is + or - ; therefore $y$ increases as $x$ increases if $d y / d x$ is + , and $y$ decreases as $x$ increases if $d y / d x$ is -.

Geometrically, if $d y / d x$ is,$+ \tan \psi$ is + , and the angle $\psi$ is an acute angle as at the point $R$ in Fig. 37 ; in this case the ordinate $y$ increases as the abscissa $x$ increases. If $d y / d x$ is,$- \tan \psi$ is - , and $\psi$ is an obtuse angle as at the point $S$ in Fig. 37; in this case, the ordinate $y$ decreases as the abscissa $x$ increases.

The case when $d y / d x=0$ will be discussed later (Art. 53).
Hence, a function of x increases or decreases when x increases accord. ing as its d.c. is + or - ; and, conversely, the d.c. of a function is + or - according as the function increases or decrcases when $\mathbf{x}$ increases.
28. General method of flnding differential coefficients from frst principles.

Theoretically, the method followed in finding the differential coefficient of $x^{2}$ may be employed for any function of $x$, as follows:

Let $y$ be any function of $x$, denoted by $f(x)$. If $x$ is increased to $x+h$, then $y$ becomes $f(x+h)$;

$$
\begin{gathered}
\therefore \text { the increase in } y=f(x+h)-f(x), \\
\frac{\delta y}{\delta x}=\frac{f(x+h)-f(x)}{h} .
\end{gathered}
$$

and the ratio
The d. c. of $f(x)$ is the limit to which this tends as $h \rightarrow 0$, and the method to be adopted in evaluating this limit depends upon the nature of the function $f(x)$. This process of calculating the d. c. directly from the definition is generally referred to as differentiation from first principles. It consists of four stages: we first take an arbitrary increment for $x$, next calculate the corresponding increment of $y$, then find their ratio, and lastly the limit to which this ratio tends as the increments $\rightarrow 0$.

As a matter of fact this method is omployed only in a few simple cases; it would generally be long and tedious in other than the simplest functions.

These few simple cases are known as standard forms, and general rules are obtained which enable the d.c.'s of more complicated functions to be deduced from these standard forms. At the same time it is advisable, and the student is strongly recommended, to work out a number of differential coefficients from first principles; the process serves to fix in mind the meaning of the diffrential coefficient which is otherwise rather apt to be forgotten. A few examples are appended.
(i) $y=1 / x^{3}$.

If $x$ is increased to $x+h, y$ becomes $1 /(x+h)^{3}$;
$\therefore$ the increase in $y=\frac{1}{(x-h / h)^{3}}-\frac{1}{x^{3}}=\frac{x^{3}-(x+h)^{3}}{x^{3}(x+h)^{3}}$

$$
=\frac{-3 x^{2} h-3 x h^{2}-h^{3}}{x^{3}(x+h)^{3}} .
$$

Dividing this by $h$, the increase in $x$,
we have

$$
\frac{\delta y}{\delta x}=\frac{-3 x^{2}-3 x h-h^{2}}{x^{3}(x+h)^{3}}
$$

which, as $h \rightarrow 0$, approaches the limit $\frac{-3 x^{2}}{x^{3} \cdot x^{3}}$, i.e. $-\frac{3}{x^{4}}$.
Therefore the differential coeflicient of $1 / x^{3}$ is $-3 / x^{4}$.
It could have been foreseen that a negative result would be obtained in this case, since it is obvious that $1 / x^{3}$ decreases as $x$ increases; hence its d. c. is - (Art. 25).
Consider a numerical illustration. It follows from this result and Art. 24, that if $x$ is increased by a very small amount, $1 / x^{3}$ will decrease by approximately $3 / x^{4}$ times as much, and the smaller the increase in $x$, the more accurately will this statement be true.

Now, if $x=2, y=\frac{1}{8}=125$, and $d y / d x=-3 / 2^{4}$; therefore, if $x$ be increased by $\cdot 001, y$ will decrease by (approximately) $3 / 2^{4} \times \cdot 001$, i.e. $\cdot 0001875$.

Therefore, when $\quad x=2 \cdot 001, y=125-\cdot 0001875$

$$
=\cdot 1248125,
$$

which can be verified by working out the value of $1 /(2 \cdot 001)^{3}$; the exact result to 7 figures thereby obtained is $\cdot 1248127-$, giving a difference from the previous result of less than 0000002 . This slight discrepancy is due to the fact that the increase in the value of $x$, although small, is not indefinitely small; if a smaller increase in $x$ were taken, the results would agree even more closely.
(ii) $y=\frac{4 x+5}{3 x+4}$.

In this case, when $x$ is increased to $x+h, y$ becomes $\frac{4(x+h)+5}{3(x+h)+4}$;
$\therefore$ the increase in $y=\frac{4 x+4 h+5}{3 x+3 h+4}-\frac{4 x+5}{3 x+4}$

$$
\begin{aligned}
& =\frac{h}{(3 x+3 h+4)(3 x+4)} \text { (after simplification). } \\
\therefore & \frac{\delta y}{\delta x}=\frac{1}{(3 x+3 h+4)(3 x+4)}
\end{aligned}
$$

which, when $h \rightarrow 0$, tends to the limit $\frac{1}{(3 x+4)^{2}}$.
Since this, being a perfect square, is always + , it follows that the given function always increases when $x$ increases. If its graph be drawn, it will be seen that as $x$ increases from $-\infty$ to $-\frac{4}{3}, y$ increases from $\frac{4}{3}$ to $\infty$; when $x=-\frac{4}{3}, y$ is infinite and the function is discontinuous; as $x$ increases from $-\frac{4}{3}$ to $\infty, y$ increases from $-\infty$ to $\frac{4}{3}$. [The graph is a rectangular hyperbola whose asymptotes are the straight lines $x=-\frac{4}{3}$, and $y=\frac{4}{3}$.]

As a numerical illustration, find, approximately, the value of $y$ when $x=2.0135$.
When $\quad x=2, y=13$ and $d y / d x=1_{100}^{1}$.
The increase in $y=d y / d x \times$ increase in $x$, approximately
$-01 \times 0135={ }^{\circ} 000135$.

$$
\therefore y=1 \cdot 300135 \text { nearly, when } x=2.0135 .
$$

(iii) $y=\sqrt{ } x$.

When $x$ is increased to $x+h, y$ becomes $\sqrt{ }(x+h)$;
$\therefore$ the increase in $y=\sqrt{ }(x+h)-\sqrt{ } x$,
and

$$
\frac{\partial y}{\dot{\partial} x}=\frac{\sqrt{ }(x+h)-\sqrt{ } x}{h} .
$$

Before making $h$ tend to zero, it is necessary to transform this expression into such a form that the numerator and denominator do not both $\rightarrow 0$ with $h$; in the case of algebraical expressions, this generally means that the expression must be transformed until the $h$ (which is not exactly 0 ) divides out.

In this case, the desired result is obtained by rationalizing the numerator ; multiply numerator and denominator by $\sqrt{ }(x+h)+\sqrt{ } x$.

Then

$$
\frac{\delta y}{\delta x}=\frac{x+h-x}{h\{\sqrt{ }(x+h)+\sqrt{ } x\}}=\frac{1}{\sqrt{ }(x+h)+\sqrt{ } x},
$$

which, as $h \rightarrow 0$, approaches the limit $1 /(\sqrt{ } x+\sqrt{ } x)$.

$$
\therefore \text { the d.c. of } \sqrt{ } x=\frac{1}{2 \sqrt{ } x} .
$$

As a numerical illustration, find $\sqrt{ } 257$.

To find $\sqrt{ }\left(1+\frac{1}{2} \delta\right)$, we take $y=\sqrt{ } x$. If $x=1, y=1$, and $d y / d x=\frac{1}{2}$.
Hence, if $x$ be increased by $\frac{276}{2}, y$ will increase by, approximately, $\frac{1}{2} \times \frac{1}{2} \frac{1}{2} \delta$.
$\left.\therefore \sqrt{ }\left(1+\frac{1}{2}\right\}_{\sigma}\right)=1+{ }_{\delta} t_{2}$ approximately,
and $\sqrt{ } 257=16\left(1+\frac{1}{2}\right.$ 2 $)=16+\frac{1}{82}=16.03125$ approximately.
The true value is 16.031219 ....

## Examples VI.

Find from first principles, the differential coefficients of :

1. $x^{4}$.
2. $(1-x)^{2}$.
3. $1 / x$.
4. $1 / x^{2}$.
5. $1 /(p-q x)$.
6. $(4 x-5) /(3 x-2)$.
7. $(a+b x) /(c+d x)$.
8. $2 x^{2}-7 x$.
9. $a x^{2}+b x+c$.
10. $x /\left(x^{2}+1\right)$.
11. $1 / \sqrt{ } x$.
12. $1 / \sqrt{ }(a-l x)$.
13. $\sqrt{ }\left(a^{2}-x^{2}\right)$.
14. $\left(x^{2}+\alpha^{2}\right)^{3 / 8}$.
15. $1 / \sqrt{ }\left(1-x^{2}\right)$.
16. Use the d.c. of $1 / \sqrt{ } x$ to find the approximate value of $1 / \sqrt{ } 401$.
17. Use the d.c. of $1 / x^{2}$ to find the approximate value of $1 /(10.07)^{2}$.
18. Find the slope of the graph of $y=1 / \sqrt{ } x$ at the point $\left(4, \frac{1}{2}\right)$.
$\begin{array}{llllll}\text { 19. ", } & " & y=1 / x^{2} \quad " & " & (10,01) . \\ \text { 20. } & " & " & y=x /\left(x^{2}+1\right) & " & (2,4) .\end{array}$
19. Find the d.c. of $3 x^{2}-7 x+8$, and deduce the approximate numerical value of this expression when $x=2.015$.
20. Find the d.c. of $(7 x-4) /(10+5 x)$, and deduce the approximate numerical value of this expression when $x=18.03$.
21. Find the d.c. of $1 /\left(x^{2}-1\right)$, and deduce the approximate numerical value of this expression when $x=8 \cdot 96$.
22. Prove that the function $(3-5 x) /(7 x-2)$ decreases as $x$ increases [save in passing through the value $x=$ 判.
23. Prove that the function $(a+b x) /(c+d x)$ increases or decreases as $x$ increases according as $b c-a d$ is + or - [save in passing through the value $x=-c / d]$.
24. Find the slope of the graph of $y=a x^{2}+b x+c$ at any point. At what point is the tangent to the graph parallel to the axis of $x$ ?
25. Where is the slope of $y=x /\left(x^{2}+1\right)$ zero? Draw the graph. What are the greatest and least values of the function?
26. Where does the function $y=x^{3}-3 x$ increase, and where does it decrease, as $x$ increases from $-\infty$ to $+\infty$ ?
27. Express in symbols the following statements :
(i) The rate of change of $x$ per second is equal to $n$ times the rate of change of $z$ per second.
(ii) The rate of change of $y$ per unit increase of $x$ is $n$ times the rate of increase of $y$ per unit increase of $z$.
(iii) The rate of increase of $y$ is equal to the sum of the rates of increase of $u$ and $v$ with respect to $x$.
28. Express in symbols:
(i) The velocity of the point $(x, y)$ parallel to the axis of $x$ is equal to $n$ times the velocity parallel to the axis of $y$.
(ii) The acceleration of a point moving in a straight line with velocity $v$ is proportional to its velocity.
(iii) The retardation of such a point is proportional to the time.
29. Express in symbols:
(i) The rate of increase of the area of a circle per unit increase of the radius is proportional to the radius.
(ii) The rate of increase of the volume of a cone of constant height, per unit increase of the radius of the base, is proportional to the radius.
(iii) The rate of increase of the volume of a cube is proportional to the square of the rate of increase of the area of the surface, with respect to the length $x$ of the edge.
(iv) The rate of increase of the volume per second is proportional to the rate of increase of the area per sacond.
30. Express in symbols:
(i) The slope of a curve at any point ie proportional to the abscissa.
(ii) The ordinate of a curve at any point varies as the square of the slope.
(iii) At any point $P$ of a curve, the slope of the curve is equal to half the slope of the line joining $P$ to the origin.
31. Differential coefflcient of $x^{n}$.

We have found the d. c. of $x^{n}$ for several particular values of $n$ [for $n=2$ in Art. 19 ; for $n=-3$ and $n=-\frac{1}{2}$ in Art. 26]; we now proceed to the general case.*

If $x$ is increased to $x+h, y$ becomes $(x+h)^{n}$;

$$
\therefore \text { the increase in } y=(x+h)^{n}-x^{n} \text {; }
$$

$$
\therefore \frac{d y}{d x}=\prod_{\partial x \rightarrow 0} \frac{\delta}{i} \frac{y}{x}=\coprod_{h \rightarrow 0} \frac{(x+h)^{n}-x^{n}}{h}=\prod_{h \rightarrow 0} t \frac{(x+h)^{n}-x^{\prime h}}{(x+h)-x} .
$$

It has been shown in Art. 13 (8) that the limit of $\left(x^{n}-a^{n}\right) /(x-a)$, when $x \rightarrow a$, is $n a^{n-1}$ for all rational values of $n$; applying this to the expression just obtained, since $x+h \rightarrow x$ when $h \rightarrow 0$, we have

$$
\operatorname{Lit}_{n \rightarrow 0} \frac{(x+h)^{n}-x^{n}}{(x+h)-x}=n x^{n-1}
$$

Therefore, whether $n$ be + or - , integral or fractional, the d. c. of $\mathrm{x}^{\mathrm{n}}=\mathbf{n} \mathrm{x}^{\mathrm{n}-1}$.
E.g. the d. c. of $x^{6}=6 x^{5} ; \quad$ d. c. of $x^{20}=20 x^{10}$;
d. c. of $\sqrt[3]{x}$, i.e. of $x^{1 / 3}=\frac{1}{8} x^{-8 / 3}=1 /\left(3 \sqrt[3]{x^{2}}\right)$;
d. c. of $1 / x^{4}$, i.e. of $x^{-4}=-4 x^{-5}=-4 / x^{5}$;
d. c. of $1 / \sqrt{ } x$, i. $\theta$. of $x^{-1 / 2}=-\frac{1}{2} x^{-9 / 2}=-1 /\left(2 \sqrt{ } x^{5}\right)$.

Two particular cases $\dagger$ are of special importance:
(i) if $y=\sqrt{ } x=x^{1 / 2}$, then $\frac{d y}{d x}=\frac{1}{2} x^{-1 / 2}=\frac{1}{2 \sqrt{ } x} \cdot$ [Cf. Art. 26 (3).]
(ii) if $y=1 / x=x^{-1}$, then $\frac{d y}{d x}=-x^{-2}=-\frac{1}{x^{2}}$.
28. An important approximation follows from the preceding result.

We have

$$
\operatorname{L}_{h \rightarrow 0} \frac{(x+h)^{n}-x^{n}}{h}=n x^{n-1}
$$

[^13]$\therefore$ as in Art. 24, $\frac{(x+h)^{n}-x^{n}}{h}=n x^{n-1}+\epsilon$, where $\epsilon \rightarrow 0$ as $h \rightarrow 0$.
$$
\text { i.e. } \quad(x+h)^{n}=x^{n}+n x^{n-1} h+\epsilon h .
$$
$\therefore$ when $h$ is very small we have, neglecting terms of the $2 n d$ order (Art. 24),
$$
(x+h)^{n}=x^{n}+n x^{n}{ }^{1} h, \text { approximately. }
$$

If $x=1$, then $(1+h)^{n}=1+n h$ approximately, when $h$ is very small.
e.g. $\quad \sqrt[8]{1002}=(1000+2)^{1 / 3}=10\left(1+8_{8}^{\frac{1}{0} 0}\right)^{1 / 3}$

$$
\begin{aligned}
& =10\left(1+{ }_{\text {Y }}^{0}\right) \text { using the approxima } \\
& =10(1+00067) \quad \text { tion just obtained } \\
& =10^{\circ} 0067 \text { nearly. }
\end{aligned}
$$

The illustrations given in Art. 26, Ex. (i) and (iii) aro also particular cases of this approximation.

## Examples VII.

Write down the differential coefficients of:

1. $x^{5}, x^{9}, x^{50}, x^{75} . \quad$ 2. $\sqrt[b]{x}, \sqrt[11]{x}, \quad \sqrt[7]{x^{2}}, \quad \sqrt[4]{ } x^{7}, \quad \sqrt[7]{ } x^{4}, \quad \sqrt[n]{x}$.
2. $1 / x^{3}, 1 / x^{7}, 1 / x^{10}, 1 / x^{80}, 1 / x^{n}$.
3. $1 / \sqrt[3]{x^{2}}, \quad 1 / \sqrt[6]{x}, \quad 1 / \sqrt[4]{x^{3}}, \quad 1 / \sqrt[n]{x}, \quad 1 / \sqrt[q]{x^{p}}$.
4. Find approximately the valucs of $\sqrt[3]{127}, i^{/ 623}, \sqrt[10]{1030}$.


## 29. General Theorems on Differential Coefficients.

Theorem (i). The d. c. of a constant is zero.
By the term 'constant' here we mean a quantity which has the same value for all values of $x$. An increase in the value of $x$ produces no change in the value of a constant, therefore $\delta y / \delta x$ is in this case a fraction whose numerator is zero and whose donominator (although ultimately very small) is not zero. Its limit is therefore zero.

Graphically, if $y$ is a constant, the graph is a straight line parallel to the axis of $x$; its slope is always zero, i.e. $d y / d x$ is zero (Art. 23).

Theorem (ii). The d. c. of the algelraical sum of a finite number of functions is cqual to the algebraical sum of their d. c.'s.

If $y=u+v-w$ where $u, v, w$ are functions of $x$, the total increase in $y$, due to an increase $\delta x$ in $x$, is equal to the algebraical sum of the increases in $u, v$, and $w$,
i.e.

$$
\delta y=\delta u+\delta v-\delta u
$$

$$
\therefore \quad \frac{\delta y}{\delta x}=\frac{\delta u}{\delta x}+\frac{\delta v}{\delta x}-\frac{\delta w}{\delta x} ;
$$

$\therefore$ when $\delta x \rightarrow 0$, we have, by Art. 15 (i),

$$
\frac{d y}{d x}=\frac{d u}{d x}+\frac{d v}{d x}-\frac{d v}{d x} ;
$$

and similarly for the algebraical sum of any finite number of functions of $x$.

For the conditions under which the d. c. of the sum of an infinite number of functions can be obtained by differentiating each term and taking the sum of the infinite series formed by the d. c.'s, the student is referred to more advanced works.

Theorem (iii). The d. c. of ay, where a is a constant, is equal to $\mathrm{a} \times$ the d. c. of y .

The increase in $a y$ is evidently $a$ times the increase in $y$, i. e. $\delta(a y)=a . \delta y ;$

$$
\therefore \quad \frac{\delta(a y)}{\delta x}=a \frac{\delta y}{d x},
$$

and therefore, in the limit, $\frac{d}{d x}(a y)=a \frac{d y}{d x}$.
Geometrically, this theorem shows that, if all the ordinates of a curve are increased in the constant ratio $a: 1$, the slope of the curve at any point is increased in the same ratio.

These three theorems, together with the result of Art. 27, enable us to write down at once the d. c. of any rational integral function of $x$.
E.g. the d. c. of $a x^{2}+b x+c=2 a x+b ;$
the d.c. of $x^{4}-3 x^{3}+5 x^{2}-7 x+6=4 x^{3}-9 x^{2}+10 x-7$;
and generally, the d. c. of
$a x^{n}+b x^{n-1}+c x^{n-2}+\ldots+k x+l=n a x^{n-1}+(n-1) b x^{n-2}+(n-2) c x^{n-3}+\ldots+k$.
Again, the d. c. of $\left(2-x^{2}\right)^{2}$, i.e. of $4-4 x^{2}+x^{4}=-8 x+4 x^{3}$;
the d. c. of $\left(x^{1 / 2}+x^{-1 / 2}\right)^{3}$, i.e. of $x^{5 / 2}+3 x^{1 / 2}+3 x^{-1 / 2}+x^{-3 / 2}$

$$
=\frac{3}{2} x^{1 / 2}+\frac{3}{2} x^{-1 / 2}-\frac{3}{2} x^{-3 / 2}-\frac{8}{2} x^{-6 / 2}
$$

It must be carefully noticed that, although the d. c. of $x^{3}$ with respect to $x$ is $3 x^{2}$, the d. c. of such a function as $\left(x^{2}+1\right)^{3}$ with respect to $x$ is not $3\left(x^{2}+1\right)^{2}$; this is the d. c. with respect to $x^{2}+1$, i. $\theta$. it is the limit of the ratio of the increase in $\left(x^{2}+1\right)^{3}$ to the increase in $x^{2}+1$, not the limit of the ratio of the increase in $\left(x^{2}+1\right)^{3}$ to the increase in $x$. In order to find the d. c. of $\left(x^{2}+1\right)^{3}$ with respect to $x$, it can either be expanded as in the last two examples given or, as is better, it can be dealt with by Theorem (vii) on p. 79, which gives a general method of dealing with such cases.

## Examples VIII.

Differentiate the following functions with respect to $x$ :

1. $x^{2}-7 x+5$.
2. $3 x^{2}-8 x-4$.
3. $p x^{2}+q x+r$.
4. $2 x^{3}-9 x+6$.
5. $a x^{3}+b x^{2}+c x+d$.
e. $3 x^{10}-6 x^{5}+x$.
6. $x^{4}-2 a^{2} x^{2}+a^{4}$.
7. $x^{2 n}+2 a^{n} x^{n}+a^{2 n}$.
8. $(x-5)^{2}$.
9. $(\sqrt{ } x+\sqrt{ } a)^{2}$.
10. $(\sqrt{ } x-2)^{3}$.
11. $(1-x)^{3}$.
12. $(a x-b)^{3}$.
13. $\frac{3}{x^{2}}-\frac{4}{x}+1$.
14. $\frac{x^{2}+1}{x}$.
15. $\left(x-\frac{1}{x}\right)^{2}$.
16. $\left(\frac{x-1}{x}\right)^{2}$.
17. $\frac{x+3 a}{\sqrt{x}}$.
18. $\left(\frac{a^{4}+x^{2}}{x^{4}}\right)^{2}$.
19. $(1-\sqrt{ } x)^{3} / x$.
20. $(a-b / x)^{3}$.
21. Theorem (iv). To find the differential coefficient of a product of two functions of $x$.

It is obvious, by taking two simple numerical factors such as $5 \times 8$, that the total increase in the product of two factors is not obtained by multiplying together the increases of the separate factors; and therefore the d. c. of a product is not equal to the product of the d. c.'s of its factors.

Let $y=u v$, where $u$ and $v$ are both functions of $x$. When $x$ becomes $x+\dot{\delta} x, u$ and $v$, being functions of $x$, will chango; let them become $u+\delta u$ and $v+\delta v$ respectively;
$\therefore$ their product, $y$, will become

$$
(u+\delta u)(v+\delta v)=u v+u . \delta v+v . \delta u+\delta u . \delta v .
$$

$\therefore \delta y$, the increase in $y,=u . \delta v+v . \delta u+\delta u . \delta v$,
and

$$
\begin{equation*}
\frac{\delta y}{\delta x}=u \cdot \frac{\delta v}{\delta x}+v \cdot \frac{\delta u}{\delta x}+\frac{\delta u}{\delta x} \cdot \delta v . \tag{i}
\end{equation*}
$$

In the limit, when $\delta x$ and therefore $\delta u, \delta v, \delta y$ all $\rightarrow 0(u, v$, and therefore $y$ being supposed continuous functions of $x$ ), $\delta y / \delta x$, $\delta u / \delta x, \delta v / \delta x$ tend to limits denoted by $d y / d x, d u / d x, d v / d x$ respectively, so that the foregoing relation (i) becomes

$$
\frac{d y}{d x}=u \frac{d v}{d x}+v \frac{d u}{d x},
$$

since, in the last term of (i), the first factor $\delta u / \delta x$ tends to the finite limit $d u / d x$, and the second factor $\delta v$ tends to the limit 0 .* Therefore this term tends to the limit zero.

This result must be remembered, and it is most convenient to remember it in the verbal form:
the d. c. of a product $=1$ st factor $\times$ d. c. of $2 n d+2 n d$ factor $\times$ d. c. of 1 st.

[^14]Examples:
d. c. of $\left(x^{3}+1\right)\left(x^{2}+2\right)=\left(x^{3}+1\right) 2 x+\left(x^{2}+2\right) 3 x^{2}=5 x^{4}+6 x^{2}+2 x$;
d. c. of

$$
\sqrt{ } x\left(a x^{2}+b x+c\right)-\sqrt{ } x(2 a x+b)+\left(a x^{2}+b x+c\right) \cdot \frac{1}{2 \sqrt{x}}=\frac{5 a x^{2}+3 b x+c}{2 \sqrt{ } x} ;
$$

d. c. of $\left(a x^{2}+b x+c\right)^{2}$, i.e. $\left(a x^{2}+b x+c\right)\left(a x^{2}+b x+c\right)$

$$
=\left(a x^{2}+b x+c\right)(2 a x+b)+\left(a x^{2}+b x+c\right)(2 a x+b)
$$

$$
=2\left(a x^{2}+b x+c\right)(2 a x+b) .
$$

The preceding working can be illustrated graphically as follows: If the values of $u$ and $v$ are represented by lengths $O X$ and $O Y$ measured along two straight lines at right angles, $y$ is represented by the area of the completed rectangle $O X Z Y$; if $X X^{\prime}, Y Y^{\prime}$ denote $\delta u$ and $\delta v$ respectively, then $\delta y$ is represented by the increase in the aroa of the rectangle, i.e. by the shaded area in Fig. 40.
i. e. $\quad \delta y=Z Y^{\prime}+Z X^{\prime}+Z Z^{\prime}=u . \delta v+v . \delta u+\dot{i} u . \delta v$ as before.


Fig. 40.
When $\delta u$ and $\delta v$ are very small, the last term is of the second order of small quantities and can be neglected in comparison with the first two terms; i.e. the area $Z Z^{\prime}$ is very small compared with the areas $Z Y^{\prime}$ and $Z X^{\prime}$.

Therefore approximately (i.e. to the first order of small quantities)

$$
\delta y=u . \delta v+v . \delta u
$$

whence, dividing by $\delta x$, and taking the limit,

$$
\frac{d y}{d x}=u \frac{d v}{d x}+v \frac{d u}{d x} .
$$

31. Theorem (v). Differential coefficient of a product of any number of functions of $x$.

The rule for finding the d. c. of a product of two functions of $x$ can be extended so as to apply to the product of any (finite) number of functions of $x$.

If $y=u v v$, where $u, v, w$ are all functions of $x$, then, regarding this as the product of the two factors $u v$ and $w$, we have

$$
\begin{aligned}
\frac{d y}{d x} & =u v \frac{d w}{d x}+w \frac{d(u v)}{d x} \\
& =u v \frac{d w}{d x}+w\left(u \frac{d v}{d x}+v \frac{d u}{d x}\right) \\
& =u v \frac{d w}{d x}+u w \frac{d v}{d x}+v w \frac{d u}{d x},
\end{aligned}
$$

and similarly for any finite number of factors.
Hence the d. c. of a product is obtained by multiplying the d. c. of each factor in turn by all the other factors, and adding the results.

This result, in the case of three factors, can be illustrated geometrically. See Examples IX. 25.

A very important result follows from these rules. The d. c. of $y^{2}$ with respect to $x$ may be found by regarding it as the product of $t$ wo factors, each $y$, whence the d. c. of $y^{2}$

$$
=y \frac{d y}{d x}+y \frac{d y}{d x}=2 y \frac{d y}{d x} .
$$

Similarly, if $n$ be any integer, by taking the product of $n$ factors each $y$, we get the $d$. c. of $y^{\mathrm{n}}$ with respect to $\mathrm{x}=\mathrm{ny}^{\mathrm{n}-1} \mathrm{dy} / \mathrm{dx}$. (See also Art. 34.)

The d. c. with respect to $x$ of a function of the form $x^{n} y^{m}$, where $y$ is a function of $x$, can now be written down, as follows:
d. c. of $x^{3} y$ with respect to $x=x^{3} \cdot \frac{d y}{d x}+y .3 x^{2}$;
d. c. of $x^{2} y^{2}$ with respect to $x=x^{2} .2 y \frac{d y}{d x}+y^{2} .2 x$;
d. c. of $x^{4} y^{3}$ with respect to $x=x^{4} .3 y^{2} \frac{d y}{d x}+y^{3} .4 x^{3}$, and so on.

## 32. Alternative method of differentiating $x^{n}$.

It should be noticed that, from these rules for differentiating a product, the d. c. of $x^{n}$ may be deduced for positive or negative, integral or fractional values of $n$, without having recourse to the limit of Art. 13 (8).

For (i) if $n$ be a + integer,

$$
x^{n}=x \times x \times \ldots n \text { factors }
$$

By the preceding article, since the d. c. of each factor is 1 , and this, when multiplied by all the other factors, gives $x^{n-1}$, we have $x^{n-1}$ repeated $n$ times, hence

$$
\frac{d}{d x} x^{n}=n x^{n-1}
$$

(ii) If $n$ be a positive fraction $p / q$, we have $y=x^{p / q}$; $\quad \therefore y^{q}=x^{p}$;
$\therefore$ differentiating with respect to $x$,

$$
\begin{gathered}
q y^{q-1} \frac{d y}{d x}=p x^{p-1} ; \\
\therefore \frac{d y}{d x}=\frac{p}{q} x^{p-1} \div y^{q-1}=\frac{p}{q} x^{p-1} \div\left(x^{\eta / q}\right)^{q-1}=\frac{p}{q} x^{p-1-p+p / q}=\frac{p}{q} x^{p / q-1} .
\end{gathered}
$$

(iii) If $n$ be - and equal to $-m$,

$$
y=x^{-m}=1 / x^{m} ; \quad \therefore \quad x^{m} y=1 ;
$$

differentiating with respect to $x$,

$$
\begin{gathered}
x^{m} \frac{d y}{d x}+y \cdot m x^{m-1}=0 \\
\therefore \frac{d y}{d x}=-\frac{m y x^{m-1}}{x^{m}}=-m y x^{-1} \\
=-m x^{-m} x^{-1}=-m x^{-m-1}
\end{gathered}
$$

Hence we have proved that the d. c. of $x^{n}=n x^{n-1}$, for all rational values of $n$.

## Examples IX.

Differentiate with respect to $x$ the following products :

1. $\left(x^{2}-4\right)\left(x^{4}+3\right)$.
2. $x^{n}(1+\sqrt{x})$.
3. $\left(x^{n}+a^{n}\right)\left(x^{m}+a^{m}\right)$.
4. $\sqrt{ } x\left(x^{3}+3 x^{2}\right)$.
5. $(a x+b)\left(x^{2}+c x+c^{2}\right)$.
6. $\sqrt{ } x\left(a / x+b / x^{2}\right)$.
7. $x\left(x^{2}-1\right)\left(x^{2}+1\right)$.
8. $(3 x+2)^{2}$.
9. $(3 x+2)^{3}$.
10. $(3 x+2)^{n}$.
11. $\sqrt{ } x(x-1)(x-2)$.
12. $\left(a-b x+c x^{2}\right)^{2}$.
13. $\left(a-b x+c x^{2}\right)^{3}$.
14. $\left(a-b x+c x^{2}\right)^{n}$.
15. $x y^{2} ; x^{2} y^{4} ; x^{3} y^{2}$.
16. $x^{n} y$; $x y^{n}$.
17. $x^{n} y^{3} ; x^{3} y^{n}$.
18. $x^{n} y^{n}$.
19. $x^{2}+x y+y^{2}$.
20. $x^{4}+x^{2} y^{\prime \prime}+y^{4}$.
21. $a x^{3}+b x^{2} y+c x y^{2}+d y^{3}$.
22. $(a y+b)^{2}$.
23. $(a y+b)^{3}$.
24. $(a y+b)^{n}$.
25. Illustrate the result of Art. 31 for three factors, by taking a rectangular block with edges $u, v, w$ respectively, and proceeding as in Art. 30.
26. Theorem (vi). To find the diforential coefficient of a quotient of two functions of $x$.

Let $y=u / v$, where $u$ and $v$ are both functions of $x$. Proceeding as in the case of a product, when $x$ becomes $x+\delta x$, let $u$ and $v$ become $u+\delta u$ and $v+\delta v$ respectively.

Therefore $y$ becomes $\frac{u+\delta u}{v+\delta v}$,
and

$$
\delta y=\frac{u+\delta u}{v+\delta v}-\frac{u}{v}=\frac{v \delta u-u \delta v}{v(v+\delta v)}
$$

Therefore

$$
\frac{\delta y}{\delta x}=\frac{v \frac{\delta u}{\delta x}-u \frac{\delta v}{\partial x}}{v(v+\delta v)}
$$

and in the limit, when $\delta x$, and therefore also $\delta u, \delta v, \delta y, \rightarrow 0$, this becomes

$$
\frac{d y}{d x}=\frac{v \frac{d u}{d x}-u \frac{d v}{d x}}{v^{2}}
$$

This result must be remembered, and it can be put in the following convenient verbal form :

$$
\text { d. c. of a quoticnt }=\frac{\text { den } \times \text { d. c. of } n u m^{r}-n u m^{r} \times d . \text { c. of den }}{(\text { denominator })^{2}} .
$$

It should be noticed that this result can be deduced from the preceding result as follows:

If

$$
\begin{gathered}
y=u / v, \text { then } u=v y . \\
\therefore \quad \frac{d u}{d x}=v \frac{d y}{d x}+y \frac{d v}{d x}=v \frac{d y}{d x}+\frac{u}{v} \frac{d v}{d x} ; \\
\therefore \quad v \frac{d u}{d x}=v^{2} \frac{d y}{d x}+u \frac{d v}{d x} ; \\
\\
\\
\frac{d y}{d x}=\frac{v \frac{d u}{d x}-u \frac{d v}{d x}}{v^{2}} \text { as before. }
\end{gathered}
$$

Examples:
The d. c. of $\frac{x^{2}}{3 x+2}=\frac{(3 x+2) 2 x-x^{2} .3}{(3 x+2)^{2}}=\frac{3 x^{2}+4 x}{(3 x+2)^{2}}$.
The d. c. of $\frac{x^{3}-3 x+1}{x^{3}+3 x+1}=\frac{\left(x^{3}+3 x+1\right)\left(3 x^{2}-3\right)-\left(x^{3}-3 x+1\right)\left(3 x^{2}+3\right)}{\left(x^{3}+3 x+1\right)^{2}}$;
which reduces to

$$
\frac{12 x^{3}-6}{\left(x^{3}+3 x+1\right)^{2}}
$$

The d.c. of $\frac{\sqrt{ } x}{a x+b}=\frac{(a x+b) /(2 \sqrt{ } x)-\sqrt{ } x . a}{(a x+b)^{2}}=\frac{b-a x}{2 \sqrt{ }(a x+b)^{2}}$.
The d. c. of $\quad \frac{y^{2}}{x^{2}}=\frac{x^{2} .2 y \frac{d y}{d x}-y^{2} \cdot 2 x}{x^{4}}=\frac{2 y\left(x \frac{d y}{d x}-y\right)}{x^{3}}$.

## Examples X.

Differentiate the following functions with respect to $x$ :

1. $\frac{3 x+4}{5 x-3}$.
2. $\frac{1-2 x}{2-x}$.
3. $\frac{a x+b}{b x+a}$.
4. $\frac{x^{2}+4}{x^{2}-4}$.
5. $\frac{x^{2}-2 x+4}{x^{2}+2 x+4}$.
e. $\frac{x^{n}+1}{x^{n}-1}$.
6. $\frac{8 x}{x^{2}+1}$.
7. $\frac{\sqrt{ } x}{1-x}$.
ө. $\frac{x}{1+\sqrt{x}}$.
8. $\frac{1+\sqrt{ } x}{1-\sqrt{ } x}$.
9. $y^{3} / x^{2}$.
10. $\frac{a x^{2}+b x+c}{a x^{2}-b x+c}$.
11. $\frac{(x-1)^{2}}{x^{2}+1}$.
12. $\frac{x(x-2)}{3 x-1}$.
13. $\frac{(x+2)(x-3)}{x(x-1)}$.
14. $\frac{x(x-1)}{(x-2)(x-3)}$.
15. $y / x$.
16. $x / y$.
17. $x^{2} / y^{2}$.
18. $x^{n} / y^{n}$.
19. $y^{n} / x^{n}$.
20. Theorem (vii). To find the differential coefficient of a function of a function.

Consider the function $y=\left(x^{2}-3\right)^{10}$. This is an expression of the kind known as a function of a function; $x^{2}-3$ is a function of $x$, and $y$ is a function of $x^{2}-3$. Other examples are $\log \sin x, \cos ^{n} x$, $\sqrt{ }\left(a^{3}-x^{3}\right), \& c$.
The d. c. of such an expression as $\left(x^{2}-3\right)^{10}$ cannot be conveniently worked out at once from first principles, but may be obtained in two stages by denoting $x^{2}-3$ temporarily by $u$, and writing $y=u^{10}$.

Generally, let $y$ be a continuous function of $u$, where $u$ is a continuous function of $x$. When $x$ is increased to $x+\delta x, u$ will become $u+\delta u$, and this change in the value of $u$ will make $y$ become $y+\delta y$; then it is an obvious identity that

$$
\frac{\delta y}{\partial x}=\frac{\delta y}{\partial u} \times \frac{\delta u}{\delta x} .
$$

When $\delta x \rightarrow 0$, $\delta u$ will $\rightarrow 0$, since $u$ is a continuous function of $x$, and $\delta u / \delta x$ will tend to the limit $d u / d x$; and when $\delta u \rightarrow 0$, $\delta y$ will $\longrightarrow 0$, since $y$ is a continuous function of $u$, and $\delta y / \delta u$ will tend to the limit $d y / d u$; also $\delta y / \delta x$ will tend to the limit $d y \prime d x$. Therefore, by Art. 15 (ii), the preceding relation becomes

$$
\frac{d y}{d x}=\frac{d y}{d u} \times \frac{d u}{d x} .
$$

For instance, in the example mentioned above where

$$
\begin{gathered}
y=u^{10} \text { and } u=x^{2}-3 \\
\frac{d y}{d x}=\frac{d y}{d u} \times \frac{d u}{d x}=10 u^{9} \times 2 x=20 x\left(x^{2}-3\right)^{9}
\end{gathered}
$$

The d. c. is the limit of (increase in $y$ )/(increase in $x$ ), and by this method it is found in two stages:

$$
\begin{array}{ll}
\text { It is equal to } & \text { Lt } \frac{\text { increase in } y}{\text { increase in } u} \times L_{t} \frac{\text { increase in } u}{\text { increase in } x}, \\
\text { i.e. to } & L_{t} \frac{\text { increase in } u^{10}}{\text { increase in } u} \times L_{t} \frac{\text { increase in }\left(x^{2}-3\right)}{\text { increase in } x},
\end{array}
$$

i. $\theta$. to d. c. of $u^{10}$ with respect to $u \times$ d. c. of $\left(x^{2}-3\right)$ with respect to $x$, i.e. to
$10 u^{3} \times 2 x$.

This theorem can be illustrated geometrically as follows:
Let $y$ be a continuous function of $u, f(u)$, where $u$ is a continuous function of $x, F(x)$.

Let $A B$ (Fig. 41) be part of the graph of $u=F(x)$, drawn with reference to the axes $O X, O U$, and let $A C$ be
 the corresponding part of the graph of $y=f(u)$, drawn with reference to the axes $O U$ and $O Y$ (the continuation of $X O$ ). Let $P$ be any point on $A B$, and $Q$ the corresponding point on $A C$. If $O M$, the abscissa $x$ of $P$, be increased by $M N$, the ordinate is thereby increased from $O I$ to $O K$, and this increase in one of the coordinates of $Q$ produces an increase in the other coordinate of $Q$ from $O E$ to $O F$. Now

$$
\begin{aligned}
& \frac{\delta y}{\delta x}=\frac{E F^{\prime}}{M N}=\frac{L Q^{\prime}}{P D}=\frac{L Q^{\prime}}{L Q} \times \frac{P D}{P D} \\
& =\text { slope of } Q Q^{\prime} \times \text { slope of } P P^{\prime} .
\end{aligned}
$$

When $P^{\prime}$ approaches indefinitely near $P, Q^{\prime}$ approaches indefinitely near $Q$, and $P P^{\prime}, Q Q^{\prime}$ become the tangents at $P$ and $Q$ respectively. Therefore, taking the limits,

$$
\frac{d y}{d x}=\text { slope of } A C \text { at } Q \times \text { slope of } A B \text { at } P=\frac{d y}{d u} \times \frac{d u}{d x} .
$$

This is a rule which has constantly to be applied, and the student must, by doing many examples, make himself so thoroughly familiar with it that he will always avoid such mistakes as giving the d. c. of $(2 x-1)^{3}$ as $3(2 x-1)^{2}$ instead of $3(2 x-1)^{2} \times 2$.

## Examples:

if $y=\left(x^{2}-a^{2}\right)^{n}$, i.e. $u^{n}$ where $u=x^{2}-a^{2}$;

$$
\frac{d y}{d x}=\frac{d y}{d u} \cdot \frac{d u}{d x}=n u^{n-1} \cdot 2 x=2 n x\left(x^{2}-a^{2}\right)^{n-1} ;
$$

if $y=\sqrt{ }(5-4 x)$, i.e. $\sqrt{ } u$ where $u=5-4 x$;

$$
\frac{d y}{d x}=\frac{d y}{d u} \cdot \frac{d u}{d x}=\frac{1}{2 \sqrt{u}} \times-4=-\frac{2}{\sqrt{ }(5-4 x)}
$$

if $y=\frac{1}{\left(1-x^{3}\right)^{4}}$, i.e. $u^{-4}$ where $u=1-x^{3}$;

$$
\frac{d y}{d x}=\frac{d y}{d u} \cdot \frac{d u}{d x}=-4 u^{-5} \times-3 x^{2}=\frac{12 x^{2}}{\left(1-x^{3}\right)^{5}}
$$

After a little practice, it will be unnecessary to insert the $u$ explicitly, and the results can be written down at once as below.

The d. c. of $(4 x+2)^{3}=3(4 x+2)^{2} \times$ d. c. of $4 x+2=3(4 x+2)^{2} \times 4$.

$$
\begin{aligned}
" \quad " \quad(1-x)^{8} & =3(1-x)^{2} \times \text { d. c. of } 1-x=3\left(1-x^{2}\right) \times-1 \\
" \quad " \quad\left(x^{2}+a^{2}\right)^{3} & =3 \cdot\left(x^{2}+a^{2}\right)^{2} \times \text { d. c. of } x^{2}+a^{2}=3\left(x^{2}+a^{2}\right)^{2} \times 2 x . \\
" \quad " \quad\left(\frac{x^{2}}{x-1}\right)^{3} & =3\left(\frac{x^{2}}{x-1}\right)^{2} \times \text { d. c. of } \frac{x^{2}}{x-1} \\
& =3\left(\frac{x^{2}}{x-1}\right)^{2} \times \frac{(x-1) 2 x-x^{2}}{(x-1)^{2}}=\frac{3 x^{5}(x-2)}{(x-1)^{4}}
\end{aligned}
$$

and generally,
the d. c. of $u^{9}=3 u^{2} \times d u / d x$, where $u$ is any function of $x$.
Similarly,
the d. c. of $u^{n}=n u^{n-1} \times d u / d x$, whatever the value of $n$.
This last result has already been obtained (Art. 31) from the rule for differentiating a product, in the case when $n$ is a positive integer; we here obtain it in the more general case when $n$ is positive or negative, integral or fractional.

Taking, as another example, different powers of the same expression, the d. c. of $\left(1-2 x^{2}\right)^{4}=4\left(1-2 x^{2}\right)^{8} \times$ d. c. of $1-2 x^{2}=4\left(1-2 x^{2}\right)^{3} \times-4 x$;

$$
\begin{aligned}
& " \quad " \sqrt{ }\left(1-2 x^{2}\right)=\frac{1}{2 \sqrt{ }\left(1-2 x^{2}\right)} \times \text { d.c. of } 1-2 x^{2}=\frac{1}{2 \sqrt{\left(1-2 x^{2}\right)}} \times-4 x \\
& " \quad " \frac{1}{\left(1-2 x^{2}\right)^{8}}=-5\left(1-2 x^{2}\right)^{-0} \times \text { d.c. of } 1-2 x^{2}=-5\left(1-2 x^{2}\right)^{-6} \times-4 x
\end{aligned}
$$

and generally, the d. c. of any power

$$
\left(1-2 x^{2}\right)^{n}=n\left(1-2 x^{2}\right)^{n-1} \times-4 x
$$

Again, the d. c. of

$$
\sqrt{ }\left(a^{2}+x^{2}\right)=\frac{1}{2 \sqrt{ }\left(a^{2}+x^{2}\right)} \times 2 x=\frac{x}{\sqrt{ }\left(a^{2}+x^{2}\right)}
$$

The d. c. of $x \sqrt{ }\left(a^{2}+x^{2}\right)$ (a product in which the second factor is a function of a function) is, using the result just obtained,

$$
=x \times \frac{x}{\sqrt{ }\left(a^{2}+x^{2}\right)}+\sqrt{ }\left(a^{2}+x^{2}\right) \times 1=\frac{a^{2}+2 x^{2}}{\sqrt{ }\left(a^{2}+x^{2}\right)} .
$$

The d. c. of the quotient $\sqrt{ }\left(a^{2}+x^{2}\right) / x$

$$
=\frac{x \frac{x}{\sqrt{\left(a^{2}+x^{2}\right)}}-\sqrt{ }\left(a^{2}+x^{2}\right)}{x^{2}}, \text { which reduces to } \frac{-a^{2}}{x^{2} \sqrt{\left(a^{2}+x^{2}\right)}}
$$

35. Theorem (viii). The relation between differential coefflients of inverse functions.

If $y$ is a continuous function of $x$, then $x$ is generally a continuous function of $y$.

Let $\delta x$ and $\delta y$ be corresponding increments of $x$ and $y$, then evidently

$$
\frac{\delta x}{\delta y} \times \frac{\delta y}{\delta x}=1,
$$

and therefore, when $\delta x$ and $\delta y \rightarrow \mathbf{0}$,

$$
\frac{d x}{d y} \times \frac{d y}{d x}=1
$$

i. e. the differential coefficients of two inverse functions are reciprocals.

This result may be regarded as a particular case of the preceding result, from which it may be obtained by putting $y .=x$; the rule for a function of a function then gives

$$
1=\frac{d x}{d u} \times \frac{d u}{d x}, \quad \text { i. е. } \frac{d x}{d u}=1 / \frac{d u}{d x} .
$$

This theorem is also obvious geometrically. It has been seen (Art. 23) that $d y / d x$ is the tangent of the angle $\psi$ which the tangent to the graph of the function makes with the positive direction of the axis of $x$; similarly, $d x / d y$ is the tangent of the angle $\psi^{\prime}$ which the tangent to the graph makes with the positive direction of the axis of $y$.



Fig. 42.
The sum of these angles is either $\frac{1}{2} \pi$ or $\frac{3}{2} \pi$ (Fig. 42), and in either case the tangent of one of them is equal to the cotangent of the other, i.e. $\tan \psi=1 / \tan \psi^{\prime}$.

$$
\therefore \frac{d y}{d x}=1 / \frac{d x}{d y} .
$$

Examples. If $y=\sqrt[8]{x}$, then $x=y^{5}$; $\therefore d x / d y=5 y^{4}=5 x^{4 / 8}$; $\therefore \frac{d y}{d x}=\frac{1}{5 x^{4 / 8}}$. In this case the d. c. of a root is deduced from that of the corresponding power.

Again, if $y^{2}+3 y=x, d x / d y=2 y+3 ; \quad \therefore d y / d x=1 /(2 y+3)$, which gives $d y / d x$ in terms of $y$. To find $y$ in terms of $x$, and then differentiate, is a more troublesome operation and involves a much more complicated differentiation.

## Examples XI.

Differentiate the following with respect to $x$ :

1. $(4 x-5)^{6} ; \quad \sqrt{ }(4 x-5) ; \quad \frac{1}{(4 x-5)^{2}} ; \quad(4 x-5)^{n} ; \quad \frac{1}{4 x-5} ; \quad \frac{1}{\sqrt{(4 x-5)}} ; \quad \frac{1}{\sqrt[n]{(4 x-5)}}$.
2. $(3-7 x)^{8} ; \quad \sqrt{ }(3-7 x) ; \quad \frac{1}{(3-7 x)^{2}} ; \quad(3-7 x)^{n} ; \frac{1}{(3-7 x)} ; \frac{1}{\sqrt{(3-7 x)}} ; \frac{1}{\sqrt[n]{(3-7 x)}}$.
3. $\left(x^{2}-1\right)^{6} ; ~ \sqrt{ }\left(x^{2}-1\right) ; \frac{1}{\left(x^{2}-\overline{1}\right)^{2}} ; \quad\left(x^{2}-1\right)^{n} ; \quad \frac{1}{x^{2}-1} ; \frac{1}{\sqrt{ }\left(x^{2}-1\right)} ; \frac{1}{\sqrt[n]{ }\left(x^{2}-1\right)}$.
4. $(a-x)^{e} ; \quad \sqrt{ }(a-x) ; \quad \frac{1}{(a-x)^{2}} ; \quad(a-x)^{n} ; \quad \frac{1}{a-x} ; \quad \frac{1}{\sqrt{ }(a-x)} ; \frac{1}{\sqrt[n]{(a-x)}}$.
5. $\left(x^{n}-a^{n}\right)^{6} ; \sqrt{ }\left(x^{n}-a^{n}\right) ; \quad \frac{1}{\left(x^{n}-a^{n}\right)^{2}} ; \quad\left(x^{n}-a^{n}\right)^{n} ; \frac{1}{x^{n}-a^{n}} ; \quad \frac{1}{\sqrt{ }\left(x^{n}-a^{n}\right)} ; \frac{1}{\left.\sqrt[n]{\left(x^{n}-a^{n}\right.}\right)}$.
6. $\left(a x^{2}+b x+c\right)^{\bullet} ; \quad \sqrt{ }\left(a x^{2}+b x+c\right) ; \quad \frac{1}{\left(a x^{2}+b x+c\right)^{2}} ; \quad\left(a x^{2}+b x+c\right)^{n} ;$
$\frac{1}{a x^{2}+b x+c} ; \quad \frac{1}{\left.\sqrt{\left(a x^{2}\right.}+b x+c\right)} ; \quad \frac{1}{\sqrt[n]{\left(a x^{2}+b x+c\right)}} . \quad 7 .{\left.\overline{\left(a^{2}\right.}-x^{2}\right)^{n}}_{1}$.
7. $\frac{1}{\sqrt[8]{\left(a^{2}-x^{2}\right)^{2}}}$.
-. $\frac{1}{\sqrt{ }\left(a^{2}-x^{2}\right)}$.
8. $\frac{1}{\sqrt[8]{\left(a^{2}-x^{2}\right)}}$
9. $\sqrt[3]{ }\left(a^{3}-x^{s}\right)$.

10. $\left(\frac{x-1}{x}\right)^{0}$.
11. $\sqrt[6]{ }\left(\frac{x-1}{x}\right)$.
12. $\left(\frac{x}{x^{2}+1}\right)^{n}$.
13. $V\left(\frac{x}{x^{2}+1}\right)$.
14. $\sqrt{ }\left(\frac{x}{a-x}\right)$.
15. $\left(\frac{x}{a-x}\right)^{n}$.
16. $x \sqrt{ }(2 x+1)$.
17. $x^{2} \sqrt{ }(1-x)$.
18. $\frac{x}{\sqrt{(2 x+1)}}$.
19. $\frac{\sqrt{ }(2 x+1)}{x}$.
20. $\frac{x^{2}}{\sqrt{ }(1-x)}$.
21. $\frac{\sqrt{ }(1-x)}{x^{2}}$.
22. $x^{2} \sqrt{ }\left(a^{2}-x^{2}\right)$.
23. $\frac{x^{2}}{\sqrt{\left(a^{2}-x^{2}\right)}}$.
24. $\frac{\sqrt{ }\left(x^{2}-a^{2}\right)}{x^{2}}$.
25. $x(a-x)^{n}$.
26. $\frac{(a-x)^{n}}{x}$.
27. $\frac{x}{(n-x)^{n}}$.
28. $(a-x)^{2}(b-x)^{3}$.
29. $\frac{(a-x)^{2}}{(b-x)^{3}}$.
30. $(a-x)^{n}(b-x)^{m}$.
31. $\frac{(a-x)^{n}}{(b-x)^{m}}$.

Find $d y / d x$ in the four examples following.
35. $y^{3}+3 y^{2}=x+1$.
88. $(3 y+2) /(3+2 y)=x$.
87. $x(y+a)=y^{2}$.
38. $x y+a x+b y+y^{2}=0$.
a 2
39. Prove that the d. c. of an even function of $x$ is an odd function of $x$, and conversely that the d. c. of an odd function is even.
40. Illustrate Theorem vi, Art. 33, geometrically, by taking $u$ as the area of a rectangle of which $v$ is one side.
41. Find the slope of the curve $y^{8}+4 x y^{4}=5$ at the point $(1,1)$.
42. Find the slope of the curve $y^{3}-3 x y^{2}+a^{2} x=a^{5}$ at the point ( $a, 3 a$ ).

## 36. Differentiation of Implicit Functions.

In the case of implicit functions (Art. 4), it is often difficult or impossible to find $y$ explicitly in terms of $x$, and then by differentiating obtain the value of $d y / d x$ in terms of $x$ alone; but the value of $d y / d x$ in terms of $x$ and $y$ can be obtained by differentiating, with respect to $x$, each term of the equation between $x$ and $y$ as it stands.

It has been proved (Arts. 31 and 34) that the d. c. of $y^{n}$ with respect to $x$ is $n y^{n-1} d y / d x$. The terms which occur most frequently in practice, when $y$ is given implicitly as a function of $x$, are terms of the type $a x^{m} y^{n}$; and the $d$. c. of this term is equal to

$$
a\left(x^{m} \cdot n y^{n-1} \frac{d y}{d x}+y^{n} \cdot m x^{m-1}\right)
$$

by using the ordinary rule for the d. c. of a product.
One or two examples will now suffice to show how to find the value of $d y / d x$ in such cases.

Examples:
(i) $x^{2}+y^{2}=a^{2}$. Since $x^{2}+y^{2}$ is constant, its d. c. is zero.

$$
\therefore \quad 2 x+2 y d y / d x=0, \text { whence } d y / d x=-x / y
$$

[In this simple case, $y$ can be at once expressed explicitly in terms of $x$, for we have $y=\sqrt{ }\left(a^{2}-x^{2}\right)$;
$\therefore \frac{d y}{d x}=\frac{1}{2 \sqrt{\left(u^{2}-x^{2}\right)}} \times-2 x=-\frac{x}{\sqrt{\left(a^{2}-x^{2}\right)}}$, which $=-\frac{x}{y}$ as before.]
(ii) $x^{3}+3 a x y+y^{3}=a^{3}$.

Differentiating each term with respect to $x$,

$$
\begin{gathered}
3 x^{2}+3 a\left(x \frac{d y}{d x}+y\right)+3 y^{2} \frac{d y}{d x}=0 \\
a x \frac{d y}{d x}+y^{2} \frac{d y}{d x}=-a y-x^{2} \\
\text { and } \frac{d y}{d x}=-\frac{a y+x^{2}}{a x+y^{2}}
\end{gathered}
$$

whence
(iii) $x^{2} y^{3}+y^{2} x^{3}+a^{5}=0$.

Here $\quad x^{2} \cdot 3 y^{2} \frac{d y}{d x}+y^{3} \cdot 2 x+y^{2} \cdot 3 x^{2}+x^{3} \cdot 2 y \frac{d y}{d x}=0$,
whence

$$
\frac{d y}{d x}=-\frac{3 x^{2} y^{2}+2 x y^{3}}{3 x^{2} y^{2}+2 x^{3} y}=-\frac{3 x y+2 y^{2}}{3 x y+2 x^{2}}
$$

(iv) If $y$ is given in the form $\sqrt[n]{\left(a^{n}-x^{n}\right) \text {, we may write } y^{n}=a^{n}-x^{n} \text {; then, }, \text {, }{ }^{\text {a }} \text {, }}$ differentiating with respect to $x$, we have

$$
n y^{n-1} \frac{d y}{d x}=-n x^{n-1}, \text { i. e. } \frac{d y}{d x}=-\frac{x^{n-1}}{y^{n-1}} .
$$

## Examples XII.

Find $d y / d x$ when $x$ and $y$ are connected by the following relations:

1. $x^{3}+y^{3}=a^{9}$.
2. $\sqrt{ } x+\sqrt{ } y=\sqrt{ } a$.
3. $x^{n}+y^{n}=a^{n}$.
4. $x^{2}+x y+y^{2}=0$.
5. $x^{3}+x^{2} y+x y^{2}+y^{3}=c^{3}$.
c. $1+x^{2} y+x y^{2}=0$.
6. $x^{m} y^{n}=a^{m+n}$.
7. $a^{m} x^{n}=b^{n} y^{m}$.
8. $(x+y)^{2}=a x^{2}+b y^{2}$.
9. $(x+y)^{3}=3 a x y$.
10. $\left(x^{2}+y^{2}\right)^{2}=a^{2}\left(x^{2}-y^{2}\right)$.
11. $a x^{2}+2 b x y+c y^{2}=1$.
12. $a x^{3}+b x^{2} y+c x y^{2}+d y^{3}=1$.
13. $y=\left(a^{2 / 3}-x^{2 / 3}\right)^{3 / 2}$.
14. $y=\left(a^{p / q}-x^{p / q}\right)^{q / p}$.
15. $x^{2 n}+x^{n} y^{n}+y^{2 n}=a^{2 n}$.
16. $x^{3} y^{4}+x^{4} y^{3}=a^{7}$.
17. $a x^{2}+2 h x y+b y^{2}+2 g x+2 f y+c=0$.
18. $1+x+y+x y=a$.
19. $(a+x)(a+y)=x^{2}+y^{2}$.
20. Find the value of $d v / d p$ (i) when $p v=k$, (ii) when $p v^{\gamma}=k$, (iii) when $\left(p+a v^{-2}\right)(v-b)=k$.

## 37. Calculation of small corrections.

We have, in several numerical examples in Art. 26, shown how the result of Art. 24 can be used to find the approximate change in the value of a function due to a given small change in the value of its argument. Numerical results are frequently calculated from given data by aid of a mathematical formula. These data are often obtained by measurement or observation, and therefore cannot be found with absolute accuracy. An error in one or more of the data will produce an error in the value of any quantity calculated from them, and an important practical application of the differential coefficient is to determine the influence, upon the result of a calculation, of given small errors in the measurement of the quantities upon which it depends. At present, we shall confine ourselves to finding the effect of an error in one variable only. The general question of finding the aggregate effect of errors in several observations will be considered later (Chapter XXIII).

It is generally the relative or proportional error (i.e. the ratio of the error to the calculated value), or the percentage error, which is of importance, rather than the actual error.

Example 1. A given quantity of metal is to be cast into the form of a right circular cylinder of radius 5 inches and height 10 inches; if the radius is made to inch too large, what will be the difference in the height ?

Let $r$ and $h$ denote the radius and height reapectively. Then

$$
\pi r^{2} h=\text { the volume }=\pi 25 \times 10, \text { and therefore } h=250 / r^{3} .
$$

We want to find the change in $h$ due to a given change in $r$, therefore we need the d. c. of $h$ with respect to $r$.

We have $d h / d r=250 \times-2 r^{-3}=-500 / r^{3}$. Therefore if $r$ be increased by $\frac{1}{2} \frac{1}{2}, h$ will decrease by (approximately) $\frac{1}{20} \times 500 / 5^{3}$, i.e. $\frac{1}{8}$ inch; hence the height will be $9 \cdot 8$ inches approximately.

Example 2. The pressure p and volume v of a given mass of gas at constant temperature are connected by the relation $\mathrm{pv}=\mathrm{k}$ ( $a$ constant). If the pressure of 10 cubic feet of the gas be 14 lb . per square inch, find the pressure when the volume is reduced to 9.92 cubic feet.

Here we need the change in $p$ due to a given small change in $v$; therefore we find the d.c. of $p$ with respect to $v$.

$$
p=\frac{k}{v} ; \quad \therefore \quad \frac{d p}{d v}=-\frac{c}{v^{2}}=-\frac{p v}{v^{2}}=-\frac{p}{v},
$$

i.e. if the volume be increased by a small amount, the pressure will decrease by nearly $p / v$ as much.

In this case, the volume is decreased by 08 cubic foot. Therefore the pressure will increase by $\frac{1}{\frac{1}{0}} \times \cdot 08$, i.e. $\cdot 112 \mathrm{lb}$. per square inch, i.e. the pressure will be 14.112 lb . per square inch.

Example 3. The time of oscillation t of a simple pendulum of length 1 is given by the formula $\mathrm{t}=2 \pi \sqrt{ }(\mathrm{l} / \mathrm{g})$. Find (i) the percentage change in the value of t if the length be increased 1 per cent.

$$
t=\frac{2 \pi}{\sqrt{ } g} \times \sqrt{ } l ; \quad \therefore \quad \frac{d t}{d l}=\frac{2 \pi}{\sqrt{ } g} \times \frac{1}{2 \sqrt{ } l}=\frac{\pi}{\sqrt{ }(g l)} .
$$

$\therefore$ by Art. 24, $\delta t=\frac{\pi}{\sqrt{ }(g l)} \times \delta l$ approximately, and $\delta l=\frac{l}{100}$;

$$
\therefore \quad \delta t=\frac{\pi}{\sqrt{ }(g l)} \times \frac{l}{100}=\frac{\pi}{100} \quad \sqrt{ } \frac{l}{g},
$$

and the percentage error $=\frac{\delta t}{t} \times 100=\frac{\pi}{100} \sqrt{ } \frac{l}{g} \times \frac{100}{t}=\frac{1}{2}$.
Find (ii) the percentage change in the value of t , if the pendulum be remored to a place where the value of g is diminished by $\cdot 2$ per cent., the length being unaltered.

In this case we need the d.c. of $t$ with respect to $g$.

$$
t=2 \pi \sqrt{ } l \times g^{-1 / 2} ; \quad \therefore \frac{d t}{d g}=2 \pi \sqrt{ } l \times-\frac{1}{2} g^{-3 / 2}=-\pi \sqrt{\frac{l}{g^{3}}} ;
$$

$\therefore$ approximately,

$$
\begin{gathered}
\delta t=-\pi \sqrt{\frac{l}{g^{8}}} \times \delta g=-\pi \sqrt{\frac{l}{g^{3}}} \times-\frac{g}{500}=+\frac{\pi}{500} \sqrt{\frac{l}{g}}=\frac{t}{1000} ; \\
\therefore \text { the percentage change in } t=\frac{\delta t}{t} \times 100=\frac{1}{10}
\end{gathered}
$$

and the time of oscillation is increased by 1 per cent.

Example 4. If the preceding formula be used to calculate the ralue of g from observations of t and l , find (i) the possible error in the value of g , if the evror in 1 may be 5 per cent. either way, t remaining constant.

We now need $d g / d l$.
We have

$$
g=\frac{4 \pi^{2}}{t^{2}} . l ; \quad \therefore \quad \frac{d g}{d l}=\frac{4 \pi^{2}}{t^{2}} ;
$$

$\therefore$ approximately, the error in $g=\frac{4 \pi^{2}}{t^{2}} \times$ the error in $l=\frac{g}{l} \times \delta l$;

$$
\therefore \quad \frac{\delta g}{g}=\frac{\delta l}{l}= \pm .005
$$

The proportional error in the value of $g$ is equal to the proportional error in the value of $l$, as is obvious at once from the fact that $g$ varies directly as $l$.

Find (ii) the relative error in the value of $g$ oroing to the cbserved value of the time of oscillation being 1 per cent. too much.

Here we need $d g / d t$.

$$
\begin{gathered}
g=4 \pi^{2} l \times \frac{1}{t^{2}} ; \quad \therefore \frac{d g}{d t}=4 \pi^{2} l \times-2 t^{-3}=-\frac{8 \pi^{2} l}{t^{3}} \\
\therefore \delta g=-\frac{8 \pi^{2} l}{t^{3}} \times \delta t \text { approximately } \\
\therefore \quad \frac{8 g}{g}=-\frac{8 \pi^{2} l}{t^{3}} \times \frac{t}{1000} / \frac{4 \pi^{2} l}{t^{2}}=-\frac{1}{500}
\end{gathered}
$$

i. e. the value of $g$ is too small by about $\frac{1}{800}$ of its calculated value.

## 38. Coefficients of expansion.

It is a well-known fact that most substances expand when heated, and that the amount of the expansion depends upon the rise in temperature; hence the dimensions of such a body are functions of its temperature. Consider a uniform bar which is of length $l$ when its temperature is $\theta$. Let the length be $l+o l$ when the temperature is raised to $\theta+\delta \theta$, so that $\delta l$ is the increase of length due to the increase $\delta \theta$ in temperature. As $\delta \theta \rightarrow 0$, $\delta l \rightarrow 0$, but the ratio $\delta l / \delta \theta$ tends to a limiting value $d l / d \theta . \quad d l / l d \theta$ is called the coefficient of linear expansion. This is frequently a small constant. Denoting it by $\alpha$, we have $d l / d \theta=\alpha l$. If $\delta \theta$ be small, we have approximately $\delta l=l \alpha . \delta \theta$ and $l+\delta l=l(1+\alpha \delta \theta) ; \quad \delta l=\alpha$ if $l$ and $\delta \theta$ are each unity, therefore $\alpha$ is approximately the increase per unit length of the bar for one degree rise in temperature.

Similarly, if $A$ be the area of a lamina of the same material at temperature $\theta$, and if $\delta A$ be the increase of area when the temperature is raised by an amount $\delta \theta, d A / \Delta d \theta$ is the coefficient of superficial expansion. It is approximately the increase per unit area for one degree rise of temperature. If the lamina be a square of side $l, A=l^{2}$, and we have

$$
\frac{1}{A} \frac{d A}{d \theta}=\frac{1}{l^{2}} \cdot 2 l \frac{d l}{d \theta}=\frac{2}{l} \frac{d l}{d \theta}
$$

Therefore the coefficient of superficial expansion is twice the coefficient of linear expansion.
Again, if $V$ be the volume of a quantity of the material at temperature $\theta$, and if $\delta V$ be the increase of volume due to a rise $8 \theta$ in temperature, $d V / V d \theta$ is the coefficient of cubical expansion. It is approximately the increase per unit volume for one degree rise of temperature. If the volume be a cube of side $l, V=l^{3}$, and

$$
\frac{1 d V}{V \frac{d}{d l}}=\frac{1}{l^{5}} \times 3 l^{2} \frac{d l}{d \theta}=\frac{3}{l} \frac{d l}{d \theta} .
$$

Therefore the coefficient of cubical expansion is three times the coefficient of linear expansion.
Example. A gramme of water (of which the volume at $4^{\circ} \mathrm{C}$. is 1 c.c.) occupies at temperature $\theta^{\circ} \mathrm{C}$. a volume $1+k(\theta-4)^{2}$ c.c. where $k$ is a small numerical constant; find the coefficient of expansion at $0^{\circ} \mathrm{C}$. and at $30^{\circ} \mathrm{C}$.
Since $V=1+k(\theta-4)^{2}$, we have

$$
\frac{d V}{\bar{d} \bar{\theta}}=2 k(\theta-4) \text { and } \frac{1}{V} \frac{d V}{d \theta}=\frac{2 k(\theta-4)}{1+k(\theta-4)^{2}}
$$

When $\theta=0$, this is equal to $-8 k /(1+16 k)$. When $\theta=10$, this is equal to $12 k /(1+36 k)$. Neglecting squares and higher powers of $k$, these results become $-8 k$ and $12 k$ respectively.

Coefficient of elasticity of volume of a fuid.
Again, suppose that a quantity of a fluid of unit mass changes so that the volume $v$ is a definite function of the intensity of pressure $p$. An increase of pressure $\delta p$ will produce a decrease of volume $\delta v ;-\delta v / v$ is called the mean compression. The ratio of the increase of pressure to the mean compression, i.e. $-v \delta p / \delta v$, tends, as $\delta v \rightarrow 0$, to a limiting value $-v d p / d v$, und this is defined as the elasticity of volume of the fluid.

If a gas expands at constant temperature, then, by Boyle's Law, $p v=k$.
Differentiating this equation with respect to $v$, we obtain

$$
p+v \frac{d p}{d v}=0, \text { whence }-v \frac{d p}{d v}=p
$$

i.e. the elasticity is equal to the intensity of pressure $p$.

If a gas expands adiabatically, then $p v^{\gamma}=$ a constant $k$. Differentiating with respect to $v$, we have

$$
p \gamma v^{\gamma-1}+v^{\gamma} \frac{d p}{d v}=0,
$$

whence, dividing by $v^{\gamma-1}$, we obtain $-v \frac{d p}{d v}=\gamma p$,
i. $\theta$. the elasticity is equal to $\gamma p$.

## Examples XIII.

1. If the side of a square can be measured accurately to $\frac{10}{}$ inch, find the possible error in the area of a square whose side is measured to be 15 inches.
2. If the diameter of a sphere can be measured to $\frac{1}{\delta \sigma}$ inch, find the possible error in (i) the volume, (ii) the superficial area, when the diameter is found to be 20 inches.
3. Find the possible error in the area of a circle whose circumference is measured and found to be 56 inches with a possible error of $\frac{1}{20}$ inch.
4. A given quantity of metal is to be cast into the form of a cylinder of radius 4 inches and height 15 inches; if the radius is made of inch too small, what will be the difference in the height?
5. Twenty-seven cubic feet of material are to be put in the form of a cube; if there is ${ }^{\prime} 1$ cubic foot short, what will the length of the edge of the cube be?
6. A square plot of ground is to be measured out with an area of 900 square yards. What error in the length of the side will make the area 1 square yard too much ?
7. The diameter of a sphere can be measured to $\frac{1}{100}$ inch; find the percentage error in (i) the volume, (ii) the area of the surface of the sphere.
8. Two sides and the included angle of a triangle are mensured as 80 inches, 40 inches, and $60^{\circ}$ respectively; if an error of $\frac{1}{2}$ inch is made in measuring the first side, what will be the resulting error in (i) the area of the triangle, (ii) the length of the third side, when calculated from those values?
9. The side $c$ of $a$ triangle is calculated from the formula

$$
c^{2}=a^{2}+b^{2}-2 a b \cos C ;
$$

find the percentage error in the value of $c$ due to an error of 1 per cent. in the value of $a$.
10. Four rods, each 15 inches long, are joined together to form a square. If two opposite corners are pressed towards each other until their distance apart is just 21 inches, how far apart will the other two corners then be?
11. A laduer 50 feet long rests with its upper end against a vertical wall and its lower end on the ground 14 feet from the wall; if the lower end is pulled a distance of 3 inches further from the wall, how far will the upper end descend?
12. The pressure $p$ and volume of a given mass of gas at constant temperature are connected by the relation $p v=k$; if the pressure of 10 cubic feet of the gas be 14 lb . weight per square inch, find (i) the pressure when the volume is reduced to $9 \cdot 9$ cubic feet; (ii) what change of volume will increase the pressure to $14^{\circ} 2 \mathrm{lb}$. per square inch.
13. The distances $x$ and $x^{\prime}$, from a lens of focal length $f$, of a point on the axis of the lens and of its image are connected by the relation $1 / x+1 / x^{\prime}=1 / f$; find the magnification of a small object in the direction of the axis if $x^{\prime}=1$ foot when $x=4$ inches.
14. The value of $g$ is calculated to be 32.2 from the formula $t=2 \pi \sqrt{ }(l / g)$ where $t$ is the time of oscillation of a pendulum of length $l$; if an error of 1 per cent. is made in measuring $t$, find (i) the actual error, (ii) the percentage error in the value of $g$.
15. Find the change in the time of oscillation of a pendulum if its length be increased 1 per cent. Find also how much it will lose per day, if it originally kept correct time.
10. Find the change in the time of oscillation, and the number of seconds gained or lost per week, if a pendulum, which keeps correct time in a place where $g=32^{2} 2$, is removed to a place where $g=32 \cdot 1$.
17. A formula for the variation of electrical resistance $R$ of a platinum wire with the temperature $\theta$ is $R=R_{0}\left(1+a \theta+b \theta^{2}\right)$ where $R_{0}, a$ and $b$ are constants; find the increase of resistance due to a given small rise of temperature.
18. With the data of the example in Art. 38, find the coefficient of expansion of water at $9^{\circ} \mathrm{C}$.
18. The coefficient of expansion of a bar of metal is 00003 ; find the increase in the length of a bar originally 10 yards long, when its temperature is raised $1^{\circ} \mathrm{C}$.
20. Twenty cubic feet of air at atmospheric pressure are compressed to a volume of 5 cubic feet; find the greatest cubical elasticity when the expansion follows (i) the law $p v=k$, (ii) the law $p v^{1 \cdot 4}=k$.

## CHAPTER IV

## DIFFERENTIATION OF SIMPLE TRIGONOMETRICAL FUNCTIONS

39. Differential coeffleient of $\sin x$.

This can be obtained either analytically, by the method of Art. 26, which involves the use of either the 'addition formulae' or the 'product formulae' of trigonometry, or geometrically. The latter method involves merely the simplest ideas and properties of the trigonometrical ratios, and we will therefore consider it first.
(i) Geometrically. Let AOP (Fig. 43) be an angle of radian measure $x$ at the centre $O$ of a circle of radius $r$; and let $A O Q$ be an angle $x+h$, so that $I^{\prime} O Q$ is the increase $h$ in $x$. Let PMI, QN

(a)

(b)
be drawn perpendicular to $O A, P L$ perpendicular to $Q N$, and $P H$ parallel to the positive direction of the axis of $x$.

Then $\quad \sin x=M P / r, \quad \sin (x+h)=N Q / r$;
$\therefore$ the increase in $\sin x=(N Q-M P) / r=L Q / r$.
$\therefore \quad \frac{\text { the increase in } \sin x}{\text { the increase in } x}=\frac{L Q}{r \cdot h}=\begin{gathered}L Q \\ \operatorname{arc} P Q\end{gathered}$

$$
=\frac{L Q}{\operatorname{chord} P Q} \times \frac{\operatorname{chord} P Q}{\operatorname{arc} P Q}=\sin H P Q \times \frac{\operatorname{chord} P Q}{\operatorname{arc} P Q} .
$$

As $h \rightarrow 0, Q$ moves indefinitely near to $P$; the limiting position of $Q P$ is the tangent at $P$, and the limit of the angle $H P Q$ is the angle XTP which the tangent at $P$ makes with the positive direction of the axis of $x$, i. e. $\frac{1}{2} \pi+x$.

Therefore $\sin H P Q$ tends to the limit $\sin \left(\frac{1}{2} \pi+x\right)$, and [Art. 13 (10)] the ratio chord $P Q /$ arc $P Q$ tends to the limit 1.
$\therefore$ the d. c. of $\sin x=L_{t} \frac{\text { increase in } \sin x}{\text { increase in } x}$

$$
=\sin \left(\frac{1}{2} \pi+x\right) \times 1=\cos x
$$

In figure (a) the angle $x$ is taken less than $\frac{1}{2} \pi$, but by drawing figures for the other cases (b), it is easily seen that, with the usual conventions of sign and supposing the angle between $P H$ and $P Q$ to be always measured in the positive direction from $P H$, this angle always tends to the limit $\frac{1}{2} \pi+x$ as $h \rightarrow 0$, and the above reasouing always holds.
(ii) Analytically. Let $y=\sin x$, and let $x$ be measured in radians. If $x$ is increased to $x+h, y$ becomes $\sin (x+h)$.
$\therefore \delta y=\sin (x+h)-\sin x=2 \cos \left(x+\frac{1}{2} h\right) \sin \frac{1}{2} h$ (Product formula).

$$
\therefore \quad \frac{\delta y}{i x}=\frac{2 \cos \left(x+\frac{1}{2} h\right) \sin \frac{1}{2} h}{h}=\cos \left(x+\frac{1}{2} h\right) \times \frac{\sin \frac{1}{2} h}{\frac{1}{2} h} ;
$$

as $h \rightarrow 0$, the first factor $\rightarrow \cos x$ and the second factor $\rightarrow 1$.

$$
\therefore \frac{d y}{d x}=\prod_{h \rightarrow 0} \frac{\delta y}{\delta x}=\cos x
$$

Or we may proceed as follows:
$\delta y=\sin (x+h)-\sin x=\sin x \cos h+\cos x \sin h-\sin x$ (Addition formula).

$$
=\cos x \sin h-\sin x(1-\cos h)
$$

$\therefore \frac{\delta y}{\delta x}=\cos x \frac{\sin h}{h}-\sin x \frac{1-\cos h}{h}$;
$\therefore \frac{d y}{d x}=$ the limit of this when $h \rightarrow 0$
$=\cos x \times 1-\sin x \times 0$ [Art. 13 (10)]
$=\cos x$.
The student must notice carefully that the d. c. of $\sin m x$ (where $m$ is a constant) is not $\cos m x$, but, by the rule of Art. 34, $\cos m x \times m$,
i. e. the d.c. of $\sin \mathrm{mx}$ is $\mathrm{m} \cos \mathrm{mx}$,
e.g. the d. c. of $\sin 2 x=2 \cos 2 x$,

$$
\text { the d.c. of } \sin \frac{1}{8} x=\frac{1}{3} \cos x
$$

## 40. Differential coefficient of $\cos x$

This may be found by exactly the same methods as the d. c. of $\sin x$. Since $\cos x$ decreases from +1 to -1 as $x$ increases from 0 to $\pi$, it is evident that for such values of $x$, its d. c. will be negative (Art. 25).
(i) Geometrically. From Figure 43 we have

$$
\cos x=O M / r, \quad \cos (x+h)=O N / r
$$

$\therefore$ the increase in $\cos x=(O N-O N) / r$

$$
=-N M / r=-L P / r
$$

$\therefore \frac{\text { the increase in } \cos x}{\text { the increase in } x}=-\frac{L P}{r h}=+\frac{P L}{\operatorname{arc} P Q}$, since $-L P=+P L$,

$$
\begin{aligned}
& =\frac{P L}{\operatorname{chord} P^{\prime} Q} \times \frac{\operatorname{chord} P Q}{\operatorname{arc} P Q} \\
& =\cos H P Q \times \frac{\operatorname{chord} P Q}{\operatorname{arc} P Q} .
\end{aligned}
$$

As before, when $h \rightarrow 0$, the angle $H P Q \rightarrow \frac{1}{2} \pi+x$, and the second factor $\rightarrow 1$.
$\therefore \quad$ the d. c. of $\cos x=\cos \left(\frac{1}{2} \pi+x\right) \times 1=-\sin x$.
(ii) Analytically.

Proceeding exactly as in the case of $\sin x$, we get

$$
\frac{\delta y}{\delta x}=\sin \left(x+\frac{1}{2} h\right) \times-\frac{\sin \frac{1}{2} h}{\frac{1}{2} h} .
$$

As $h \rightarrow 0$, the first factor tends to the limit $\sin x$ and the second to the limit -1 ; therefore $d y / d x=-\sin x$, and by the general rule of Art. 34, it follows that

$$
\text { the d. c. of } \cos \mathrm{m} \mathrm{x}=-\mathrm{m} \sin \mathrm{~m} \mathrm{x} .
$$

If the angle $x$ be measured in degrees instead of in circular measure, these differential coefficients take a less simple form, an inconvenient numerical factor being introduced.

For, in that case, the radian measure of $h^{0}={ }_{1}^{1} \frac{1}{8} \pi \pi h$.
$\therefore$ since Lt $\sin \theta / \theta=1$, as $\theta$ measured in radians $\rightarrow 0$,
we have

$$
L_{t} \frac{\sin h^{\circ}}{h^{\circ}}=\frac{\pi}{180} L_{t} \frac{\sin h^{\circ}}{1_{80}^{1} \pi h}=\frac{\pi}{180} \times 1
$$

and hence the differential coefficients of $\sin x^{\circ}$ and $\cos x^{\circ}$ are ${ }_{18}^{1} \delta \pi \cos x^{\circ}$ and $-1 \frac{1}{80} \pi \sin x^{\circ}$, respectively.

## 41. Differential coefficient of $\tan x$.

(i) Geometrically. In Fig. 43, let $O Q$ produced meet $M P$ produced in $R$.

Then $\tan x=M P / O M$, and $\tan (x+h)=M R / O M$;
$\therefore$ the increase in $\tan x=(M R-M P) / O M=P R / O M=P R / r \cos x$.
$\therefore \frac{\text { the increase in } \tan x}{\text { the increase in } x}=\frac{P R}{r h \cos x}=\frac{1}{\cos x} \times \frac{P R}{\operatorname{arc} P Q}$

$$
=\sec x \times \frac{P R}{P Q} \times \frac{P Q}{\operatorname{arc} P Q} ;
$$

Now the angle $P Q R \rightarrow \frac{1}{2} \pi$ as $h \rightarrow 0$; therefore the triangles $P Q R$ and $L Q P$ are ultimately similar, and $P R / P Q \rightarrow P Q / L Q$, i.e. $\operatorname{cosec} H P Q$, which $\rightarrow \operatorname{cosec}\left(\frac{1}{2} \pi+x\right)$;

$$
\begin{aligned}
\therefore \text { the d. c. of } \tan x & =\sec x \times \operatorname{cosec}\left(\frac{1}{2} \pi+x\right) \times 1 \\
& =\sec x \times \sec x=\sec ^{2} x .
\end{aligned}
$$

(ii) Analytically.

Let $y=\tan x$. If $x$ is increased to $x+h, y$ becomes $\tan (x+h)$;

$$
\begin{aligned}
\therefore \delta y= & \tan (x+h)-\tan x=\frac{\sin (x+h)}{\cos (x+h)}-\frac{\sin x}{\cos x} \\
& =\frac{\sin (x+h) \cos x-\sin x \cos (x+h)}{\cos (x+h) \cos x} \\
& =\frac{\sin (x+h-x)}{\cos (x+h) \cos x}=\frac{\sin h}{\cos (x+h) \cos x} \\
& \therefore \frac{\delta y}{\delta x}=\frac{\sin h}{h} \cdot \frac{1}{\cos (x+h) \cos x} .
\end{aligned}
$$

As $h \rightarrow 0$, the first factor $\rightarrow 1$, and the second $\rightarrow 1 / \cos x . \cos x$.

$$
\therefore \text { the d. c. of } \tan x=1 / \cos ^{2} x=\sec ^{2} x \text {. }
$$

This is always + , whatever be the value of $x$; therefore $\tan x$ always increases as $x$ increases (except as it passes through its points of discontinuity, and then $\delta y / \delta x$ does not tend to a finite limit) as is obvious from its graph. Geometrically, the tangent to the graph always makes an acute angle with the axis of $x$.

From Art. 34, the d. c. of $\tan \mathrm{mx}=\mathrm{m} \sec ^{2} \mathrm{mx}$.

## 42. Differential coefficients of other circular functions.

The differential coefficients of $\cot x, \sec x$, and $\operatorname{cosec} x$ can be obtained in a similar manner to those of $\sin x, \cos x$, and $\tan x$, by either of the preceding methods.

It should be noticed that, from the d. c. of $\sin x$, the d. c.'s of all the other circular functions can easily be deduced by the aid of the general rules of the last chapter:

We have
d. c. of $\sin x=\cos x$.
d. c. of $\cos x$, i.e. of $\sin \left(\frac{1}{2} \pi+x\right),=\cos \left(\frac{1}{2} \pi+x\right) \times 1$ [Art. 34]

$$
=-\sin x
$$

d. c. of $\tan x$, i.e. of $\frac{\sin x}{\cos x},=\frac{\cos x \times \cos x-\sin x \times(-\sin x)}{\cos ^{2} x}$ [Art. 33]

$$
=\frac{\cos ^{2} x+\sin ^{2} x}{\cos ^{2} x}=\frac{1}{\cos ^{2} x}=\sec ^{2} x .
$$

d. c. of $\cot x$, i.e. of $\frac{\cos x}{\sin x},=\frac{\sin x \times-\sin x-\cos x \times \cos x}{\sin ^{2} x}$ [Art. 83]

$$
=\frac{-\sin ^{2} x-\cos ^{2} x}{\sin ^{2} x}=-\frac{1}{\sin ^{2} x}=-\operatorname{cosec}^{2} x .
$$

d. c. of $\sec x$, i. e. of $\frac{1}{\cos x},=-\frac{1}{\cos ^{2} x} \times-\sin x\left[\right.$ Art. 34] $=\frac{\sin x}{\cos ^{2} x}$

$$
=\sec x \tan x
$$

N. c. of $\operatorname{cosec} x$, i. e. of $\frac{1}{\sin x},=-\frac{1}{\sin ^{2} x} \times \cos x$ [Art. 34]

$$
=-\frac{\cos x}{\sin ^{2} x}=-\operatorname{cosec} x \cot x
$$

## 43. Application to numerical examples.

We have now found the rates at which all the circular functions are changing for any value of $x$, and will apply them to numerical examples.

Ex. (i). To find the value of $\sec 60^{\circ} 1^{\prime}$.
From elementary geometry, sec $60^{\circ}=2$, and it has just been shown that the d. c. of $\sec x$ is $\sec x \tan x$. Therefore (Art. 24) if $x$ is increased by a very small amount, $\sec x$ will increase by approximately $\sec x \tan x$ times as much; hence, if $x$ be $60^{\circ}$ and if it increase by $1^{\prime}$, i. e. in radian measure $\pi / 10800$, which is small, the secant will increase by sec $60^{\circ} \tan 60^{\circ} \times \pi / 10800$, i.e. by $2 \times \sqrt{ } 3 \times \pi / 10800$, which works out to ${ }^{\circ} 001008$ nearly;
$\therefore \sec 60^{\circ} 1^{\prime}=2001008$ approximately.
(ii) To find the value of $\cos 135^{\circ} 1^{\prime}$.

From geometry, $\cos 135^{\circ}=-1 / \sqrt{ }$ 2. The d. c. of $\cos x=-\sin x$, and therefore if $x$ increases by a very small amount, $\cos x$ will decrease by approximately $\sin x$ times as much. Hence if $x$ be increased from $135^{\circ}$ to $135^{\circ} 1^{\prime}$, $\cos x$ will decrease by $\sin 135^{\circ} \times$ the radian measure of $1^{\prime}$, i.e. by $1 / \sqrt{ } 2 \times \pi / 10800$ nearly ; this works out to ${ }^{\circ} 0002057$.

$$
\therefore \quad \cos 185^{\circ} 1^{\prime}=-1 / \sqrt{ } 2-\cdot 0002057=-\cdot 7073125 .
$$

(iii) The height of a tower is calculated from its olserved elevation at a point which is a measured distance from its base in the horizontal plane upon which it stands. If this distance is 450 feet, and the elevation is observed as $35^{\circ} 30^{\prime}$, find the approximate error in the height due to an error of $5^{\prime}$ in the angle of elevation.

Taking first general values $\theta$ and $h$ for the elevation and height, which are being varied, we have

$$
h=450 \tan \theta, \text { and therefore } d h / d \theta=450 \sec ^{2} \theta \text {; }
$$

hence a small increase in the value of $\theta$ produces an increase of approximately $450 \mathrm{sec}^{2} \theta$ times as much in the value of $h$.

In the example given, $\theta=35^{\circ} 30^{\prime}$, and the error in $\theta=5^{\prime}=\pi / 2160$ in radian measure.
$\therefore$ the resulting error in the height of the tower

$$
=\frac{{ }_{21}^{1} 60}{16} \pi \times 450 \sec ^{2} 35^{\circ} 30^{\prime} \text { approximately. }
$$

Evaluating this by logarithms, we get 9875 , i. e. the error in the leight of the tower is nearly " 9875 of a foot.

## 44. Application of general rules to trigonometrical functions.

By the aid of the differential coefficients of $\sin x, \cos x$, and $\tan x$, together with the general rules for differentiating products, quotients, and functions of a function, many other differential coefficients can be at once written down. The following are typical examples:

The d. c. of $x^{n} \sin x=x^{n} \cos x+n x^{n-1} \sin x($ Art. 30)

$$
\begin{aligned}
& " \quad " \quad \cos (\alpha-2 x)=-\sin (\alpha-2 x) \times \text { d. c. of } \alpha-2 x \text { (Art. 34) } \\
& =2 \sin (\alpha-2 x) \text {. } \\
& \text {,, } \quad, \quad \sin ^{4} x=4 \sin ^{3} x \times \text { d. c. of } \sin x(\text { Art. } 34)=4 \sin ^{3} x \cos x \text {. } \\
& \text { ", } \quad, \quad \tan ^{n} x=n \tan ^{n-1} x \times \mathrm{d} \text {. c. of } \tan x=n \tan ^{n-1} x \sec ^{2} x \text {. } \\
& " \quad, \quad \frac{\sin ^{2} x}{\cos x}=\frac{\cos x .2 \sin x \cos x-\sin ^{2} x(-\sin x)}{\cos ^{2} x}(\text { Arts. 33, 34) } \\
& =-\frac{\sin x\left(\cos ^{2} x+1\right)}{\cos ^{2} x} . \\
& \begin{array}{r}
" \quad, \quad \operatorname{cosec}^{4} x \text {, i.e. of }(\sin x)^{-4},=-4(\sin x)^{-5} \times \cos x(\operatorname{Art.34)}) \\
=-4 \cos x / \sin ^{5} x .
\end{array} \\
& \sin ^{n} m x=n \sin ^{n-1} m x \times \text { d. c. of } \sin m x(\text { Art. 34) } \\
& =n \sin ^{n-1} m x \times m \cos m x \text {. }
\end{aligned}
$$

## Examples XIV.

Differentiate with respect to $x$ :

1. $\sin 5 x, \sin \frac{1}{3} x, \quad \sin (n x-\alpha), \quad \cos \alpha x, \quad \cos (x / p), \quad \cos \left(\frac{1}{6} \pi-2 x\right)$.
2. $\tan 3 x, \tan (x+\alpha)$. $\quad$ 3. $\cot m x, \quad \cot (\alpha-2 x)$.
3. sec $m x, \quad \sec \left(\frac{1}{2} \pi+x\right)$.
b. $\operatorname{cosec} m x, \quad \operatorname{cosec}\left(\beta-\frac{1}{2} x\right)$.
e. $\sin ^{3} x, \sin ^{n} x$.
4. $\cos ^{5} x, \quad \cos ^{m} x$.
5. $\sqrt{ } \sin x$.
e. $\operatorname{cosec}^{2} x$.
6. $\sqrt{ } \operatorname{cosec} x$.
7. $\sqrt[3]{ } \cos x$.
8. sec $^{4} x$.
9. $\cot ^{n} x$
10. $\sin ^{2} 2 x$.
11. $\cos ^{3} a x$.
12. $x^{4} \sin 3 x$.
13. $(\sin 2 x) / x^{3}$.
14. $\sin x \tan x$.
15. $\sqrt{ }(3+4 \cos x)$.
16. $\frac{3+4 \sin x}{4+3 \sin x}$.
17. $\sin ^{2} x /(1+\sin x)$.
18. $\sin x / \cos ^{2} x$.
19. $\tan ^{n} 3 x$.
20. $x^{n} \cos x$.
21. $\sin 3 x \cos 4 x$.
22. $\sin ^{2} x \tan x$.
23. $\sin x-\frac{1}{8} \sin ^{5} x$.
24. $\frac{a-b \cos x}{a+b \cos x}$.
25. $\sin 2 x \cos ^{2} x$.
26. $\sin ^{m} x \cos ^{n} x$.
27. $\cot ^{2} \frac{1}{2} x$.
28. $\sqrt{ } x \cdot \tan x$.
29. $\sin m x \cos n x$.
30. $(a+b \sin x)^{2}$.
31. $\tan x+\frac{1}{3} \tan ^{3} x$.
32. $\frac{1+\tan x}{1-\tan x}$.
33. $\sin ^{2} x \cos ^{2} x$.
34. $\sin ^{m} a x \cos ^{n} b x$.
35. $x^{n} \tan ^{m} a x$.

Find $d y_{\prime}^{\prime} d x$ in the following cases:
40. $\sin m x-\cos n y=c$.
41. $\sin ^{2} x+\cos ^{2} y=a^{2}$.
42. $\sin x \cos y=c$.
43. $y \tan y=x$.

Obtain, by the aid of the d. c.'s of the circular functions, the approximate values of:
44. $\cos 60^{\circ} 1^{\prime}$.
45. $\sin 120^{\circ} 2^{\prime}$.
46. $\tan 45^{\circ} 1^{\prime}$.
47. $\cot 135^{\circ} 3^{\prime}$.
48. $\sqrt{ } \sin 60^{\circ} 5^{\prime}$.
49. $\sqrt[3]{ } \tan 135^{\circ} 2^{\prime}$.
50. $\operatorname{cosec}^{2} 30^{\circ} 2^{\prime}$. 51. $\sin ^{2} 29^{\circ} 57^{\prime}$.
52. The width of a river is calculated from the elevation, at a point on one bank, of a tree 50 ft. high on the opposite bank; find the approximate error in the width due to an error of 5 ' in the angle, which is observed as $18^{\circ}$.
53. 'Two sides of a triangle are 20 ft . and 40 ft . and the included angle is $30^{\circ}$; if the angle be increased by $2^{\prime}$, find the resulting increase in the length of the third side.
54. In the preceding question, find the resulting increase in the area of the triangle.
55. The side $a$ of a triangle is calculated from the values $b=30, B=70^{\circ}$, $A=42^{\circ}$; find the error in $a$ due to an error of $15^{\prime}$ in $A$.
56. The angle $A$ of a triangle is calculated from the values $a=70, b=90$, $B=65^{\circ}$; find (i) the actual error, (ii) the percentage error due to an error of $2^{\circ}$ in $B$.
67. The area of a triangle is calculated from the observed values of $b, c, A$; find the relative error due to a known error $\delta A$ in the value of $A$.
58. If $x^{\circ}$ be the reading of a tangent galvanometer when a current $y$ passes through it, $y=C \tan x$, where $C$ is a constant; find (i) the error, (ii) the percentage error in the value of the current due to an error of $\frac{1}{2}^{\circ}$ in the reading when $x=45^{\circ}$.
59. The distance of a boat at sea is calculated from its angle of depression $15^{\circ}$, observed at the top of a cliff 120 ft . high ; find the error in the distance if the angle be $\frac{1_{2}^{\circ}}{\circ}$ too small.
00. The height of a tower is calculated from its angles of elevation $35^{\circ}$ and $28^{\circ}$, observed at two points 150 ft . apart in a horizontal straight line through its base. If the former measurement is found to be $\frac{t_{2}}{}{ }^{\circ}$ out, what will be the resulting error in the calculated height?

## Miscellaneous examples for practice in differentiation. <br> XV.

Find the differential coefficients of the following functions of $x$ :

1. $(x-3)^{5}$.
2. $(7-x)^{8}$.
3. $\sqrt{ }\left(1-x^{4}\right)$.
4. $x^{2}(1-x)^{3}$.
5. $1 / \sqrt{ }\left(x^{2}-3 x-2\right)$.
6. $1 /(5-7 x)^{4}$.

| 7. $1 / \sqrt[8]{\left(x^{2}+1\right)}$. | 8. $x \sqrt{ }\left(4-x^{2}\right)$. | 9. $\sqrt{ }\left\{x\left(4-x^{2}\right)\right\}$. |
| :---: | :---: | :---: |
| 10. $\frac{\sqrt{ }\left(4-x^{2}\right)}{x}$ | 11. $\frac{x}{\sqrt{\left(4-x^{2}\right)}}$. | 12. $\sqrt{4}_{4-x^{2}}^{x}$. |
| 13. $\sqrt{ }\left\{\left(4-x^{2}\right) / x\right\}$. | 14. $\sin ^{2}(x-\alpha)$. | 15. $\cos ^{n} \frac{1}{2} x$. |
| 10. $x-\tan x$. | 17. $x \tan x$. | 18. $x / \tan x$. |
| 19. $(\tan x) / x$. | 20. $\sin x \cos ^{2} x$. | 21. $\sqrt{x} \cdot \sin x$. |
| 22. $\sqrt{ } x / \sin x$. | 23. $(\sin x) / \sqrt{ }$. | 24. $\sqrt{ } \sin x$. |
| 25. $\sin \sqrt{ } x$. | 20. $\sqrt{ }(x \sin x)$. | 27. $x \sin \sqrt{ }$. |
| 28. $\sqrt{ }(\sin x / x)$. | 20. $x / \sin \sqrt{ } x$. | 80. $\sqrt{ }(x / \sin x)$. |
| 31. $\sin \sqrt{ } x \cdot / x$. | 32. $x \sqrt{ } \sin x$. | 33. $\sqrt{ }(\sin x) / x$. |
| 84. $x / \sqrt{\sin } x$. | 35. $\sqrt{ } x \cdot \sin \sqrt{ } x$. | 36. $\sqrt{ } x / \sin \sqrt{ } x$. |
| 87. $(\sin \sqrt{ } \boldsymbol{x}) / \sqrt{ } \boldsymbol{x}$. | 38. $2 x \sqrt{ }(1-x)$. | 39. $(\sec x) / a$. |
| 40. $\sec (x / a)$. | 41. $\sec (a / x)$. | 42. $x^{m}(a-x)^{n}$. |
| 43. $x^{m} /(a-x)^{n}$. | 44. $(a-x)^{n} / x^{m m}$. | 45. $\sqrt[n]{ }(a-x)$. |
| 46. $\sqrt{ }\left(a^{n}-x^{n}\right)$. | 47. $\sqrt{ }(a-x)^{n}$. | 48. $\sin ^{3}(\alpha-x)$. |
| 49. $\sin 3(\alpha-x)$. | 50. $\sin (\alpha-x)^{3}$. | 51. $x^{2} \cos 2 x$. |
| 62. $(x \cos 2 x)^{2}$. | 53. $x^{2} / \cos 2 x$. | 54. $\left(\cos ^{2} 2 x\right) / x$. |
| 55. $\left(\cos ^{2} 2 x\right) / x^{2}$. | 58. $x \cos ^{2} 2 x$. | 57. $(\cos 2 x) / x^{2}$. |
| 58. $x^{2} / \cos ^{2} 2 x$. | 59. $x / \cos ^{2} 2 x$. | 80. $\sqrt{ }\left(1+\sin ^{2} 2 x\right)$. |
| 61. $(1-\cos 2 x)^{n}$. | 62. $\left(a+b \sin ^{2} x\right)^{m}$. | 03. $\sqrt[n]{ }(1+\cos n x)$. |
| 64. $\frac{1}{1+\sin ^{n} x}$. | 65. $\left(a+b \sin \begin{array}{l}x \\ i\end{array}\right)^{m}$. | 68. $\frac{1+\sin 2 x}{1-\sin 2 x}$. |
| 67. $\frac{1+\sin ^{2} x}{1-\sin ^{2} \frac{1}{x}}$. | 68. $\frac{1+\sin ^{2} 2 x}{1-\sin ^{2} 2 x}$. | 60. $\frac{1}{x+\sqrt{\left(a^{2}+x^{2}\right)}}$ |
| 70. $\sqrt{\frac{1+\sin x}{1-\sin x}}$. | 71. $\sqrt{\frac{a^{2}+x^{2}}{a^{2}-x^{2}}}$. | 72. $\frac{x^{2}-3 x+5}{x^{2}+5 x-3}$ |
| 73. $\frac{a-x}{\sqrt{\left(a^{2}-x^{2}\right)}}$. | 74. $\frac{(x-3)(x+2)}{(x+3)(x-2)}$. | 75. $\frac{x}{\sqrt{ }\left(2 a x-x^{2}\right)}$. |
| 76. $\sin ^{3} x \cos 3 x$. | $\text { 77. } \sin 3 x \cos ^{3} x$ | 78. $\sin 3 x \cos 3 x$. |
| 79. $\sin ^{3} x \cos ^{3} x$. | 80. $\frac{\sin x}{\cos 3 x}$ | 81. $\frac{\cos 3 x}{\sin ^{3} x}$. |
| 82. $\frac{\sin 3 x}{\cos ^{3} x}$. | 83. $\frac{\cos ^{5} x}{\sin 3 x}$. | 84. $\frac{\sin 3 x}{\cos 3 x}$. |
| 85. $\frac{\cos 3 x}{\sin 3 x}$. | 80. $\frac{\sin ^{3} x}{\cos ^{3} x}$ | 87. $\frac{\cos ^{3} x}{\sin ^{3} x}$. |
| 88. $\sin 3 x \cos ^{3} 3 x$. | 89. $\cos 3 x \sin ^{8} 3 x$. | $\text { 90. } \sin ^{3} 3 x \cos ^{3} 3 x$ |
| 01. $\frac{\sin 3 x}{\cos ^{3} 3 x}$. | 92. $\frac{\cos ^{5} 3 x}{\sin 3 x}$, | 93. $\frac{\cos 3 x}{\sin ^{3} 3 x}$. |
| 04. $\frac{\sin ^{3} 3 x}{\cos 3 x}$. | 95. $\frac{\sin ^{3} 3 x}{\cos ^{3} 3 x}$. | $\text { 96. } \frac{\cos ^{8} 3 x}{\sin ^{3} 3 x}$ |
| $\text { 97. } \sin ^{3} x \cos ^{3} 3 x$ | 98. $\frac{\sin ^{8} x}{\cos ^{5} 3 x}$. | 00. $\frac{\cos ^{3} 3 x}{\sin ^{3} x}$ |
| 100. $\cos ^{8} x \sin ^{3} 3 x$. | $\text { 101. } \frac{\cos ^{3} x}{\sin ^{3} 3 \bar{x}}$ | 102. $\frac{\sin ^{3} 3 x}{\cos ^{3} x}$. |
| 103. $\sin ^{3} x \sin 3 x$. | $\text { 104. } \frac{\sin ^{8} x}{\sin 3 x}$ | $\text { 105. } \frac{\sin 3 x}{\sin ^{3} x}$ |

7. $1 / \sqrt[8]{\left(x^{2}+1\right)}$.
8. $\frac{\sqrt{ }\left(4-x^{2}\right)}{x}$.
9. $\sqrt{ }\left\{\left(4-x^{2}\right) / x\right\}$.
10. $x-\tan x$.
11. $(\tan x) / x$.
12. $\sqrt{x} / \sin x$.
13. $\sin \sqrt{ } x$.
14. $\sqrt{ }(\sin x / x)$.
15. $\sin \sqrt{ } x \cdot / x$.
16. $x / \sqrt{ } \sin x$.
17. $(\sin \sqrt{ } x) / \sqrt{ } x$.
18. $\sec (x / a)$.
19. $x^{m} /(a-x)^{n}$.
20. $\sqrt{ }\left(a^{n}-x^{n}\right)$.
21. $\sin 3(\alpha-x)$.
22. $(x \cos 2 x)^{2}$.
23. $\left(\cos ^{2} 2 x\right) / x^{2}$.
24. $x^{2} / \cos ^{2} 2 x$.
25. $(1-\cos 2 x)^{n}$.
26. $\frac{1}{1+\sin ^{n} x}$.
27. $\frac{1+\sin ^{2} x}{1-\sin ^{2} \frac{1}{x}}$.
28. $\sqrt{\frac{1+\sin x}{1-\sin x}}$.
29. $\frac{a-x}{\sqrt{\left(a^{2}-x^{2}\right)}}$.
30. $\sin ^{3} x \cos 3 x$.
31. $\sin ^{3} x \cos ^{3} x$.
32. $\frac{\sin 3 x}{\cos ^{3} x}$.
33. $\frac{\cos 3 x}{\sin 3 x}$.
34. $\sin 3 x \cos ^{3} 3 x$.
35. $\frac{\sin 3 x}{\cos ^{3} 3 x}$.
36. $\frac{\sin ^{3} 3 x}{\cos 3 x}$.
37. $\sin ^{3} x \cos ^{3} 3 x$.
38. $\cos ^{8} x \sin ^{8} 3 x$
39. $\sin ^{3} x \sin 3 x$.
40. $x \sqrt{ }\left(4-x^{2}\right)$.
41. $\frac{x}{\sqrt{\left(4-x^{2}\right)}}$.
42. $\sin ^{2}(x-\alpha)$.
43. $x \tan x$.
44. $\sin x \cos ^{2} x$.
45. $(\sin x) / \sqrt{x}$
46. $\sqrt{ }(x \sin x)$.
47. $x / \sin \sqrt{ } x$.
48. $x \sqrt{ } \sin x$.
49. $\sqrt{ } x \cdot \sin \sqrt{ } x$.
50. $2 x \sqrt{ }(1-x)$.
51. $\sec (a / x)$.
52. $(a-x)^{n} / x^{m}$.
53. $\sqrt{ }(a-x)^{n}$.
54. $\sin (\alpha-x)^{3}$.
55. $x^{2} / \cos 2 x$.
56. $x \cos ^{2} 2 x$.
57. $x / \cos ^{2} 2 x$.
58. $\left(a+b \sin ^{2} x\right)^{m}$.
59. $\left(a+b \sin \begin{array}{l}x \\ i\end{array}\right)^{m}$.
60. $\frac{1+\sin ^{2} 2 x}{1-\sin ^{2} 2 x}$.
61. $\sqrt{\frac{a^{2}+x^{2}}{a^{2}-x^{2}}}$.
62. $\frac{(x-3)(x+2)}{(x+3)(x-2)}$
63. $\sin 3 x \cos ^{3} x$.
64. $\frac{\sin ^{3} x}{\cos 3 x}$.
65. $\frac{\cos ^{3} x}{\sin 3 x}$.
66. $\frac{\sin ^{3} x}{\cos ^{3} x}$.
67. $\cos 3 x \sin ^{8} 3 x$.
68. $\frac{\cos ^{3} 3 x}{\sin 3 x}$,
69. $\frac{\sin ^{3} 3 x}{\cos ^{3} 3 x}$.
70. $\frac{\sin ^{8} x}{\cos ^{3} 3 x}$.
71. $\frac{\cos ^{3} x}{\sin ^{3} 3 x}$.
72. $\frac{\sin ^{8} x}{\sin 3 x}$.
73. $\sqrt{ }\left\{x\left(4-x^{2}\right)\right\}$.
74. $\sqrt{4-\frac{x}{-x^{2}}}$.
75. $\cos ^{n} \frac{1}{2} x$.
76. $x / \tan x$.
77. $\sqrt{x} \cdot \sin x$.
78. $\sqrt{ } \sin x$.
79. $x \sin \sqrt{ } x$.
80. $\sqrt{ }(x / \sin x)$.
81. $\sqrt{ }(\sin x) / x$.
82. $\sqrt{ } x / \sin \sqrt{ } x$.
83. $(\sec x) / a$.
84. $x^{m}(a-x)^{n}$.
85. $\sqrt[n]{(a-x)}$.
86. $\sin ^{3}(\alpha-x)$.
87. $x^{2} \cos 2 x$.
88. $\left(\cos ^{2} 2 x\right) / x$.
89. $(\cos 2 x) / x^{2}$.
90. $\sqrt{ }\left(1+\sin ^{2} 2 x\right)$.
91. $\sqrt[n]{(1+\cos n x) \text {. }}$
92. $\frac{1+\sin 2 x}{1-\sin 2 x}$.
93. $\frac{1}{x+\sqrt{\left(a^{2}+x^{2}\right)}}$.
94. $\frac{x^{2}-3 x+5}{x^{2}+5 x-3}$.
95. $\frac{x}{\sqrt{\left(2 a x-x^{2}\right)}}$.
96. $\sin 3 x \cos 3 x$.
97. $\frac{\cos 3 x}{\sin ^{3} x}$.
$\sin 3 x$
98. $\frac{\cos ^{3} x}{\sin ^{3} x}$
99. $\sin ^{3} 3 x \cos ^{3} 3 x$
100. $\frac{\cos 3 x}{\sin ^{3} 3 x}$.
101. $\frac{\cos ^{3} 3 x}{\sin ^{3} 3 x}$.
102. $\frac{\cos ^{3} 3 x}{\sin ^{3} x}$.
103. $\frac{\sin ^{3} 3 x}{\cos ^{3} x}$.
104. $\frac{\sin 3 x}{\sin ^{3} x}$.
105. $\cos ^{8} x \cos 3 x$.
106. $\sin x \sin ^{3} 3 x$.
107. $\cos x \cos ^{3} 3 x$.
108. $\sin x \cos ^{3} 3 x$.
109. $\cos x \sin ^{3} 3 x$.
110. $x^{2} \sqrt{ }\left(a^{2}-x^{2}\right)$.
111. $x^{3} \sqrt{ }\left(a^{2}-x^{2}\right)$.
112. $x^{n}\left(a^{2}-x^{2}\right)^{n}$.
113. $\frac{(1+x)^{2}}{(1+2 x)^{3}}$.
114. $\frac{1-2 x}{(1+3 x)^{2}}$.
115. $\frac{\left(1+x^{2}\right)^{2}}{1-x^{2}}$.
116. $\left(\frac{a-x}{b-x}\right)^{n}$.
117. $x \sqrt{ }\left(3-4 x+2 x^{2}\right)$.
118. $(1+x) / \sqrt{ }\left(2 x+x^{2}\right)$.
119. $x^{n} \sin ^{n} x$.
120. $\frac{\cos ^{3} x}{\cos 3 x}$.
121. $\frac{\cos 3 x}{\cos ^{5} x}$.
122. $\frac{\sin x}{\sin ^{3} 3 x}$.
123. $\frac{\sin ^{3} 3 x}{\sin x}$.
124. $\frac{\cos x}{\cos ^{8} 3 x}$.
125. $\frac{\cos ^{5} 3 x}{\cos x}$.
126. $\frac{\sin x}{\cos ^{9} 3 x}$.
127. $\frac{\cos ^{4} 3 x}{\sin x}$.
128. $\frac{\cos x}{\sin ^{3} 3 x}$.
129. $\frac{\sin ^{5} 3 x}{\cos x} \cdot \ldots$
130. $\sqrt{ }\left(a^{2}-x^{2}\right) / x^{2}$.
131. $x^{2} / \sqrt{ }\left(a^{2}-x^{2}\right)$.
132. $x^{9} / \sqrt{ }\left(a^{2}-x^{2}\right)$.
133. $x^{s}\left(a^{2}-x^{2}\right)^{n}$.
134. $\frac{(1+x)^{2}}{1+2 x}$.
135. $\left(\frac{1+x}{1+2 x}\right)^{2}$.
136. $\begin{aligned} & (1-x)^{4} \\ & (1+x)^{3}\end{aligned}$.
137. $\frac{(1-x)^{3}}{(2-x)^{2}}$.
138. $\frac{(a-x)^{3}}{(a+x)^{4}}$.
139. $\frac{1+x^{2}}{\left(1-x^{2}\right)^{2}}$.
140. $\frac{a^{2}-x^{2}}{\left(a^{2}+x^{2}\right)^{2}}$.
141. $\left(\frac{a^{2}-x^{2}}{a^{2}+x^{2}}\right)^{2}$
142. $(a-x)^{n}(b-x)^{n}$. 141. $\left(a^{2}-x^{2}\right)^{n}\left(b^{2}-x^{2}\right)^{n}$.
143. $x\left(3-4 x+2 x^{2}\right)^{3, n}$. 144. $\sqrt{ }\left(3-4 x+2 x^{2}\right) / x$.
144. $x^{2} \sqrt{ }\left(3-4 x+2 x^{2}\right)$.
145. $x^{2} / \sqrt{ }\left(3-4 x+2 x^{2}\right)$.
146. $x^{n} \sin ^{2} n x$.
147. $x^{n} \sin ^{n} n x$.

## CHAPTER V

## GEOMETRICAL APPLICATIONS OF THE DIFFERENTIAL COEFFICIENT

## 45. Direction of tangent.

It has been shown (Art. 23) that if the tangent at any point $(x, y)$ of a curve, whose equation is $y=f(x)$, makes an angle $\psi$ with the positive direction of the axis of $x$, then the value of $d y / d x$ at that point is equal to $\tan \psi$. This is the starting-point of many applications of the calculus to geometry.

## Examples:

(i) Find the inclination to the axis of x of the tangent at the point $(2,4)$ to the curve $\mathrm{y}=\mathrm{x} /\left(1+\mathrm{x}^{2}\right)$.

$$
\frac{d y}{d x}=\frac{\left(1+x^{2}\right)-x \cdot 2 x}{\left(1+x^{2}\right)^{2}}=\frac{1-x^{2}}{\left(1+x^{2}\right)^{2}} ;
$$

at the point $(2,4)$, this $=-3 / 5^{2}=-12$;

$$
\therefore \tan \psi=-12, \text { and } \psi=173^{\circ} 9^{\prime} .
$$

The tangent makes an angle of $173^{\circ} 9^{\prime}$ with the positive direction of the axis of $x$.
(ii) Find the direction of the tangent at $(3,2)$ to the curre $\mathbf{x}^{3}+y^{0}=35$.

In this case, differentiating the equation as it stands with respect to $x$ (Art. 36), we have

$$
3 x^{2}+3 y^{2} d y / d x=0 ;
$$

$$
\begin{aligned}
& \therefore d y / d x=-x^{2} / y^{2}, \text { which at the point }(3,2) \text { becomes }-9 . \\
& \therefore \quad \tan \psi=-\frac{9}{2}=-225, \text { and } \psi=113^{\circ} 58^{\prime} .
\end{aligned}
$$

The tangent makes an angle of $113^{\circ} 58^{\prime}$ with the positive direction of the axis of $x$.

If a curve passes through the origin, the value of $d y / d x$ there gives the form of the curve at the origin.

For instance, in example (i), when $x=0, d y / d x=1 ; \therefore \tan \psi=1$ and $\psi=45^{\circ}$; the tangent to the curve at the origin bisects the angle between the axes.
In the curve $y=x^{2} /\left(1+x^{2}\right)$,

$$
\frac{d y}{d x}=\frac{\left(1+x^{2}\right) 2 x-x^{2} \cdot 2 x}{\left(1+x^{2}\right)^{2}}=\frac{2 x}{\left(1+x^{2}\right)^{2}} .
$$

$\therefore$ at the origin, $d y / d x=0$ and $\psi=0$; the curve touches the axis of $x$ at the origin.

In the curve $y=x^{2 / 3} /\left(1+x^{2}\right)$,

$$
\begin{aligned}
\frac{d y}{d x} & =\frac{\left(1+x^{2}\right) \frac{2}{3} x^{-1 / 3}-x^{2 / 3} \cdot 2 x}{\left(1+x^{2}\right)^{2}} \\
& =\frac{\frac{2}{3}\left(1+x^{2}\right)-2 x^{2}}{x^{1 / 3}\left(1+x^{2}\right)^{2}} \\
& =\frac{2-4 x^{2}}{3 x^{1 / 3}\left(1+x^{2}\right)^{2}}
\end{aligned}
$$

As $x \rightarrow 0$, this $\rightarrow \infty$ and hence $\psi \rightarrow 90^{\circ}$; the curve touches the axis of $y$ at the origin.

## 48. Equation of tangent to a curve at any point.

The fact that $d y / d x=\tan \psi$ enables us to find at once the equation of the tangent to a given curve at a given point.


Fig. 44.
Let the tangent at the point $P(x, y)$ of a curve cut the axis of $x$ in $T$ (Fig. 44), and let ( $X, Y$ ) be the coordinates of any other point $Q$ on the tangent. Draw the ordinates $P M$ and $Q N$, and draw $P K$ perpendicular to $Q N$.

Then $K Q / P K=\tan K P Q=\tan N T P=\tan \psi=d y_{/}^{\prime} d x$
and

$$
K Q=Y-y, P K=X-x
$$

$$
\therefore \quad \frac{Y-y}{X-x}=\frac{d y}{d x}, \quad \text { i.e. } \quad Y-y=(X-x) \frac{d y}{d x}
$$

This equation is quite general, and gives the equation of the tangent at any point to any curve whose equation is known; $(x, y)$ are the coordinates of the point of contact, and the value of $d y / d x$ is obtained by differentiating the equation of the curve and substituting in the result the values of $x$ and $y$.

## Examples:

(i) Find the equation of the tangent to $\mathrm{y}^{3}=\mathrm{x}^{2}$ at the point $(8,4)$.

Differentiating, we have $3 y^{2} d y / d x=2 x$;
$\therefore$ at the point $(8,4) \quad \frac{d y}{d x}=\frac{2 x}{3 y^{2}}=\frac{16}{48}=\frac{1}{3}$;
$\therefore$ the equation of the tangent is
i.e.

$$
\begin{gathered}
Y-4=(X-8)^{\frac{1}{3}} \\
X-3 Y+4=0
\end{gathered}
$$

or, using the ordinary notation, since $x$ and $y$ are no longer required for the point of contact,

$$
x-3 y+4=0
$$

(ii) Find the equation of the tangent to the ellipse $x^{2} / a^{2}+y^{2} / w^{2}=1$ at any point ( $\mathrm{x}, \mathrm{y}$ ) on the curve.

Differentiating,

$$
\begin{aligned}
& \frac{2 x}{a^{2}}+\frac{2 y d y}{b^{2}} d x=0 ; \\
\therefore \quad & d y / d x=-b^{3} x / a^{2} y
\end{aligned}
$$

and the equation of the tangent is

$$
Y-y=-(X-x) \frac{b^{2} x}{a^{2} y}
$$

1.e.

$$
\begin{aligned}
a^{2} y Y-a^{2} y^{2} & =-b^{2} x X+b^{2} x^{2} \\
b^{2} x X+a^{2} y Y & =b^{2} x^{2}+a^{2} y^{2} ;
\end{aligned}
$$

$\therefore$ dividing by $a^{2} b^{2}, \quad \frac{X x}{a^{2}}+\frac{Y!/}{b^{2}}=\frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}=1$.
This is the required equation in its simplest form,

$$
\frac{X x}{a^{2}}+\frac{Y y}{b^{2}}=1
$$

(iii) Find the equation of the tangent to the circle

$$
x^{2}+y^{2}-3 x+4 y-31=0
$$

at the point (-2, 3).
Differentiating the equation as it stands with respect to $x$,

$$
2 x+2 y \frac{d y}{d x}-3+4 \frac{d y}{d x}=0
$$

$\therefore$ at the point ( $-2,3$ ),

$$
-4+6 \frac{d y}{d x}-3+4 \frac{d y}{d x}=0, \text { whence } 10 \frac{d y}{d x}=7
$$

Hence the equation of the tangent is
i.e.

$$
\begin{aligned}
& y-3=(x+2) \frac{7}{10} \\
& 7 x-10 y+44=0
\end{aligned}
$$

The next two examples show how geometrical properties of a curve may be deduced.
(iv) Find the equation of the tangent to the parabola $\mathrm{y}^{8}=4 \mathrm{ax}(\mathrm{p} .17)$ at any point on the curve, and prove that if the tangent at P (Fig. 45) meets the axis in T , and PN be the ordinate of P , then T and N are equidistant from the vertex A of the parabola, i.e. AT = AN.

Differentiating the equation $y^{2}=4 a x$ with respect to $x$, we have

$$
2 y d y / d x=4 a, \text { i. e. } d y / d x=2 a / y
$$

hence the equation of the tangent is
i. $e$.

$$
Y-y=(X-x) 2 a / y
$$

$$
Y y-y^{2}=2 a X-2 a x
$$

$$
\therefore \quad Y y=2 a X-2 a x+y^{2}=2 a X-2 a x+4 a x=2 a(X+x) .
$$

This is the equation of the tangent PT.
Where this cuts the axis of $x, Y=0 ; \quad \therefore 0=2 a(X+x)$;

$$
\therefore \quad X, \text { i. e. } A T=-x=-A N .
$$

Hence $A$ is the middle point of T'N always.
(v) Find the equation of the tangent to the hyperbola $\mathrm{xy}=\mathrm{c}^{2}$ (p.21) at any point on the curve, and show
(a) that the portion of the tangent between the asymptotes is bisected at the point of contact;
(b) that the tangent cuts off from the asymptotes a triangle of constant area.


Fig 45.


Fig. 46.

Differentiating the equation $x y=c^{2}$ with respect to $x$, we have

$$
x d y / d x+y=0, \text { i.e. } d y / d x=-y / x
$$

$\therefore$ the equation of the tangent is

$$
\begin{gathered}
Y-y=-(X-x) y / x \\
\therefore X y+Y x=2 x y . \\
X / x+Y / y=2
\end{gathered}
$$

$\therefore$ dividing by $x y$,
Let the tangent at $P$ (Fig. 46) cut the axes in $L$ and $K$, and let $P N$ be the ordinate of $P$.

Where the tangent cuts the axis of $x, Y=0 ; \quad \therefore X / x=2$, i. . $\quad X$ (which is $O L$ ) $=2 x$ (which is $O N$ ), so that $O L=2 O N$. $\therefore \quad K L=2 K P$, and $P$ is the middle point of $K L$.

Again, where the tangent cuts the axis of $y, X=0$;

$$
\therefore \quad Y / y=2 \text {, i.e. } Y(\text { which is } O K)=2 y .
$$

Now area of triangle $K O L=\frac{1}{2} O K . O L=\frac{1}{2} .2 y .2 x=2 x y=2 c^{2}$, which is constant for all positions of the point $P$.
47. Equation of normal to a curve at any point.

The normal at a point is the perpendicular to the tangent through the point of contact; its equation can he found in the same way as the equation of the tangent.

Let the normal at $P(x, y)$ meet the axis of $x$ in $G$ (Fig. 47), and let $(X, Y)$ be the coordinates of any point $Q$ on the normal. Draw $P K$ perpendicular to the ordinate of $Q$.


Fig. 47.
Then $\quad \frac{Y-y}{X-x}=\frac{\pi Q}{P K}=\tan M P Q=\tan X G P$

$$
\begin{aligned}
& =\tan \left(\frac{1}{2} \pi+\psi\right)=-\cot \psi=-1 / \frac{d y}{d x} ; \\
& \therefore \quad(Y-y) \frac{d y}{d x}=-(X-x) .
\end{aligned}
$$

Hence the equation of the normal at $(x, y)$ is

$$
X-x+(Y-y) \frac{d y}{d x}=0 .
$$

## Examples:

(i) Find the equation of the normal to the curve $9 x^{2}-4 y^{2}=108$ at the point (4, 3).

Differentiating with respect to $x, 18 x-8 y d y / d x=0$;

$$
d y / d x=18 x / 8 y=\text { (at the given point) } 72 / 24=3 ;
$$

$\therefore$ the equation of the normal is

$$
X-4+(Y-3) 3=0 ;
$$

or, using the ordinary letters, now that $x$ and $y$ are no longer required to denote the coordinates of the point of contact,

$$
x+3 y=13
$$

There is of course no need to use the general formulae for the equations of the tangent and normal ; in any particular example, the numerical value of $d y / d x$ at the given point can be obtained as in Art. 45, and then by drawing a figure as in this or the preceding article, the required equation can be written down at once.
(ii) Find the equation of the normal at any point of the cllipse $\mathrm{x}^{2} / \mathrm{a}^{2}+\mathrm{y}^{2} / \mathrm{b}^{2}=1$, and prove that if the normal at P (Fig. 48) meets the axis CA in G , and PN be the ordinate of P , then $\mathrm{CG}=\mathrm{e}^{2} \mathrm{CN}$, where e is the eccentricity of the ellipse (p. 19).


Fig. 48.
From Art. 46, Ex. (ii) $\quad d y / d x=-b^{2} x / a^{2} y$,
$\therefore$ equation of normal is
i. e.

$$
X-x-(Y-y) \frac{b^{2} x}{a^{2} y}=0
$$

dividing by $x y$,

$$
\frac{a^{2} X}{x}-\frac{b^{2} Y}{y}=a^{2}-b^{2}
$$

This is the equation of the normal at any point $(x, y)$.
Where this cuts the axis of $x$, i.e. at $G, Y=0$ and $X=C G$;

$$
\therefore a^{2} X / x=a^{2}-b^{2}
$$

and

$$
X=\left(a^{2}-b^{2}\right)_{a^{2}}^{x}=\left(1-\frac{b^{2}}{a^{2}}\right) x=e^{2} x ;
$$

i.e.

$$
C G=e^{2} C N
$$

## Examples XVI.

Find the inclinations to the axis of $x$ of the tangents to the following curves:

1. $2 y+7=x^{8}$ at $(3,10)$.
2. $y=6 x_{/}\left(x^{2}-1\right)$ at (2,4).
3. $x^{4}+y^{4}=17$ at $(-2,1)$.
4. $y=\sin ^{2} x$ at $\left(\frac{1}{3} \pi, \frac{8}{4}\right)$.

Find the equations of the tangents and normals to the following curves:
0. $y=5 x^{2} /\left(1+x^{2}\right)$ at $(2,4)$.
5. $y=2 x^{2}-4 x+5$ at (3, 11).
7. $x^{2}+y^{2}=20$ at (-4, -2).
8. $\sqrt{ } x+\sqrt{ } y=5$ at (9,4).
9. $2 x^{2}-x y+3 y^{2}=18$ at ( 3,1 ).
10. $x^{2}+y^{2}-4 x-2 y+1=0$ at $(2,-1)$.
11. Find the equation of the tangent to the hyperbola $x^{2} / a^{2}-y^{2} / b^{2}=1$ at any point $(x, y)$ on the curve.
12. Find the equation of the tangent to $x^{2}+y^{2}+2 g x+2 f y+c=0$ at any point ( $x, y$ ) on the curve.
13. Find the points where the tangent to $y=x^{3}-12 x+4$ is parallel to the axis of $x$.
14. Find the points where the tangent to $y=a^{2} x /\left(a^{2}+x^{2}\right)$ is parallel to the axis of $x$.
15. At what point of $y^{2}+a^{2}=a x$ will the tangent be inclined at $45^{\circ}$ to the axis of $x$ ?
18. At what points of the circle $x^{2}+y^{2}=25$ is the tangent parallel to the straight line $4 x=3 y$ ?
17. Prove that the curves $y=x^{2}$ and $6 y=7-x^{5}$ intersect at right angles at the point $(1,1)$.
18. Find the angle of intersection of the curves $x y=6, x^{2} y=12$.
19. At what angle do the parabolas $y^{2}=8 x, x^{2}=4 y-12$ intersect?
20. Find the angle at which the circles $x^{2}+y^{2}=16$ and $x^{2}+y^{2}=6 x$ intersect.
21. Show that the ellipse $\frac{1}{2} \frac{1}{2} x^{2}+\frac{1}{y} y^{2}=1$ and the hyperbola $x^{2}-y^{2}=8$ intersect at right angles.
22. Find the equation of the tangent at any point of the curve $x^{2 / 3}+y^{2 / 3}=a^{2 / 3}$, and show that the portion of the tangent intercepted betwecu the axes is of constant length.
23. Prove that the tangent at any point of the curve $\sqrt{ } x+\sqrt{ } y=\sqrt{ } a$ makes on the axes two intercepts whose sum is constant.
24. Show that at not more than $n-1$ points can tangents to

$$
y=a x^{n}+b x^{n-1}+\ldots+k
$$

be parallel to a given direction.
25. The tangent at any point $P$ of the curve $y=x^{3}$ cuts the axis of $x$ in $T$, and $P N$ is the ordinate of $P$, prove that $O T=2 T^{\prime} N$.
Find the corresponding result for the curve $y=x^{n}$.
28. Find the equation of the tangent at any point to $x^{m} y^{n}=a^{m+n}$, and prove that the portion of it intercepted between the axes is divided in the ratio $m: n$ at the point of contact.
27. Prove that the length of the tangent to the hyperbola $x y=c^{2}$ intercepted between the axes is twice the distance of the point of contact from the origin.
28. Find the equation of the tangent to the conic

$$
a x^{2}+2 h x y+b y^{2}+2 g x+2 f y+c=0
$$

at any point.
29. Find the equation of the tangent at any point to the curve

$$
y\left(x^{2}+y^{2}\right)=a x^{2} .
$$

30. Find the forms of the following curves near the origin: $y=x^{2} /\left(1-x^{3}\right)$, $y=x /\left(1-x^{2}\right), y^{3}=x^{2} /\left(1-x^{2}\right)^{2}$.
31. Prove that, at the origin, the curve $y^{2}=x^{3}$ touches the axis of $x$, $y^{2}=x(x-1)(x-2)$ touches the axis of $y$, and $y^{2}=x^{2}\left(1-x^{2}\right)$ bisects the angle between the axes.
32. Prove that the curve $y^{m}=x^{n} /(1+x)$ touches the axis of $x$ or the axis of $y$ at the origin according as $m<$ or $>n$. What happens if $m=n$ ?
33. If the tangent at a point $P$ of an ellipse meet the axes $C A$ and $C B$ in $T$ and $t$, and if $P N, I M$ be perpendiculars to these axes respectively, show that $C N . C T=a^{2} ; C M . C t=b^{2}$.
34. Find, in terms of $x, y$, and $d y / d x$, the inclination of the tangent at any point $P$ of a curve to the straight line joining $P$ to the origin.
35. The tangent at any point $P$ of a curve meets the axes of $x$ and $y$ in $T$ and $T^{\prime}$, and the normal at $P$ meets them in $N$ and $N^{\prime}$ respectively; prove that $T^{\prime} N / T N^{\prime}=d y / d x$.

## 48. Lengths of tangent, normal, subtangent, and subnormal.

If the tangent and normal at a point $P$ (Fig. 49) of a curve meet the axis of $x$ in $T$ and $G$ respectively, and if $P N$ be the ordinate of $P$, then $N T$ and $N G$ are called the subtangent and subnormal
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respectively, and the lengths of $P T$ and $P G$ are called the lengths of the tangent and normal respectively.

All these lengths can, on drawing a figure, be at once written down in terms of $y$ and $d y / d x$. For $\angle G P N=\angle P T G=\psi$, and $N P=y$;
hence the subnormal $N G=y \tan \psi=y d y / d x$;
the subtangent $N T=y \cot \psi=y / \frac{d y}{d x} ;$
the normal $P G \quad=y \sec \psi=y \sqrt{ }\left\{1+\left(\frac{d y}{d x}\right)^{2}\right\}$;
the tangent $P T$

$$
=y \operatorname{cosec} \psi=y \sqrt{ }\left\{1+\left(\frac{d y}{d x}\right)^{2}\right\} / \frac{d y}{d x} .
$$

The student should not attempt to remember these results, but should draw a figure, and obtain from it as above the particular results he requires.

## Examples:

(i) Prove that, in the parabola, the subnormal is constant.

The simplest form of the equation of a parabola is $y^{\prime \prime}=4 a x$; differentiating with respect to $x, \quad 2 y d y / d x=4 a$; $\therefore$ the subnormal $y d y^{\prime} d x=2 a$,
i.e. if in Fig. 10 the normal at $P$ be drawn to meet the axis in $G$,

$$
N G=2 a=2 A S=\frac{1}{2} \text { the latus rectum (see Ex. II, 20). }
$$

(ii) The tangent at any point P of the curve $\mathrm{y}=\mathrm{x}^{\mathrm{n}}$ cuts the axis of x in T , and PN is the ordinate of P (Fig. 50); prove that $\mathrm{O}^{\prime} \mathrm{I}^{\prime}=(\mathrm{n}-1)$ TN.

Here the subtangent
whence

$$
\begin{gathered}
T N=y \cot \psi=y / \frac{d y}{d x}=\frac{x^{n}}{n x^{n-1}}=\frac{x}{n}=\frac{1}{n} \cdot O N, \\
O T=\frac{n-1}{n} \cdot O N=(n-1) T N .
\end{gathered}
$$
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49. Further properties of curves.

The lengths of many other lines connected with a curve can be obtained in a similar manner. First the length of the line is obtained from the figure in terms of $x, y$, and $\psi$ as in the preceding article, and then from the fact that $\tan \psi=d y / d x$, the value of any other ratio of $\psi$ can be obtained in terms of $y$ and $d y / d x$ by elementary trigonometry.

For instance, suppose the lengths of the perpendiculars from the origin to the tangent and normal are required. Let $O V, O Z$ (Fig. 51) be perpendiculars from the origin $O$ to the tangent $P T$ and normal $I^{\prime} G$.

Then $O V=O T \sin \psi=(O N-T N) \sin \psi=(x-y \cot \psi) \sin \psi$

$$
=\left(x-\frac{y}{\frac{d y}{d x}}\right) \frac{\frac{d y}{d x}}{\sqrt{\left\{1+\left(\frac{d y}{d x}\right)^{2}\right\}}}=\frac{x \frac{d y}{d x}-y}{\sqrt{\left\{1+\left(\frac{d y}{d x}\right)^{2}\right\}}}
$$

And

$$
\begin{aligned}
O Z & =O G \cos \psi=(O N+N G) \cos \psi \\
& =(x+y \tan \psi) \cos \psi=\frac{x+y \frac{d y}{d x}}{\sqrt{\left\{1+\left(\frac{d y}{d x}\right)^{2}\right\}}} .
\end{aligned}
$$

In particular cases, it is best not to use these general formulae, but to draw the curve roughly and work out each case from the figure.
Two examples of a rather more difficult nature than those already given are here worked out:

Ex. (i) In the curve $\mathrm{x}^{2 / 3}+\mathrm{y}^{2 / 3}=\mathrm{a}^{2 / 9}$, find the lengths of the perpendiculars from the origin to the tangent and normal, and if V be the foot of the perpendicular from the origin O to the tangent at P , prove that the locus of the middle point Q of PV is a circle.

This curve is a very well known one, and on account of its shape, is named the 'astroid '.
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Differentiating its equation with respect to $x$,

$$
\frac{2}{3} x^{-1 / 3}+\frac{2}{3} y^{-1 / 3} \frac{d y}{d x}=0 \quad \text { or } \quad \frac{d y}{d x}=-\frac{y^{1 / 3}}{x^{1 / 3}}
$$

This is $\tan \psi, \quad \therefore \tan P^{\prime} T N=-\tan \psi=y^{1 / 3} / x^{1 / 3}$.

$$
\therefore \quad \sin P T N=\frac{y^{1 / 3}}{\sqrt{\left(x^{2 / 3}+y^{2,3}\right)}}=\frac{y^{1 / 3}}{a^{1 / 3}}, \quad \text { and } \cos P T N=\frac{x^{1 / 3}}{a^{1 / 3}}
$$

Draw $N K$ perpendicular to $O V$, cutting $P G$ in $I$.
Then

$$
\begin{aligned}
& O V=O K+H P=O N \sin O N K+P N \cos H P N \\
& =x \cdot \frac{y^{1 / 3}}{a^{1 / 3}}+y \frac{x^{1 / 3}}{a^{1 / 3}} \\
& =\frac{x^{1 / 3} y^{1 / 3}}{a^{1 / 3}}\left(x^{2 / 3}+y^{2 / 3}\right)=\frac{x^{1 / 3} y^{1 / 3}}{a^{1 / 3}} \cdot a^{2 / 3}=(a x y)^{1 / 3}
\end{aligned}
$$

Similarly $\quad O Z=K N-H N=O N \cos O N K-P N \sin N P H$

$$
\begin{aligned}
& =x \cdot \frac{x^{1 / 3}}{a^{1 / 3}}-y \cdot \frac{y^{1 / 3}}{a^{1 / 3}} \\
& =\frac{x^{1 / 3}-y^{1 / 3}}{a^{1 / 3}}=\frac{\left(x^{2 / 3}-y^{2 / 3}\right)\left(x^{2 / 3}+y^{2 / 3}\right)}{a^{1 / 3}} \\
& =a^{1 / 3}\left(x^{2 / 3}-y^{2 / \beta}\right)
\end{aligned}
$$

These are the lengths of the perpendiculars from $O$ to the tangent and normal at $P$ in terms of the coordinates of $P$.

Next, if the locus of $Q$ is a circle, it is evident from symmetry that $O$ must be its centre. Therefore, finding the length of $O Q$,

$$
\begin{aligned}
O Q^{2} & =O V^{2}+V^{2}=O V^{2}+\frac{1}{4} O Z^{2} \\
& =(a x y)^{2 / 3}+\frac{1}{4} a^{2 / 3}\left(x^{4 / 3}+y^{4 / 3}-2 x^{2 / 3} y^{2 / 8}\right) \\
& =\frac{1}{4} a^{2 / 3}\left[4 x^{2 / 3} y^{2 / 3}+x^{4 / 3}+y^{4 / 3}-2 x^{2 / 3} y^{2 / 3}\right] \\
& =\frac{1}{2} a^{2 / 3}\left[x^{2 / 3}+y^{2 / 3}\right]^{2}=\frac{1}{2} a^{2 / 3} \times a^{4 / 3}=\frac{1}{4} a^{2} .
\end{aligned}
$$

Hence $O Q=\frac{1}{2} a$, which is constant, so that the locus of $Q$ is a circle, centre $O$ and radius $\frac{1}{2} a$.

Ex. (ii) Find the condition that the curves

$$
x^{2} / a^{2}+y^{2} / b^{2}=1 \quad \text { and } \quad x^{2} / a^{2}+y^{2} / b^{\prime 2}=1
$$

may cut at right angles.
The value of $d y / d x$ for the first curve is given by the equation

$$
\frac{2 x}{a^{2}}+\frac{2 y}{b^{2}} \frac{d y}{d x}=0, \text { i. e. } \frac{d y}{d x}=-\frac{b^{2} x}{a^{2} y} ;
$$

similarly for the second curre

$$
\frac{d y}{d x}=-\frac{b^{\prime 2} x}{a^{\prime 2} y}
$$

The curves cut orthogonally, i. e. the tangents at their points of intersection are at right angles, therefore the angles which these tangents make with the axis of $x$ differ by $90^{\circ}$, and the tangent of one $=-$ the cotangent of the other;

$$
\begin{equation*}
\therefore \quad \frac{b^{2} x}{a^{2} y}=-\frac{a^{\prime 2} y}{b^{\prime 2} x}, \quad \text { i.e. } \quad \frac{x^{2}}{a^{2} a^{\prime 2}}=-\frac{y^{2}}{b^{2} b^{\prime 2}} . \tag{i}
\end{equation*}
$$

At the points of intersection, both equations are satisfied;

$$
\begin{aligned}
\therefore \quad \frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}} & =1=\frac{x^{2}}{a^{\prime 2}}+\frac{y^{2}}{b^{\prime 2}} \\
x^{2}\left(\frac{1}{a^{2}}-\frac{1}{a^{\prime 2}}\right) & =-y^{2}\left(\frac{1}{b^{2}}-\frac{1}{b^{\prime 2}}\right) \\
\frac{x^{2}\left(a^{\prime 2}-a^{2}\right)}{a^{2} a^{\prime 2}} & =-\frac{y^{2}\left(b^{\prime 2}-b^{2}\right)}{b^{2} b^{\prime 2}} ;
\end{aligned}
$$

$\therefore$ substituting the result of equation (i), $a^{\prime 2}-a^{2}=b^{\prime 2}-l^{2}$.
Hence the required condition is $a^{2}-b^{2}=a^{\prime 2}-b^{\prime 3}$.
50. Expression of coordinates $x$ and $y$ in terms of a third variable. The Cycloid.

In many cases, instead of finding the equation of a curve as an algebraical relation between $x$ and $y$, it is more convenient to express both $x$ and $y$ as functions of some third variable; the equation connecting $x$ and $y$ can then be obtained, if required, by eliminating this third variable from the two equations given.

For instance $x=a \cos \theta, y=b \sin \theta$ are the coordinates of any point of an ellipse whose semi-axes are of lengths $a$ and $b$. Whatever value be assigned to $\theta$, the point ( $a \cos \theta, b \sin \theta$ ) is always on the ellipse, and the ordinary equation of the ellipse is found by eliminating $\theta$; for $x / a=\cos \theta, y / b=\sin \theta$, and therefore squaring and adding, $x^{2} / a^{2}+y^{2} / l^{2}=1$.

As a particular case, $x=a \cos \theta, y=a \sin \theta$, are general expressions for the coordinates of any point on a circle, radius $a$ and centre the origin.

Similarly, $x=a m^{2}, y=2 a m$, where $m$ is variable, denote the coordinates of any point on the parabola $y^{2}=4 a x$; for, eliminating $m$, we have

$$
x / a=m^{2}=y^{2} / 4 a^{2} ; \quad \therefore y^{2}=4 a x ;
$$

so that, whatever the value of $m$, the point is on the parabola.
It is often of advantage to use these forms of the coordinates in investigating properties of conics.*

Again, in the 'astroid' mentioned in the preceding article, if $x=a \cos ^{3} \phi$, we obtain, on substituting this in the equation $x^{2 / 3}+y^{2 / 3}=a^{2 / 3}, \quad y=a \sin ^{3} \phi$. Hence the coordinates of any point on this curve are given by the equations

$$
x=a \cos ^{3} \theta, \quad y=a \sin ^{3} \theta
$$

In these examples, the equation between $x$ and $y$ is quite simple, but in some cases, although the equations which give $x$ and $y$ in terms of the third variable are simple, the equation between $x$ and $y$ obtained by elimination is very complicated and most inconvenient to work with.

A good example of this is furnished by the well-known curve called the 'cycloid'.

The cycloid. A cycloid is the locus of a point on the circumference of a circle which rolls (without sliding) along a fixed straight line; its equations are obtained at once from a figure.

[^15]Let a circle, centre $C$ (Fig. 53) and radius $a$, roll along a straight line $O X$; let $P$ be the position of the tracing point when the radius $C P$ has turned through an angle $\theta$, starting from the position in which $P$ coincides with $O$. Therefore the arc $N P=$ the straight line $N O$.

If $(x, y)$ denote the coordinates of $P$, referred to $O$ as origin and $O X$ as axis of $x$, then

$$
\begin{aligned}
x=O N-P M & =\operatorname{arc} P N-P C \sin \theta \\
& =a \theta-a \sin \theta=a(0-\sin \theta) ; \\
y=N C-M C & =a-a \cos \theta=a(1-\cos \theta) .
\end{aligned}
$$

These two equations constitute the most convenient form of the equation of a cycloid.*

In cases such as this, since $x$ and $y$ are both continuous functions of $\theta$, a small increase $\delta 0$ in $\theta$ will produce small increases $\delta x$ and $\delta y$ in $x$ and $y$.

It is evident that $\quad \frac{\delta y}{\delta x}=\frac{\delta y}{\delta \theta} / \frac{\partial x}{\delta \theta}$.
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Hence, by Art. 15 (iii), when $\delta \theta$ and therefore also $\delta x$ and $\delta y \rightarrow 0$, we have

$$
\frac{d y}{d x}=\frac{d y}{d \theta} / \frac{d x}{d \theta}
$$

In the case of the cycloid, this gives

$$
\frac{d y}{d x}=\frac{a \sin \theta}{a(1-\cos \theta)}=\frac{2 \sin \frac{1}{2} \theta \cos \frac{1}{2} \theta}{2 \sin ^{2} \frac{1}{2} \theta}=\cot \frac{1}{2} \theta .
$$

[^16]Referring to Fig. 53, $\quad \frac{1}{2} \theta=\frac{1}{2} \angle P C N=\angle P T N$;
$\therefore d y / d x=\cot P T N=$ tangent of angle which $P T$ makes with the axis of $x$, from which it follows that $P T$ is the tangent to the cycloid at $P$, and $P N$, being perpendicular to it, is the normal at $P$.

This follows at once from the definition of the curve, for, as $P$ traces out the curve, its motion is for an instant one of rotation about $N$, i. e. in direction perpendicular to $N P$, i. e. along $P T$, since the angle $N I^{\prime} T$ in a semicircle is a right angle. Hence $P^{\prime} T$ is the tangont at $P$, and $P N$ the normal at $P$.

## Examples XVII.

Find the lengths of the tangent, normal, sultangent, and subnormal in the following cases:

1. $y^{2}=4(x+5)$ at $(4,6)$.
2. $y=a \sin \left(x^{\prime} b\right)$ at $\left(\frac{1}{8} \pi b, \frac{1}{2} a\right)$.
3. $\frac{1}{6}^{\frac{1}{6}} x^{2}+\frac{1}{y} y^{2}=8$ at $(8,6)$.
4. $x^{t}+y^{2}-6 x-2 y+5=0$ at $(2,-1)$.
5. Prove that the subnormal at any pint of the curve $x^{2}-y^{2}=a^{2}$ is equal to the abscissa.
6. In the curve $x y=c^{2}$, prove that the subnormal varics as the cube of the ordinate.
7. Show that, in the parabola $y^{2}=4 a x$, the subtangent varies as the square of the ordinate.
8. Prove that, in the curve $y^{n+1}=a^{n} x$, the sublangent varies as the abscissa, and find the sulnormal.
9. Show that, in the curve $a y^{2}=(x+b)^{3}$, the subnormal varies as the square of the subtingent.
10. Prove that, in the curve $a x^{2}+b y^{2}=c$, the subnormal bears a constant ratio to the abscissa.
11. Find the subtangent, at the ${ }_{1}$,oint where $x=a$, in the curvo

$$
a y^{2}=(a+x)^{2}(3 a-x) .
$$

12. Find the subtangent and subnormal at any point of the ellipso

$$
x^{2} / a^{2}+y^{2} / b^{2}=1,
$$

and prove that the subtangent is the same (at the point with the same abscissa) as in the circle on the major axis of the ellipse as diameter.
13. In a certain well-known curve (called the tractrix), the slope at any point $(x, y)$ on the curye is equal to $-y / \sqrt{ }\left(a^{2}-y^{2}\right)$; prove that the length of the tangent is constant.
14. Prove that $x=a \cos ^{3} \theta, y=a \sin ^{3} \theta$ are the coordinates of a point on the astroid $x^{2 / 3}+y^{2 / 3}=a^{2 / 3}$, and find, in terms of $\theta$, the equation of the tangent at any point.
15. Find, in terms of $\theta$, the lengths of the tangent, normal, subtangent, and subnormal at any point of the astroid.
10. Find the equation of the tangent to the cycloid (i) when $\theta=\frac{1}{2} \pi$, (ii) for any value of $\theta$.
17. Find the lengths of the subtangent and subnormal at the point on a cycloid where $\theta=\frac{1}{2} \pi$.
18. Prove that $x=a \sec \theta, y=b \tan \theta$ are the coordinates of a point on the hyperbola $x^{2} / a^{2}-y^{2} ; b^{2}=1$, and find the value of $d y / d x$ in terms of $\theta$.
18. Find the equation of the tangent to the ellipse $x^{2} / a^{2}+y^{2} / l^{2}=1$ at the point ( $a \cos \theta, b \sin \theta$ ).
20. If the coordinates of a point on the parabola $y^{2}=4 a x$ be taken as ( $\mathrm{am}^{2}, 2 \mathrm{am}$ ), what is the geometrical meaning of $m$ ?
21. Find the lengths of the subtangent and subnormal at any point of the cardioid, giveu by $x=a(2 \cos \theta+\cos 2 \theta), y=a(2 \sin \theta+\sin 2 \theta)$.
22. Find, in terms of $y$ and $d y / d x$, the lengths of the perpendiculars from the foot of the ordinate to the tangent and normal at any point of a curve.
23. Find the length of the perpendicular $O Y$ from the origin to the tangent at a point $P$ of the hyperbola $x y=c^{2}$, and show that the rectangle $O Y$. OP is constant.
24. Prove that, if a gas obeys Boyle's law $p v=k$, the cubical elasticity (Art. 38) is represented by $T M$, where $T$ is the point in which the tangent to the curve $p v=k$ at the point $P$ cuts the axis of $p$, and $P M$ is perpendicular to that axis.

## CHAPTER VI

## MAXIMA AND MINIMA

## 51. Deflnition of maxima and minima.

We shall now show how to find the maximum and minimum values of a function of one variable, confining ourselves to cases where the function and its differential coefficient are continuous.

If a continuous function increases up to a certain value and then begins to decrease, that value is called a maximum value of the function; similarly, if the function decreases to a certain value and then begins to increase, that value is called a minimum value of the function; in other words, a maximum value is one which
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is greater and a minimum value is one which is less than all other values in the immediate neighbourhood on either side.

According to this definition, a function may have any number of maxima and minima; and a maximum value is not necessarily the greatest nor a minimum value the least of all the values of the function; in fact it is quite possible for some or even all of the maxima to be less than some or all of the minima.

This is illustrated by the function sec $x$. As $x$ increases from $-\frac{1}{2} \pi$ to $0, \sec x$ decreases from $\infty$ to 1 ; as $x$ increases from 0 to $\frac{1}{2} \pi, \sec x$. increases from 1 to $\infty$. Therefore $\sec x$ has the minimum value 1
when $x=0$. When $x=\frac{1}{2} \pi$, $\sec x$ is discontinuous. As $x$ increases from $\frac{1}{2} \pi$ to $\pi$, sec $x$ increases from $-\infty$ to -1 ; as $x$ increases from $\pi$ to $\frac{8}{2} \pi, \sec x$ decreases from -1 to $-\infty$. Therefore $\sec x$ has the maximum value -1 when $x=\pi$. When $x=\frac{3}{2} \pi, \sec x$ is discontinuous.
These variations are repeated an indefinite number of times, and the variations begin to recur after $x$ has increased by $2 \pi$ or any multiple of $2 \pi$. ('This is expressed by the statement that $\sec x$ is a periodic function of x , and its period is $2 \pi$.) Therefore $\sec x$ has an infinite number of minima, each +1 , and an infinite number of maxima, each -1 , and the minima are greater than the maxima (Fig. 54).

## 52. Alternate maxima and minima.

It is evident that, in a function which is always continuous, maxima and minima must occur alternately; because after any maximum the function is decreasing, and before the next maximum it is increasing, therefore, if it is continuous, there must be some intermediate point where the function ceases to decrease and begins to increase ; such a point is a minimum. Hence between any two consecutive maxima there is a minimum, and similarly between any two consecutive minima there is a maximum.

The circular functions furnish good illustrations of these definitions and ideas. Sec $x$ has been considered in the preceding article, and $\operatorname{cosec} x$ may be used to illustrate the same points.
$\operatorname{Sin} x$ and $\cos x$ are always continuous; both have an infinite number of maxima, each +1 , and an infinite number of minima, each -1 , occurring alternately at intervals of $\pi$ in the value of $x$. ( $\operatorname{Sin} x$ and $\cos x$ are periodic functions whose period is $2 \pi$.)
$\operatorname{Tan} x$ and $\cot x$ have no maxima or minima. As $x$ increases from $-\frac{1}{2} \pi$ to $+\frac{1}{2} \pi, \tan x$ increases from $-\infty$ to $+\infty$; when $x=\frac{1}{2} \pi, \tan x$ is discontinuous; and as $x$ increases from $\frac{1}{2} \pi$ to $\frac{3}{2} \pi$, $\tan x$ again increases from $-\infty$ to $+\infty$, and so on. There is therefore no value of $x$ at which $\tan x$ ceases to increase and begins to decrease. Similarly for $\cot x$. (The variations in the values of $\tan x$ and $\cot x$ begin to recur after intervals of $\pi$; therefore $\tan x$ and $\cot x$ are periodic functions whose period is $\pi$, not $2 \pi$, as in the case of the other circular functions.)

## 53. Conditions for a maximum or minimum.

It has been pointed out (Art. 25) that the differential coefficient of a function $f(x)$ is + or - according as the function increases or decreases as $x$ increases.

Hence, in passing through a maximum or a minimum value, the d. c. of the function must change sign, and therefore, at the maximum or minimum, the d. c., if continuous, must equal zero ( $\Lambda$ rt. 17 (4)).

Hence a value of y is a maximum or a minimum value when $\mathrm{dy} / \mathrm{dx}$ is cqual to zero and changes sign as $y$ passes through that value.
If $\mathrm{dy} / \mathrm{dx}$ changes from + to - , the value is a maximum.
If $\mathrm{dy} / \mathrm{dx}$ changes from - to + , the value is a minimum.
Notice that the condition $d y^{\prime} d x=0$ alone is not a sufficient condition for a maximum or minimum; $y$ may increase up to a certain value ( $d y / d x+$ ), remain constant for an instant $(d y / d x=0)$, and then begin to increase again ( $d y / d x$ again + ) ; $d y^{\prime} d x$ in this case does not change sign, and the value for which $d y / d x=0$ is not a maximum.

## 54. Geometrical treatment of maxima and minima.

All these results follow at once from geometrical considerations.
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In the curve shown in Fig. 55, the ordinates at $A$ and $C$ represent maximum values of the function, and the ordinates at $B$ and $D$ represent minimum values. If the tangent at a point $(x, y)$ of the curve make an angle $\psi$ with the positive direction of the axis of $x$, $d y / d x=\tan \psi . \quad$ At $A, B, C, D$ the tangents are clearly parallel to the axis of $x$; therefore $\psi=0$ and $\tan \psi=0$, i. e. $d y^{\prime} d x=0$.


Hence in passing through a maximum, $d y / d x$ changes from + to - , and in passing through a minimum, from - to + .

But $A, B, C, D$ are not the only points where the tangent is parallel to the axis of $x$; at such points as $E$ and $F$, the tangent is parallel to $O X$ and therefore $d y / d x=0$, but in passing through these points $d y / d x$ does not change sign.

$$
\begin{aligned}
& \text { Just before and after } E, \quad \psi \text { is acute, } \\
& \text { Just before and after } F, \quad \psi \text { is obtuse, }
\end{aligned} \therefore d y / d x \text { is + in both cases. } \quad d y / d x \text { is - in both cases. }
$$

The points $E$ and $F$ are called points of inflexion, and such points will be considered more fully later on (Art. 59).

All points where $d y / d x=0$ are included in the term stationary points, because the rate of change of the function at such points is zero. They include, as we have just seen, maxima, minima, and those points of inflexion at which the tangent is parallel to the axis of $x$. A curve may have points of inflexion where the tangent is not parallel to the axis of $x$; at such points, of course $d y / d x$ is not zero.

It is possible for a function to have maxima and minima of a different nature from those indicated above, e.g. at points such as $A, B, C$, in Fig. 56. The ordinates at $A$ and $C$ are


Fig. 56. maxima, and the ordinate at $B$ is a minimum according to the definition of Art. 51. At such points as these, $y$ is continuous, but $d y / d x$ is discontinuous; at $A$, it is infinite, the tangent being perpendicular to the axis of $x$, and therefore $\tan \psi=\infty$; at $B$ and $C, d y / d x$ suddenly changes by a finite amount as the tangent passes from one side of the point to the other. [In these cases, the condition that $d y / d x$ changes sign in passing through the point is fulfilled; in passing through $A$ and $C$, $d y / d x$ change from + to - , and in passing through $B$, from - to + .] Such points do not occur in the functions which are encountered in elementary examples.

It is evident that the determination of the maximum and minimum values of a function, the 'turning-values' as they are often called, is of great assistance in drawing the graph of the function.

## 55. Examples.

We will now apply these principles to a few algebraical and trigonometrical examples.
(i) Find the maximum and minimum values of $x^{3}-9 x^{2}+15 x$, and draw roughly the graph of the function.

Here $\quad d y / d x=3 x^{2}-18 x+15=3(x-1)(x-5)$;

$$
\therefore \quad d y / d x=0 \text { when } x=1 \text { and when } x=5 .
$$

To find whether and how $d y / d x$ changes sign as $x$ passes through these values, it is best to start below the smallest value and trace the changes in the sign of $d y / d x$ as $x$ increases through each value in turn.
If $x$ is slightly $<1$, the first factor is - , and the second -, $\therefore d y / d x$ is + If $x$ is slightly $>1, \quad, \quad, \quad, \quad, \quad-, \therefore d y / d x$ is - If $x$ is slightly $<5, \quad, \quad, \quad+, \quad, \quad, \quad-, \therefore d y / d x$ is - \} If $x$ is slightly $>5, \quad, \quad, \quad+, \quad, \quad+, \therefore d y / d x$ is + )

Therefore $d y / d x$ changes from + to - as $x$ increases through the value 1, and from - to + as $x$ increases through the value 5 ; hence $y$ is a maximum when $x=1$, and is then equal to 7 , and a minimum when $x=5$, and is then equal to -25 .

Moreover, the graph goes through the origin since $y=0$ when $x=0$, and it cuts the axis of $x$ where $y=0 . \quad \therefore x^{3}-9 x^{2}+15 x=0$, i. e. $x\left(x^{2}-9 x+15\right)=0$, whence $x=0,2 \cdot 2,6 \cdot 8$ nearly.


Fig. 57.
Therefore the graph is roughly as shown in Fig. 57. Clearly no finite value of $x$ can make $y$ infinite, and after passing the point (5, -25 ), $y$ must continually increase and the graph rise; for if it ever descended again, there would be another maximum, since the function is always continuous. Similarly, it must continually ascend from $-\infty$ to the point ( 1,7 ).
(ii) $y=x^{4}-6 x^{2}+8 x+10$.

$$
d y / d x=4 x^{3}-12 x+8=4(x-1)^{2}(x+2)
$$

$\therefore \quad d y / d x=0$ when $x=1$ and when $x=-2$.
To find the change of sign, starting below the smaller value, if $x$ is slightly $<-2$, the signs of the factors are,,$+- \quad \therefore d y / d x$ is -$\}$ if $x$ is slightly $>-2, \quad, \quad, \quad, \quad+,+, \therefore d y / d x$ is + ? $\left.\begin{array}{llllll}\text { if } x \text { is slightly }<1, & " & " & " & +,+, & \therefore d y / d x \text { is }+ \\ \text { if } x \text { is slightly }>1, & , " & " & " & +,+, & \therefore \\ d y y_{/}^{\prime} d x \text { is }+\end{array}\right\}$


Fig. 58.

Therefore $d y / d x$ changes from to + as $x$ increases through -2 , and does not change sign as $x$ increases through +1 ; henco $y$ is a minimum when $x=-2$, and is then equal to -14 ; and there is a point of inflexion when $x=1$, and $y$ is then equal to 13 .

The curve cuts the axis of $y$ where $x=0$, and therefore $y=10$; it is shown roughly in Fig. 58. It must continually descend from $\infty$ to $(-2,-14)$, and continually ascend from $(1,13)$ to $\infty$. There is no maximum.
(iii) $y=\frac{x^{2}-4 x+9}{x^{2}+4 x+9}$.

$$
\frac{d y}{d x}=\frac{\left(x^{2}+4 x+9\right)(2 x-4)-\left(x^{2}-4 x+9\right)(2 x+4)}{\left(x^{2}+4 x+9\right)^{2}}
$$

which reduces to

$$
\frac{8\left(x^{2}-9\right)}{\left(x^{2}+4 x+9\right)^{2}}
$$

$$
\therefore d y / d x=0 \text { when } x= \pm 3
$$

If $x$ is slightly $<-3$, the num. is + , and the denom. is,$+ \quad \therefore d y / d x$ is + If $x$ is slightly $>-3, \quad, \quad, \quad-, \quad, \quad, \quad+, \therefore d y / d x$ is - \} If $x$ is slightly $<3, \quad, \quad " \quad-, \quad " \quad n \quad+, \quad \therefore d y / d x$ is -1$\}$ If $x$ is slightly $>3, \quad, \quad, \quad+, \quad, \quad+, \quad \therefore d y / d x$ is + \}

Therefore $y$ is a maximum when $x=-3$, and a minimum when $x=+3$.

When $x=-3, y=\frac{30}{6}=5$, and when $x=+3, y=\frac{6}{36}=\frac{1}{5}$.
When $x=0, y=1$; and by writing the equation in the form $y=\frac{1-12 / x+9 / x^{2}}{1+12 / x+9 / x^{2}}$ (see Art. 13 (7)), we see that, as $x \rightarrow \infty$,
$y$ approaches the limit 1. Therefore $y=1$ is an asymptote.
The general trend of the graph is therefore as shown in Fig. 59.


Fig. 59.
(iv) $y=a \sin \theta+b \cos \theta$.

$$
d y / d \theta=a \cos 0-l \sin \theta ;
$$

$\therefore d y / d \theta=0$ when $b \sin \theta=a \cos \theta$, i.e. when $\tan \theta=a / b$,
and then $\sin \theta= \pm a / \sqrt{ }\left(a^{2}+b^{2}\right), \quad \cos \theta= \pm b / \sqrt{ }\left(a^{2}+b^{2}\right)$, both signs being + or both - , since $\tan \theta$ is + .

Therefore the maximum and minimum values of $y$ are

$$
a \times \frac{+a}{\sqrt{ }\left(a^{2}+b^{2}\right)}+b \times \frac{ \pm b}{\sqrt{ }\left(a^{2}+b^{2}\right)}, \text { i.e. } \pm \sqrt{ }\left(a^{2}+b^{2}\right)
$$

Since $y$ is always continuous the greater value is the maximum; therelore $y$ has an infinite number of maxima, each $+\sqrt{ }\left(a^{2}+b^{2}\right)$,


Fig. 60.
and an infinite number of minima, each $-\sqrt{ }\left(a^{2}+b^{2}\right)$, occurring alternately at points where $\tan \theta=a / b$. Since

$$
\tan (n \pi+\theta)=\tan \theta=a / b,
$$

the turning-points occur at intervals of $\pi$ in the value of $\theta$ (Fig. 60).

## Examples XVIII.

Find the stationary points of the following functions $1-38$, and discriminate between them. Also, draw roughly the graphs of the functions 1-20.

1. $x^{3}-6 x+8$.
2. $16-6 x-3 x^{2}$.
3. $x^{3}-12 x+5$.
4. $2 x^{3}-15 x^{2}+36 x$.
5. $x^{3}+3 x^{2}+20 x-10$.
© $x^{9}-9 x^{2}+15 x+11$.
6. $x^{3}-3 x^{2}+3 x-1$.
7. $x^{4}-8 x^{3}+10 x^{2}+40$.
8. $x^{4}-8 x^{3}+22 x^{2}-24 x+12$.
9. $x^{3}-5 x^{4}+5 x^{3}-1$.
10. $x^{4}-2 x^{3}+2 x^{2}-6 x+3$.
11. $(x-1)^{2}(x-2)$.
12. $(x-1)^{3}(x-2)^{2}$.
13. $\frac{x^{2}-2 x+4}{x^{2}+2 x+4}$.
14. $\frac{(4-x)^{3}}{2-x}$.
15. $(x-2)(6-x) / x^{2}$.
16. $(3 x-3)^{2} /(x+1)^{3}$.
17. $\frac{9-x^{2}}{9+x^{2}}$.
18. $\frac{x}{(x+8)(x+2)}$.
19. $(x-3)^{2 / 3}(x-6)^{2 / 3}$.
20. $\frac{a^{2}}{x}+\frac{a^{2}}{4(a-x)}$.
21. $(x-3) \sqrt{ }\left(1+x^{2}\right)$.
22. $a \sin ^{2} x+b \cos ^{2} x$.
23. $4 x+\tan 3 x$.
24. $\tan ^{2} x-2 \tan x$.
25. $\sin ^{5} x \cos x$.
26. $\sin x /(1+\tan x)$.
27. $(x+a)(x+b)_{1}^{\prime} x$.
28. $x \sqrt{ }\left(a x-x^{2}\right)$.
29. $\sqrt{ }(x / a+a / x)$.
30. $\sin x+\cos x$.
31. $\sin 2 x-x$.
32. $\cos 2 x+\sin x$.
33. $a \cot x+b \tan x$.
34. Prove that $\left(x-a_{1}\right)^{2}+\left(x-a_{2}\right)^{2}+\ldots+\left(x-a_{n}\right)^{2}$ is a minimum when $x$ is the arithmetic mean of $a_{1}, a_{2}, \ldots a_{n}$.
35. The bending moment of a beam of length $l$, at a distance $x$ from one end, is equal to $\frac{1}{2} w l x-\frac{1}{2} u x^{2}$, where $w$ is the (unifurm) load per unit length; prove that the maximum bending moment is at the centre.
36. The force exerted by a circular electric current of radius $a$ on a small magnet whose axis coincides with the axis of the circle varies as $x /\left(a^{2}+x^{2}\right)^{5 / 2}$, where $x$ is the distance from the plane of the circuit. Find when the force is a maximum.
37. The total waste per mile in an electric conductor is equal to $C^{2} r+A / r$, where $C$ is the current in amperes, $r$ the resistance in ohms per mile, and $A$ a constant; for what value of $r$ will the waste be a minimum?
38. Prove that $\sqrt{ }\left\{\left(q^{2}-n^{2}\right)^{2}+4 f^{2} n^{2}\right\} \quad$ (where $q$ and $f$ are constants) is least when $n^{2}=q^{2}-2 f^{2}$.
39. Find the minimum value of $C^{2} R+289 / R$ [ $C$ constant].
40. The velocity of certain chemical reactions follows the law

$$
v=k(b+x)(a-x) ;
$$

when is the velocity a maximum?
44. Find where the width of the loop of the curve in Art. 9, Ex. vii is greatest. [Find when $y^{2}$ (not $y$ ) is a maximum.]
45. The curve $y^{2}=x^{2}\left(a^{2}-x^{2}\right)$ consists of two loops; find where their width perpendicular to the axis of $x$ is greatest.
48. Find the maximum ordinate of the curve $y=(x-1)^{2}(5-2 x)$.
47. When is the ratio of an integer to the square of the integer next above it a maximum or minimum?
48. Find when $x^{2 / \gamma}-x^{1+1 / \gamma}$ is a maximum. What is the maximum value if $\gamma=14$ ?
49. The current sent through a resistance $R$ by a battery consisting of a fixed number $n$ of cells, each of voltage $E$ and internal resistance $r$, arranged with $x$ cells in series and $n / x$ rows in parallel, is

$$
n x E /\left(x^{2} r+n R\right) \text { amperes. }
$$

How many cells must be in series in order to give the maximum current?
50. If $y / R=(l-x) / x$, find the percentage error in $y$ due to a given small error $\alpha$ in the value of $x$. For what value of $x$ will the percentage error be least?

## 56. Problems on maxima and minima.

A large number of very interesting problems on maxima and minima can be solved by the aid of the foregoing principles. A few typical examples will be worked out.

In the first place, it frequently happens that the quantity whose maximum or minimum is required appears, when first expressed in symbols, as a function of more than one variable. It must be carefully borne in mind that the next step is to express it as a function of one of these variables only. By means of geometrical or other given relations between the variables, all but one of these variables must be eliminated. Having thus expressed the quantity as a function of a single variable, we proceed exactly as in the algebraical examples just considered. We differentiate with respect to the variable; and the values which make the differential coefficient vanish include the values which make the quantity a maximum or minimum. In many cases it is not necessary to examine the change of sign as was done in the preceding examples; it is often easy to see at once whether the solution be a maximum or minimum, as will be indicated in some of the examples which follow.

Examples:
(i) Find the rectangle of given area which has the shortest diagonal.

If $x$ and $y$ bo the lengths of the sides, the length of the diagonal is $\sqrt{ }\left(x^{2}+y^{2}\right)$.

It will evidently serve to find when the square on the diagonal is a minimum ; the differentiation is then simpler.
$x$ and $y$ are connected by the relation $x y=A$, the given area; and therefore, eliminating $y$, the square on the diagonal $=x^{2}+A^{2} / x^{3}$.

The d. c. of this is $2 x-2 A^{2} / x^{3}$, which is equal to zero when $2 x=2 A^{2} / x^{3}$, i. e. when $x^{4}=A^{2}$.
$\therefore x^{2}=4$ (aince $x^{2}$ is necessarily + ) $=x y$.
$\therefore x=y$ (since $x=0$ is not admissible) and the figure is a square.
If $x^{2}<A$, then $x<A^{2} / x^{3}$ and the d. c. is -;
if $x^{2}>A$, then $x>A^{2} / x^{3}$ and the d. c. is + .
Therefore the solution is a minimum, as is evident geometrically, because a rectangle of area $A$ with $x$ either very small ( $y$ would then have to be very large) or very large ( $y$ would then be very small) would evidently have a very long diagonal.
(ii) A figure consists of a semicircle with a rectangle constructed on its dianueter; given that the perimeter of the figure is 20 feet, find its dimensions in order that its area may be a maximum.

Let $r$ be the radius of the semicircle, and $2 r$ and $x$ the lengths of the sides of the rectangle.

Then the perimeter $\quad \pi r+2 x+2 r=20$.
The area

$$
\begin{equation*}
A=\frac{1}{2} \pi r^{2}+2 r x \tag{i}
\end{equation*}
$$

We begin by eliminating one of the variables; $x$ is the more convenient to eliminate.

From (i)

$$
2 x=20-\pi r-2 r
$$

$\therefore$ substituting in the expression for $A$,

$$
\begin{aligned}
A & =\frac{1}{2} \pi r^{2}+r(20-\pi r-2 r) \\
& =20 r-\frac{1}{2} \pi r^{2}-2 r^{2} ;
\end{aligned}
$$

and

$$
d A / d r=20-\pi r-4 r .
$$

This vanishes when $\pi r+4 r=20$

$$
=\pi r+2 x+2 r \text { from (i), }
$$

i.e. when
$r=x$.
The side of the rectangle is therefore equal to the radius of the semicircle;


Fig. 61.


Fig. 62.
this gives the shape Fig. 61. The actual dimensions are given by the equation above, $\pi r+4 r=20$,
i. e. $\quad r=20 /(4+\pi)=20 / 7 \cdot 1416=2.8$ feet approximately.

If $\pi r+4 r<20, d A / d r$ is + ; if $\pi r+4 r>20, d A / d r$ is -.
Therefore the solution is a maximum.
(iii) A straight line drawn through the point $(8,2)$ outs the axes of coordinates on the positive side of the origin in P and Q (Fig. 62) ; find when $\mathrm{OP}+\mathrm{OQ}$ is a minimum.

In questions of this type, an angle is generally the most convenient variable to use.
Denoting the angle $O P Q$ by $\theta$, and $O P+O Q$ by $u$, we have

$$
\begin{aligned}
u & =O M+M P+O N+N Q=8+2 \cot \theta+2+8 \tan \theta, \\
d u / d \theta & =-2 \operatorname{cosec}^{2} \theta+8 \sec ^{2} \theta .
\end{aligned}
$$

This is equal to 0 when $2 \operatorname{cosec}^{2} \theta=8 \sec ^{2} \theta$, i. e. when $\tan \theta= \pm \frac{1}{2}$.
From the conditions of the question, $\tan \theta$ must be acute; therefore taking $\tan \theta=\frac{1}{2}$, we have

$$
u=8+2 \times 2+2+8 \times \frac{1}{2}=18 .
$$

This is obviously a minimum, for it is clear that $u$ will increase indefinitely as $\theta$ approaches either of the values 0 or $\frac{1}{2} \pi$. In the first case $O P$, in the second case $O Q$, becomes very large.
(iv) The increase in consumption of an article is proportional to the decrease in the tax upon it; if the consumption be a $l$. when there is no tax, and $\mathrm{b} l b$. when the tax is n pence per lb., find the anount of tax most proftable to the exchequer.
Let $z \mathrm{lb}$. be the amount consumed when the tax is $x$ pence per lb .; then $y$, the yield to the exchequer, is equal to $x z$ pence, and this is to be a maximum. One of the two quantities $x$ and $z$ must now be eliminated.
The consumption increases from $z$ to $a$ when the tax decreases from $x$ to 0 , and from $b$ to $a$ when the tar decreases from $n$ to 0 .
Since the increase in the consumption is proportional to the decrease in the tar, it follows that

$$
\frac{a-z}{a-b}=\frac{x}{n} \text { and } \quad \therefore \quad x=\frac{n(a-z)}{a-b} .
$$

Eliminating $x$,

$$
y=x z=\frac{n\left(a z-\hat{z}^{2}\right)}{a-b} .
$$

Differentiating,

$$
\frac{d y}{d z}=\frac{n(a-2 z)}{a-b}
$$

which is equal to 0 , when $z=\frac{1}{2} a$.
This makes $y$ a maximum, since $d y / d z$ is + if $z<\frac{1}{2} a$, and - if $z>\frac{1}{2} a$; and then

$$
x=\frac{n(a-z)}{a-b}=\frac{n \cdot \frac{1}{2} a}{a-b}=\frac{n a}{2(a-b)} \text { pence per } \mathrm{lb} .
$$

This is the tax which yields the maximum revenue.
(v) If $\mathrm{v}_{1}$ and $\mathrm{v}_{2}$ be the velocities of light in two different media, find the path by which light can yravel in the shortest time,
(a) between two fixed points A and $\widehat{\mathrm{B}}$ in the same medium, by reflexion at the surface seldating the two media;
(b) between two fixed points A and C , one in each medium.
(a) Let MPN(Hig. 63) be the boundary between the two media, $A P B$ the path of the ray of light when reflected at $M \bar{N}$. Since it is confined to the one medium, the distance $A P+P B$ is to be a minimum.

Let $\quad A M=a, \quad B N=b, \quad M N=c, \quad M P=x$; therefore $\quad P N=c-x$.

Then

$$
\begin{aligned}
& y=A P+P B=\sqrt{ }\left(a^{2}+x^{2}\right)+\sqrt{ }\left\{b^{2}+(c-x)^{2}\right\} \\
& \therefore \frac{d y}{d x}=\frac{2 x}{2 \sqrt{\left(a^{2}+x^{2}\right)}}+\frac{-2(c-x)}{2 \sqrt{\left\{b^{2}+(c-x)^{2}\right\}}}
\end{aligned}
$$

This is equal to 0 when $\frac{x}{\sqrt{\left(a^{2}+x^{2}\right)}}=\frac{c-x}{\sqrt{\left\{b^{2}+(c-x)^{2}\right\}}}$,
i. e. geometrically, when $M P / P A=P N / P B$, and therefore the angles $A P M$ and BPN are equal.

It is obvious that this solution is a minimum.
Hence the minimum path is that in which $A P$ and $P B$ are equally inclined to MPN.

This is the ordinary law of reflexion of light.


Fig. 63.
(b) Let $A P C$ be the path when the light is refracted into the second medium.

Let $N C=d$, and let $\phi_{1}, \phi_{2}$ be the angles which $A P$ and $P C$ respectively make with the normal at $P$.

Then the time $t$ along $A P C=A P / r_{1}+P C / v_{3}$

$$
\therefore \quad \frac{d t}{d x}=\frac{1}{v_{1}} \cdot \frac{x}{\sqrt{ }\left(a^{2}+x^{2}\right)}+\frac{1}{v_{2}} \cdot \frac{-(c-x)}{\sqrt{ }\left\{d^{2}+(c-x)^{2}\right\}},
$$

and this is equal to 0 when $\frac{1}{v_{1}} \cdot \frac{x}{\sqrt{\left(a^{2}+x^{2}\right)}}=\frac{1}{v_{2}} \cdot \frac{c-x}{\sqrt{\left\{d^{2}+(c-x)^{2}\right\}}}$,
which may be written in the form $\left(\sin \phi_{1}\right) / v_{1}=\left(\sin \phi_{2}\right) / v_{2}$.
This again obviously gives a minimum solution.
Hence the path of the ray which leads from $A$ to $C$ in the shortest time is such that

$$
\sin \phi_{1} / \sin \phi_{2}=v_{1} / v_{3},
$$

where $\phi_{1}, \phi_{2}$ are the inclinations of the incident and refracted rays to the normal to the surface separating the two media, and $v_{1} / v_{2}$ is a constant. (called the refractive index from the one medium to the other) depending upon the nature of the two media and the kind of light.

This is the ordinary law of refraction of light.
(vi) Tub straight roads intersect at right angles; a motorcar, travelling at 20 miles-per hour along one of the roads, passes the crossing at the instant when another motor-car, travelling at 15 miles per hour along the other road. towards the crossing, is 10 miles distant from it; find when the two cars are at the least distance apart.


Fig 64.
After time $t$ (measured in hours) the first car is $20 t$ miles from the crossing, and the second, having travelled $15 t$ miles, is $10-15 t$ miles from it. Therefore, if $u$ be the distance between them at that instant,

$$
u^{2}=(20 t)^{2}+(10-15 t)^{2}=625 t^{2}-300 t+100
$$

It is most convenient to find when $u^{2}$ is least.
Its d.c. with respect to $t$ is $1250 t-300$, which is equal to 0 when $t=\frac{300}{250}=\frac{9}{25}={ }^{\circ} 24$ hours, i.e. 144 minutes, and $u^{2}$ is then equal to $625 \times \frac{3}{8 \cdot 25}-300 \times \frac{{ }_{2}^{6}}{6}+100=36-72+100=64$.

Therefore $u=8$ miles.
The solution is a minimum, since the d. c. is - if $t<24$, and + if $t>24$. Therefore the cars are at the least distance, 8 miles apart, 14 minutes 24 seconds after the first car has passed the crossing.

This problem can easily be solved algebraically (see below), or by elementary mechanics.

It should be noticed that any quadratic expression, such as the one which occurs in the preceding example, has one, and only one, maximum or minimum, which can easily be found algebraically by completing the square, thus:

$$
a x^{2}+b x+c=a\left[x^{2}+\frac{b}{a} x+\frac{c}{a}\right]=a\left(x+\frac{b}{2 a}\right)^{2}+\frac{4 a c-b^{2}}{4 a}
$$

The last term is constant, and the minimum value of $(x+b / 2 a)^{2}$ is zero, since, being a perfect square, it cannot be -. Hence, if $a$ be + , the expression is least (since the least value of the variable term is then added) when $x=-b / 2 a$; and, if $a$ be -, the expression is greatest (since the least value of the variable term is then subtracted) when $x=-b / 2 a$.

Therefore $a x^{2}+b x+c$ is a maximum or a minimum when $x=-b / 2 a$, according as $a$ is - or + . [Cf. with p. 18, where it was shown that the graph of $y=a x^{2}+b x+c$ is a parabola with axis vertical, and vertex at the highest or lowest point of the curve according as $a$ is - or +.]

In the example of the preceding article, we have $u^{2}=625 t^{2}-300 t+100=625\left(t^{2}-\frac{1}{2} t t\right)+100=625\left(t-\frac{2_{2}^{6}}{2}\right)^{2}-625 \times\left({ }_{25}^{6}\right)^{2}+100$
$=625\left(t-9^{6} 5\right)^{2}+64$,
which is obviously least, and then equal to 64 , i. e. $u=8$, when $t=6 / 25$.
By the method of the calculus, in the general case,

$$
d y / d x=2 a x+b=2 a(x+b / 2 a)
$$

and this vanishes when $x=-b / 2 a$.
If $x<-b / 2 a$, i.e. if $x+b / 2 a$ is,$- d y / d x$ is + or - , according as $a$ is - or + ;
and, if $x>-b / 2 a$, i.e. if $x+b / 2 a$ is,$+ d y / d x$ is - or + , according as $a$ is - or + .
Therefore, as $x$ increases through the value $-b / 2 a, d y / d x$ changes from + to - if $a$ be -, and from - to + if $a$ be + .
Hence $x=-b / 2 a$ gives a maximum or minimum value of $y$ according as $a$ is - or + , which agrees with the algebraical result.
The maximum or minimum value of $y$ is $\left(4 a c-b^{2}\right) / 4 a$.

## Examples XIX.

1. The sum of two numbers is 40 ; find when the sum of their squares is a minimum.
2. The diflerence of two numbers is 100 ; when does the square of the larger exceed five times the square of the smaller by the maximum amount?
3. The sum of two numbers is $a$; when will three times the square of one together with twice the square of the other be least?
4. When will the sum of a number and its reciprocal be a minimum, and when a maximum? Illustrate this graphically.
5. The denominator of a fraction exceeds the square of its numerator by 16 ; find the maximum and minimum values of the fraction. Hllustrate graphically.
6. Find when the sum of the squares of the reciprocals of two numbers which differ by 1 is least.
7. A rectangle bas an area of 25 square feet; find when (i) its perimeter, (ii) the length of its diagonal is least.
8. Prove that the rectangle of a given perimeter which has the shortest diagonal is a square.
9. A rectangle is inscribed in a given circle of radius $a$; find when its perimeter is a maximum or minimum.
10. Find the rectangle of maximum area whose sides pass through the angular points of a given rectangle with sides of lengths $a$ and $b$.
11. Find the dimensions of the cylinder of maximum volume which can be inscribed in a given sphere. Prove that its volume is ' 5773 ... of that of the sphere.
12. The total area of the surface (i. e. curved surface and both ends) of a cylinder is $150 \pi$ square feet; find when the volume is a maximum.
13. An open cylindrical vessel is to be made of thin material to hold 100 gallons; find the dimensions in order that the amount of material used may be a minimum. [Take 1 gallon $=1605$ cubic feet.]
14. Find when the curved surface of a cylinder inscribed in a given sphere is a maximum.
15. A rectangle is inscribed in a given right-angled triangle with one angle coincident with the right angle; find when its area is a maximum. Show that its perimeter has no maximum or minimum. How do you explain this latter fact?
16. A cylinder is inscribed in a given right circular cone. (i) When is its volume a maximum? (ii) When is its curved surface a maximum? (iii) When is its total surface a maximum? Show that in the last case there is no solution if the semi-vertical angle of the cone exceeds a certain value, and find this value.
17. A cone is circumscribed about a given sphere; find when its volume is a minimum.
18. A rectangle is inscribed in a given triangle; find its maximum area.
19. When is the area of an isosceles triangle inscribed in a given circle a maximum?
20. Find the dimensions of the cone of maximum volume which can be inscribed in a given sphere. Prove that the cone has also a greater curved surface than any other cone inscribed in the sphere.
21. Prove that a conical tent which is to have a given volume will require the least amount of canvas when the height is $\sqrt{ } 2$ times the radius of the base.
22. A sector is cut out of a circular sheet of paper, and the two straight elges of the remainder are put together so that a cone is formed; prove that the volume of this cone is a maximum when the angle of the sector removed is about $66^{\circ}$. Draw a graph to show how the volume of the cone depends on the angle of the sector.
23. The regulations of the Parcel Post state that a parcel must not exceed 6 feet in length and girth combined; find the dimensions of the cylinder of maximum volume which can be sent.
24. A cylinder is inscribed in a sphere of radius $r$; find its height when the area of its entire surface is a maximum.
25. A right circular cone is inscribed in a given right circular cone so that the vertex of the inside cone is at the centre of the base of the other; find when its volume is a maximum.
26. Through a point whose coordinates referred to rectangular axes are ( $a, b$ ), a straight line is drawn making positive intercepts $O P, O Q$ on the axes; find the minimum area of the triangle $O P Q$.
27. In the preceding case, find also the minimum value of $O P+O Q$.
28. Find also the minimum length of $P Q$.
29. Find also the minimum value of the rectangle $O P . O Q$.
30. Given the perimeter of a circular sector, find when its area is a maximum.
31. Given the area of a right-angled triangle, find when its perimeter is a minimum.
32. If the stiffness of a rectangular beam varies directly on the breadth and as the cube of the depth, find the breadth of the stiffest beam that can be cut from a cylindrical $\log$ of diameter 2 feet.
33. A rectangular sheet of tin is 5 feet long and 28 inches wide; four equal squares are removed from the corners and the sides are then turned up so as to form an open rectangular box; find the size of the pieres that must be cut out in order that the box may have the greatest volume.
34. A rectangular sheep-pen is to be made alongside of a hedge which serves as one of the sides of the pen, and is to enclose an area of 200 square yards; find the least number of hurdles, each 6 feet long, required for the other three sides.
35. A statue 10 feet high stands on the top of a column 35 feet high; at what distance from the column in the horizontal plane tnrough its foot should a man stand in order to get the best view of the statue, i.e. in order that the statue may subtend the greatest angle at his eye, which is supposed to be 5 feet above the ground?
36. The sides of a wooden trough are each 1 foot wide, and are equally inclined to the bottom of the trough which is 9 inches wide; what must be the width across the top in order that the volume may be a maximum.
37. If the power required to propel a steamer through the water varips directly as the cube of the velocity, find the most economical rate of steaming against a current which runs at $a$ miles per hour.
38. Two straight roads across a moor intersect at right angles; a man on one road, three-quarters of a mile from the crossing, wishes to strike across the moor in order to get to a place 2 miles from the crossing along the other road; if he can walk 5 miles per hour along the roads, but only 4 miles per hour across the moor, where should he strike the second road in order to reach his destination in the shortest possible time? How much time will he save by going this way instead of by the shortest way? Prove that the point at which he should strike the road is the same whatever be the distance of his destination from the crossing, provided it is more than a mile.
39. An electric light is to be placed vertically over the centre of a circular enclosure 30 yards in diameter; at what heipht should it be placed in order that a path round the enclosure may be illuminated as brightly as possible? ('The brightness of a surface varies inversely as the square of the distance from the light and directly as the cosine of the angle which the rays make with the normal to the surface.)
40. At what point on the line joining two sources of light will the brightness be least, if the intensity of one is 8 times that of the other?
41. Find the greatest rectangle which can be irscribed in the segment of a parabola cut off by the latus-rectum.
42. Prove that the least intercept made by the axes on a tangent to an ellipse is equal to the sum of the remi-axes of the ellipse.
43. One corner of a rectangular sheet of paper of width 1 foot is folded over so as to reach the opposite edge of the sheet; find the minimum length of the crease.
44. In the preceding question, find the minimum area of the part folded over.
45. A rectangular sheet of metal is bent into the form of part of the curved surface of a right circular cylinder; if it is then closed at the ends, prove that the volume of the trough thereby formed is greatest when the trough is exactly half a cylinder.
46. The segment of a parabola, bounded by the latus-rectum, rotates about the axis, thereby forming a solid known as a paraboloid of revolution; find the maximum cylinder which can be inscribed in this solid.
47. Find the maximum area of the triangle formed by joining the ends of a chord of a given circle to one extremity of the diameter which bisects the chord.
48. A straight line is drawn through the angular point $C$ of a triangle $A B C$ inclined at an angle $\theta$ to $B C$; find when the sum of the projections of the sides $A C$ and $B C$ upon it is a maximum.
49. The section of a dormer window consists of a rectangle surmounted by an equilateral triangle; if the perimeter be given as 16 feet, find the width of the window in order that the masimum amount of light may be admitted.
50. Find the area of the greatest rectangle which can be inscribed in the cllipse ${ }_{18}^{1} x^{2}+\frac{1}{8} y^{2}=1$.
51. Find the area of the greatest isosceles triangle which can be inscribed in the same ellipse, with its vertex at one end of (i) the major axis, (ii) the minor axis.
52. Find the minimum distance between the straight line $x-2 y+10=0$ and the parabola $y^{3}=8 x$.
53. Show that the sum of the squares of the distances of a point from the angular points of a triangle is least when the point is the centroid of the triangle.
54. Two straight roads intersect at an angle of $60^{\circ}$. A motor-car, travelling at 30 miles an hour along ono road. passes the crossing at the instant when another motor-car, travelling at 20 miles an hour along the other road towards the crosiing, is 2 miles away; find when the distance between the cars is least and what this least distance is.
55. Find a point on a given straight line such that the sum of the squares of its distances from two given points (not on the line) is a minimum.
56. The perimeter of an isonceles triangle is given; what vertical angle will give the maximum area?
57. The strength of a rectangular beam of given length varies as the breadth into the square of the depth; find the dimensions of the strongest rectangular beam which can be cut from a cylindrical $\log$ 1 fout in diameter.
58. A given mass $m$ raises encther mass $m^{\prime}$ by means of a string passing vertically over a pulley; find $m^{\prime}$ in order that the momentum acquired by it in a given time may be a maximum.
59. A mass $M$ is drawn up a smooth incline of given height by a mass $m$ altached to it by a string passing over a pulley at the top of the incline and hanging vertically. Find the angle of the incline in order that the time of ascent may be a minimum.
60. How much water should be put into a closed right circular cylinder, standing on a horizontal plane, in order to bring the centre of gravity as low as possible, the weight of the cylinder being $1^{?} 8$ of the weight of all the water it can contain?
61. A wall 9 feet high is 21 feet 4 inches from a house; find the length of the shortest ladder which will reach the house when the lower end is on the (horizontal) ground on the other side of the wall.
62. A piece of wire of length $l$ is to be cut into two pieces, one of which is to be bent into the form of a square, and the other into the form of a circle; find when the sum of the areas of the circle and square is least.
63. A heavy lever (weight $v e$ per unit length) with the fulcrum at one end, is used to raise a weight $W$ at a given distance $a$ from that end; find the length of the lever in order that the weight may be lifted with the least effort.
64. Two ships are sailing with velocities $u$ and $v$ along courses which are inclined at an angle $\theta$; if at a certain instant they are at distances $a$ and $b$ from the intersection of their courses, find their minimum distance apart.
65. A man is to get as much land as he can compass in a given time; he is to move in a circle, and if he does not get back by the end of the given time, he gets the segment whose arc he has traced. Prove that his best plan is to descrilie a semicircle.
66. Find the rectangle of maximum area which can be inscribed in the curve $(x / a)^{2 / 3}+(y / b)^{2 / 3}=1$.
67. Find the volume of the greatest cone which can be constructed with its rertex at the centre of a given sphere and the circumference of its base on the surface of the sphere.
c8. A circular cylinder has a hemisphere hollowed out from each end. Given the total surface, find when the volume is a maximum.
68. The normal at a point ( $a m^{2}, 2 a m$ ) of the parabola $y^{2}=4 a x$ cuts the parabola again in $Q$. Find the minimum length of $P Q$.
69. $O$ is a fixed point outside a circle, $A$ one end of the diameter through $O$, and $O P P$ a chord of the circle; prove that the area of the triangle $P A P^{\prime}$ is greatest when $P P^{\prime}$ subtends a right angle at the centre.
70. A steamer travelling due west at 20 knots is sighted by another steamer going at 16 knots. What course must the latter steer in order to cross the track of the former at the least possible distance from her?
71. Find the area of the ground plan of the greatest rectangular building which can be erected on a plot of ground in the form of a segment of a circle with a lase of 120 junds and height 20 yards.

## CHAPTER VII

## SUCCESSIVE DIFFERENTIATION AND POINTS OF INFLEXION

57. Difierontial cooffleients of higher order.

We have seen how various kinds of functions of $x$ can be differentiated with respect to $x$; the resulting differential coefficient is also a function of $x$ (except when the original function is a linear function of $x, a x+b$, in which case the differential coefficient is the constant $a$ ), and therefore it can be differentiated again with respect to $x$.

The result of this second differentiation is called the second differential coefficient of $y$ with respect to $x$, and is denoted by the symbol

$$
\frac{d^{2} y}{\vec{d} x^{2}}
$$

This again can usually be differentiated with respect to $x$; the result is called the third differential coefficient of $y$ with respect to $x$, and is denoted by the symbol

$$
\frac{d^{9} y}{d x^{3}} ;
$$

and 80 on.
Generally, the result of differentiating $y n$ times in succession with respect to $x$ is called the $n^{\text {th }}$ differential coefficient of $y$ with respect to $x$, and is denoted by

$$
\frac{d^{n} y}{d x^{n}}
$$

If the original function is represented by the symbol $f(x)$, then the results of differentiating it $1,2,3, \ldots n$ times with respect to $x$ are called the first, second, third, ... $n^{\text {th }}$ derived functions, and are denoted by

$$
f^{\prime}(x), f^{\prime \prime}(x), f^{\prime \prime \prime}(x), \ldots f^{(n)}(x) \text { respectively. }
$$

The second differential coefficient is of very great importance in mechanics. The higher differential coefficients are of less frequent occurrence.

In the case of some of the simplest functions, if the first few
differential coeflicients be written down, the law of formation of the successive differential coefficients can be seen by inspection, and the $n^{\text {th }}$ d. c. written duwn at ouce.

Examples:
(i) $y=x^{n}$.
$\frac{d y}{d x}=n x^{n-1}, \quad \frac{d^{2} y}{d x^{2}}=n(n-1) x^{n-2}, \quad \frac{d^{3} y}{d x^{3}}=n(n-1)(n-2) x^{n-3} ;$
clearly, if $n$ be a + integer, $\frac{d^{n} y}{d x^{\prime 2}}=n$ !, a constant, and all the higher d. c.'s are zero.
(ii) $y=1 / x=x^{-1}$.

$$
\begin{array}{r}
\frac{d y}{d x}=-1 \cdot x^{2}, \quad \frac{d^{2} y}{d x^{2}}=-1 \cdot-2 x^{-9}=\frac{1.2}{x^{3}} \\
\quad \frac{d^{3} y}{d x^{3}}=-1 .-2 .-3 x^{4}=-\frac{3!}{x^{4}}
\end{array}
$$

Hence

$$
\frac{d^{\prime \prime} y}{d x^{\prime 4}}=(-1)^{n} \frac{n!}{x^{n+1}}
$$

(iii) $y=\sin x$.

$$
\begin{aligned}
\frac{d y}{d x}=\cos x=\sin \left(\frac{1}{2} \pi+x\right), & \frac{d^{2} y}{d x^{2}}=-\sin x=\sin (\pi+x), \\
& \frac{d^{3} y}{d x^{3}}=-\cos x=\sin \left(\frac{3}{2} \pi+x\right) .
\end{aligned}
$$

Each differentiation merely increases the argument by $\frac{1}{2} \pi$.
Hence

$$
\frac{d^{n} y}{d x^{n}}=\sin \left(\frac{1}{n} \pi+x\right) .
$$

## Examples XX.

Write down the 1st, 2nd, 3rd, and $n^{\text {th }}$ differential coefficients of
0. $\sin (2 x+\alpha)$.

1. $x^{10}$.
2. $a+b / x$.
3. $1 / x^{3}$.
4. $1 / \sqrt{ } x$.
5. $\sqrt{ } x$.
e. $(a x+b)^{10}$.
6. $1 /(2 x+1)$.
7. $1 /(1-x)$.
8. $\cos x$.
9. $\sin ^{2} x$.
10. $\cos ^{2} 2 x$.

Write down the first 3 differential coefficients of
10. $\boldsymbol{x}^{5} \sin 3 x$.
13. $x \sin x$.
14. $x^{2} \cos x$.
15. $\tan x$.
17. $x^{2} /(1+x)$.
18. $x^{n} \cos n x$.
18. $\sec x$.
20. $\sqrt{ }\left(a^{2}+x^{2}\right)$.
58. Application of the second differential coeffcient to maxima and minima.

We have seen that $y$ is a maximum when $d y / d x$ vanishes and changes sign from + to - , and a minimum when $d y / d x$ vanishes
and changes sign from - to + . Since, as $y$ passes through a maximum, $d y / d x$ changes from + to - , therefore it is decreasing as $x$ increases, and its d. c. is - (Art. 25), i.e. $d^{2} y / d x^{2}$ is - at a maximum. Sinilarly, as $y$ passes through a minimum, $d y / d x$ changes from - to + , therefore it is increasing as $x$ increases, and its d. c. is + , i.e. $d^{2} y^{\prime} d x^{2}$ is + at a minimum.

Hence the conditions for a maximum are $\frac{d y}{d x}=0, \frac{d^{2} y}{d x^{2}}-$;

$$
\text { and for a ninimum } \frac{\mathrm{dy}}{\mathrm{~d} x}=0, \quad \frac{\mathrm{~d}^{2} \mathrm{y}}{\mathrm{~d} \mathrm{x}^{2}}+\cdot
$$

Sometimes it is more convenient to find the sign of the second (i. o. than to find how the sign of the first d. c. changes.
E.g. in Ex. (i) worked out in Art. $55, d y / d x=0$ when $x=1$ or 5. $d^{2} y / d x^{2}=6 x-18$, which is - when $x=1$, and + when $x=5$. Therefore $x=1$ makes $y$ a maximum, and $x=5$ makes $y$ a minimum.

In Ex. (ii) of the same article, $d y / d x=0$ when $x=1$ or -2 , and $d^{2} y / d x^{2}=12 x^{2}-12$, which is 0 when $x=1$, and + when $x=-2$. Therefore $x=-2$ inakes $y$ a minimum, and $x=1$ gives neither a maximum nor a minimum.

In Ex. (iii) a troublesome differentiation is required to find the value of $d^{2} y / d x^{2}$, and it is much ensier to find the change of sign of $d y / d x$.

In Ex. (iv) on the contrary, it is easier to use the second d. c., $d^{2} y^{\prime} d \theta^{2}=-a \sin \theta-b \cos \theta$, which is - when the positive values of $\sin \theta$ and $\cos \theta$ are taken, and + when their negative values are taken; hence the former give maxima and the latter minima.
59. Geomotrical meaning of the second differontial coefficiont.

If, in the neighbourhood of a point $P$ on a curve, the curve is above the tangent at $I^{\prime}$ [as is the case at a point between $A$ and $B$


Fig 65.
or between $F$ and $F$ in Fig. 65], it is said to be concave upurards; if the curve is below the tangent [as is the case at a point between
$\mathcal{B}$ and $C$ or between $D$ and $E$ ], it is said to be concave downwards. A point such as $B$ or $E$, where the concavity changes from upwards to downwards or vice versa, is called a point of inflexion. The tangent to the curve at such a point crosses the curve; on opposite sides of the point of contact the curve is on opposite sides of the tangent.

If, at all points in the neighbourhood of a point $P$ on the curve, the curve is concave upwards, then as $x$ increases, the slope of the curve, i.e. $d y / d x$, increases. Therefore ( $\Lambda$ rt. 25) its d. c. is positive, i.e. $d^{2} y^{\prime} d x^{2}$ is + . Similarly, if at all points in the neighbourhood of $P$ the curve is concave downwards, then the slope, $d y / d x$, decreases as $x$ increases. Therefore its d. c., $d^{2} y / d x^{2}$, is 一.

Taking the case of a circle, we have:-

| in 1st | drant, | $d y / d x-$, | $d^{2} y / d x$ |
| :---: | :---: | :---: | :---: |
| in 2nd | " | dy ${ }^{\prime}$ dx + , | $d^{2} y / d x^{2}-$, |
| in 3rd | " | $d y^{\prime} d x-2$ | $d^{2} y / d x^{2}+$, |
| in 4th | , | $d y^{\prime}(1 x+$, | $d^{2} y / d x^{2}+$. |

Also, at a minimum the graph is concave upwards, and $d^{2} y / d x^{2}$ is + ; at a maximum the graph is concave downwards, and $d^{2} y / d x^{2}$ is -, as in the preceding article.

Hence a curve is concave upwards or downwards at a point $P$ according as the value of $d^{2} y / d x^{2}$ at the point is + or -. It follows that in passing through a point of inflexion, where the concavity changes, $d^{2} y / d x^{2}$ changes sign, and therefore, if continuous at the point of inflexion, it is zero.

This may also be seen as follows: In Fig. 65, as the point $P$ moves along the curve from $A$ through $B$ to $C$, the slope of the curve increases until the point $B$ is reached, after passing which point the slope begins to decrease ; therefore at the point of inflexion $B$, the slope $d y / d x$ is a maximum ; hence its d. c. $d^{2} y / d x^{2}=0$, and changes sign from + to - ; therofore also $d^{2} y y^{\prime} d x^{2}$ is decreasing as $x$ increases, and its d. c. $d^{3} y^{\prime} d x^{3}$ is -.

Similarly, as the point $P$ moves along the curve from $D$ to $F$ through $E$, the slope decreases until the point $E$ is reached, after which it increases again; therefore at the point of inflexion $E$, the slope $d y^{\prime} d x$ is a minimum; hence its d. c. $d^{2} y / d x^{2}=0$, and changes sign from - to + ; therefore also $d^{2} y / d x^{2}$ is increasing as $x$ increases, and its d. c. $d^{3} y / d x^{3}$ is + .

Hence the conditions for a point of inflcxion are that $\mathrm{d}^{2} \mathrm{y} / \mathrm{dx}^{2}$ must vanish at the point, and change sign in passing through it, or $\mathrm{d}^{2} \mathrm{y} / \mathrm{dx}^{2}=0$, $\mathrm{d}^{3} \mathrm{y} / \mathrm{dx}^{8} \neq 0$.

The value of $d y / d x$ at the point of inflexion of course gives the direction of the tangent at the point. It will be zero if the tangent
at the point of inflexion is parallel to the axis of $x$ as we have already seen in Art. 54, but this will not be the case in general.

It is obvious that in the case of a continuous function, a point of inflexion must occur between a maximum and a minimum.

## 60. Tangent at a point of inflexion.

It has been seen (Art. 14 (i)) that the tangent at a point $P$ is the limiting position of a chord $P Q$ when $Q$ moves indefinitely near to $P$, i. e. the tangent passes through two 'consecutive points' on the curve. It should be noticed that the tangent at a point of inflexion passes through three 'consecutive points' on the curve. This is seen from Fig. 66.

A straight line through a point of inflexion $P$ will cut the curve again in two points $Q$ and $R$. When $Q$ is made to approach indefinitely near


Fig. 66. to $P, R$ will approach and become indefinitely near to $P$ on the other side, and the tangent at $P$ is the limiting position of QI'R when $Q$ and $R$ are both indefinitely near to $P$.

## 61. Recapitulation.

Let us now sum up the information as to the nature of a curve at a point, which can be gathered from the signs of the values of the first two differential coefficients at the point. This information is clearly of great assistance in drawing the curve. The results can be conveniently expressed in a tabular form as follows:


In each of the first figures in the last column, the curve passes from below the tangent to above it, i.e. $d^{2} y / d x^{2}$ changes from to + ; therefore it is increasing and its d. c. $d^{3} y / d x^{3}$ is + . Similarly, in the second figures, $d^{3} y / d x^{3}$ is 一.

Framples:
(i) $y=x^{3}-\left(x^{2}+8\right.$.

In this case
and
Hence


Fig. 67.
$d y / d x-3 x^{2}-12 x-3 x(x-4)$
$d^{2} y / d x^{2}=6 x-12=6(x-2)$.
$d y / d x=0$ when $x=0$ or 4 .
When $x=0, d^{2} y / d x^{2}=-12$ and $y=8$;
and when $x=4, d^{2} y / d x^{2}=24$, and $y=-24$.

Also $d^{2} y / d x^{2}=0$ when $x=2$; and $d^{3} y / d x^{3}=6$.

Therefore $y$ is a maximum (8) when $x=0$, a minimum (-24) when $x=4$, and the graph has a point of inflexion when $x=2$. The value of $d y^{\prime} d x$ when $x=2$ is -12 , and the value of $y=-8$; therefore the tangent at the point of inflexion ( $2,-8$ ) is inclined to the axis of $x$ at an angle $\tan ^{-1}(-12)$. If $x<2$, $d^{2} y / d x^{2}$ is - , and the curve is concave downwards; if $x>2, d^{2} y_{/}^{\prime} d x^{2}$ is + and the curve is concave upwards.

Fig. 67 shows roughly the graph of the function.
(ii) $y=\frac{a^{2} x}{a^{2}+x^{3}}$.

Here $\frac{d y}{d x}=a^{3} \cdot \frac{a^{2}+x^{2}-x \cdot 2 x}{\left(a^{2}+x^{2}\right)^{2}}=\frac{a^{4}\left(a^{3}-x^{2}\right)}{\left(a^{2}+x^{2}\right)^{2}}$,
and $\quad \frac{d^{2} y}{\bar{d} x^{2}}=a^{2} \cdot \frac{\left(a^{2}+x^{2}\right)^{2}(-2 x)-\left(a^{2}-x^{2}\right) 2\left(a^{2}+x^{2}\right) \cdot 2 x}{\left(a^{2}+x^{2}\right)^{4}}$

$$
=a^{2} \cdot \frac{-\left(a^{2}+x^{2}\right) 2 x-4 x\left(a^{2}-x^{5}\right)}{\left(a^{2}+x^{2}\right)^{3}}=\frac{2 a^{2} x\left(x^{2}-8 a^{2}\right)}{\left(a^{2}+x^{2}\right)^{3}} .
$$

$d y^{\prime} d x=0$ when $x= \pm a$; when $x=+a, d^{2} y / d x^{2}$ is $-; \quad x=x+a$ makes $y$ a maximum and equal to $\frac{1}{2} a$.

When $x=-a, d^{2} y / d x^{2}$ is $+; \therefore x=-a$ makes $y$ a minimum and equal to $-\frac{1}{2} a$.
$d^{2} y / d x^{2}=0$, when $x=0$ and when $x^{2}=3 a^{2}$; i. e. $x= \pm a \sqrt{ } 3$, and $d^{2} y / d x^{2}$ changes sign when $x$ passes through each of these values. Hence there are 3 points of inflexion.

When $x=0, y=0$, and $d y / d x=1$; therefore the origin is a point of inflexion, and the tangent there is inclined at $45^{\circ}$ to the axis of $x$.

When $x= \pm a \sqrt{ } 3, y= \pm \frac{1}{4} a \sqrt{ } 3$, and $d y / d x=a^{2}\left(-2 a^{2}\right) /\left(4 a^{2}\right)^{2}=-\frac{1}{4} ;$ therefore the tangents at the two points of inflexion $\left(a \sqrt{ } 3, \frac{1}{4} a \sqrt{ } 3\right)$ and $\left(-a \sqrt{ } 3,-\frac{1}{4} a \sqrt{ } 3\right)$ are inclined to the axis of $x$ at an angle $\tan ^{-1}\left(-\frac{1}{6}\right)$, i. e. at about $173^{\circ}$.

Noticing that as $x \rightarrow \infty, y \rightarrow 0$, it follows that the form of the curre is as shown in Fig. 68.


Fig. 68.

## Examples XXI.

Find whelber the concavity is upwards or downwards in the following cases 1-4:

1. At the point $(2,-4)$ of the curve $y=10-3 x-x^{3}$.
2. At the point $(3,25)$ of the curce $y=x^{2}+7 x-5$.
3. At the pointa $(0,0)$ and $(-2,22)$ of the curve $y=x^{9}+3 x^{2}-9 x$.
4. At the points $\left(-1,-\frac{1}{2}\right)$ and (3,27) of the curve $y=x^{5} /\left(1+x^{2}\right)$.
5. Prove that the curve $y=a x^{2}+b x+c$ is everywhere concave upwards or downwards according as $a$ is + or - . (Cf. p. 18.)
6. Show that the curve $y=a+b x-x^{2}-x^{4}$ is everywhere concave downwards.
7. Prove that the curve $y-a \sin x+b \cos x$ is concave downwards at all points above the axis of $x$, and concave upwards at all points below.
For what values of $x$ are the following curves concave upwards, and when are they concave downwards?
8. $y=2 x^{2}-5 x$.
Q. $y=4 x^{3}-x^{3}$.
9. $y=x^{4}-8 x^{5}+10 x-6$.
10. $y=x /\left(1-x^{2}\right)$.
11. Find the points of inflexion of the graph of $y=\cos x$.
12. Also of $y=\tan x$.
13. Prove that the curve $y-a x^{3}+b x^{2}+c x+d$ can have but one point of inflexion.
Find the points of inflexion (also the maxima and minima, and sketch the curve roughly) in the following cases 15-23:
14. $y=x^{s}-4 x$.
15. $y=\sin x-\cos x$.
16. ${ }^{*} y=x^{2} /\left(1+x^{2}\right)$.
17. $y=x^{3} /\left(x^{2}+12\right)$.
18. $y=x^{2}\left(4-x^{2}\right)$.
19. $y=9 x /(x-1)^{2}$.
20. $y=4 /\left(x^{2}+3\right)$.
21. $y^{2}=x^{2}\left(4-x^{2}\right)$.
22. $y=a+(b-c x)^{3}$.
23. Have the curven $y=x^{4}, y=x^{8}$ any points of inflexion?
24. What is the greatest possible number of points of inflexion for the curve $y=a x^{n}+b x^{n-1}+\ldots+k \quad[n$ a positive integer]?
25. Draw curves at every point of which
(i) $x$ is -, $y+, d y / d x+, \quad d^{2} y / d . r^{2}+$;
(ii) $x$ is -, $y-, d y / d x+, d^{2} y / d x^{2}-$;
(iii) $x$ is,$+ y-, d y / d x-, d^{2} y / d x^{2}+$;
(iv) $x$ is,$+ y+, d y / d x-, d^{2} y / d x^{2}-$.

## * See Art. 9, Ex. v .

27. Find the points of inflexion of the curve $x y^{4}=a^{2}(a-x)$.
28. Prove that the curve $x^{3}-y^{3}=a^{3}$ cuts the axis of $y$ at right angles at a point of inflexion.
29. Find the points of inflexion of the curve $y=a \sin ^{2} x+b \cos ^{2} x$.

In the following curves, find their intersections with the axes, their maxima and minima, where they are concave upwards and where downwards, their points of inflexion, and the equation of the tangents at those points. Draw the curves.
$80 y=x^{4}-10 x^{2}+9$.
31. $y=\left(1-x^{2}\right)^{2}$.
82. $4-y=\left(2-x^{2}\right)^{2}$.

## CHAPTER VIII

## APPLICATIONS TO MECHANICS

## 62. Velocity and acceleration.

We have seen that $d y / d x$ is a measure of the rate of increase of $y$ with respect to $x$. Now the distance of a moving point from a fixed point in its path is a function of the time; its velocity is the rate of increase of this distance, and its acceleration the rate of increase of its velocity with respect to the time. In other words, the velocity is the d.c. of the distance with respect to the time, and the acceleration is the d. c. of the velocity with respect to the time.

More precisely, let $s$ be the distance, measured along the path, of a moving point $P$ from a fixed point $A$ of the path at the end of time $t$. After a little longer time $t+\delta t$, let the moving point we at $Q$, a distance $s+\delta s$ from 4 . Fig. 69 is drawn so that $s$ increases with $t$.


Fig. 69.
Then, in the interval of time $\delta t$, the point has travelled the distance $\delta s$, therefore the average velocity during the interval $\delta t$ is $\delta s / \delta t$; if $\delta t$ is diminished indefinitely, this average velocity $\delta s / \delta t$ tends to a definite limit. This limit of $\delta s / \delta t$ as $\delta t \rightarrow 0$, i.e. $d s / d t$, is called the velocity at time t . It will be + if $s$ increases with $t$ as in Fig. 69, and - if $s$ decreases as $t$ increases, i. e. if $P$ is moving towards $A$.

Similarly, if $v$ be the velocity of $P$ at the end of time $t$, and if $A P Q$ be a straight line, so that the velocity is in a constant direction, $\delta v / \delta t$ is the average acceleration during the interval $\delta t$, and its limit $d v / d t$ is called the acceleration at time t .

Since $v=d s / d t$, it follows that the acceleration $d v / d t$ may bo expressed in the furm $d^{2} s / d t^{2}$.

The acceleration may also be written in a third form, which is independent of the time; for the velocity $v$ is evidently a function of the distance $s$, therefore

$$
\frac{d v}{d t}=\frac{d v}{d s} \times \frac{d s}{d t}(\text { Art. 34 })=\frac{d v}{d s} \times v=v \frac{d v}{d s} .
$$

Hence the acceleration may be expressed in auy one of the throe forms

$$
\frac{d v}{d l}, \quad \frac{d^{2} s}{d t^{2}}, \quad v \frac{d v}{d s} .
$$

It is usual in mechanics to denote differential coefficients with respect to the time by dots placed above the dependent variables, thus $d v / d t, d s / d t, d^{2} s / d t^{2}, d^{2} x / d t^{2}$ are denoted by $\dot{v}, \dot{s}, \ddot{s}$, and $\dot{x}$ respectively.

## 63. Particular cases.

As examples on the use of these expressions, consider the following cases:
(i) Let $s$ be given by the equation $s=u t+\frac{1}{2} u t^{2}$, whore $u$ and $a$ are constants.

Then the velocity

$$
v=d s^{\prime} d t=u+\frac{1}{2} \cdot \mathbf{2} \cdot 2 t=u+a t,
$$

which gives the velocity at time $t$, and from which it follows that $u$ is the value obtained for $v$ by putting $t=0$, i.e. $u$ is the initial velocity.

Also the acceleration $=d v / d t=a$, hence the point moves with constant acceleration $a$.

Again, if $v$ be given by the equation $v^{2}=u^{2}+2 a s$, we have, on differentiating with respect to $s, 2 v d v / d s=2 a$, i. $\theta$. the acceleration $v d v / d s=a$ as before.

This is the well-known case of uniformly accelerated motion.
(ii) Let $s$ be given by the equation $s=a \cos n t$, where $a$ and $n$ are constants ( $a$ is the value obtained for $s$ by putting $l=0$, i.e. it is the initial distance from the origin).

Then the velocity $v=d s / d t=-a n \sin n t$, and the acceleration $=d v / d t=-a n^{2} \cos n t=-n^{2} s$.

Again, eliminating $t$ between the values of $v$ and $s$, we have

$$
v^{2}=a^{2} n^{2} \sin ^{2} n t=n^{2}\left(a^{2}-a^{2} \cos ^{2} n t\right)=n^{2}\left(a^{2}-s^{2}\right)
$$

which gives $v$ in terms of $s$.
Differentiating this with respect to $s, 2 v d v / d s=n^{2}(-2 s)$, i. e. the acceleration $v d v / d s=-n^{2} s$ as before; so that the acceleralion is towards the origin and varies as the distance from the origin.

This is the well-known case of simple harmonic motion.
In these two cases the order of procedure adopted in elementary mechanics is reversed ; there we begin by assuming an acceleration of a cortain type, and then proceed to find the velocity in terms of the time and the position, and the distance travelled in terms of the time. This, as will he seen later (Art. 78), is also the method followed in the Integral Calculus.

## 64. Additional examples.

Given any relation between $s$ and $t$, or between $v$ and $s$, we can at once find the velocity and acceleration at any instant, as we have dune in the two well-known cases just considered. Two more examples are appended.
(i) Suppose a point to more in a straight line so that its distance s in fiet from a fixed point 0 in the line at the end of t seconds is given by the equation $\mathrm{g}=10+27 \mathrm{t}-\mathrm{t}^{3}$; to find the various circumstances of the motion.

The velocity at the end of $t$ seconds is given by

$$
v=d s / d t=27-3 t^{2},
$$

whence the initial velocity $=27 \mathrm{ft}$. secs., the velocity after 2 secs. $=27-12=15 \mathrm{ft}$. secs., and the velocity is zero when $27=3 t^{2}$, i. e. when $t=3$; greater values of $t$ make $v-$, and when $t=3$,

$$
s=10+81-27=64 \text { feet. }
$$

IIence the particle starts with a velocity 27 ft . secs. at a point 10 feet from 0 (obtained by putting $t=0$ in the value of $\boldsymbol{\varepsilon}$ ), moves to a distance of 64 feet from $O$, and then turns back towards $O$.
The acceleration at the end of $t$ seconds $=d v / d t=-6 t$.
Therefore the particle is subject to a retardation which is proportional to the time it bas been in motion.
After 3 seconds the velocity is -, and the acceleration is - and constantly increasing in absolute value ; hence the particle continues to move in the negative direction with numerically increasing velocity. It will pass through $O$ on the return journey, when $s=0$, i. e. when $t^{3}-27 t-10=0$, an equation which has a root a littlo less than 54.
(ii) If $\mathbf{v}^{\mathbf{3}}$ is a quadratic function of s , i.e. if $\mathrm{v}^{\mathbf{2}}=\mathrm{as} \mathrm{s}^{\mathbf{4}}+\mathrm{bs}+\mathrm{c}$, where $\mathrm{a}, \mathrm{b}$, c are constants. prove that the acceleration varies as the distance from a fixed point in the line of motion.

Differentiating with respect to $s$,

$$
\begin{aligned}
2 v d v / d s & =2 a s+b, \\
v d v / d s & =a s+\frac{1}{2} b=a(s+b / 2 a) .
\end{aligned}
$$

i. e., the acceleration
$s$ is the distance of the moving point $P$ from the origin; therefore, if a point $A$ be taken in the line of motion at distance $b / 2 a$ from the origin and on the negative side of it, $A P=s+b / 2 a$. Hence the acceleration $=a \cdot A P$, i. $e$. it varies as the distance of $P$ from the fixed point $A$.

## Examples XXII.

Find the velocity and acceleration (i) at the end of $t$ seconds, (ii) at the end of 2 seconds, (iii) initially, in each of the cases 1-4.

1. $s=12+20 t-2 t^{2}$.
2. $s=t^{3}-2 t^{2}+4$.
3. $s=6 t+8 /(t+1)$.
4. $s=10 \cos \frac{1}{3} \pi t$.
5. Find the initial velocity and acceleration when $s=t^{4}+3 t^{2}+4$.
в. " $\quad " \quad, \quad s=8 \cos 2 t+4 \sin 2 t$.
6. If $s=2 t^{3}+3 t^{2}+4 t-20$, make a table giving the position, velocity, and acceleration mitially, and after $1,2,5,10$ seconds.
7. Similarly if $s=10 \cos \frac{1}{2} \pi t+20 \sin \frac{1}{4} \pi t$.
$\theta$. If the distance travelled varies as the square root of the time, prove that the acceleration varies as the cube of the velocity.
8. If the velocity varies as the square of the distance travelled, prove that the acceleration varics as the cube of that distance.
9. A point moves so that $s=16+48 t-t^{3}$; when and where will it stop and reverse its direction of motion?
10. When and where if $s=a \sin \pi t$ ?
11. If the velocity varies inversely as the oquare root of the distance, prove that the acceleration varies as the fourth power of the velocity.
12. If $s^{2}$ be a quadratic function of $t$, prove that the acceleration varies inversely as $s^{3}$.
13. A point moves in a straight line so that its distance $s$ from the origin at time $t$ is given loy the equation $s=10+8 \sin 2 t+6 \cos 2 t$; prove that its acceleration varies as its distance from a fixed point in the line of motion, that its motion is oscillatory, and that the origin is at one extremity of its path.

## 65. Force expressed as a differential coefllient.

(i) Force and acceleration. Nowton's second law of motion states that the force in any direction is proportional to the rate of change of momentum in that direction. By suitably choosing the units, we have the force equal to the rate of change of momentum, i.e. (if the mass acted upon by the force remain constant)

$$
F=\frac{d}{d t}(m v)=m \frac{d v}{d t}=m \frac{d^{2} s}{d l^{2}}
$$

the product of the mass into the acceleration.
Ex. Find the maximum force upon a particlo of mass 2 oz . which moves so that its distance from the origin at time $t$ is given by the equation $s=10 \cos 2 t$.

In this case $m=\frac{1}{8} \mathrm{lb} ., \quad d s / d t=-20 \sin 2 t, \quad d^{2} s / d t^{2}=-40 \cos 2 t$. Therefore the force on the particle at time $t=m l^{2} s / d t^{2}=-5 \cos 2 t$ (in absolute units or poundals).

The negative sign indicates that the force acts towards the origin. The greatest value of $\cos 2 t$ is 1 , therefore the maximun force is 5 poundals or $\frac{5}{8} \mathrm{lb}$. wt.
(ii) Force, work, and energy. If a constant force $F$ (Fig. 70) act at a point $A$, and if $A$ be displaced to $B$ and $B M$ be drawn perpendicular to the line of action of $F, F . A M$ is called the work done by the force during the displacement; it is positive if $A M$ is in the direction of the force as in (i), and negative if in the opposite direction as in (ii). No work is done if the displacement be perpendicular to $F$.


Fig. 70.
Let a variable force $F$ act on a particle at $P$, and let $x$ be the distance (measured parallel to $F$ ) of $P$ from a fixed point $A$; let $P$ be displaced to $Q$, a distance $\delta x$ in the same direction, and let $F+\delta F$ be the magnitude of the force at $Q$. Then, if $W$ be the work done by the force in moving the particle from some standard position to $P$, and $\delta W$ the work done in the displacement $\delta x$, we have*

$$
\delta W>F^{\prime} \delta x \text { and }<\left(F+\delta F^{\prime}\right) \delta x
$$

Therefore $\delta W / \delta x$ is between $F$ and $F+\delta F$. In the limit, when $\delta x$ (and therefore also $\delta W$ and $\left.\delta F^{\prime}\right) \rightarrow 0, F^{\prime}+\delta F \rightarrow F$, so that $\delta W / \delta x$, which is between them, also $\rightarrow F$, i.e. $d W / d x=F$; therefore the force is equal to the space-rate of change of the work.

Since $F=$ mass $\times$ acceleration, we have, taking the acceleration in the form $v d v / d x$,

$$
\boldsymbol{F}=m v \frac{d v}{d x}=m \frac{d}{d x}\left(\frac{1}{2} v^{2}\right)=\frac{d}{d x}\left(\frac{1}{2} m v^{2}\right) ;
$$

i.e. the force is the space-rate of change of the kinetic energy.

Also the power of a working agent = its rate of doing work per second

$$
=\frac{d W}{d t}=\frac{d W}{d x} \times \frac{d x}{d t}=F v
$$

i. $e$. the force $\times$ the velocity.

## Examples XXIII.

1. Given that the work done in stretching an elastic string varies as the square of the extension, prove that the tension of the string is proportional to the extension.

$$
\text { * If } \delta b^{\prime} \text { is }- \text {, the inequality signs will be roversed. }
$$

2. The distance of a moving point from a fixed point in ita line of motion is given by the equation $s=4+5 t+t^{2}$; prove that the force causing the motion is constant.
3. The kinetic energy of a moving particle varies inversely as its distance from the origin; find the force acting on the particle.
4. A particle moves in a straight line so that its distance s from a fixed point of the line at the end of $t$ secs. is given by the equation

$$
v^{\prime}=\mu\left(a^{2}-s^{2}\right)
$$

Find the maximum force upon it during the motion.
B. A curve is plotted to show the velocity of a moving point an a function of the distance travelled. Show that the subnormal represents the acceleration.
6. A particle of mass $\frac{1}{4} \mathrm{lb}$. moves in a straight line so that its distance $s$ from the origin at the end of time $t$ is given by the equation

$$
s-5+4 \sin 3 t
$$

Find the maximum force upon it during the motion.
86. Relation between velocities in different directions.

If a point be moving in a plane, its coordinates ( $x, y$ ) are functions of the time $t$; if $(x+\delta x, y+\delta y)$ be its coordinates at time $t+\delta t$, then

$$
\frac{\delta y}{\delta x}=\frac{\delta y}{\delta t} / \frac{\delta x}{\delta t}
$$

Hence when $\delta t$, and therefore $\delta x$ and $\delta y \rightarrow 0$, we have

$$
\frac{d y}{d x}=\frac{d y}{d t} / \frac{d x}{d t}=\frac{\dot{y}}{x}
$$

i. o. the d. c. of $y$ with respect to $x$ is equal to the ratio of the rate of increase of $y$ to the rate of increase of $x$, both taken with respect to the time.

The relation between the time-rates of increase of two variables $x$ and $y$ can also be obtained directly by differentiating, with respect to the time, the equation which connects $x$ and $y$. The method is illustrated in the following examples:
(i) Two straight roads $\mathrm{OA}, \mathrm{OB}$ intersect at right angles, and a house at B is 4 miles distant from 0 ; a man walks towards O along the other road AO at the rate of 4 miles an hour; find the rate at which he is approaching the house, at the instant when he is 3 miles from 0 .

If $x$ and $u$ denote his distances from $O$ and $B$ respectively, we have $u^{2}=x^{2}+16$.

Differentiating with respect to $t$,

$$
2 u \frac{d u}{d t}=2 x \frac{d x}{d t}, \quad \text { or } \quad \frac{d u}{d t}=\frac{x}{u} \frac{d x}{d t} .
$$

At the given instant, $x=3, u=5$, and $d x / d t$, his velocity along the road, $=-4[-$, since $x$ is decreasing]. Therefore

$$
d u / d t=\frac{3}{2} \times-4=-2.4 \text { miles per hour, }
$$

i. e. $u$ is diminishing, and he is approaching the house at the rate of 2.4 miles per hour at that particular inatant.
(ii) Suppose that the roads in the proceding example are inclined at $60^{\circ}$.

In this case, by elementary trigonometry ( $a^{2}-b^{3}+c^{2}-2 b c \cos A$ ), we have

$$
u^{2}=x^{4}+16-2.4 x \cos 60^{\circ}=x^{2}+16-4 x .
$$

Differentiating with respect to $t$,

$$
\begin{aligned}
& 2 u \frac{d u}{d t}=2 x \frac{d x}{d \bar{t}}-4 \frac{d x}{d t}=2(x-2) \frac{d x}{d t}, \\
& \therefore \quad \frac{d u}{d t}=\frac{x-2}{u} \cdot \frac{d x}{d \bar{t}} .
\end{aligned}
$$

When $x=3, u^{n}=13$ and $u=\sqrt{ } 13$. Therefore

$$
d u / d t=1 / \sqrt{ } 13 \times d x / d t=1 / \sqrt{ } 13 \times-4=-1\} \text { nearly. }
$$

The man is approaching the house at the rate of $1 \frac{1}{\$}$ miles per hour.

When he is 2 miles from $O$, i.e. when $x=2$, we have $d u / d t=0$. In this case, it is evident geometrically that the man is at $N$, the foot of the perpendicular from $B$ to $O A$, and hence at this particular instant be is not approaching $B$. Notice that in this case, $u$, his distance from $B$, is a minimum, and hence (Art. 53) it follows that $d u / d t-0$ at this point,


Fig. 71. and changea from - to + . Before reaching $N, d u / d t$ is - , and he is approaching the house; after passing $N$, $d u / d t$ is + , and he is recoding from the house.
[The student of mechanica will observe that in both cases the velocity of approach is simply the component of the man's actual velocity resolved along $A B$.]

## 87. Velocity along the arc of a curve.

It will be shown in Art. 82 that if $s$ be the length of the arc of a curve, measured from a fixed point on the curve to a point $P$ whose coordinates are $(x, y)$, then, ultimately, when $\delta x, \delta y$, and $\delta s$ are very small,

$$
(\delta s)^{2}=(\delta x)^{2}+(\delta y)^{2}
$$

If the point $P$ be supposed to move along the curve, $s, x$, and $y$ are all functions of $t$. Dividing by $(\delta t)^{2}$, $\delta t$ being the time taken to traverse the arc $\delta s$,

$$
\begin{gathered}
\left(\frac{\delta s}{\delta t}\right)^{2}=\left(\frac{\delta x}{\delta t}\right)^{2}+\left(\frac{i y}{\delta t}\right)^{2} . \\
2
\end{gathered}
$$

Therefore in the limit when $\delta t$ and therefore also $\delta s, \delta x, \delta y \rightarrow 0$, we have

$$
\left(\frac{d s}{d t}\right)^{2}=\left(\frac{d x}{d t}\right)^{2}+\left(\frac{d y}{d t}\right)^{2}
$$

$d s / d t$ is the rate at which the point is moving along the curve; $d x / d t$ and $d y / d t$ are the time-rates of increase of the abscissa and ordinate of the point, i.e. the velocities parallel to the axes of coordinates. This is the well-known result that the square of the resultant velocity of a point is equal to the sum of the squares of its component velocities in two directions at right angles.

## Examples:

(i) The coordinates of a moring point at the end of time $t$ are given by the equations $\mathrm{x}=\mathrm{a} \cos \mathrm{nt}, \mathrm{y}=\mathrm{a} \sin \mathrm{nt}$; prove that the point describes a circle with velocity of constant magnitude.

The path of the moving point is outained by merely eliminating $t$ from the given equations. Squaring and adding, we have at once $x^{2}+y^{2}=a^{2}$, which is the equation of a circle.

To find the velocity, we have, on differentiating with respect to $t$,

$$
\dot{x}=-a n \sin n t, \dot{y}=a n \cos n t .
$$

Therefure, again squaring and adding,

$$
\dot{x}^{2}+\dot{y}^{2}=a^{2} n^{2}, \quad \text { i. e. } \quad \dot{s}^{2}=a^{2} n^{2} \quad \text { and } \dot{s}= \pm a n
$$

which gives the resultant velocity $\dot{s}$ of constant magnitude.
The sign will depend upon the position of the point from which $s$ is measured.
(ii) A point moves in a parabola so that its velocity parallel to the axis of the curve is constant ; find its velocity alony the curre.

Differentiating the equation of the parabola, $y^{2}=4 a x$, with respect to $t$, we have

$$
2 y d y / d t=4 a d x / d t
$$

$d x / d t$ is given to be constant ; if it be equal to $u$, then $y d y / d t=2 a u$.

$$
\begin{aligned}
\therefore \quad \dot{s}^{2} & =\dot{x}^{2}+\dot{y}^{2}=u^{2}+4 a^{2} u^{2} / y^{2} \\
& =u^{2}\left(1+4 a^{2} / y^{2}\right)=u^{2}(1+a / x) ;
\end{aligned}
$$

$\therefore$ the velocity along the curve

$$
d s / d t= \pm u \sqrt{ }(1+a / x)
$$

(iii) A point is moving in an ellipse of eccentricity $\frac{8}{}$ with a velocity of 40 ft . secs.; find its component velocities parallel to the axes of the ellipse when it is at an extremity of a latus rectum.

Here $\dot{s}=40$, and the values of $\dot{x}$ and $\dot{y}$ are required.
Taking the equation $x^{2} / a^{2}+y^{2} / b^{2}=1$, and differentiating with respect to $t$, we have

$$
\frac{2 x}{a^{2}} \frac{d x}{d t}+\frac{2 y}{b^{2}} \frac{d y}{d t}=0, \quad \text { or } \quad \frac{d y}{d t}=-\frac{b^{2} x d x}{a^{2} y} \overline{d t} .
$$

At the end of a latus rectum, $x= \pm a e, y= \pm b^{2} / a[p p .19,24] ;$

Hence

$$
\therefore \quad \frac{d y}{d t}=-\frac{b^{2}( \pm a e)}{a^{2}\left( \pm \dot{b}^{2} / a\right)} \cdot \frac{d x}{d t}= \pm e \frac{d x}{d \bar{t}}= \pm \frac{3}{4} \frac{d x}{d t} .
$$

$$
\therefore \dot{x}= \pm \frac{1}{3} \times \dot{s}= \pm \frac{1}{6} \times 40= \pm 32 \mathrm{ft} \text {. secs. },
$$

and
$\dot{y}= \pm{ }_{4}^{3} \dot{x}= \pm 24 \mathrm{ft}$. secs.
There are four possible arrangements of signs which will be associated with the four extremities of the latera recta.

## Examples XXIV.

1. The rectangular coordinates of a moving point at the end of time $t$ are given by the equations $x=30 t, y=40 t-16 t^{2}$; find the resultant velocity at the end of $2 \frac{1}{2}$ secs.
2. The coordinates of a moving point at the end of time $t$ are given by the equations $x=a+c \cos t, y=b+c \sin t$; prove that the resultant velocity and acceleration are of constant magnitude.
3. A man walks at 4 miles an hour on a horizontal plane towards a column 100 ft . in height; at what rate is he approaching the top of the column, at the instant when he is 75 ft . from it?
4. 'Two straight lines of railway are inclined at an angle of $120^{\circ}$, and a train on one line is travelling towards the junction $\boldsymbol{A}$ at 40 miles per hour. At what rate is it approaching a station on the other line 2 miles from $A$, at the instant when it is also 2 miles from $A$.
5. A man 6 ft . high walks at the rate of 6 ft . per sec. along a horizontal pavement lighted by a lamp 10 ft . vertically above it ; find the rate at which the length of his shadow on the pavement changes.
6. Find the rate, in the preceding question, if the pavement is an incline of 1 in 10 , and the man is walking up it towards the lamp.
7. A ladder, 34 ft . long, rests in a vertical plane with one end on a horizontal road and the other against a vertical wall. If the lower end is pulled away from the wall with a velocity of 10 ft . per min., find the rate at which the upper end is descending at the instant when the foot of the ladder is 16 ft. from the wall.
When will the ends be moving with equal velocities?
When will the upper end be descending at the rate of 20 ft . per min.?
8. A truck is drawn along a straight horizontal road by a rope which passes round a windlass 14 ft . vertically above a point $\boldsymbol{A}$ of the road. If the rope is wound in at the rate of 20 ft . per min., find the velocity of the truck when it is 48 ft . from $A$.
9. A man standing on a quay draws a boat towards him by means of a rope which he is pulling in at the rate of $1 \frac{1}{2} \mathrm{ft}$. per sec. At what rate is the boat moving when there are still 25 ft . of rope out, the man's hands being 7 ft . above the level of the water?
10. Two rings $P$ and $Q$, connected by a rod 20 ft . long, slide along two fixed wires $O A, O B$ at right angles. If $P$ be made to move along $O A$ at the rate of 5 ft . per min., when is $Q$ moving along $B O$ at the rate of 2 ft . per min.?
11. If in the preceding question $O A$ and $O B$ are inclined at an angle $\cos ^{-1} \frac{1}{6}$, find the velocity of $Q$ along $B O$ when it is 15 ft from 0 .
12. Two trains start from the same station at the same time. One goes due north at 30 miles per hour, and the other due north-east at 20 miles per hour. At what rate is the distance between them increasing after $\ddagger$ hour?
13. If the slower train starts at 1.50 p.m., and the other at $2 \mathrm{p} . \mathrm{m}$., at what rate is the distance between them increasing at 2.10 p.m.?
14. Two straight roads intersect at right angles. A man walking along one of the roads at 3 miles per hour passes the crossing at 2 o'clock, and another man walking along the other road at 4 miles per hour passes it at half-past two. Find the rate at which the distance between the men is changing (i) at a quarter to 2 , (ii) at 3 o'clock.
15. A straight road passes over a river which runs at right angles to it by means of a bridge 50 ft . high. A boat travelling at the rate of 4 ft . per sec. passes under the middle of the bridge one minute before a man walking at 6 ft . per sec. along the road reaches the middle of the bridge. Find the rate at which the distance between the boat and the man is changing (i) 1 minute before the boat reaches the bridge, (ii) $\frac{1}{2}$ minute after the man has passed the middle of the bridge.
16. $A, B, C$ are three villages. The distance from $A$ to $B$ is 5 miles, from $B$ to $C 4$ miles, and from $C$ to $A 3$ miles. A man walks from $A$ to $B$, then on to $C$, and back directly from $C$ to $A$ at 4 miles per hour ; find, when half-way between each pair of villages, the rate at which he is approaching or receding from the third village.
17. A man walks round a circular track with constant velocity, and his shadow, cast by the sun, always intersects the diameter of the track perpendicular to it. Prove that the rate at which his shadow moves along this diameter varies as his distance from it.
18. A lighthouse is one mile from the nearest point $A$ of a straight line of shore, and the light revolves twice per minute; how fast is the light travelling along the shore (i) at $A$, (ii) $\frac{1}{2}$ mile from $A$, (iii) 1 mile from $A$ ?
19. A man walks round a circle of radius 20 yds . at the rate of 4 ft . per sec., and a light at the centre of the circle throws his shadow on a straight wall built along a tangent line to the circle. Find the velocity with which his shadow moves along the wall (i) when he is 5 yd . from it, (ii) when he is 8 yds . from it.
20. A right circular cone is filled with water and placed with its axis vertical and vertex downwards. If the water flows out at a constant rate of 5 c. in. per sec. through a hole at the vertex, at what rate is the surface of the water descending at the instant when the radius of the surface is 6 inches?
21. The ends of the water reservoir of a town are vertical, the sides slope at an angle of $45^{\circ}$, and the bottom is a horizontal rectangle 200 yds . by 80 yds . If the water-level is sinking at the rate of 5 ft . per day (and no more water is running in), at what rate per day is water being supplied to the town at the instant when the water is 20 ft . deep?
22. A piston slides freely in a circular cylinder of radius 9 inches; at what rate is the piston moving when steam is being admitted into the cylinder at the rate of $22 \mathrm{c} . \mathrm{ft}$. per sec.?
23. The diameter of a sphere increases from 4 in . to 12 in . in 10 minutes, equal volumes being added in equal intervals of time. Find the radius after 5 minutes. At what rate is the radius then increasing?
24. The area of a circle increases from 16 sq. in. to 100 sq . in. in 20 sect, equal areas being added in equal intervals of time. Find the radius after 15 seconda. At what rate is the radius then increasing?
25. A trough, whose cross-section is an isosceles triangle, is a ft. long and $b \mathrm{ft}$. broad at the top. Water is poured into it at the rate of $k c$. ft. per sec. At what rate is the water rising in the trough when it is one quarter full?
26. A point moves in the parabola $y^{3}-12 x$, so that its velocity parallel to the axis of the curve is everywhere 10 ft . per sec. Find its velocity perpendicular to this axis and the resultant velocity, when at the point (3, 6).
27. The path of a moving point is the curve $y-10 \sin 2 x$. If the velocity parallel to the axis of $x$ is constant and equal to 5 ft . per sec., find the resultant velocity at the point whose abscissa is $\frac{5}{12} \pi$.
28. In the preceding question, prove that the acceleration at any point is proportional to the ordinate of the point.
29. A point moves in the ellipse $9 x^{2}+16 y^{2}=288$; if, at the point (4, 3), the velocity parallel to the minor axis be 10 ft . per sec., find the velocity parallel to the major axis, and the resultant velocity.
30. If, in the cycloid (Art. 50), the angle $\theta$ is increasing at the rate of 1 radian in 10 seconds, find the velocity of the point $P$ along the arc at the instants (i) when $\theta=\frac{1}{2} \pi$, (ii) when $\theta=\frac{5}{8} \pi$, the radius of the generating circle being 20 inches.
31. A point is moving in the parabola $y^{2}-12 x$ at the rate of 10 ft . per sec. ; find its component velocities parallel to the axes when it is at the point (3, 6).
32. A point is moving in the ellipse $x^{2} / a^{2}+y^{2} / b^{2}-1$ with constant velocity $u \mathrm{ft}$. secs.; find its velocities parallel to the axes at any point.
33. A man walks at 4 miles per hour along a road in the form of a parabola whose equation is $x^{2}=25 y$, and whose axis is due north and south. Find his velocities due N. and due E., when he is 1 mile N. of the vertex.
34. Angular velocity and acceleration about a point. Motion in a circle.

If $\theta$ be the inclination to a fixed straight line $O A$ of the line joining a moving point $P$ to a fixed point $O$, the time-rate of increase of the angle $\theta$, i.e. $d \theta / d l$ or $\theta$, is called the angular velocity of the point $P$ about the point $O$, or the angular velocity of the straight line $O P$.

Similarly, if $\omega$ denote the angular velocity of $P$ about 0 , the timerate of increase of $\omega$, i. $\theta . d \omega / d t$ or $\dot{\omega}$, is called the angular acceleration of $P$ about $O$. Since $\omega=\dot{\theta}$, the angular acceleration of $P$ about $O$ may be written $d^{2} \theta / d t^{2}$ or $\ddot{\theta}$.

Let a particle describe a circle of radius $r$ about a point 0 (Fig. 72). Let $P$ be the position of the particle at any instant when the radius $O P$ makes an angle $\theta$ with a fixed radius $O A$, and $Q$ its position after time $\delta t$, during which the radius turns through an angle $\delta \theta$.

If $s$ be the length of the arc $A P$, the velocity $v$ of $P$ in the direction of the tangent $P \Gamma$ is $\dot{s}$ or $r \dot{\theta}$, since $s=r \theta$, and $r$ is constant.

The velocity of $P$ in the direction of the normal $P O$ is zero, for the particle is moving in the direction perpendicular to $P O$.

If $v+\delta v$ be the velocity at $Q$, this may be resolved into $(v+\delta v) \cos \delta \theta$ and $(v+\delta v) \sin \delta \theta$, parallel to $P T$ and $P O$ respectively.


Fig. 72.
The acceleration in any direction is the time-rate of change of velocity in that direction. Therefore acceleration at $P$ along the tangent $P T$

$$
=\prod_{\delta t \rightarrow 0} t \frac{(v+\delta v) \cos \delta \theta-v}{\delta t}=\int_{\delta t \rightarrow 0} t\left[\frac{\delta v}{\delta t} \cos \delta \theta-v \frac{(1-\cos \delta \theta)}{\delta t}\right]
$$

Now

$$
\frac{1-\cos \delta \theta}{\delta t}=\frac{1-\cos \delta \theta}{i \theta} \times \frac{\delta \theta}{\delta t}
$$

which, as $\delta t \rightarrow 0$, tends to the limit $0 \times \dot{\theta}$, i.e. zero [Art. 13 (10).]
$\therefore$ the acceleration along $P T=L_{t} \frac{\delta v}{\delta t} \cos \delta \theta=\frac{d v}{d t}$.
This may also be written $d^{2} s / d t^{2}$ or $r d^{2} 0 / d t^{2}$, i.e. $\ddot{s}$ or $r \ddot{\theta}$.
Since $d v / d t=d v / d s \times d s / d t$, it may also be put in the form $v d v / d s$, just as in the case when the particle is moving in a straight line.

The acceleration at $P$ in the direction $P O$

$$
\begin{aligned}
& =\prod_{\delta t \rightarrow 0} \frac{(v+\delta v) \sin \delta \theta}{\delta t} \\
& =L_{t}(v+\delta v) \cdot \frac{\sin \delta \theta}{\delta \theta} \cdot \frac{\delta \theta}{\delta t}, \text { as } \delta t \text { and therefore } \delta \theta \rightarrow 0 \\
& =v \times 1 \times d \theta / d t \\
& =r \dot{\theta}^{2} \text { or } v^{2} / r
\end{aligned}
$$

Hence, if $\theta$ denote the angle which the radius through the particle makes with a fixed radius, the components of the velocity and acceleration of the particle along the tangent and normal are $r \dot{\theta}, 0$ and $r \ddot{\theta}, r \dot{\theta}^{2}$ respectively, and, if $m$ be the mass of the particle, the forces acting on it are equivalent to $m r \ddot{\theta}, m r \dot{\theta}^{2}$ along the tangent and normal respectively.

In the particular case when the particle is moving uniformly in the circle, $\dot{\theta}$ is constant. Therefore $\ddot{\theta}$ is zero, and the resultant acceleration is $r \dot{\theta}^{2}$ along the radius; in this case the force on the particle necessary to keep it moving uniformly in its circular path is $m \omega^{2} r$ or $m v^{2} / r$ towards the centre of the path.

## 69. Crank and connecting-rod.

The relations between the motions of connected parts of a machine can often be obtained by the use of these principles as illustrated in the following example, which is of rather greater difficulty than those hitherto considered.

A crank $0 Q$ (Fig. 73) rotates about 0 with constant angular velocity $\omega$, and a connecting-rod QP is hinged to it at one ond Q , while the other end P morrs along a fixed straight line OX ; determine the motion of P . If a perpendicular from O to OX meet PQ produced in R , prore that OR and QR represent in magnitude the relocity of P and the angular velocity of PQ respectively. Find also the acceleration of F .


Fig. 73.
Let $a$ and $l$ be the lengths of $Q Q$ and $P Q$, and $\theta$ and $\phi$ the angles $Q \cap X$, QPO respectively. Draw QM perpendicular to $O X$.
As $Q$ moves round the circle, $P$ moves backwards and forwards along the line $O X$. If $x$ denote the distance $O P$, we have

$$
x=O M+M P=a \cos \theta+l \cos \phi .
$$

Also $l \sin \phi=Q M=a \sin \theta$.

Differentiating both equations with respect to $t$

$$
\begin{gather*}
t=-a \sin \theta \cdot \dot{\theta}-l \sin \phi . \dot{\phi}  \tag{i}\\
l \cos \phi . \phi=a \cos \theta . \dot{\theta} \tag{ii}
\end{gather*}
$$

Now $\theta$, the angular velocity of $O Q$, is $\omega$;

$$
\therefore \quad \phi=\omega \cdot \frac{a \cos \theta}{l \cos \phi}=\omega \cdot \frac{O M}{M P}=\omega \cdot \frac{R Q}{Q P}=\frac{\omega}{l} \cdot R Q .
$$

Also, substituting in (i) the value of $\dot{\phi}$ obtained from (ii)

$$
\begin{aligned}
t & --a \sin \theta \cdot \omega-l \sin \phi \cdot \frac{a \cos \theta}{l \cos \phi} \cdot \omega \\
& =-a \omega\left(\sin \theta+\frac{\sin \phi \cdot \cos \theta}{\cos \phi}\right) \\
& =-a \omega \sin (\theta+\phi) / \cos \phi \\
& =-a \omega \sin O Q R / \sin O R Q \\
& =-a \omega O R / a \\
& =-\omega O R .
\end{aligned}
$$

Hence $\dot{\phi}$ and $\dot{x}$ are represented by $R Q$ and $O R$ respectively.
To find the acceleration of $P$, take the equation just obtained,

$$
\dot{x}=-a \omega \sin (\theta+\phi) / \operatorname{cou} \phi
$$

and differentiate with respect to $t$;

$$
\begin{aligned}
x & =-a \omega \frac{\cos \phi \cdot \cos (\theta+\phi)[\dot{\theta}+\phi]-\sin (\theta+\phi) \cdot(-\sin \phi) \dot{\phi}}{\cos ^{2} \phi} \\
& =-\frac{a \omega}{\cos ^{2} \phi}[\theta \cos \phi \cos (\theta+\phi)+\phi\{\cos \phi \cos (\theta+\phi)+\sin \phi \sin (\theta+\phi)\}] \\
& =-\frac{a \omega}{\cos ^{2} \phi}\left[\omega \cos \phi \cos (\theta+\phi)+\frac{a \cos \theta}{l \cos \phi} \omega \cdot \cos \theta\right] \\
& =-\frac{a \omega^{2}}{\cos \phi}\left[\cos (\theta+\phi)+\frac{a}{l} \frac{\cos ^{2} \theta}{\cos ^{2} \phi}\right] .
\end{aligned}
$$

This equation gives the acceleration in any position in terms of $\theta$ and $\phi$, which can both be found when either of them or when $x$ is given.

When $Q$ is at $A, \quad \theta=\phi=0$, and $\ddot{x}=-a \omega^{2}(1+a / l)$.
When $Q$ is at $A^{\prime}, \theta=\pi, \phi=0$, and $x=-a \omega^{2}(-1+a / l)-a \omega^{2}(1-a / l)$.
If $l$ be large compared with $a$, so that $a / l$ may be neglected, the accelerations of $P$ when $Q$ is at $A$ and $A^{\prime}$ become nearly - $a \omega^{2}$ and $a \omega^{2}$ respectively, i. e. approximately the same as if the motion of $P$ were simple harmonic. In this case, the angle $\phi$ is always small, and the general expression for $\dot{x}$ become approximately $-a \omega^{2} \cos \theta$, i. e. $-\omega^{2} O M$. Since $P Q$ makes a small angle with $O X$, the distance of $P$ from the centre of its path is very nearly equal to $O M$; hence the motion of $P$ approximates to simple harmonic mution.

## Examples XXV.

1. A point $P$ moves with uniform velocity $u$ along a straight line $O X$; find the angular velocity of $P$ about a point $A$ at a perpendicular distance $a$ from $O X$.
2. A point $P$ describes a circle, centre 0 and radius $r$, with uniform angular velocity $\omega$, and a point $B$ is taken on a radius $O A$ produced, at distance $a$ from $O$; find the angular velocity of $P$ about $B$ (i) when $P$ is at $A$, (ii) when $P$ is at an extremity of the diameter perpendicular to $O A$.
3. The lengths of a crank and connecting-rod (as in Art. 69) are 6 inches and 2 feet respectively; find the accelerations of $P$ when $Q$ is at $A$ and at $A^{\prime}$, the crank making 100 revolutions per minute.
4. A crank $O Q$ is made to rotate uniformly about $O$, and the end $P$ of a connecting-rod $P Q$ moves in a straight line at a perpendicular distance $b$ from $O$; find the velocity and acceleration of $P$ in any position.
5. A rod $A B$ turns about one end $A$ with uniform angular velocity $\omega$; it is freely jointed at $B$ to another rod $B D$ which is constrained to pass through a fixed ring $C$; if $A E$ be drawn perpendicular to $B C$, prove that at any instant the velocity of the point of the rod which is passing through the ring is $A E . \omega$, and that the angular velocity of $B D$ is equal to $\omega B E / B C$.
6. In Art. 69, prove that the velocity of $P$ is equal to the velocity of $Q \times P N / P M$ where $P N$ is the perpendicular from $P$ to $O Q$.

## CHAPTER IX

## SIMPLE INTEGRATION WITH APPLICATIONS

70. Introductory.

In the preceding chapters we have shown how to find the differential coefficient or rate of change of a given continuous function of $x$. In many branches of mathematics, both pure and applied, we are frequently confronted with the inverse problem, viz. given the rate of change of a function, to find the function. This process of finding a function which has a given rate of change is known as integration.

An integral may be defined in two quite distinct ways; either as the inverse of a differential coefficient or as the limit of the sum of a certain series. The former of these two definitions is the one which leads to the methods of evaluating integrals; the latter is the one upon which many of the simpler applications depend, but it does not yield convenient methods of evaluation. We shall, therefore, begin by considering the first definition, and later, when we have learned how to calculate the simpler forms of integrals, we shall consider the second definition and show the relation between the two kinds of integrals.

## 71. Deflnitions.

The integral of a finction $\mathrm{f}(\mathrm{x})$ with respect to x is the function whose differential cocfficicnt with respect to x is $\mathrm{f}(\mathrm{x})$, and is written $\int \mathrm{f}(\mathrm{x}) \mathrm{d} \mathbf{x}$.

The symbol $\int$ is really an elongated $S$, the first letter of the word 'sum', and the necessity for the insertion of the factor $d x$ will be seen when we come to consider integrals from the second point of view mentioned above. At present it may be regarded as part of the symbol of integration, indicating the variable with respect to which the required function must be differentiated in order to give $f(x)$, so that $\int \ldots d x$ stands for ' the integral of ... with respect to $x$ '. Generally,

$$
\text { if } \frac{\mathrm{d}}{\mathrm{~d} \mathbf{x}} \mathrm{~F}(\mathbf{x}) \text { be denoted by } \mathrm{F}^{\prime}(\mathbf{x}) \text {, then } \int \mathrm{F}^{\prime}(\mathbf{x}) \mathrm{d} \mathbf{x}=\mathrm{F}(\mathbf{x})
$$

Briefly, in the differential calculus, the first problem to consider is: Given $y$, find $d y / d x$; in the integral calculus, the first problem to consider is the converse of this, viz. given $d y / d x$, find $y$.
E.g. the d. c. of $x^{3}$ with respect to $x=3 x^{2}$, hence $\int 3 x^{2} d x=x^{3}$; the d. c. of $\tan x$ with respect to $x=\sec ^{2} x$, hence $\int \sec ^{2} x d x=\tan x$.

Unfortunately, there is no general method of retracing the steps in the process of differentiation. In the calculation of differential coefficients, terms are frequently added and subtracted, and factors multiplied together or cancelled out, and when the final result only is given, there are no means of recovering these terms and factors. A few of the commonest and simplest integrals are collected from knowledge of differential coefficients; these are usually referred to as 'Standard Forms '.*

The first part of the Integral Calculus then consists, in the eyes of the beginner, of a collection of various haphazard methods and devices by means of which other expressions can be reduced to one or other of these standard forms or to some combination of them; $\dagger$ and the degree of difficulty experienced by the student in dealing with these will depend to a great extent upon the thoroughness of his knowledge of the substitutions and formulas of elementary algebra and trigonometry.

For the discussion as to whether a function always possesses an integral or in what cases a function possesses an integral, the student is referred to more advanced works. It can be shown that every continuous function has an integral. The functions which are encountered in elementary applications generally possess integrals which can be expressed in terms of the functions we have already considered, together with those which will be dealt with in the next chapter; but there are many comparatively simple functions whose integrals cannot be expressed in terms of such functions, e. g. $\left(1-2 \sin ^{2} x\right)^{-1 / 2}$, $\sqrt{ }\left(1-x^{3}\right), \sqrt{ } \sin x, \quad(\cos x) / x$, cannot be integrated in terms of such functions.

## 72. Arbitrary constant. Indefinite integral.

The first point to notice is that the above definition does not give a perfectly definite value for the integral; since the d. c. of a constant is zero, it follows that the integral of $F^{\prime}(x)$ with respect to $x$ is not necessarily $F(x)$ only, but is $F(x)+C$, where $C$ is an arbitrary constant, i.e. any quantity whatever which does not involve $x$. On this account these integrals are often reforred to as 'indefinite integrals'.

[^17]Taking the cases mentioned above, the d.c. of $x^{5}$ is $3 x^{2}$, but so also is the d.c. of $x^{3}+4, x^{3}-10, x^{8}+a^{3}$, or $x^{3}+$ any expression which does not involve $x$. Therefore

$$
\int 3 x^{2} d x=x^{3}+0,
$$

where $C$ is arbitrary, except only that it is independent of $x$. Similarly,

$$
\int \sec ^{2} x d x=\tan x+C .
$$

This arbitrary constant $C$ is usually omitted, but the student must not become oblivious of its existence. In practical examples, as will be seen later on, it often plays a very important part.

It should be noticed at this stage that if a pair of simultaneous values of the function and its integral be given, then the constant ceases to be arbitrary and can be determined.
E.g. given that $d y / d x=2 x-2$, and that $y=3$ when $x=2$, find $y$ in terms of $x$.
We have

$$
\begin{align*}
y & =\int(2 x-2) d x \\
& -x^{4}-2 x+C, \tag{i}
\end{align*}
$$

since this is the expression which gives $2 x-2$ when differentiated.
It is given that $y=3$ when $x-2$, hence, substituting these values, wo have $\quad 3=4-4+C$, whence $C=3$, and therefore, substituting in (i),

$$
y-x^{2}-2 x+3
$$

73. Geometrical interpretation.


Fig. 74.

The geometrical meaning of this process should be noticed. We have to find $y$ in terms of $x$, given the value of $d y / d x$, i.e. of the slope of the curve, in terms of $x$. Hence we have to find a curve, given the slope at any point in terms of the abscissa.

In the example just considered, equation (i) represents the curves which have the given slope. It obviously represents a system or 'family' of parabolas (Fig. 74). If two different values for $C$ be taken, the ordinates of the two corresponding curves will at each point differ by a constant amount (the difference between the two values of $C$ ), i. e. the curves are at a constant distance apart measured along the ordinate. All such curves possess the given slope, i.e. the tangents at the points where they are cut by a straight line parallel to the axis of $y$ are all parallel ; hence the arbitrary term $C$.

The fact that $y=3$ when $x=2$ enables us to select one particular curve of the family, viz. the one which passes through the point (2,3). There is no arbitrary element now ; there is but one curve which passes through this particular point and has the given slope.

## 74. Integral of $x^{n}$.

The first and most important standard form to be considered is $\int x^{n} d x$. What function gives $x^{n}$ when differentiated? The d. c. of $x^{n+1}$ is $(n+1) x^{n}$, and therefore the d. c. of $x^{n+1} /(n+1)$ is $x^{n}$;
hence

$$
\int x^{n} d x=x^{n+1} /(n+1) .
$$

This is true for all rational values of $n,+$ or - , integral or fractional (Art. 27), with the single exception of $n=-1$; in this case the integral becomes $\int x^{-1} d x$. We have not yet obtained $1 / x$ as the d. c. of any function, but in the next chapter we shall find that it is the d. c. of $\log _{e} x$.
E.g. $\quad \int x^{0} d x \quad-\frac{1}{1} x^{10}$

$$
\begin{aligned}
& \int 1 / x^{4} \cdot d x-\int x^{-4} d x=x^{-4} \div-3=-1 /\left(3 x^{3}\right) . \\
& \int \sqrt{ } x d x-\int x^{1 / 2} d x=x^{3,2} \div 8=3 \sqrt{ } x^{4} . \\
& \int 1 / \sqrt[2]{ } x \cdot d x-\int x^{-1 / 2} d x=x^{2 / 3} \div \sqrt[z]{3}-\sqrt[3]{2} x^{2} .
\end{aligned}
$$

Since the d.c. of the sum of a finite number of functions is the sum of their d. c.'s, it follows conversely that the integral of the sum of a finite number of functions is the sum of their integrals separately.

Moreover, since $\frac{d}{d x} a f(x)$, where $a$ is a constant, is $a f^{\prime}(x)$, it follows that

$$
\int a f^{\prime}(x) d x=a f(x)=a \int f^{\prime}(x) d x
$$

hence a constant factor can be brought outside the integration sign.
These facts enable us to write down at once the integral of any polynomial in $x$ with constant coefficients.

Examples:

$$
\begin{aligned}
\int\left(10 x^{4}-9 x^{2}+5\right) d x & =10 \cdot \frac{1}{3} x^{4}-9 \cdot \frac{1}{8} x^{3}+5 x+C=2 x^{3}-3 x^{3}+5 x+C . \\
\int\left(a x^{2}+b x+c\right) d x & =a \cdot \frac{1}{3} x^{3}+b \cdot \frac{1}{2} x^{2}+c x+d . \\
\int(2 x-1)^{3} d x & =\int\left[8 x^{3}-12 x^{4}+6 x-1\right] d x=2 x^{4}-4 x^{3}+3 x^{3}-x+C . \\
\int \frac{x^{2}+x+1}{\sqrt{x}} d x & =\int\left(x^{3 / 2}+x^{3 / 2}+x^{-1 / 2}\right) d x \\
& =\frac{x^{5 / 2}}{\frac{8}{2}}+\frac{x^{3 / 2}}{\frac{3}{2}}+\frac{x^{1 / 2}}{\frac{1}{2}}+C .
\end{aligned}
$$

In future, the constant $C$ will be omitted.

## Examples XXVI.

Write down the integrals of the expressions in the following examples 1-14.

1. $x^{6}, 21 x^{6}, 1 / x^{6}, 10 / x^{6}, \sqrt[8]{x}, 1 / \sqrt[8]{x}$.
2. $3 x^{2}-2 x+1$.
3. $1 / x^{2}, 1 / x^{10}, 1 / \sqrt{ } x, 1 / \sqrt[3]{x}$.
4. $\sqrt[n]{x}, \quad 1 / x^{n}, 1 / \sqrt[n]{x}$.
5. $x^{3}+6 x^{2}+10 x-5 ; 7 x^{3}-10 x^{4}+9 x^{2}-1$.
6. $\frac{1}{x^{3}}+\frac{6}{x^{2}}-5 ; \frac{7}{x^{6}}-\frac{10}{x^{4}}+\frac{9}{x^{2}}-1$.
7. $x^{5}-4 x^{3}+2 x^{2}-x+3 ; x^{5}-4 x^{4}+6 x^{2}-8$.
8. $a x^{4}+b x^{3}+c x^{2}+d x+e ; a / x^{4}+b / x^{3}+c / x^{2}+d$.
9. $\frac{6+2 x+x^{2}}{x^{4}} ; \quad \frac{1+3 x+5 x^{2}}{\sqrt{ } x}$.
10. $\frac{1+x^{2}+2 x^{4}}{2 x^{2}} ; \quad \frac{1+x^{2}+2 x^{4}}{\sqrt[3]{x}}$.
11. $(1-3 x)^{2} ;\left(1+x^{2}\right)^{3}$.
12. $\frac{(a x+b)^{2}}{x^{4}} ; \quad\left(\frac{3+4 x^{2}}{x}\right)^{2}$.
13. $\frac{a x^{2}+b x+c}{x^{4}} ; \quad x^{2 n}+x^{n} a^{n}+a^{2 n} ; \quad \frac{x^{m}+x^{n}}{x^{p}}$.
14. $\frac{a x^{2}+b}{\sqrt{x}}$.
15. Find $y$ in terms of $x$, given $d y^{\prime} d x=8 x^{3}-2 x$, and that $y=8$ when $x=2$.
16. Find $y$ in terms of $x$, given $d y / d x=\sin x$, and that $y=2$ when $x=\frac{1}{3} \pi$.
17. Obtain the equations of the curves in which the slope at any point $(x, y)$ is $3-4 x$. Illustrate graphically.
18. In what curves is the slope at a point $(x, y)$ equal to $2-3 / x^{2}$ ?
19. Find the equation of the curve which passes through the point $(3,1)$, and has at any point $(x, y)$ the slope $x^{2}-x$.
20. Find the equation of the curve whose slope at any point $(x, y)$ is $1 / \sqrt{ } x$, and which passes through the point $(4,5)$.
21. The slope at any point $(x, y)$ of a curve is equal to $\cos x$, and the curve passes through the point ( 0,1 ); find its equation.
22. What curve through the origin has its slope given by the equation $d y / d x=(1+x)^{2}$ ?
23. From any point $P$ on a curve a perpendicular $P N$ is drawn to the axis of $y$, and the tangent at $F^{\prime}$ meets the axis of $y$ in $T$. Find the equation of the curves in which the rectangle $P N . N T$ has a constant value $c^{2}$.
24. If in the preceding question the normal at $P$ cuts $O Y$ in $G$, in what curves is NG constant?
25. Find the function whose rate of change per unit increase of $x$ is equal to $6 x^{2}-4 x+3$, and which is equal to 10 when $x$ is equal to 1 .
26. Find the function whose rate of change with respect to $x$ is inversely proportional to $x^{3}$, and which has the values 6 and 10 when $x$ is equal to 1 and 2 respectively.

## 75. Two important rules.

We next proceed to consider two rules of the utmost importance, which are constantly being used in integration.

If the d. c. of $f(x)$ be denoted by $f^{\prime}(x)$, we have
$\int f^{\prime}(x) d x=f(x) ;$
the d. c. of $f(x+b)$ is (Art. 84) $f^{\prime}(x+b)$

$$
\therefore \int f^{\prime}(x+b) d x=f(x+b) \text {; }
$$

the d. c. of $f(a x+b)$ is (Art. 34) $f^{\prime}(a x+b) \times a$

$$
\therefore \quad \int f^{\prime}(a x+b) d x=\frac{1}{a} f(a x+b) .
$$

On examining and comparing these three results, we see that they enable us, when the integral of any function of $x$ is known, to write down the integral of the same function of $a x+b$, where $a$ and $b$ are constants.

They can be put into the following convenient verbal forms:
If the integral of a function of x is known, then
(i) the addition of a constant to $\mathbf{x}$ makes no difference in the form of the integral;
(ii) if x is multiplied by a constant, the integral is of the same form, but is divided by the constant.

Hence, in any function of $x$, the replacement of $x$ by a linear function of $x$ does not alter the form of the integral of the function.

These two rules, in conjunction with the standard forms of the preceding article, enable us to write down at once the integral of any power or root of $a x+b$.
E.g. $\quad \int x^{5} d x=\frac{1}{4} x^{4}$; $\int(x+5)^{3} d x=\frac{1}{4}(x+5)^{4}$; the addition of the constant 5 makes no difference to the form of the integral.

$$
\int(2 x+5)^{s} d x=\frac{1}{4.2}(2 x+5)^{4} ; \quad \begin{aligned}
& x \text { has the constant coefficient } 2 \text {, there- } \\
& \text { fore the integral is of the same } \\
& \text { form and is divided by } 2 .
\end{aligned}
$$

$$
\int(1-x)^{3} d x=-\frac{1}{2}(1-x)^{4} ;
$$

and generally

$$
\int(a x+b)^{3} d x-\frac{1}{4}-(a x+b)^{4}
$$

From the reference to Art. 34 given above, it is clear that this is merely a simple case of the converse of the rule for differentiating a function of a function, and the reason for the insertion of the factor $a$ in the denominator is obvious at once when the result is differentiated so as to give the original function.
E. g. the d. c. of $\frac{1}{4 a}(a x+b)^{4}=\frac{1}{4 a} \times 4(a x+b)^{3} \times a=(a x+b)^{3}$.

It must be carefully noticed that the rules only apply when $x$ is replaced by $a x+b$, i.e. by an expression of the first degree in x ; they give no information about the values of such integrals as
$\int\left(x^{2}+1\right)^{3} d x$, where $x$ is replaced by an expression of different degree, or $\int \sin ^{3} x d x$. These integrals are not $\frac{1}{2}\left(x^{2}+1\right)^{4}$ and $\frac{1}{4} \sin ^{4} x$, as is obvious at once if we differentiate these latter functions.

The integral $\int\left(x^{2}+1\right)^{3} d x$ can be obtained by expanding and integrating each term separately, thus

$$
\begin{aligned}
\int\left(x^{2}+1\right)^{3} d x & =\int\left(x^{6}+3 x^{4}+3 x^{2}+1\right) d x \\
& =4 x^{7}+8 x^{5}+x^{3}+x+C .
\end{aligned}
$$

The student should not make mere mechanical applications of these rules. It is important that he should grasp the principle which underlies them, and for this purpose the argument may be presented in a difforent form as follows:

Suppose the value of $\int(a x+b)^{8} d x$ is required.
Then if $y$ denote $\int(a x+b)^{9} d x$, we have $d y / d x=(a x+b)^{9}$.
Let $a x+b=z ; \quad \therefore \quad a d x / d z=1$.
Then

$$
\begin{aligned}
\quad \frac{d y}{d z} & =\frac{d y}{d x} \times \frac{d x}{d z}=(a x+b)^{3} \times \frac{1}{a}-\frac{1}{a} \cdot z^{3} ; \\
\therefore \quad & y=\int \frac{1}{a} z^{3} d z=\frac{1}{a} \frac{z^{4}-\frac{(a r+b)^{4}}{4}}{4} .
\end{aligned}
$$

Any particular case can be treated in a similar manner, but such forms occur so frequently that the student should accustom himself to writing the results down at once.

Some further examples of the rules are appended:

$$
\begin{aligned}
\int \frac{1}{\sqrt{ } x} d x & =\int x^{-1 / 2} d x=\frac{x^{1 / 2}}{\frac{1}{2}}=2 \sqrt{ } x . \\
\therefore \int \frac{1}{\sqrt{ }(x+3)} d x & =2 \sqrt{ }(x+3) . \\
\int \frac{1}{\sqrt{ }(5 x+3)} d x & =2 \sqrt{ }(5 x+3) \div 5=\frac{2}{6} \sqrt{ }(5 x+3) . \\
\int \frac{1}{\sqrt{ }(a-x)} d x & =2 \sqrt{ }(a-x) \div-1=-2 \sqrt{ }(a-x) \\
\int \frac{1}{\sqrt{ }(a x+b)} d x & =2 \sqrt{ }(a x+b) \div a=\frac{2}{a} \sqrt{ }(a x+b) .
\end{aligned}
$$

Again, $\quad \int \cos x d x=\sin x$;

$$
\therefore \int \cos (x+\alpha) d x=\sin (x+\alpha)
$$

$$
\int \cos (\alpha-x) d x=-\sin (\alpha-x)
$$

$$
\int \cos 3 x d x=\frac{1}{8} \sin 3 x
$$

$$
\int \cos \frac{1}{2} x d x=2 \sin \frac{1}{2} x
$$

$$
\int \cos (p x+q) d x=\{\sin (p x+q)\} / p
$$

The student should pay particular attention to these rules, and must be very careful not to omit the dividing factor $a$. This factor is frequently overlooked when the practice of integration is first begun, and for this reason considerable stress has been laid upon it above.

It is important to notice also that the correctness of an integration can always be tested at once, by differentiating the expression obtained; this should of course give back the function which was to be integrated.

We have so far, from our knowledge of differential coefficients, the following standard forms:

$$
\begin{aligned}
\int x^{n} d x & =x^{n+1} /(n+1)(\text { except when } n=-1) ; \\
\int \sin x d x & =-\cos x ; \\
\int \cos x d x & =\sin x ; \\
\int \sec ^{2} x d x & =\tan x
\end{aligned}
$$

## 78. An apparent discrepancy.

One other point may be noticed at this stage. In Art. 74, the integral of $(2 x-1)^{3}$ was found by expanding and integrating each term separately, the result being $2 x^{4}-4 x^{3}+3 x^{3}-x$. The integral, as given by the rule of the preceding article, is $\int_{8}^{1}(2 x-1)^{4}$. No these two results agree?

$$
\begin{aligned}
\text { Tho latter } & =\frac{1}{8}\left(16 x^{4}-32 x^{3}+24 x^{2}-8 x+1\right) \\
& =2 x^{4}-4 x^{3}+3 x^{2}-x+\frac{1}{8},
\end{aligned}
$$

whence we see that the two results differ by $\frac{1}{8}$. But we have already pointed out that in the integral of any expression, an arbitrary constant is to be understood; hence the presence of the term $\frac{1}{8}$ makes no difference to the integral. If, as in Art. 72, we substitute a pair of simultaneous values of $x$ and $y$ in order to obtain $y$ definitely in terms of $x$, the expressions obtained for $y$ will coincide exactly; the value obtained for the arbitrary constant in the second case will be less by $\frac{1}{8}$ than the value obtained for the arbitrary constant in the first case, and the final results will be identical.

Many expressions can be integrated by two or more different methods, and the results given by these different methods sometimes take different forms, but, on examination, it will be found that the parts involving the variable $x$ are the same in both; the results are either in exact agreement or differ by a constant only.
The formal proof of this statement is as follows:
Let $f(x)$ and $F^{\prime}(x)$ be two functions which have the same d. c.
Then $f^{\prime}(x) \equiv F^{\prime}(x)$, i. e. $f^{\prime}(x)$ and $F^{\prime \prime}(x)$ are equal for all values of $\mathbf{x}$.

$$
\therefore f^{\prime}(x)-F^{\prime}(x) \equiv 0,
$$

i. e.

$$
\frac{d}{d x}[f(x)-F(x)] \equiv 0,
$$

whence we infer that $f(x)-F(x)$ is constant.

## Examples XXVII.

Integrate the following expressions:

1. $x^{2},(7+x)^{2},(5-x)^{2},(3 x-4)^{2}, \quad(p x+q)^{2}$.
2. $x^{n},(x-a)^{n}, \quad(9 x+4)^{n}, \quad(3-2 x)^{n}, \quad(a x+b)^{n}, \quad(p-q x)^{n}$.
3. $\sin x, \sin 4 x, \sin m x, \sin \frac{1}{8} x, \sin (p x+\alpha), \sin (\alpha-2 x), \sin \left(\frac{1}{4} \pi-x\right)$.
4. $\sqrt{ } x, \quad \sqrt{ }(1+x), \quad \sqrt{ }(3-4 x), \quad \sqrt{ }(p x+q), \quad \sqrt{ }(1+x /(c), \quad \sqrt{ }(3 x), \quad \sqrt{ }(m x)$.
5. $\frac{1}{x^{2}}, \quad \frac{1}{(2-5 x)^{2}}, \quad \frac{1}{(7 x+2)^{2}}, \quad \frac{1}{(a-x)^{2}}, \quad \frac{1}{(\operatorname{mnx-n})^{2}}$.
6. $\sec ^{2} x, \quad \sec ^{2}(x+\alpha), \quad \sec ^{2} m x, \quad \sec ^{2}(\alpha+2 x), \quad \sec ^{2}(x / m), \quad \sec ^{2}(n x+m)$.
7. $\frac{1}{x^{n}}, \quad \frac{1}{(4 x-5)^{n}}, \quad \frac{1}{(1-2 x)^{n}}, \quad \frac{1}{(c-x)^{n}}, \quad \frac{1}{(b x-a)^{n}}$.
8. $\frac{1}{\sqrt[n]{x}}, \frac{1}{\sqrt[n]{(x+3)}}, \frac{1}{\sqrt[n]{(2 x-5)}}, \frac{1}{\sqrt[n]{(a-x)}}, \frac{1}{\sqrt[n]{(n x+c)}}, \frac{1}{\sqrt[n]{(2 x)}}, \frac{1}{\sqrt[n]{(m x)}}$.

ө. $\frac{1}{x}, \frac{1}{(x-3)^{4}}, \quad \frac{1}{(3-x)^{\prime}}, \quad \frac{1}{(3-7 x)^{4}}, \quad \frac{1}{(p x+q)^{\bullet}}$.
Evaluate
10. $\int(7 y-4)^{5} d y$.
11. $\int(a-b t)^{9 / 2} d t$.
1.2. $\int \sqrt[n]{(p+q z) d z . ~}$
13. $\int \frac{d z^{*}}{\sqrt[3]{ }(5-3 z)}$.
14. $\int \frac{d u}{\sqrt{ }(1-u)^{3}}$.
15. $\int \frac{d \theta}{(a-3 \theta)^{3}}$.
18. $\int(a-t)^{p} d t$.
17. $\int \frac{d u}{(7-4 u)^{n}}$.
18. $\int \frac{d y}{\sqrt[n]{(b-n y)}}$.
19. $\int \cos 3 \theta d \theta, \quad \int \cos \frac{1}{3} \theta d \theta, \quad \int \cos (\alpha-\theta) d \theta, \int \cos (n \theta+\alpha) d \theta$.
20. $\int \frac{d z}{\sqrt{z^{3}}}, \int \frac{d y}{\sqrt{ }(1-y)^{3}}, \int \frac{d u}{\sqrt{ }(3 u-5)^{3}}, \int \frac{d v}{\sqrt{ }(a v+b)^{\text {j }}}$;
21. Given that $d y / d x=(3 x-4)^{2}$, find $y$ in terms of $x$ in two ways, and compare the results. Find from each expression the value of $y$ in terms of $x$, given that $y=10$ when $x=2$.
We now discuss a few simple applications which involve only such integrals as have just been considered.

## 77. Applications to geometry.

The integral calculus can be used to find what curves possess a given property. Two simple examples will be given at this stage. Others will occur later.

## Examples:

(1) In what curves does the slope at any point rary inversely as the square of the abscissa of the point?

Here we have

$$
\begin{gathered}
d y / d x=k / x^{2} \\
y=\int k / x^{2} \cdot d x=-k / x+C \\
x(y-C)=-k
\end{gathered}
$$

$\therefore$ integrating
which may be written

* It is customary to write $\int \frac{1}{f(x)} d x$ in the form $\int \frac{d x}{f(x)}$; and similarly $\int 1 d x$ as $\int d x$.

Hence the curves which possess the given property are rectangular hyperbolas ( p .21 ).

If $C=0$, we get a rectangular hyperbola with the axes as asymptotes (the quadrants in which the curve lies depending upon the sign of $k$ ); as the value or $C$ is varied (and any value can be assigned to it at will) one of the asymptotes moves parallel to the axis of $y$.
(ii) Find the curves in which the subtangent at any point $\mathbf{P}$ is proportional to the tangent of the angle which OP makes with the axis of $\mathbf{x}$.

The subtangent is (Art. 48) $y / \frac{d y}{d x}$.
Therefore
and

$$
y / \frac{d y}{d x}=k \frac{y}{x} ; \quad \text { i.e. } \quad d y / d x=x / k
$$

$$
y=\int x / k \cdot d x=x^{2} / 2 k+C .
$$

Therefore the curves required are parabolas (p.18) whose axes lie along the axis of $y$.
78. Application to mechanics.

It has been shown (Art. 62) that if $s$ be the distance, measured from a fixed point of its path, of a moving point at time $t$ (measured from some fixed instant), then the velocity $v$ is equal to $d s / d t$, and the acceleration is equal to $d v / d t, d^{2} s / d t^{2}$, or $v d v / d s$; and several examples were worked in which the velocity and acceleration at any instant were deduced from a given expression for $s$ in terms of $t$.

By the use of the integral calculus we can reverse this process; i.e. given the acceleration, we can determine, first, the velocity and thence the distance travelled. These examples illustrate the part played by the constant of integration.

## Examples :

(i) A point moves in a straight line with constant acccleration a; if v be its velocity and s its distance from some fixed point in the line at the end of time t , find v and s in terms of t .

Taking the first of the three expressions for the acceleration (since we want $v$ in terms of $t$ ) we have $d v / d t=a$,

$$
\therefore \quad v=\int a d t=a t+C
$$

If $t=0, v=C$; therefore $C$ is the velocity when $t=0$, i. e. the initial velocity; denoting this by $u$, we have
i.e.

$$
\begin{align*}
v & =u+a t \\
d s / d t & =u+a t \\
\therefore \quad s=\int(u+a t) d t & =u t+\frac{1}{2} a t^{2}+C \tag{i}
\end{align*}
$$

Here $C$ is the value of $s$ when $t=0$, and therefore depends upon the position of the point from which $s$ is measured. If the startingpoint be taken as the origin, then $s=0$ when $t=0$; therefore, substituting in (i), we get $C=0$, and $s=u t+\frac{1}{2} a t^{2}$.

If we take for the acceleration the expression $v d v / d s$, we shall get the relation between $v$ and $s$. We have $v d v / d s=a$. Now the d. c. of $v^{2}$ with respect to $s=2 v d v / d s$ (Art. 31). Therefore integrating the preceding equation with respect to $s$, we have

$$
\begin{equation*}
\frac{1}{2} v^{2}=a s+C . \tag{ii}
\end{equation*}
$$

$C$ is the value of $\frac{1}{2} v^{2}$ when $s=0$; therefore, taking the startingpoint as origin, so that $v=u$ when $s=0$, we have $\frac{1}{2} u^{2}=C$, and $\quad \frac{1}{2} v^{2}=a s+\frac{1}{2} u^{2}$, i. e. $v^{2}=u^{2}+2 a s$.

Thus we obtain the three well-known equations of uniformly accelerated rectilinear motion.
If the point starts with velocity $u$ at distance $s_{0}$ from the origin, then in finding $s$ in terms of $t, s=s_{0}$ when $t=0$; therefore, substituting these values in (i), $s_{0}=C$, so that

$$
s=s_{0}+u t+\frac{1}{2} a t^{2} .
$$

In finding $v$ in terms of $s, v=u$ when $s=s_{0}$; therefore, substituting these values in (ii),

$$
\frac{1}{2} u^{2}=a v_{0}+C \text {; }
$$

substituting this value of $C$ in (ii),

$$
\frac{1}{2} v^{2}=a s+\frac{1}{2} u^{2}-a s_{0} \text {, i. e. } v^{2}=u^{2}+2 a\left(s-s_{0}\right) .
$$

(ii) $A$ point moves in a straight line under the influence of an acceleration which varies as the square of the time the point has been in motion; find the velocity at any instant and the distance travelled.

Here $d v / d t=k t^{2}$, where $k$ is a constant,

$$
\therefore \quad v=\int k t^{2} d t=\frac{1}{8} h t^{3}+C .
$$

If $u$ be the initial velocity, $v=u$ when $t=0, \quad \therefore u=0+C$; i. $e$.

$$
v=u+\frac{1}{3} k t^{3} .
$$

This gives the velocity at the end of time $t$.

> Next

$$
d s / d t=v=u+\frac{1}{8} k t^{3} ;
$$

$$
\therefore s=u t+1_{12}^{1} k t^{4}+C
$$

If $s$ be measured from the starting-point, $s=0$ when $t=0$;

$$
\therefore \quad C=0, \text { and } s=u t+1_{1}^{1} \frac{1}{2} t^{4} .
$$

This gives the distance travelled in $t$ seconds.
(iii) A particle is projected vertically upvards with velocity 40 ft. secs., and, in addition to being acted upon by gravity, is subject to a retardation which varies as the time from the commencement of the motion, and which at the end of the first second is equal to 16 ft. secs. per second. To what height will the particle ascend?
The variable retardation is $k t$ and this is equal to 16 when $t=1$; therefore $k=16$. Hence the total retardation $=g+k t=32+16 t$.

$$
\begin{aligned}
\therefore \quad d v / d t & =-32-16 t, \\
& =-32 t-8 t+C .
\end{aligned}
$$

and, integrating,
$v=40$ when $t=0$. Substituting these values in the equation just obtained, $40=C$,
and therefore

$$
v=40-32 t-8 t^{2}
$$

Again
$d s / d t=v=40-32 t-8 t^{3}$.
Therefore, integrating, $s=40 t-16 t^{2}-\frac{8}{2} t^{3}+C$.
$s=0$ when $t=0$, whence $0=C$, and $s=40 t-16 t^{2}-{ }_{3}^{2} t^{3}$.
This gives the height after $t$ seconds.
At the highest point, $0=0$,

$$
\therefore 40-32 t-8 t^{1}=0, \text { i. e. } \quad 8(5+t)(1-t)=0 .
$$

Taking the positive root of this equation, $t=1$, it follows that the particle reaches its greatest height at the end of 1 second, and the distance travelled in that second is found by putting $t=1$ in the expression for $s$. This gives $s=40-16-\frac{8}{3}=21 \frac{1}{3}$. Therefore the particle attains the height of $21 \frac{1}{3}$ feet.

## Examples XXVIII.

1. In what curves is the slope proportional to the abscissa?
2. Find the curves in which the subnormal is proportional to the abscissa.
3. Find the equation of the curves in which the slope varies as the $n^{\text {th }}$ power of the abscissa.
4. In what curves is the subnormal constant?
5. In what curves is the sum of the abscissa and subnormal constant? Explain your answer geometrically.
6. In what curves does the rectangle contained by the abscissa and the subtangent vary as the square of the ordinate?
7. Find the equation of the curves in which the cube of the ordinate varies as the product of the subtangent and the square of the abscissa.
8. Find the equation of the curves in which the rectangle contained by the ordinate and the subnormal varics as the abscissa.
-. In what curves does the slope vary as the cube of the ordinate?
9. In what curves does the subtangent vary as the square of the ordinate?
10. The acceleration of a moving point, at the end of $t$ seconds from the commencement of its motion, is $18-2 t \mathrm{ft}$. secs. per sec.; find the velocity at the end of 3 seconds, and the distance travelled in that time, if the initial velocity be 20 ft . sucs.
11. A particle starts with velocity $u$ and moves with an acceleration $f \cos \frac{1}{8} \pi t$; find the velocity and the distance travelled at the end of 3 seconds.
12. A particle starts from rest at a distance $a$ from a fixed point 0 , and is subject to an acceleration towards $O$ which varics as the distance from $O$; find the velocity in any position. [Use $v d v / d s$ for the acceleration.]
13. A particle starting with velocity 21 ft . secs. has an acceleration $5-4 t^{2}$ ft . secs. per second; when does it first come to rest, and how far has it then travelled?
14. The acceleration of a moving point which starts from rest is $\sqrt{ }(1+t)$ after $t$ seconds; find the velocity at the end of 8 seconds, and the distance from the starting-point at the end of 3 seconds.
15. The acceleration of a moving point is $7-2 s$, where $s$ is the distance from the starting-point, which it leaves with velocity 40 ft . secs.; how far does it go before first coming to rest?
16. A particle falls vertically from rest, and, in addition to being acted upon by gravity, is subject to a retardation which varies as the time and which at the end of 2 seconds is 20 ft . secs. per second; find the velocity at the end of 6 seconds and the distance fallen through in that time.
17. If, in the preceding example, the retardation varies as the distance fallen through and is 20 ft . secs. per second after falling 5 feet, find the velocity after falling 15 feet.
18. A particle moves in a straight line towards a fixed point $O$ in the line, starting from rest at a distance of 40 feet from $O$; it is under the influence of a force which gives it an acceleration towards $O$ of $100 / s^{2} \mathrm{ft}$. secs. per second, where $s$ is its distance from $O$; find its velocity (i) when it is half-way to $O$, (ii) when it has moved 30 feet.
19. The velocities of a moving point parallel to the axes of $x$ and $y$ respectively are, after $t$ secs., $8-2 t$ and $8 \sqrt{ } t$; find the coordinates of the point at the end of 4 seconds, taking the origin as the starting-point.
20. In the preceding question, find the velocity along the arc and the distance travelled along the arc. (See Art. 67.)
21. The relocities of a moving point parallel to the axes are, after $t$ secs., $t^{2}-9$ and $6 t$, and the point starts from the origin; find the equation of its path.

## 79. Areas of curves.

We have, in Art. 14, defined what is meant by the area bounded by a curved line.

Let $A P$ (Fig. 75) be an arc of a curve measured from some fixed point $A$ to a variable point $P$ whose coordinates are $(x, y)$. Let the


Fig. 75.
area $A H N P$ between the curve, the axis of $x$ and the ordinates $A H$ and $P N$ be denoted by $\varepsilon$. This area may be regarded as generated by the motion of the ordinate $N P$ starting from $H A$ and moving to
the right; to each value of $x$ corresponds a value of $z$, so that $z$ is a function of $x$.

Let $x$ increase to $x+\delta x$, and let $Q$ be the corresponding point on the curve and $M Q$ its ordinate; then the area $P N M Q$ is $\delta \varepsilon$, the increase in $\varepsilon$ due to the increase $\delta x$ in $x$, and $M Q$ is $y+\delta y$.

Complete the rectangles $P N M Q^{\prime}$ and $Q M N P^{\prime}$.
Then, if the slope from $P$ to $Q$ be positive,
$\delta s>$ the rect. $P^{\prime} N M Q^{\prime}$ and < the rect. $P^{\prime} N M Q$,
i.e.

$$
>N P . N M I \text { and }<M Q . N M T,
$$

i. .
$\therefore$

$$
>y \delta x \text { and }<(y+\delta y) \delta x
$$

$\delta \varepsilon / \delta x>y$ and $<y+\delta y$.
[If the slope from $P$ to $Q$ be negative, the inequality signs will be reversed, as is obvious by drawing a figure. We have assumed that the slope has the same sign from $P$ to $Q$. The range can be taken sufficiently small for this to be the case.]

When $\delta x \rightarrow 0, \delta y$ also $\rightarrow 0$; therefore $\delta z / \delta x$, which we have just proved to differ from $y$ by a smaller quantity than $\delta y$, tends to the limiting value $y$.

But $d \varepsilon / d x$ is, by definition, the limit of $\delta z / \delta x$ when $\delta x \rightarrow 0$.

$$
\therefore \quad d z / d x=y .
$$

If the equation of the curve $A P$ is given, we can find $y$ in terms of $x$. We have therefore $d z / d x=a$ function of $x$, and $z$ is found by integration.

## Examples:

(i) Find the area between the parabola ay $=\mathrm{x}^{2}$, the axis of x and the ordinate $\mathrm{x}=\mathrm{h}$.
If $z$ be the area from the origin to the ordinate of a point $(x, y)$,

$$
\begin{gathered}
d z / d x=y=x^{2} / a \\
\therefore \quad z=\int \frac{x^{2}}{a} d x=\frac{x^{3}}{3 a}+C .
\end{gathered}
$$

Clearly the area OPN (Fig. 76) is zero when $P$ coincides with $O$, i.e. $z=0$, when $x=0$. Therefore $C=0$, and substituting in the preceding equation,

$$
z=x^{3} / 3 a .
$$

This gives the area from the origin to the ordinate $P N$.

The area $O B H$ is the value of $z$ when $x=h$, and therefore is equal to $h^{\mathrm{s}} / 3 a$.

Since the point $B$ is on the curve,

$$
a \cdot H B=h^{2} ;
$$



Fig. 76.
$\therefore$ the area $O H B=\frac{h^{3}}{3 a}-\frac{h}{3} \cdot \frac{h^{2}}{a}=\frac{1}{3} h . H B=\frac{1}{3}$ area of rect. $O H . H B$.
(ii) Find the area between the curve $y=11 x-24-x^{2}$ and the axis of $x$.

We have $y=(8-x)(x-3)$; and the curve cuts the axis of $x$ where $y=0$, i. e. where $x=3$ and $x=8$. Let these two points be $A$ and $B$ (Fig. 77).


Fig. 77.
If $z$ denote the area from $A$ to $P N$, we have

$$
\begin{aligned}
d z / d x & =y=11 x-24-x^{2} \\
\therefore \quad z & =\int\left(11 x-24-x^{2}\right) d x \\
& =x_{2}^{1} x^{2}-24 x-1 x^{3}+C .
\end{aligned}
$$

In this case, $z=0$ when $P$ is at $A$, i. e. when $x=3$. Therefore, substituting in preceding equation,

$$
\begin{gathered}
0=\frac{99}{2}-72-\frac{2}{3}+C, \text { whence } C=\frac{4}{2} \\
z=\frac{3}{2} x^{2}-24 x-\frac{1}{3} x^{3}+\frac{13}{2} .
\end{gathered}
$$

and
The area from $A$ to $B$ is oltained by putting $x=8$ in this result, giving the required area $A I^{\prime} B$

$$
-\frac{12}{2} \times 64-192-\frac{1}{3} \times 512+\frac{59}{2}-20 \frac{8}{3} \text { units of a rea. }
$$

If the area to be determined is on the negative side of the axis of $x, y$ will be negative, and the value obtained for the area will be negative if it be measured in the direction in which $x$ increases. For instance, if, in the preceding example, the equation of the curve had been $y=x^{2}-11 x+24$, the area would have been on the other eide of the axis of $x$, and the answer would have appeared as -205 .

Further examples of the determination of areas will be given in Chapter XVI.

The geometrical meaning of the existence of the arbitrary constant of integration is now easily seen. It will be noticed that the investigation of this article does not involve the position of the initial ordinate $A H$ from which the area $z$ is measured, and the result will be the same wherever $A H$ may be. The arbitrary position of this ordinate corresponds to the arbitrary value of the constant of integration. When the position of $A H$ is assigned, the constant of integration can be determined, as is shown in the working of the two examples just considered. In Ex. (i), when $A H$ was taken at the origin, $C$ was found to be 0 , and in Ex. (ii) when $A H$ was taken at $x=3, C$ was found to be $\frac{63}{2}$. If the areas had been measured from some other ordinates, different values for $C$ would have been obtained.
80. Substitution of limits of integration. Definite integrals.

It will be noticed, from the last example, that the final value of $z$ is obtained in the following manner. Taking the expression $\frac{12}{2} x^{2}-24 x-\frac{1}{3} x^{3}$ obtained on integration, $C$ is the result of substituting $x=3$ in this expression with the sign changed.

Then the final value of $\varepsilon$ is the result of substituting $x=8$ in the integral $+C$
$=$ result of substituting $8-$ result of substituting 3 in the integral
$=$ the difference of the results of substituting in the integral the extreme values of $x$.
That the area is always obtained by this procedure can be shown as follows:

Let $y=f(x)$ be the equation of a curve, and let $f(x)$ be the derived function of $F(x)$. Suppose that the area between the curve, the axis of $x$, and the ordinates $x=a$ and $x=b$ is required.

Then

$$
\begin{aligned}
& d z / d x=y=f(x), \\
& \therefore \quad=f f(x) d x+C=F(x)+C .
\end{aligned}
$$

Now the area $z$, being measured from the ordinate $x=a$, is equal to 0 when $x=a$. Therefore $0=F(a)+C$ and $C=-F(a)$.

Hence

$$
\varepsilon=F(x)-F(a)
$$

The area from $x=a$ to $x=b$ is found by putting $x=b$ in this expression,
i. e. the required area $=F(b)-\vec{F}(a)$
$=$ the difference of the results of substituting in
the integral of $f(x)$ the extreme values of $x$.
This operation is generally indicated in the following way:

$$
z=\int_{a}^{b} f(x) d x,
$$

which is read ' is the integral, from $a$ to $b$, of $f(x)$ with respect to $x$ '. This is called a definite integral, and $a$ and $b$ are often referred to as the limits of integration. This name is not a fortunate one, and the meaning of the word limit used in this sense has no connection whatever with a limit as defined in Art. 12.

## 81. Vidumes of soltds of revolution.

If (Fig. 78) the area $A H K B$ be rotated about the axis of $x$, a solid is generated such that its section by any plane perpendicular to the axis of $x$ is a-circle. Such a solid is called a solid of revolution. Sbe Art. 14 (4).

The volume $V$ between the sections through $A I$ and $P N$ will be a furretion of $x$, the abscissa of $P$.

If $x$ be increased to $x+\delta x$, then, as in Art. 79 in the case of an area, the increase $\delta V$ in volume thereby produced is intermediate


Fig. 78.
between the volumes formed by the rotation of the rectangles $P M$ and $Q N$, and these volumes are cylinders of height $\delta x$ and radii $y$ and $y+\delta y$ respectively.

Therefore $\delta V$ is between $\pi y^{2} \delta x$ and $\pi(y+\delta y)^{2} \delta x$, $\therefore \delta \nabla / \delta x$ is between $\pi y^{2}$ and $\pi(y+\delta y)^{2}$.
As $\delta x \rightarrow 0, \delta y \rightarrow 0$ and $\pi(y+\delta y)^{2} \rightarrow \pi y^{2}$,
$\therefore \delta \nabla / \delta x$, which is between these two, also $\rightarrow \pi y^{2}$ as its limit.
i. $\theta$.

$$
d \nabla / d x=\pi y^{2} .
$$

From the equation of the rotating curve, $y$ and therefore $\pi y^{2}$ can be found in terms of $x$, and $V$ is found by integration.

Exactly as in the case of areas, as explained in Art. 80, the volume $V$, between the two circular sections through the ordinates $x=a$ and $x=b$, is obtained by subtracting the result of substituting $x=a$ from the result of substituting $x=b$ in the integral of $\pi y^{2}$ with respect to $x$, and may be written in the form

$$
\nabla=\int_{a}^{b} \pi y^{2} d x
$$

Examples:
(i) Find the volume of a right circular cone of height h and radius r .

Let $\alpha$ (Fig. 79) be the semi-vertical angle of the cone. The equation of $O A$ is $y=x \tan \alpha$.
Hence

$$
d V / d x=\pi y^{2}=\pi x^{2} \tan ^{2} \alpha_{;}
$$

$$
\begin{gathered}
\therefore \quad V=\int \pi x^{2} \tan ^{2} \alpha d x=\pi \tan ^{2} \alpha \cdot \frac{1}{8} x^{3}+C . \\
V=0 \text { when } x=0 ; \quad \therefore \quad C=0, \text { and } V=\frac{1}{8} \pi x^{5} \tan ^{2} \alpha .
\end{gathered}
$$

This is the volume generated by the revolution of ONP.

$$
\text { At } \begin{aligned}
B, x=h ; \quad \therefore \text { volume of cone } & =\frac{1}{8} \pi h^{8} \tan ^{2} \alpha \\
& =\frac{1}{3} \pi r^{2} h, \text { since } r=h \tan \alpha .
\end{aligned}
$$

(ii) Find the volume of a sphere, and of the part of a sphere cut off by two parallel-planes.
A sphere is formed by the revolution of a semicircle about its diameter Let the equation of the circle be $x^{2}+y^{2}=r^{2}$.
Here $\quad d V / d x=\pi y^{2}=\pi\left(r^{2}-x^{2}\right)$;

$$
\therefore V=\int \pi\left(r^{2}-x^{2}\right) d x=\pi\left(r^{2} x-\frac{1}{3} x^{3}\right)+C .
$$

For the hemisphere, let $V$ be measured from $O B$; then $V=0$ when $x=0$, $\therefore \quad C=0$ and $V=\pi\left(r^{2} x-\frac{1}{8} x^{3}\right)$.


Fig. 79.


Fig. 80.

This is the volume generated by $O B P N$.
At $A, x=r$. Hence the volume of the hemisphere

$$
=\pi\left(r^{3}-\frac{1}{8} r^{2}\right)=\frac{2}{3} \pi r^{3},
$$

and the volume of the sphere $=\frac{5}{3} \pi r^{3}$.
If the volume between $x=a$ and $x=b$ be required, then, returning to the equation

$$
V=\pi\left(r^{2} x-\frac{1}{8} x^{3}\right)+C,
$$

we have, measuring $V$ from $x=a, V=0$ when $x=a$,
therefore

$$
C=-\pi\left(r^{2} a-\frac{1}{8} a^{5}\right),
$$

and

$$
V=\pi\left(r^{2} x-\frac{1}{3} x^{5}\right)-\pi\left(r^{2} a-\frac{1}{3} a^{3}\right) .
$$

This is the volume generated by HCPN.
Therefore the volume required, obtained by putting $x=b$,

$$
\begin{aligned}
& =\pi\left(r^{2} b-\frac{1}{8} b^{3}\right)-\pi\left(r^{2} a-\frac{1}{3} a^{3}\right) \\
& =\pi r^{2}(b-a)-\frac{1}{8} \pi\left(b^{3}-a^{3}\right) \\
& =\pi(b-a)\left\{r^{2}-\frac{1}{3}\left(b^{2}+a b+a^{2}\right)\right\} .
\end{aligned}
$$

If $b=r$, the figure is referred to as a spherical cap.

Using the notation explaincd in Art. 80, the working is generally set down as follows:

Volume of hemisphere

$$
\begin{aligned}
& -\int_{0}^{r} \pi\left(r^{3}-x^{3}\right) d x \\
& =\left[\pi\left(r^{2} x-\frac{1}{8} x^{3}\right)\right]_{0}^{r}=\pi\left(r^{3}-\frac{1}{3} r^{3}\right)-\pi(0)=3 \pi r^{3}
\end{aligned}
$$

Volume of slice of sphere

$$
\begin{aligned}
& =\int_{a}^{b} \pi\left(r^{3}-x^{2}\right) d x \\
& =\left[\pi\left(r^{2} x-\frac{1}{8} x^{3}\right)\right]_{a}^{b}=\pi\left(r^{2} b-\frac{1}{8} b^{3}\right)-\pi\left(r^{2} a-\frac{3}{y} a^{4}\right)
\end{aligned}
$$

## Examples XXIX.

Find the areas whose boundaries are given in Examples 1-10. Find also the volumes generated when these areas rotate about the axis of $\boldsymbol{x}$.

1. The axis of $x$, the curve $y=x^{3}$, and the ordinate $x=3$.
2. The axis of $x$, the curve $y=\frac{1}{1}(x+1)^{3}$, and the ordinates $x=2, x=4$.
3. The axis of $x$, the parabola $y^{2}-12 x$, and the ordinate $x=3$.
4. The parabola $y^{2}=12 x$, and the double ordinate $x=12$.
5. The axis of $x$, and the curve $y=9 x-x^{2}-14$.
6. The axis of $x$, and the curve $y-(x-1)^{2}-25$.
7. One semi-undulation of $y=\sin x$, and the a xis of $x$. [ In finding the volume, use the formula $\sin ^{3} x=\frac{1}{2}(1-\cos 2 x)$.]
8. The curve $4 a y^{2}=3 x^{3}$, and the duuble ordinate $x=a$.
9. The curve $x^{2} y=30$, the asis of $x$, and the ordinates $x=2, x=6$.
10. The curve $9 y=x^{2}(x+3)$, and the axis of $x$.
11. If $P$ be a point on the curve $y^{\prime \prime}=k x^{n}$, and $I^{\prime M} M, P N$ be drawn perpendicular to the axes; prove that the curve divides the rectangle OMPN into two parts whose areas are as $m: n$.
12. Find the area between the curve $\sqrt{ } x+\sqrt{ } y=\sqrt{ } a$ and the axes of coordinates.
13. An ellipse whose semi-axes are 8 and 4 inches in length rotates about its major axis; find the volume of the solid formed (which is called a prolate spheroid).
14. The paralola $y^{2}=4 a x$ rotates about the axis of $x$; prove that the volume of a segment, measured from the vertex, of the solid formed (called a paraboloid of revolution) is half the volume of the circumscribing cylinder.
15. The rectangular hyperbola $x^{2}-y^{2}=a^{2}$ [p.20] revolves about the axis of $x$; prove that the volume of a segment of the hyperboloid of height $a$ measured from the vertex is equal to the volume of a sphere of radius $a$.
16. Find the volume of the solid formed (called an oblate spheroid) by the rotation of the ellipse mentioned in Ex. 13 about the minor axis.
17. The curve $a y^{2}=x^{3}$ rotates about the axis of $x$; prove that the volume of the resulting solid, cut off by a plane perpendicular to the axis, is a quarter of the volume of the circumscribing cylinder.
18. Find the area between the curve $y=x^{2}$ and the straight line $y=4 x$.
19. Find the area between the curves $y=x^{4}$ and $x=y^{2}$.
20. Find the area between the curves $y^{2}=x$ and $y^{2}=x^{3}$.
21. Find the volume formed by the rotation of the astroid $x^{2 / 3}+y^{2 / s}=a^{2 / 3}$ about the axis of $x$.
22. The radii of the ends of a frustum of a right circular cone are 2 and 5 inches respectively, and its length is 1 foot; find its volume.
23. Prove that the volume of a spherical cap of height $h$ is $\pi h^{2}\left(r-\frac{1}{3} h\right)$, where $r$ is the radius of the sphere.
24. Find the volume formed by the rotation of the loop of the curve $a y^{2}=x(x-a)^{2}$ about the axis of $x$.
25. Find the area of the maximum circular section of this solid.
26. The axis of $x$ intercepts two portions of the curve

$$
a^{2} y=(x-a)(x-2 a)(x-3 a) ;
$$

prove that they are equal in area.
27. The segmeut of the parabola $y^{2}=9 x$, cut off by the straight line $x=y$, rotates about the axis of $x$; find the volume generated.
28. The coordinates of two points $A$ and $B$ on the curve $a^{n-2} y=x^{n-1}$ are ( $x_{1}, y_{1}$ ) and ( $x_{2}, y_{2}$ ); prove that the area between the curve, the axis of $x$ and the ordinates of $A$ and $B$ is $\left(x_{2} y_{2}-x, y_{1}\right) / n$.
29. The curve $y^{2}=a^{2} \cos \frac{1}{2}(x / a)$ rotates about the axis of $x$; find the volume between $x=-\pi a$ and $x=+\pi a$.
30. The curve $y(3 a-2 x)^{3}=a^{3}$ rotates about the axis of $x$; find the volume between $x=0$ and $x=a$.
81. Find the area between the curves $y=(3 x-5)^{3}$ and $y^{3}=3 x-5$.
82. Find the area between the graph of $p v^{\gamma}=k$, the axis of $v$, and the ordinates $v=v_{1}, v=v_{2}$.

## 82. Length of arc of a curve.

The length of an arc of a curve has been defined in Art. 14 (3).

Let $s$ be the length of the arc, measured from some fixed point $A$ (Fig. 81) on the curve, to a point $P$ whose coordinates are $(x, y)$, and let $s+\delta s$ be the length of the arc from $A$ to a neighbouring point $Q$ whose coordinates are $(x+\delta x, y+\delta y)$.

Draw $P K$ perpendicular to the ordinate of $Q$, and let $Q P$ meet $O X$ in $T$.


Fig. 81.

Then $P K=\delta x, K Q=\delta y, \operatorname{arc} P Q=\delta s$.
Now $\quad \sin X T P=\sin K P Q=\frac{K Q}{P Q}=\frac{\delta y}{\delta s} \times \frac{\delta s}{I^{\prime} Q}$.

$$
\cos X T P=\cos K P Q=\frac{P K}{P Q}=\frac{\delta x}{d s} \times \frac{\delta s}{P Q}
$$

It was proved in Art. 13 (10) that, in the case of a circle, Lt (arc $P Q /$ chord $P Q$ ), when $Q$ approaches indefinitely near to $P$, is 1 . We shall assume this property to be true for all curves, and therefore, since the limiting position of $P Q$ is the tangent at $P$, and $\delta y / \delta s, \delta x / \delta s \rightarrow$ the limits $d y / d s, d x / d s$ respectively, the preceding relations become

$$
\sin \psi=d y / d s, \quad \cos \psi=d x / d s
$$

where $\psi$ is the inclination to $O X$ of the tangent at $P$.
Since $\sin ^{2} \psi+\cos ^{2} \psi=1$, we have $\left(\frac{d x}{d s}\right)^{2}+\left(\frac{d y}{d s}\right)^{2}=1$.
Also

$$
\begin{gathered}
\left(\frac{d s}{d x}\right)^{2}=\sec ^{2} \psi=1+\tan ^{2} \psi=1+\left(\frac{d y}{d x}\right)^{2} ; \\
\therefore \quad \frac{d s}{d x}= \pm \sqrt{ }\left\{1+\left(\frac{d y}{d x}\right)^{2}\right\}
\end{gathered}
$$

and

$$
\begin{gathered}
\therefore \frac{d s}{d x}= \pm \sqrt{ }\left\{1+\left(\frac{d y}{d x}\right)^{2}\right\}, \\
\left(\frac{d s}{d y}\right)^{2}=\operatorname{cosec}^{2} \psi=1+\cot ^{2} \psi=1+\binom{d x}{d y}^{2} ; \\
\therefore \frac{d s}{d y}= \pm \sqrt{ }\left\{1+\left(\frac{d x}{d y}\right)^{2}\right\} .
\end{gathered}
$$

The + signs must be taken if the variables increase together.
From the equation of the curve, $d y / d x$ can be found in terms of $x$, or $d x / d y$ in terms of $y$, and then $s$ will be obtained by integration.
If the coordinates $x$ and $y$ of the point $P$ are expressed in terms of a variable $\theta$, then since $\delta x^{2}+\delta y^{2}=P Q^{2}=\delta s^{2} \times\left(P^{2} Q / \delta s\right)^{2}$, we have, dividing by $\delta \theta^{2}$,

$$
\left(\frac{\delta x}{\delta \theta}\right)^{2}+\left(\frac{\delta y}{\delta \theta}\right)^{2}=\left(\frac{\delta s}{\delta \theta}\right)^{2}\left(\frac{P Q}{\delta s}\right)^{2} ;
$$

therefore, when $\dot{\theta} \theta \rightarrow 0,\left(\frac{d x}{d \bar{\theta}}\right)^{2}+\left(\frac{d y}{d \theta}\right)^{2}=\binom{d s}{d \bar{\theta}}^{2}$.

## Examples:

(i) Find the value of $\mathrm{ds} / \mathrm{dx}$ in the curve $4 \mathrm{y}^{2}=\mathrm{s}^{3}$, and deduce the length of the curve from the origin to the point $(4,4)$.
We have

$$
y=\frac{1}{2} x^{3 / 2} ; \quad \therefore d y / d x=\frac{3}{1} x^{1 / 2} \text { and } d s / d x= \pm \sqrt{ }\left(1+{ }_{16}^{9} x\right) \text {. }
$$

Since $s$, measured from the origin, increases as $x$ increases, the + sign must be taken;

$$
\begin{aligned}
& \therefore:=\int\left(1+\frac{9}{18} x\right)^{1 / 2} d x=\left(1+\frac{8}{18} x\right)^{3 / 2 /\left(\frac{8}{2} \times{ }_{18}{ }^{9}\right)}+C=\frac{8}{27}\left(1+\frac{9}{18} x\right)^{8,2}+C . \\
& s=0 \text { when } x=0, \quad \therefore 0=\frac{8}{2}+C \text {, i.e. } C=-\frac{8}{2} \text {. } \\
& \therefore s=\frac{3}{87}\left[\left(1+\frac{9}{10} x\right)^{3 / 2}-1\right] \text {. }
\end{aligned}
$$

This is the length of the arc from the origin to the point whose abscissa is $x$; therefore the length of the arc to the point whose abscissa is 4

$$
=\frac{3}{2}\left[\left(\frac{1}{4}\right)^{3 / 2 / 2}-1\right]=5 \cdot 76 \text { nearly. }
$$

(ii) Find the length of the arc of the curve $6 x y=3+y^{4}$, between the points whose ordinates are 1 and 4.

In this case, we must find $d s / d y$ and integrate with respect to $y$.

$$
x=\frac{1}{2 y}+\frac{y^{3}}{6} ; \quad \therefore \frac{d x}{d y}=-\frac{1}{2 y^{2}}+\frac{y^{2}}{2},
$$

and

$$
\binom{d s}{d y}^{2}=1+\frac{1}{4 y^{4}}-\frac{1}{2}+\frac{y^{4}}{4}=\left(\frac{1}{2 y^{2}}+\frac{y^{2}}{2}\right)^{2} ;
$$

$\therefore \frac{d s}{d y}=\frac{1}{2 y^{2}}+\frac{y^{2}}{2}$, taking the + sign, since $s$ is being measured from $y=1$ to $y=4$, and thercfore is increasing as $y$ increases.

Hence

$$
s=\int\left(\frac{1}{2 y^{2}}+\frac{y^{2}}{2}\right) d y=-\frac{1}{2 y}+\frac{y^{3}}{6}+C .
$$

$s=0$ when $y=1 ; \quad \therefore 0=-\frac{1}{2}+\frac{1}{6}+C$, and $C=\frac{1}{8}$.
Therefore

$$
s=-\frac{1}{2 y}+\frac{y^{3}}{6}+\frac{1}{8}
$$

and the length of the arc from $y=1$ to $y=4$ is $-\frac{1}{8}+\frac{84}{6}+\frac{1}{3}$, i.e. 10 .
(iii) Find $\mathrm{ds} / \mathrm{d} \theta$ in the cycloid (Art. 50), and deduce the length of one arch of the curve.

Here

$$
\begin{gathered}
\left(\frac{d s}{d \theta}\right)^{2}=\left(\frac{d x}{d \theta}\right)^{2}+\left(\frac{d y}{d \theta}\right)^{2} \\
=a^{2}(1-\cos \theta)^{2}+a^{2} \sin ^{2} \theta=a^{2}\left(1-2 \cos \theta+\cos ^{2} \theta+\sin ^{2} \theta\right) \\
=a^{2}(2-2 \cos \theta)=4 a^{2} \sin ^{2} \frac{1}{8} \theta ; \\
\therefore \quad d s / d \theta= \pm 2 a \sin \frac{1}{2} \theta .
\end{gathered}
$$

Measuring $s$ from $O$ (Fig. 53), $s$ increases with $\theta$;

$$
\therefore \quad d s / d \theta=2 a \sin \frac{1}{2} \theta .
$$

Hence

$$
s=\int 2 a \sin \frac{1}{2} \theta d \theta=-4 a \cos \frac{1}{2} \theta+C .
$$

$$
s=0 \text { when } \theta=0 ; \quad \therefore 0=-4 a+C, \text { and } C=4 a,
$$

and

$$
A=4 a\left(1-\cos \frac{1}{2} \theta\right)
$$

When the tracing-point has completed one arch, $\theta=2 \pi$ and $\cos \frac{1}{2} \theta=-1$;

$$
\therefore s=8 a_{1}
$$

i.e. the length of one arch is four times the diameter of the rolling circle.

## 83. Area of surface of a solid of revolution.

This has been defined in Art. 14 (5). Referring to the figure of Art. 81, let $S$ be the area traced out by the rotation of the arc $A P$, and $\delta S$ the area traced out by the rotation of the arc $P Q$. The area of the frustum of a cone generated by the rotation of the chord $P Q$

$$
=P Q \times 2 \pi\left(y+\frac{1}{2} \delta y\right)\left[\text { Art. 14] }=P Q / \delta s \times 2 \pi\left(y+\frac{1}{2} \delta y\right) \delta s .\right.
$$

As $\delta s \rightarrow 0$, the ratio of the area traced out by $\delta s$ to that traced out by $P Q \rightarrow 1$, also $P Q / \delta s \rightarrow 1$ and $y+\frac{1}{8} \delta y \rightarrow y$.
$\therefore \delta S \rightarrow 2 \pi y \delta s$; i.e. $\delta S / \delta s \rightarrow 2 \pi y$, and in the limit, $d S / d s=2 \pi y$. If the equation of the curve be given, we may write

$$
\left.\frac{d S}{d x}=\frac{d S}{d s} \times \frac{d s}{d x}=2 \pi y \frac{d s}{d x}=2 \pi y \sqrt{\{ } 1+\left(\frac{d y}{d x}\right)^{2}\right\}
$$

from the preceding article, and then $S$ is found by integrating with respect to $x$.

If more convenient, we may take

$$
\frac{d S}{d y}=\frac{d S}{d s} \cdot \frac{d s}{d y}=2 \pi y \sqrt{ }\left\{1+\left(\frac{d x}{d y}\right)^{2}\right\},
$$

and then $S$ is found by integrating with respect to $y$.

## Example:

Find the area of the surface formed by the mitation of the puralola $y^{2}=4 a x$ about the axis of x , from the origin to the section $\mathrm{x}=3 \mathrm{a}$.
We have $y=2 \sqrt{ }(a x), d y / d x=\sqrt{ }(a / x)$ and $(d s / d x)^{2}=1+\pi / x$.

$$
\begin{gathered}
\therefore \quad d S^{\prime} d x=2 \pi y d s / d x=2 \pi \cdot 2 \sqrt{ }(a x) \sqrt{ }(1+a / x)=4 \pi \sqrt{\prime} a \cdot \sqrt{ }(a+x) ; \\
\quad \therefore \quad S=4 \pi \sqrt{ } a \cdot \int \sqrt{ }(a+x) d x=4 \pi \sqrt{ } a \cdot(a+x)^{3} \cdot 2+C .
\end{gathered}
$$

$S-0$ when $x=0$, since $S$ is masurec from the origin.

$$
\begin{aligned}
\therefore \quad 0= & \frac{9}{3} \pi a \cdot a^{3,2}+C, \text { and } C=-\frac{1}{i} \pi a^{3} . \\
& S=\frac{8}{8} \pi\left[\sqrt{ } a(a+x)^{3,3}-a^{3}\right] .
\end{aligned}
$$

Hence
Therefore the area as far as the section $x=3$ a

$$
=\frac{8}{8} \pi\left[\sqrt{ } a \cdot(4 a)^{8,2}-a^{2}\right]=\frac{8_{3}^{A} \pi a^{2} .}{}
$$

On account of the radical sign which occurs in the expressions for $d s / d x, d s d y, d S \prime d x$, and $d S / d y$, the integration is often complicated, and few examples can be worked out until further methods of integration have been considered.

## Examples XXX.

1. In the curve $y=1 x^{3}$, find approximately the length of the arc bet ween the points on the curve where $x=2$ and $x=201$ i.e. given $\delta x=01$, find $\delta s]$.
2. In the circle $x^{2}+y^{2}=100$, find approximately the length of the arc from the point $(8,6)$ to the point on the circle where $x=8.03$.
3. In the cycloid $x=10(\theta-\sin \theta), y=10(1-\cos \theta)$, find the approximate length of the arc between the points where $\theta=\frac{1}{2} \pi$ and $\theta=\frac{4}{2} \sigma_{0} \pi$.
4. In the astroid $x=a \cos ^{3} \theta, y=a \sin ^{3} \theta$, find approximately the length of the arc between the points where $\theta=44^{\circ}$ and $\theta=45^{\circ}$.
Find the lengths of the arcs of the following curves:
b. $27 y^{2}=x^{3}$, from the origin to the point where $x=15$.
5. $16 x^{4}=y^{3}$, from the origin to $y=1$.
6. $x^{x}+3=6 x y$, from $x=2$ to $x=8$.
7. $4 y^{2}=(x+2)^{3}$, from $x=2$ to $x=7$.
-. The curve whose slope at the point $(x, y)$ is $2 \sqrt{ }\left(x+x^{2}\right)$, from $x=1$ to $x=10$.
8. The curve whose slope at the point $(x, y)$ is $1 / \sqrt{ }\{3 y(2+3 y)\}$, from $y=0$ to $y=5$.
Find the areas of the following surfaces:
9. The paraboloid formed by rotation of $y^{2}=8 x$ about the axis of $x$, (i) from the origin to $x=16$, (ii) from $x=6$ to $x=16$.
10. The surface formed by rotation of $y=\frac{1}{2} x^{2}$ about the axis of $y$, from the origin to $y=8$.
11. The surface formed by rotation of $x^{4}+3=6 x y$ about the axis of $x$, from $x=1$ to $x=4$.
12. The surface formed by the rotation of $8 x^{2} y=2+x^{4}$ about the axis of $x$, from $x=1$ to $x=2$.
13. The surface formed by the rotation of $9 y^{2}=x(x-3)^{2}$ al.out the axis of $x$, from $x=0$ to $x=3$.
14. Find also the perimeter of the loop of this curre.
15. Prove that in the astroid $x=a \cos ^{3} \theta, y=a \sin ^{3} \theta, d s / d \theta=\frac{8}{2} a \sin 2 \theta$, and deduce the total length of the curre.
16. A circle of radius 4 inches rolls along a fixed straight line $O X$; find the distance travelled by a point $P$ ' on the circumference in one-quarter of a revolution, starting from 0 .

## CHAPTER X

## EXPONENTIAL, HYPERBOLIC, AND INVERSE FUNCTIONS

## 81. Convergent and Divergent Sories.

If each term of a series be finite, the sum of any finite number $n$ of terms is also finite. If $n \rightarrow \infty$, the sum of $n$ terms may increase without bounds or may approach a limiting value.

If, as $n \rightarrow \infty$, the sum of $n$ terms of a series tends to a definite (and therefore finite) limit $S$, the series is said to be convergent and $S$ is called its sum. If the sum of $n$ terms of a series $\rightarrow \infty$ as $n \rightarrow \infty$, the series is divergent.

An example of a convergent series was fully discussed in Art. 13 (3). That series was a particular case of a Geometrical Progression. The surn of $n$ terms of the series

$$
a+a r+a r^{2}+\ldots+a r^{n}
$$

is proved in text-books on elementary algebra to be

$$
a\left(1-r^{n}\right) /(1-r) .
$$

If $|r|<1, r^{n}$ can be made as small as we please by taking $n$ sufficiently large, and therefore the sum of $n$ terms of the series approaches the limit $a^{\prime}(1-r)$; i.e. an infinite G. P. is convergent if its common ratio $r$ is numerically $<1$. If $r$ is equal to or greater than 1 , it is obvious that the sum of the series may be made as large as we please by taking $n$ sufficiently large, and the series is divergent.

The question of convergency or divergency only arises of course in connection with infinite series. If a series consists of only a finite number of terms (each finite) the sum of the series is necessarily finite. In dealing with infinite series, it is of essential importance to know whether, or under what circumstances, the series are convergent, because infinite series obey the ordinary laws of elementary algebra and can be added, subtracted, multiplied, rearranged, \&c. only when they are absolutely convergent [i.e. convergent when all their terms are taken with the same sign].

## 85. Conditions for convergency.

In the first place, it is obviously necessary, if a series is to be convergent, that the $n^{\text {th }}$ term should $\rightarrow 0$ as $n \rightarrow \infty$, for if the terms remained finite, the sum of $n$ of them would clearly $\rightarrow \infty$ as $n \rightarrow \infty$; but this alone is not sufficient.

If $S_{n}$ denote the sum of the first $n$ terms, the definition of a convergent series states that $S_{n} \rightarrow S$, a finite limit, as $n \rightarrow \infty$.
$\therefore S_{n+1}, S_{n+2}, \ldots S_{n+m}$ (being equal to $S_{n}+$ additional terms), also $\rightarrow S$ as $n \rightarrow \infty$ [ $m$ being any positive integer].
$\therefore$ they differ from one another by quantities which $\rightarrow 0$ as $n \rightarrow \infty$;

$$
\therefore S_{n+m}-S_{n} \rightarrow 0 \text { as } n \rightarrow \infty .
$$

Now $S_{n+m}-S_{n}=$ sum of first $n+m$ terms - sum of first $n$ terms

$$
=\text { the sum of } m \text { terms after the } n^{\text {th }},
$$

and $m$ may have any integral value ; therefore not only must
(i) the $\mathrm{n}^{\mathrm{th}}$ term $\longrightarrow 0$ as $\mathrm{n} \rightarrow \infty$, but also
(ii) the sum of any number of terms after the $\mathrm{n}^{\text {th }} \rightarrow 0$ as $\mathrm{n} \rightarrow \infty$.

For instance, in the series

$$
1+\frac{1}{2}+\frac{1}{3}+\frac{1}{4}+\ldots+\frac{1}{n}+\ldots
$$

(which is called the harmonic series), the $n^{\text {th }}$ term, $1 / n, \rightarrow 0$ as $n \rightarrow \infty$, but the series is not convergent, because the second of the conditions mentioned above is not satisfied.

The sum of $n$ terms following the $n^{\text {th }}$ term

$$
=\frac{1}{n+1}+\frac{1}{n+2}+\ldots+\frac{1}{2 n} .
$$

This is greater than $n \times 1 / 2 n$ [the number of terms $\times$ the smallest of them], i. e. $>\frac{1}{2}$, which is not indefinitely small. In fact by taking, after the first and second terms, the next 2 [which are $>2 \times \frac{1}{2}$ ], then the next 4 [which are $>4 \times \frac{1}{8}$ ], the next 8 [which are $>8 \times \frac{1}{18}$ ], the next 16 and so on, we get an infinite number of groups of terms, such that the terms in each group add up to more than $\frac{1}{2}$; and therefore, by taking a sufficient number of groups, we can obtain a sum as large as we please.

## 88. Tests for convergency.

It is often possible to find whether or not a sories is convergent, i.e. whether or not $S_{n}$ tends to a finite limit $S$, even if the exact values of $S_{n}$ and $S$ cannot be found.

The three tests which are the simplest and the most frequently used in elementary cases are the following :
I. The obvious test, that if each term of a given serics is numerically less than the corresponding term of another series which is known to be convergent, then the given series will be convergent.

This is evidently true, because the sum of $n$ terms of the given series is numerically less than the sum of the corresponding terms of the other series, and since the latter tends to a finite limit, so must the former.

It is obviously immaterial whether the inequality holds at the commencement of the series; it is sufficient if it be true for all after a finite number of terms.

For instance, after the first two terms, each term of the series

$$
1+\frac{1}{2!}+\frac{1}{8!}+\frac{1}{4!}+
$$

is less than the corresponding term of the series

$$
1+\frac{1}{2}+\frac{1}{2.2}+\frac{1}{2.2 .2}+\ldots
$$

which is convergent [it is a G. P. whose sum to infinity is 2]; hence the given series is couvergent.
II. If the terms of a series diminish continually to the limit acro and are alternately + and -, the series is convergont.

For the series

$$
\begin{aligned}
& u_{1}-u_{2}+u_{3}-u_{4}+u_{5}-u_{0}+\ldots \\
= & \left(u_{1}-u_{2}\right)+\left(u_{3}-u_{4}\right)+\left(u_{5}-u_{6}\right)+\ldots
\end{aligned}
$$

and therefore $>u_{1}-u_{g}$, since all the numbers in the brackets are + if the given conditions be satisfied.

Also the series may be written

$$
u_{1}-\left(u_{2}-u_{3}\right)-\left(u_{4}-u_{\mathrm{s}}\right)-\left(u_{6}-u_{i}\right)-\ldots
$$

which $<u_{1}$, since again all the numbers in the brackets are + .
Hence the sum of $n$ terms of the series must tend to a limit which is between $u_{1}$ and $u_{1}-u_{2}$, and is therefore finite. Therefore the series is convergent.
E. g. the series $1-\frac{1}{2}+\frac{1}{3}-\frac{1}{4}+\frac{1}{6}-\frac{1}{6}+\ldots$ is convergent.

This last series is of the kind known as semi-convergent or conditionally convergent. This term is applied to series which are convergent, but which lose their convergency and become divergent when their terms are all taken with the same sign.

A series which is convergent, and which remains convergent when its terms are all taken with the same sign, is said to be absolutely or unconditionally converyent.

Such a series is

$$
1-\frac{1}{4}+\frac{1}{2}-\frac{1}{8}+\frac{1}{18}-\ldots .
$$

III. A series is convergent if, after a finite number of terms, the ratio of each term to the preceding term is always less than some fixed quantity which is itself less than unity.

In both cases, 'less ' means 'numerically less'.
Suppose that, from the $n^{\text {th }}$ term onwards, the ratio of each term to the preceding term $<k$, where $\left|k_{i}\right|<1$.

$$
\begin{array}{rll}
\text { i. e. } & u_{n+1} / u_{n}<k, & \therefore \\
u_{n+1}<k u_{n} ; \\
u_{n+2} / u_{n+1}<k, & \therefore & u_{n+2}<k u_{n+1}<k\left(k u_{n}\right)<l^{2} u_{n} ; \\
& u_{n+3} / u_{n+2}<k, & \therefore \\
u_{n+3}<k u_{n+2}<k\left(k^{2} u_{n}\right)<k^{3} u_{n} ;
\end{array}
$$

and so on.
$\therefore$ adding together,

$$
u_{n+1}+u_{n+2}+u_{n+3}+\ldots<k u_{n}+k^{2}!_{n}+k^{s} u_{n}+\ldots
$$

(a G. P. whose common ratio $k$ is numerically $<1$ )

$$
<k u_{n} /(1-k) .
$$

Since the sum after the first $n$ terms is finite, and the sum of the first $n$ terms is finite, it fullows that the series is convergent.

In applying this test, we see that it is only the value of the ratio when $n$ is large that is of importance; it durs not matter about a finite number of terms at the commencement of the series. Hence we write down the ratio of the $(n+1)^{\text {th }}$ term to the $n^{\text {ib }}$ term, or of the $n^{\text {th }}$ term to the $(n-1)^{\text {th }}$ term if more convenient, and exumine the value of this ratio when $n$ is very large.

If, as $\mathrm{n} \rightarrow \infty$, the ratio $\mathrm{u}_{\mathrm{n}+1} / \mathrm{u}_{\mathrm{n}}$ approuches a limit which is numerically less than 1 , the series is convergent; if $\mathrm{u}_{\mathrm{n}+1} / \mathrm{u}_{\mathrm{u}} \rightarrow 1$ as $\mathrm{n} \rightarrow \infty$, the test fails; if $\mathrm{u}_{\mathrm{n}+1} / \mathrm{u}_{\mathrm{a}} \rightarrow$ a limit greater then 1 , the series is divergent.

Examples:

$$
\begin{equation*}
1+x+\frac{x^{2}}{2!}+\frac{x^{3}}{\overline{3}!}+\ldots . \quad \text { (The Exponential Series.) } \tag{i}
\end{equation*}
$$

$$
\frac{(n+1))^{\text {th }} \text { term }}{n^{\text {nh }} \frac{x^{n}}{\text { ternm }}}=\frac{x^{n} / n!}{x^{n-1} /(n-1)!}=\frac{x}{n} ;
$$

which, whatever be the (finite) value of $x, \rightarrow 0$ as $n \rightarrow \infty$, and therefore obviously satisfies the tirst condition.
If $x$ be equal to 100 , then (putting $n=100$ in the ratio $x / n$ ) the $101^{18}$ terin is equal to the $100^{\circ \mathrm{L}}$ term, and for all subsequent terms, the ratio is $<1$, and, moreover, continually diminishes.

$$
\begin{equation*}
x-\frac{x^{2}}{2}+\frac{x^{3}}{3}-\frac{x^{4}}{4}+\ldots . \quad \text { (The Logarithmic Series.) } \tag{ii}
\end{equation*}
$$

Here

$$
\frac{(n+1)^{\text {th }} \text { term }}{n^{\text {til }} \text { term }}=-\frac{x^{n+1} /(n+1)}{x^{n} / n}=-\frac{n}{n+1} x=-\frac{x}{1+1 / n},
$$

which, as $n \rightarrow \infty$, tends to the limit $x$.

Therefore the convergency or divergency of the series depends upon the numerical value of $x$.

If $|x|<1$, the test-ratio approaches a limit less than 1; $\therefore$ the series is convergent.

If $|x|>1$, the test-ratio approaches a linnit greater than $1 ; \therefore$ the series is divergent.

If $|x|=1$, the test fails; the ratio is then numerically $1 /(1+1 / n)$, which, although less than 1 , has 1 as its limit, and can be made as nearly equal to 1 as we please. Therefore we cannot say that the ratio is less than a fixed number which is less than 1. In fact, if we select any fixed number $k$ as little below 1 as we please, we can always get a little nearer to 1 than $k$ is, by taking $n$ large enough, as follows from the definition of a limit.

In this case, if $x=+1$, the series is $1-\frac{1}{2}+\frac{1}{3}-\frac{1}{4}+\ldots$, which, as pointed out above, is semi-convergent; and if $x=-1$, the series is

$$
-1-\frac{1}{2}-\frac{1}{8}-\frac{1}{4}-\ldots
$$

which we have shown to be divergent.
For further tests of convergency, and an account of the properties of convergent series, the student is referred to works on Algebra, such as those by Chrystal and C. Smith.

## Examples XXXI.

Test the following series for convergency :

1. $\frac{1}{2}+\frac{1}{4}+\frac{1}{8}+\frac{1}{8}+\ldots$.
2. $1-\frac{1}{3}+\frac{1}{5}-\frac{1}{7}+\ldots$.
3. $\frac{2}{3}+\frac{6}{8}+\frac{8}{87}+\frac{1}{8} \hat{1}+\ldots$.
4. $\frac{1}{2}+\frac{1}{2.4}+\frac{1}{2.4 .6}+\frac{1}{2.4 .6 .8}+\ldots$.
ह. $1+\frac{x}{2}+\frac{x^{2}}{4}+\frac{x^{3}}{6}+\ldots$.
e. $\frac{x}{1.2}+\frac{x^{2}}{2.3}+\frac{x^{3}}{3.4}+\frac{x^{4}}{4.5}+\ldots$.

5. $\frac{x}{1.2}+\frac{x^{2}}{3.4}+\frac{x^{3}}{5.6}+\frac{x^{4}}{7.8}+\ldots$.
6. $1+n x+\frac{n(n-1)}{2!} x^{2}+\frac{n(n-1)(n-2)}{3!} x^{3}+\ldots . \quad[x \neq 1$. $]$
7. $1+\frac{2}{2}+\frac{2^{2}}{3}+\frac{2^{3}}{4}+\ldots$.
8. $1+\frac{2}{2!}+\frac{2^{2}}{3!}+\frac{2^{3}}{4!}+\ldots$.
9. $1+\frac{2^{2}}{2!}+\frac{3^{2}}{3!}+\frac{4^{2}}{4!}+\ldots$.
10. $1+\frac{2 x}{5}+\frac{3 x^{2}}{25}+\frac{4 x^{5}}{125}+\ldots$.
11. $\frac{1}{x}-\frac{1}{x+1}+\frac{1}{x+2}-\frac{1}{x+3}+\ldots$ [ $x$ positive.]

We now proceed to discuss a very important limit, a particular case of which has been already considered in Art. 13 (9).
87. Limiting value of $(1+x / m)^{m}$ as $m \rightarrow \infty$.

First, let $m$ be a positive integer.
Expanding by the Binomial Theorem, we have

$$
\begin{aligned}
\left(1+\frac{x}{n}\right)^{m}=1+m \cdot \frac{x}{m}+\frac{m(m-1)}{2!} & \cdot \frac{x^{2}}{m^{2}}+\frac{m(m-1)(m-2)}{3!} \cdot \frac{x^{3}}{m^{3}}+\ldots \\
& +\frac{m(m-1) \ldots(m-r+1)}{r!} \cdot \frac{x^{r}}{m^{r}}+\ldots \\
= & 1+x+\left(1-\frac{1}{m}\right) \frac{x^{2}}{2!}+\left(1-\frac{1}{m}\right)\left(1-\frac{2}{m}\right) \frac{x^{3}}{3!}+\ldots \\
& +\left(1-\frac{1}{m}\right)\left(1-\frac{2}{m}\right) \ldots\left(1-\frac{r-1}{m}\right) \frac{x^{r}}{r!}+\ldots
\end{aligned}
$$

As $m \rightarrow \infty, 1 / m,=/ m, \ldots(r-1) / m$ (when $r$ is finite) all $\rightarrow 0$, and therefore the sum of the first $r+1$ terms of the series tends to the limit

$$
1+x+\frac{x^{2}}{2!}+\frac{x^{3}}{3!}+\ldots+\frac{x^{r}}{r!}, \quad \text { provided } r \text { be finite. }
$$

But it must not be taken for granted that the $(r+1)^{\text {th }}$ term tends to the limit $x^{r} / r$ ! when $r$ is indefinitely great; for, in this case, the number of factors

$$
\left(1-\frac{1}{m}\right)\left(1-\frac{2}{m}\right) \ldots\left(1-\frac{r-1}{m}\right)
$$

in the coefficient of $x^{r} / r!$ increases indefinitely, and it cannot be assumed without further investigation that the product of an indefinitely great number of factors, each differing from 1 by an indefinitely small amount (which amount moreover gradually increases as we get farther on in the series of factors) tends to the limit 1.

Hence, when $m$ is indefinitely increased, we write the above expansion in the form

$$
1+x+\frac{x^{2}}{2!}+\frac{x^{3}}{3!}+\ldots+\frac{x^{r}}{r!}+\ldots+R
$$

It can lue proved (see next article) that the quantity $R$ tends to the limit 0 as $m \rightarrow \infty$; therefore, assuming this for the moment, we see that, for all values of $x$,

$$
\mathrm{I}_{m \rightarrow \infty}\left(1+\frac{x}{m}\right)^{m}=1+x+\frac{x^{2}}{2!}+\frac{x^{3}}{3!}+\ldots+\frac{x^{r}}{r!}+\ldots,
$$

a series which was shown in the last article to be convergent for all finite values of $x$.

In particular, if $x=1$,

$$
\mathrm{L}_{n \rightarrow \infty}\left(1+\frac{1}{m}\right)^{m}=1+1+\frac{1}{2!}+\frac{1}{3!}+\ldots+\frac{1}{r!}+\ldots ;
$$

and, since the terms of this convergent series rapidly diminish, an approximate value of the limit can be obtained by taking the first few terms ; e. g., to 5 places of decimals,

| the first 3 terms together the $4^{\text {th }}$ term $1 / 3!=\frac{1}{8}$ | 25, $\cdot 16667$ |
| :---: | :---: |
| the $5^{\text {th }}$ term $1 / 4!=\frac{1}{4}$ of the $4^{\text {th }}$ term $={ }^{0} 04167$ the $6^{\text {th }}$ term $1 / 5!=8$ of the $5^{\text {th }}$ term $=00833$ the $7^{\text {th }}$ term $1 / 6!=\frac{1}{6}$ of the $6^{\text {th }}$ term $=00139$ the $8^{\text {th }}$ term $1 / 7!=\frac{1}{7}$ of the $7^{\text {th }}$ term $=00020$ the $9^{\text {th }}$ term $1 / 8!=\frac{1}{6}$ of the $8^{\text {th }}$ term $=00002$. |  |
|  |  |
|  |  |
|  |  |
|  |  |

Therefore, adding up, we find the value of the limit to be approximately 2.7183 , agreeing with the rough value obtained in Art. 13 (9) for Lt $(1+1 / m)^{m}$.

$$
m \rightarrow \infty
$$

HInce the limit of $(1+1 ; \mathrm{m})^{\mathrm{m}}$ as $\mathrm{m} \rightarrow \infty$, and the sum of the con. eirgent scries $1+1+\frac{1}{2!}+\frac{1}{3!}+\ldots$ are cuch equal to the number e .

## 88. Completion of proof.

We will now complete the proof of the preceding article by showing that the quantity $R \rightarrow 0$ as $m \rightarrow \infty$.

If $a, b, c \ldots$ be positive quantties less than 1 , we have

$$
(1-a)(1-b)=1-(a+b)+a b, \text { which is }>1-(a+b),
$$

and therefore $=1-\theta_{1}(a+b)$, where $\theta_{1}$ is a positive proper fraction. $(1-a)(1-b)(1-c)>\{1-(a+b)\}(1-c)>1-(a+b+c)$, by the preceding, and therefore $=1-\theta_{2}(a+b+c)$, where $\theta_{2}$ is a positive proper fraction, and so on for any number of factors.
Hence, applying this fact,

$$
\begin{aligned}
&\left(1-\frac{1}{m}\right)\left(1-\frac{2}{m}\right) \ldots\left(1-\frac{r-1}{m}\right)= 1-\theta\left(\frac{1}{m}+\frac{2}{m}+\ldots+\frac{r-1}{m}\right) \\
& \quad[0 \text { a positive proper fraction.] } \\
&=1-\theta \frac{(r-1) r}{2 m}, \text { summing the A. P. in } \\
& \text { the brackets. }
\end{aligned} \quad \begin{aligned}
& \therefore\left(1+\frac{x}{m}\right)^{m}=1+x+\left(1-\frac{1}{m}\right) \frac{x^{2}}{2!}+\left(1-\frac{1}{m}\right)\left(1-\frac{2}{m}\right) \frac{x^{3}}{3!}+\ldots \\
&+\left(1-\frac{1}{m}\right)\left(1-\frac{2}{m}\right) \ldots\left(1-\frac{r-1}{m}\right) \frac{x^{r}}{r!}+\ldots
\end{aligned}
$$

$$
\begin{aligned}
& \begin{aligned}
&=1+x+\left(1-\frac{1}{m}\right) \frac{x^{2}}{2!}+\left(1-\theta_{1} \frac{8}{m}\right) \frac{x^{3}}{3!}+\left(1-\theta_{2} \frac{6}{m}\right) \frac{x^{4}}{4!}+\ldots \\
&+\left(1-\theta \frac{r(r-1)}{2 m}\right) \frac{x^{r}}{r!}+\ldots \\
&=1+x+\frac{x^{4}}{2!}-\frac{x^{3}}{2 m}+\frac{x^{3}}{3!}-\theta_{1} \frac{x^{3}}{2 m}+ \frac{x^{4}}{4!}-\theta_{2} \frac{x^{4}}{4 m}+\ldots \\
& \quad+\frac{x^{r}}{r!}-\theta \frac{x^{r}}{2 m \cdot(1-2)!}+\ldots \\
&=1+x+\frac{x^{2}}{2!}+\frac{x^{3}}{3!}+\frac{x^{4}}{4!}+\ldots+\frac{x^{r}}{r!}+\ldots \\
& \quad-\frac{x^{2}}{2}\left[1+\theta_{1} x+\theta_{2} \frac{x^{2}}{2!}+\ldots+\theta \frac{x^{r-2}}{(r-2)!}+\ldots\right] .
\end{aligned}
\end{aligned}
$$

Hence the quantity $R$ of the preceding article is equal to

$$
-\frac{x^{2}}{2} \frac{m}{m}\left[1+\theta_{1} x+\theta_{8} \frac{x^{2}}{2!}+\ldots+\theta \frac{x^{r-2}}{(r-2)!}+\ldots\right]
$$

which, since all the 6 's are + and $<1$, is numerically

$$
<-\frac{x^{2}}{2 m}\left[1+x+\frac{x^{2}}{2!}+\ldots+\frac{x^{r-9}}{(r-2)!}+\ldots\right]
$$

i. e. $<-\frac{x^{2}}{2 m} \times$ [a fiuite quantity], since it was shown in Art. 86 that the series in the brackets is convergent for all finite values of $x$.

Hence, as $m \rightarrow \infty, R \rightarrow 0$, since, if $x$ be finite, $R=$ (a finite number) $/ m$ and therefore, for all finite values of $x$,

$$
\coprod_{m \rightarrow \infty}\left(1+\frac{x}{m}\right)^{m}-1+x+\frac{x^{2}}{2!}+\frac{x^{3}}{3!}+\ldots+\frac{x^{r}}{r!}+\ldots
$$

## 89. Extension to fractional and negative values of $m$.

In Art. 87, $m$ was supposed to increase indefinitely through a series of positive integral values. This restriction will now be removed, and we will show that the limit is still the same if $m$ increases continuously until it becomes indefinitely great, whether it be positive or negative.
(i) Let $m$ be between $n$ and $n+1$, where $n$ is a positive integer.

Then, taking $x$ positive, we have
$(1+x / m)^{m}<(1+x / n)^{n+1}$, since the latter is a larger number $(>1)$ raised to a bigher power,
and $\quad>\{1+x /(n+1)\}^{n}$, since the latter is a smaller number $(>1)$ raised to a lower power;
i.e.
$\left(1+\frac{x}{m}\right)^{m}$ is between $\left(1+\frac{x}{n}\right)^{n}\left(1+\frac{x}{n}\right)$ and $\left(1+\frac{x}{n+1}\right)^{n+1} /\left(1+\frac{x}{n+1}\right)$.

When $m \rightarrow \infty, n \rightarrow \infty$ also, and the first factor in each of the two latter expressions tends to the limit

$$
1+x+\frac{x^{2}}{2!}+\ldots+\frac{x^{r}}{r!}+\ldots \quad \text { (Art. 87) }
$$

while the second factor in each case tends to the limit 1.
Hence each of these expressions, and therefore also $(1+x / m)^{m}$ which lies between them, tends to the limit

$$
1+x+\frac{x^{2}}{2!}+\ldots+\frac{x^{r}}{r!}+\ldots
$$

If $x$ be -, the necessary changes in the inequality signs are easily seen.
(ii) Let $m$ be negative and equal to $-(n+x)$, where $n$ is positive and $\rightarrow \infty$ as $m \rightarrow \infty$.
Then

$$
\begin{aligned}
\coprod_{m \rightarrow \infty} & \left(1+\frac{x}{n}\right)^{m}=\prod_{n \rightarrow \infty}\left(1-\frac{x}{n+x}\right)^{-n-x}=\prod_{n \rightarrow \infty} t\left(\frac{n}{n+\infty}\right)^{-n-x} \\
& =\prod_{n \rightarrow \infty}\left(\frac{n+x}{n}\right)^{n+x}=\prod_{n \rightarrow \infty}\left(1+\frac{x}{n}\right)^{n+x}=\prod_{n \rightarrow \infty}\left(1+\frac{x}{n}\right)^{n} \cdot\left(1+\frac{x}{n}\right)^{\infty}
\end{aligned}
$$

and of these two factors, the first, by the preceding case, since $n$ is + , tends to the limit

$$
1+x+\frac{x^{2}}{2!}+\ldots+\frac{x^{r}}{r!}+\ldots
$$

and the second tends to the limit 1.
Therefore

$$
\prod_{m \rightarrow \infty}\left(1+\frac{x}{m}\right)^{n}=1+x+\frac{x^{2}}{2!}+\ldots+\frac{x^{r}}{r!}+\ldots
$$

for all finite values of $x$, whether $m$ be + or -, integral or fractional.

## 90. The exponential theorem.

From the foregoing results we can now deduce this extremely important theorem. In the expression $(1+x / m)^{m}$, put $m=n x$; since $x$ is finite, $n \rightarrow \infty$ when $m \rightarrow \infty$; therefore we have

$$
\begin{aligned}
\prod_{m \rightarrow \infty} t\left(1+\frac{x}{m}\right)^{m}=\prod_{n \rightarrow \infty} & \left(1+\frac{x}{n x}\right)^{n x}=\prod_{n \rightarrow \infty} t\left(1+\frac{1}{n}\right)^{n x} \\
& =\prod_{n \rightarrow \infty} t\left[\left(1+\frac{1}{n}\right)^{n}\right]^{x}=\left[\prod_{n \rightarrow \infty} t\left(1+\frac{1}{n}\right)^{n}\right]^{x}=e^{x}
\end{aligned}
$$

since it follows from Art. 15 that $\operatorname{Lt}\left(a^{x}\right)=[\operatorname{Lt}(a)]^{x}$.
Also it has just been proved that

$$
I_{t}\left(1+\frac{x}{m}\right)^{m}=1+x+\frac{x^{2}}{2!}+\ldots+\frac{x^{r}}{r!}+\ldots ;
$$

therefore, for all finite values of $x$,

$$
e^{x}=1+x+\frac{x^{2}}{2!}+\frac{x^{3}}{3!}+\ldots+\frac{x^{r}}{r!}+\ldots
$$

This is known as the Exponential Theorem, and the series on the right-hand side is called the Exponential Series.

The function $e^{x}$ is of very frequent occurrence, and the form of its graph should be noticed.

We have

$$
y=e^{x}=1+x+\frac{x^{2}}{2!}+\ldots+\frac{x^{r}}{r!}+\ldots
$$

If $x=0, y=1$; as $x$ increases, each term after the first increases and $\rightarrow \infty$ when $x \rightarrow \infty$. Therefore $y$ increases from 1 to $\infty$ as $x$ increases from 0 to $\infty$.
If $x$ be -, then since $e^{-x}=1 / e^{x}$, it follows that $y$ decreases from 1 to 0 as $x$ goes from 0 to $-\infty$; hence the axis of $x$ is an asymptote. $e^{x}$ is a one-valued continuous function * of $x$, which increases from 0 to $\infty$ as $x$ increases from $-\infty$ to $+\infty$, as shown in Fig. 82.


Fig. 82.

## 91. The logarithmic function $\log _{6} x$.

This is the inverse of the exponential function $e^{x}$ just considered. If $x=e^{y}$, then $y$ is called the logarithm of $x$ to the base $e$, which fact is written : $y=\log _{6} x$. $e$ is called the natural base of logarithms, and logarithms to base $e$ are called Napierian or hyperbolic logarithms. In numerical work, such as is involved in arithmetic and the solution of triangles, 10 is the most convenient base for logarithms, and the common logarithms are calculated to base 10 , but the logarithms used in the Calculus are always referred to the base $e$, and these logarithms occur very frequently, especially in the integral calculus. The symbol $\log x$, with no base indicated, will always be used for such logarithms, and common logarithms will then be denoted by the symbol $\log _{10} x$.

The process of transforming logarithms from base 10 to base e, or vice versa, is quite simple, for
if $\log _{10} x=y$, we have $x=10^{y}$.
Therefore, taking logarithms to base $e$, we have

$$
\begin{gathered}
\log _{e} x=y \log _{e} 10, \text { or } y=\log _{e} x / \log _{e} 10 ; \\
\text { i. e. } \log _{10} x=\log _{e} x \times 1 / \log _{e} 10 .
\end{gathered}
$$

[^18]Hence the logarithm of any number is changed from base $e$ to base 10 by multiplying it by the constant factor $1 / \log _{e} 10$, which is equal numerically to ${ }^{*} 43429 \ldots$, and is often denoted by the letter $\mu$

In treatises on Algebra, series are obtained from which logarithms to base $e$ can be calculated, and thence, multiplying by $\mu$, logarithms to base 10 are obtained.* Since the logarithmio function is the inverse of the exponential function,


Fig. 88 their graphs will be of the same form with the axes interchanged, i.e. they will besymmetrical about the bisector of the angle $\mathrm{X} O Y$, cf. Art. 9 (iv). In the case of the exponential function, it was seen that as $x$ increased from $-\infty$ to $+\infty, y$ increased from 0 to $\infty$; therefore in the case of $y=\log x$, as $x$ increases from 0 to $\infty, y$ increases from $-\infty$ to $+\infty$. If $x$ is,$- y$ is imaginary (Fig. 83).
82. The hyperbolic functions.

We have

$$
e^{x}=1+x+\frac{x^{2}}{2!}+\frac{x^{3}}{3!}+\frac{x^{4}}{4!}+\ldots ;
$$

changing the sign of $x, e^{-x}=1-x+\frac{x^{2}}{2!}-\frac{x^{3}}{3!}+\frac{x^{4}}{4!}-\ldots$

$$
\therefore \text { adding, } \quad e^{x}+e^{-x}=2\left[1+\frac{x^{2}}{2!}+\frac{x^{4}}{4!}+\ldots\right],
$$

and subtracting, $\quad e^{x}-\cdots e^{-x}=2\left[x+\frac{x^{3}}{3!}+\frac{x^{3}}{5!}+\ldots\right]$.
The function $\frac{1}{2}\left(e^{x}+e^{-x}\right)$ is denoted by the symbol $\cosh x$, and $\frac{1}{2}\left(e^{x}-e^{-x}\right)$ by the symbol $\sinh x$,
i.e. $\quad \cosh x=1+\frac{x^{2}}{2!}+\frac{x^{4}}{4!}+\ldots$, and $\sinh x=x+\frac{x^{3}}{3!}+\frac{x^{5}}{5!}+\ldots$,
so that $\cosh x$ is an even function of $x$, and $\sinh x$ an odd function of $x$ [Art. 5].

These symbols are used because these functions possoss properties analogous to those possessed by the circular functions $\cos x$ and $\sin x$.

The quotient $\sinh x / \cosh x$ is written $\tanh x$, and the reciprocals of $\cosh x, \sinh x$ and $\tanh x$ are written $\operatorname{sech} x, \operatorname{cosech} x$, and $\operatorname{coth} x$

[^19]respectively. These six functions are called the hyperbolic functions,* and are often referred to as the 'hyperbolic sine, cosine', \&c. This name is due to the fact that they bear certain relations to the rectangular hyperbola, similar to those that the 'circular functions' $\sin x$, $\cos x, \& c$., bear to the circle. E.g. just as the point $(a \cos \theta, a \sin \theta)$ is always on the circle $x^{2}+y^{2}=a^{2}$, whatever the value of $\theta$, so the point ( $a \cosh u, a \sinh u$ ) is always on the rectangular hyperbola $x^{2}-y^{2}=a^{2}$, whatever the value of $u$.

It will be sufficient for our purpose if we prove the fundamental relation

$$
\cosh ^{2} x-\sinh ^{2} x=1 . \quad\left[\text { cf. } \cos ^{2} x+\sin ^{2} x=1 .\right]
$$

This follows at once from the definitions above ; for

$$
\begin{aligned}
\cosh ^{2} x-\sinh ^{2} x & =\frac{1}{2}\left(e^{x}+e^{-x}\right)^{2}-\frac{1}{2}\left(c^{x}-e^{-x}\right)^{2} \\
& =\frac{1}{2}\left(e^{2 x}+e^{-2 x}+2-e^{2 x}-e^{-2 x}+2\right) \\
& =1 .
\end{aligned}
$$

Thare are relations between these functions analogous to all the well-known formulae of Trigonometry, most of which can be proved as above. Some of thom are given in the examples at the end of the chapter.

## 93. Graphs of the hyperbolic functions.

The graphs of these functions are best deduced from that of $e^{x}$ in the following manner:
(i) Draw the graph of $e^{x}$; (ii) in the same figure draw the graph of $e^{-x}$, which is obtained by changing the sign of $x$, and therefore is the reflexion of the first graph in the axis of $y$; (iii) for each value of $x$ plot a point $P$ (Fig. 84) whose ordinate is half the sum of the ordinates of the first two graphs; the locus of these points is the graph of $\cosh x$; (iv) plot the points, such as $P^{\prime}$, whose ordinates are half the differences of the ordinates of the first two curves. The locus of these points is the graph of $\sinh x$.

Cosh $x$, being an even function of $x$, has a graph which is symmetrical about the axis of $y$; as $x$ increases from 0 to $\infty, \cosh x$ increases from 1 to $\propto$.
The graph of $y=\cosh x$ is a particular case of a curve which is well known in mechanics and is called a catenary, because it is the form assumed by a uniform chain suspended between two points and hanging in a vertical plane under the action of its own weight (see Art. 197).

[^20]Sinh $x$, being an odd function of $x$, has a graph which is symmetrical about the origin. As $x$ increases from 0 to $\infty, \sinh x$ increases from


Fig. 84. 0 to $\infty$. It is evident from the definitions that $\sinh x$ is always less than $\cosh x$, but becomes very nearly equal to it as $x$ becomes large, since $e^{-x}$ then $\rightarrow 0$.

The graph of $\tanh x$ can easily ie deduced from the facts that $\tanh x(\mathrm{i})$ is an odd function of $x$, (ii) is equal to 0 when $x=0$, (iii) increases as $x$ increases, and (iv) approaches the limit 1 as $x \rightarrow \infty$, and is never $>1$.

These functions are of comparatively recent introduction, and the calculations in many investigations are expedited by their use. Tables of their numerical values* for different values of the argument $x$ bave been compiled, as in the case of the circular functions. A table of values of $\sinh x$ and $\cosh x$ is given at the end of the book.
84. Inverse hyperbolic functions.

These functions bear to $\sinh x, \cosh x, \& c$., the same relation that $\sin ^{-1} x, \cos ^{-1} x, \& c$., bear to $\sin x, \cos x, \ldots$
If $\mathrm{x}=\cosh \mathrm{y}$, we may write $\mathrm{y}=\cosh ^{-1} \mathrm{x}$, and if $\mathrm{x}=\sinh \mathrm{y}$, $\mathrm{y}=\sinh ^{-1} \mathrm{x}$.

Since $\cosh x$ and $\sinh x$ were defined in terms of $e^{x}$, it might be expected that the inverse hyperbolic functions can be expressed in terms of $\log x$, the inverse of $e^{x}$, and this is the case.

If $y=\sinh ^{-1} x$, then $\sinh y=x$, and

$$
\therefore \quad \cosh y= \pm \sqrt{ }\left(1+\sinh ^{2} y\right)=\sqrt{ }\left(1+x^{2}\right) .
$$

The + sign is taken since it follows from the definitions in Art. 92 that $\cosh y$ is always + .

From the definitions, $e^{y}=\sinh y+\cosh y$

$$
\begin{gathered}
=x+\sqrt{ }\left(x^{2}+1\right) \\
\therefore \quad \log \left\{x+\sqrt{ }\left(x^{2}+1\right)\right\}=y=\sinh ^{-1} x .
\end{gathered}
$$

* See J. W. L. Glaisher, 'Tables, Mathematical,' in Encyclopaedia Britannica (11th ed.).

Similarly, if $y=\cosh ^{-1} x$, then $x=\cosh y$, and

$$
\begin{gathered}
\sinh y= \pm \sqrt{ }\left(\cosh ^{2} y-1\right)= \pm \sqrt{ }\left(x^{2}-1\right) \\
\therefore \quad e^{y}=\sinh y+\cosh y=x \pm \sqrt{ }\left(x^{2}-1\right) \\
\log \left\{x \pm \sqrt{ }\left(x^{2}-1\right)\right\}=y=\cosh ^{-1} x .
\end{gathered}
$$

and
In this case, either sign may be taken; $\cosh ^{-1} x$ is not a singlevalued function of $x$ [Art. 3].

The two values of $\cosh ^{-1} x$ given by this equation, viz.: $\log \left\{x+\sqrt{ }\left(x^{2}-1\right)\right\}$ and $\log \left\{x-\sqrt{ }\left(x^{2}-1\right)\right\}$, differ in sign only, since their sum

$$
\begin{aligned}
& =\log \left\{x+\sqrt{ }\left(x^{2}-1\right)\right\}\left\{x-\sqrt{ }\left(x^{2}-1\right)\right\} \\
& =\log \left\{x^{2}-\left(x^{2}-1\right)\right\} \\
& =\log 1 \\
& =0
\end{aligned}
$$

so that, for any value of $x$, there are two real values of $\cosh ^{-1} x$ equal in magnitude and opposite in sign, as is obvious from the graph in Fig. 84. This is the graph of $y=\cosh x$, i.e. $x=\cosh ^{-1} y$, and from the figure, it is evident that, taking any point on the axis of $y$, there are two points on the graph corresponding to it, which have equal and opposite abscissw, i.e. to any value of $y$ correspond two values of $\cosh ^{-1} y$, equal in magnitude and opposite in sign.
In the case of $\sinh ^{-1} x$, to each value of $x$ corresponds one and only one value of $\sinh ^{-1} x$.

Again, if $y=\tanh ^{-1} x, x=\tanh y=\left(c^{2 \prime}-1\right) /\left(e^{2 \nu}+1\right)$,
whence

$$
e^{2 y}=\frac{1+x}{1-x}, \text { and } y=\frac{1}{2} \log \frac{1+x}{1-x} .
$$

This gives $\tanh ^{-1} x$ in terms of logarithms.

## Examples XXXII.

1. Find $\mathrm{Lt}(1+m)^{1 / m}$ as $m \rightarrow 0$. 2. Find $\operatorname{Lt}\left(e^{x}-1\right) / x$ as $x \rightarrow 0$.
2. Evaluate $\underset{x \rightarrow \infty}{ } x e^{-x}, \operatorname{Ltt}_{x \rightarrow 0} x \log x, \operatorname{Lt}_{x \rightarrow 0} x^{-1} \log (1+x)$.
3. Calculate, from the series of Art. 90 , the values, to 4 places of decimals, of $1 / e^{4}, \sqrt[3]{ } e$ and $1 / \sqrt{ } e$.
B. Prove that $\frac{1}{e}=\frac{2}{3!}+\frac{4}{5!}+\frac{6}{7!}+\ldots$.
e. Expand $\left(e^{3 x}+e^{x}\right) / e^{2 x}$ in a series of ascending powers of $\mu$.
4. Prove that the series

$$
2+\frac{4}{2!}+\frac{8}{3!}+\frac{16}{4!}+\ldots
$$

is convergent, and find its sum.
8. Sum the series

$$
1+\frac{3}{2}+\frac{9}{2.4}+\frac{27}{2.4 .6}+\ldots \text { to infinity. }
$$

9. Draw the graphs of $e^{x^{2}}$ and $e^{-x^{2}}$.
10. Draw the graph of $\tanh x$.
11. Draw the graphs of $\pm e^{-x}, e^{-x} \sin x$ and $\pm e^{-x / 2}, e^{-x / 2} \cos x$.
12. Prove that
$\sinh 2 x=2 \sinh x \cosh x$
$\cosh 2 x=\cosh ^{2} x+\sinh ^{2} x=2 \cosh ^{2} x-1=1+2 \sinh ^{2} x$.
13. Find, from the definitions, the values to 4 decimal places of
(i) $\cosh 1, \sinh 1, \tanh 1$;
(ii) $\cosh \frac{1}{4}, \sinh \frac{1}{4}, \tanh \frac{1}{4}$.
14. Given $\log _{10} 2=3010$, find, by the aid of Art. 91, the values of $\log _{6} 20$, $\log _{4} 16, \log _{2} e$.
15. Prove that $\quad(1+\tanh x) /(1-\tanh x)=e^{2 x}$.
16. Show that $\quad \cosh (x+y)=\cosh x \cosh y+\sinh x \sinh y$.

$$
\sinh (x+y)=\sinh x \cosh y+\cosh x \sinh y
$$

17. Draw graphs of $\sinh ^{-1} x, \cosh ^{-1} x, \tanh ^{-1} x$.
18. Draw the graph of $y=\log \tan \left(\frac{1}{2} \pi+\frac{1}{2} x\right)$.
19. Prove that the functions $\tanh (1 / x)$ and $e^{1 / x}$ are discontinuous when $x=0$. Draw their graphs.
20. Show that, if $|x|<a$,

$$
\tanh ^{-1} \frac{x}{a}=\frac{1}{2} \log \frac{a+x}{a-x}
$$

$$
\text { and if }|x|>a, \quad \operatorname{coth}^{-1} \frac{x}{a}=\frac{1}{2} \log \frac{x+a}{x-a}
$$


22. Find from Art. 94 and Table IX, the values of $\tanh ^{-1} \frac{1}{3}, \sinh ^{-1} 1 . \cosh ^{-1} 2$.
23. If $u=\log \tan \left(\frac{1}{2} \pi+\frac{1}{2} \theta\right)$, prove that $\sinh u=\tan \theta, \quad \cosh u=\sec \theta, \quad \tanh u=\sin \theta, \quad \tanh \frac{1}{2} u=\tan \frac{1}{2} \theta$.
24. Prove that the coordinates of any point on the hyperbola $x^{2} / a^{2}-y^{2} / b^{2}=1$ can be expressed in the form $x=a \cosh u, y=b \sinh u$.
25. Calculate, by the aid of Art. 91 and a table of ordinary logarithms, the values of $\log _{6} 2, \log _{e} 10, \log _{6} 15$.
26. Calculate also the values of $e^{1 / 2}, e^{-2 / 3}, e^{-2}$; and compare with the results obtained by expanding by the exponential theorem, and retaining only terms of value greater than 001 .
27. Obtain, by aid of Table $X$, the values of $\sinh \frac{8}{6}, \cosh 2, \tanh 1.5$, $\sinh ^{-1} 1 \cdot 4, \cosh ^{-1} 3, \operatorname{coth} \frac{1}{8}$.
28. Prove that $\sinh ^{-1} \frac{x}{a}=\log \frac{x+\sqrt{ }\left(x^{2}+a^{2}\right)}{a}, \cosh ^{-1} x=\log \frac{x \pm \sqrt{ }\left(x^{2}-a^{2}\right)}{a}$.

## CHAPTER XI

## DIFFERENTIATION OF EXPONENTIAL AND INVERSE FUNCTIONS

## 95. Introductory.

We will now show how to find the differential coefficients of the functions considered in the last chapter.

The differential coefficients of $e^{x}$ and $\log x$ may be obtained in two ways. (i) We may find the d. c. of $\log x$ by the aid of the limit of Art. 87, and then deduce from the result the d. c. of $e^{x}$. [One advantage of this method is that it does not require the use of the exponential theorem. This may then be taken later on as a particular case of Taylor's Theorem (Chapter XXII).] (ii) We may find the d. c. of $e^{x}$ first by the aid of the exponential theorem, and deduce from it the d. c. of $\log x$.
96. Differentiation of $\log x$ and $e^{x}$. First Method.

Taking the first of the two methods mentioned above, we have,

$$
\text { if } y=\log x, \quad \frac{d y}{d x}=\coprod_{h \rightarrow 0} \frac{\log (x+h)-\log x}{h}
$$

$$
=\coprod_{h \rightarrow 0} t \frac{1}{h} \log \frac{x+h}{x}=\coprod_{h \rightarrow 0} t \frac{1}{h} \log \left(1+\frac{h}{x}\right) .
$$

Let $h / x=1 / m$; then, as $h \rightarrow 0, m \rightarrow \infty$, and therefore, since $1 / h=m / x$,

$$
\begin{aligned}
\frac{d y}{d x} & =\coprod_{m \rightarrow \infty} t \frac{m}{x} \log \left(1+\frac{1}{m}\right)=\frac{1}{x} \coprod_{m \rightarrow \infty} m \log \left(1+\frac{1}{m}\right) \\
& =\frac{1}{x} \coprod_{n \rightarrow \infty} \operatorname{tog}\left(1+\frac{1}{m}\right)^{m}=\frac{1}{x} \log e \text { [Art. 87]. }
\end{aligned}
$$

If $e$ be the base of the $\log a r i t h m s, \log e=1$, and $d y / d x=1 / x$.
Hence the d. c. of $\log _{6} x=1 / x=x^{-1}$.
If the base be any other number $a$, then $d y / d x=x^{-1} \log _{a} e$.
The d. c. of $e^{x}$ can now be at once deduced from this by the theorem of Art. 35.

For if $y=e^{x}, x=\log _{6} y$,

$$
\therefore \quad d x / d y=1 / y, \text { and } d y / d x=y=e^{x} ;
$$

i.e. the d. c. of $e^{\mathrm{x}}=\mathrm{e}^{\mathrm{x}}$.

## 97. Differentiation of $e^{x}$. Second method.

Taking now the other method mentioned in Art. 95, we have, using the general method of Art. 26,
if

$$
\begin{align*}
y=e^{x}, \frac{d y}{d x} & =\prod_{h \rightarrow 0} \frac{e^{x+h}-e^{x}}{h}=\prod_{h \rightarrow 0} \frac{e^{x}\left(e^{h}-1\right)}{h} \\
& =\prod_{h \rightarrow 0} t \frac{e^{x}}{h}\left[h+\frac{h^{2}}{2!}+\frac{h^{3}}{3!}+\ldots\right] \quad \text { (Art. } 9  \tag{Art.90}\\
& =\prod_{h \rightarrow 0} e^{x}\left[1+\frac{h}{2!}+\frac{h^{2}}{3!}+\frac{h^{3}}{4!}+\ldots:\right] \\
& =\prod_{h \rightarrow 0} e^{x}\left[1+h\left(\frac{1}{2!}+\frac{h}{3!}+\frac{h^{2}}{4!}+\ldots\right)\right] .
\end{align*}
$$

The series within the inner brackets is convergent (Test 3, Art. 86), and therefore has a finite sum $S$.

$$
\therefore \frac{d y}{d x}=\coprod_{h \rightarrow 0} t^{e^{x}}[1+h S]=e^{x}
$$

The same result may be otherwise obtained as follows. The senies

$$
1+x+\frac{x^{2}}{2!}+\frac{x^{3}}{3!}+\ldots
$$

satisfies the conditions referred to in Art. 29 (ii). Assuming this, we have, on differentiating each term,

$$
\text { d. c. of } \begin{aligned}
e^{x} & =0+1+\frac{2 x}{2!}+\frac{3 x^{2}}{3!}+\frac{4 x^{3}}{4!}+\ldots \\
& =1+x+\frac{x^{2}}{2!}+\frac{x^{3}}{3!}+\ldots=e^{x}
\end{aligned}
$$

Hence $e^{x}$ is a function whose rate of change is, for any parti-


Fig. 85. cular value of $x$, always equal to its own value, e.g. when $e^{x}$ is equal to 4 , it is increasing 4 times as fast as $x$; when $e^{x}=100$, it is increasing 100 times as fast as $x$; and so on.

Geometrically, this means that, if $P$ (Fig. 85) be any point on the graph of $e^{x}$, and if the tangent and ordinate of $P$ meet the axis of $x$ in $T$ and $N$ respectively, then

$$
\tan P T N=d y / d x=e^{x}=y=N P
$$

Hence, since $\tan P T N=N P / T N$, it follows that $T N$ is of unit length, wherever the point $P$ be on the graph.

From the theorem of Art. 34, it follows that

$$
\begin{aligned}
& \text { the d. c. of } e^{3 x}=3 e^{3 x}, \\
& \text { the d. c. of } e^{a x+b}=a e^{a x+b}, \\
& \text { the d. c. of } e^{\sin x}=e^{\sin x} \times \cos x,
\end{aligned}
$$

and generally, the d. c. of $e^{u}$ with respect to $x=e^{u} \times d u / d x$, where $u$ is any function of $x$.

Hence the rate of increase of the function $e^{a x+b}$ is $a e^{a x+b}$, which is always proportional to the value of the function, and it will be seen later (Art. 99) that $e^{a x+b}$ is the only function for which this is true. This is the reason that this function occurs so frequently in the investigation of natural phenomena. See Art. 181.
98. Differentiation of $\log x$. Second method.

The d. c. of $\log x$ can at once be deduced from that of $e^{x}$ by Art. 35.

If $y=\log x$, then $x=e^{y}$,

$$
\therefore \quad d x / d y=c^{y}=x, \text { and } d y / d x=1 / x .
$$

Hence the d. c. of $\log _{0} x=1 / x=x^{-1}$.
To find the d. c. of $\log _{10} x$, the result of Art. 91 may be used.

$$
\log _{10} x=\log _{e} x / \log _{\theta} 10=\mu \log _{e} x ;
$$

$\therefore$ the d. c. of $\log _{10} x=\mu \times 1 / x={ }^{4} 434 \ldots / x$,
and generally, the d. c. of $\log _{a} x=\frac{1}{\log _{\theta} a} \cdot \frac{1}{x}$.
From Art. 34, it follows that
the d. c. of $\log (x+5)=1 /(x+5)$,
the d. c. of $\log (3 x-2)=3 /(3 x-2)$,
the d.c. of $\log \left(x^{2}+1\right)=2 x /\left(x^{2}+1\right)$,
the d. c. of $\log \sin x=\cos x / \sin x=\cot x$,
and generally, the d.c. of $\log u=u^{-1} d u / d x$, where $u$ is any function of $x$
A rather more complicated case is
the d. c. of $\log \left\{x+\sqrt{ }\left(x^{2} \pm a^{2}\right)\right\}=\frac{1}{x+\sqrt{ }\left(x^{2} \pm a^{2}\right)} \times\left(1+\frac{2 x}{2 \sqrt{ }\left(x^{2} \pm a^{2}\right)}\right)$

$$
\begin{aligned}
& =\frac{1}{x+\sqrt{ }\left(x^{2} \pm a^{2}\right)} \times \frac{\sqrt{ }\left(x^{2} \pm a^{2}\right)+x}{\sqrt{ }\left(x^{2} \pm a^{2}\right)} \\
& =\frac{1}{\sqrt{ }\left(x^{2} \pm a^{2}\right)}
\end{aligned}
$$

This is an important result, to which we shall have occasion to refer later [See Art. 128.]

In differentiating expressions which involve logarithms, it is advisable to begin by making use of the properties of logarithms as
shown in the following examples. In many cases, the work of differentiation is thereby rendered much less complicated.

## Examples:

(i) The d. c. of $\log \frac{x(x-3)}{4-x}=$ the d. c. of $[\log x+\log (x-3)-\log (4-x)]$

$$
=\frac{1}{x}+\frac{1}{x-3}+\frac{1}{4-x} .
$$

(ii) The d.c. of $\log \frac{x}{\sqrt{\left(\cdot x^{2}-1\right)}}=$ the d. c. of $\left[\log x-\frac{1}{2} \log \left(x^{2}-1\right)\right]$

$$
=\frac{1}{x}-\frac{1}{2} \cdot \frac{2 x}{x^{2}-1}=\frac{-1}{x\left(x^{2}-1\right)}
$$

90. Integrals of $e^{x}$ and $1 / x$ or $x^{-1}$.

Corresponding to the two differential coefficients of the preceding articles, we have the two very important integrals,

$$
\begin{aligned}
& \int e^{x} d x=e^{x} \\
& \int_{x}^{1} d x=\log x
\end{aligned}
$$

The latter supplies the one case which was missing in the result of Art. 74. It was there shown that $\int x^{n} d x=x^{n+1} /(n+1)$ exccpt when $\mathrm{n}=-1$. When $n=-1$, the integral becomes $\int x^{-1} d x$, which we now see to be $\log x$.

Using the theorems of Art. 75, we have

$$
\begin{array}{ll}
\int e^{x+a} d x=e^{x+a} ; \quad \int e^{2 x} d x=\frac{1}{2} e^{2 x} ; \\
\int e^{x / a} d x=a e^{x / a} ; \quad \int e^{m x} d x=e^{m x} / m,
\end{array}
$$

and generally, $\quad \int e^{a x+b} d x=e^{a x+b} / a$.
Similarly, $\int \frac{1}{x+3} d x=\log (x+3), \quad \int \frac{1}{5 x-2} d x=\frac{1}{6} \log (5 x-2)$, $\int \frac{1}{a-x} d x=-\log (a-x)$, and generally, $\int \frac{1}{a x+b} d x=\frac{1}{a} \log (a x+b)$.

We have $\int d x /(x-a)=\log (x-a)$; but, if $x<a, x-a$ is - , and $\log (x-a)$ imaginary. In this case, we may write

$$
\int \frac{d x}{x-a}=-\int \frac{d x}{a-x}=(\text { Art. 75) } \log (a-x) .
$$

In particular, if $x$ is $-\int \frac{1}{x} d x$ is not $\log x$ (which is imaginary), but $\log (-x)$.

We can now prove the statement made in Art. 97 that a function whose rate of change is proportional to its own value is of the form $e^{a x+b}$ [which may be written $e^{a x} \times e^{b}$, i. e. $k e^{a x}$, on writing $k$ for the constant factor $\left.e^{b}\right]$. For if $y$ be such a function, we have, since $d y / d x$ is the rate of change of $y$ with respect to $x$,
$d y / d x=a y$, which may be written $d x / d y=1 / a y$.

Hence $x=\int \frac{1}{a y} d y=\frac{1}{a} \log y+C$, where $C$ is an arbitrary constant.
Therefore $\quad \log y=a x-a C$, i. $\theta . ~ y=e^{a x-a C}=k e^{a x}$, writing $k$ for the arbitrary constant $e^{-a C}$.

## Examples XXXIII.

Differntiate:

1. $e^{4 x}, e^{s-x}, e^{a+b \infty}, e^{x}, \quad e^{x / a}, e^{p-q x}$.
2. $e^{\sin x}, e^{\cos x}, e^{\sin a x}, e^{a \cos x}, e^{\tan x}$.
3. $x^{3} e^{3 x}, \quad x^{n} e^{a x}, e^{a x} \sin a x, \quad e^{-3 x} \cos 3 x, \quad e^{a x} \cos b x, e^{a x} \sin ^{8} x$.
4. $e^{2 x} / x^{2}, \quad e^{a x} / \sqrt{ } x, \quad e^{x} / \tan x, \quad\left(a x^{2}+b x+c\right) / e^{x}$.
5. $\log (2 x-1), \quad \log (2-x), \log \left(x^{2}-1\right), \quad \log \left(a+b x^{2}\right)$.
6. $\log (5+7 x), \quad \log (p-q x), \quad \log \left(x^{2}-3 x-1\right), \quad \log \left(1-x^{3}\right)$.
7. $\log \cos x, \quad \log \tan x, \quad \log (a+b \sin x), \quad \log (3-4 \cos x), \quad \log \left(1+\cos ^{2} x\right)$.
8. $x^{n} \log x, \quad x^{2} \log (2-x), \quad x \log \left(1-x^{2}\right)$.

ө. $\frac{\log x}{x}, \frac{\log x}{x^{n}}, \frac{\log (a x+b)}{x^{2}}, \frac{\log x}{\sqrt{x}}$.
10. $\log \left\{x^{n}(x+2)\right\}, \quad \log \sqrt[n]{ }\left(1+x^{2}\right), \quad \log \frac{x}{\left.\sqrt{\left(x^{2}+a^{2}\right.}\right)}, \quad \log \frac{x(1-x)}{(3-x)^{2}}$.
11. $\log \sqrt{ } \sin x, \quad \log \sqrt{ }[x(1-x)], \quad \log \frac{(x-1)^{2}}{2 x-3}, \quad \log \frac{\sin x}{2-\cos x}$.
12. $\log \left[x+\sqrt{ }\left(x^{2}-1\right)\right], \log [\sqrt{ }(x-1)+\sqrt{ }(x+1)], \log [\sqrt{ }(b x-a)+\sqrt{ }(a+b x)]$.

Find the $2^{\text {nd }}, 3^{\text {rd }}$, and $n^{\text {th }}$ differential coefficients of:
13. $e^{a x}$.
14. $\log x$.
15. $e^{-x}$.
18. $e^{a-b x}$.
17. $\log (1-x)$.
18. $\log (a+b x)$.
18. Prove that the equation $d^{2} y / d x^{2}=a^{3} y$ is satisfied by $y=A e^{a x}+B e^{-a x}$, where $A$ and $B$ denote any constants.
Write down the integrals of:
20. $e^{2 x}, e^{b-x}, e^{x / a}, e^{p x+q}, \sqrt{ } e^{x}, \quad \sqrt{n} e^{x}, e^{-\infty}, e^{-\infty / a}$.
21. $\frac{1}{5 x+3}, \frac{1}{7-2 x}, \frac{1}{x-a}, \frac{1}{p-q x}, \frac{1}{b x+c}, \frac{1}{8+3 x}$.
22. $\frac{1}{8-5 x}, \frac{1}{1-x}, \frac{4}{4 x-5}, \frac{b}{a-b x}, \frac{a}{b x+c}, \frac{2}{3(5-2 x)}$.
100. Differential coefflieient of $\sin ^{-1} x$.

The differential coefficients of the inverse circular functions are easily obtained by the rule of Art. 35.

$$
\begin{aligned}
& \text { If } y=\sin ^{-1} x, x=\sin y \\
& \quad \therefore d x / d y=\cos y= \pm \sqrt{ }\left(1-\sin ^{2} y\right)= \pm \sqrt{ }\left(1-x^{2}\right) \\
& \quad \therefore \frac{d y}{d x}= \pm \frac{1}{\sqrt{ }\left(1-x^{2}\right)}
\end{aligned}
$$

The double sign $\pm$ needs some consideration.

The function $\sin ^{-1} x$ is a many-valued function of $x$; it is undefined for values of $x$ which are greater than unity (notice that for such values the d. c. is imaginary), but if $x$ has any value between -1 and +1 , both inclusive, there is an infinite number of values of $\sin ^{-1} x$ corresponding thereto [e.g. if $x=\frac{1}{2}, \sin ^{-1} x$ may be $\frac{1}{6} \pi$ or $\frac{5}{6} \pi$, or either of these $\pm$ any multiple of $2 \pi$ ], but among all these values there will be one and only one between $-\frac{1}{2} \pi$ and $+\frac{1}{2} \pi$.

The angle between $-\frac{1}{2} \pi$ and $+\frac{1}{2} \pi$, whose sine is equal to $x$, is called the principal value of $\sin ^{-1} x$.

If we take therefore the principal value of $\sin ^{-1} x$, then, as $x$ increases from -1 to $+1, \sin ^{-1} x$ increases from $-\frac{1}{2} \pi$ to $+\frac{1}{2} \pi$, and hence its d. c. will be + (Art. 25). In this case

$$
d y / d x=+1 / \sqrt{ }\left(1-x^{2}\right)
$$

There will be one angle between $\frac{1}{2} \pi$ and $\frac{8}{2} \pi$, whose sine is equal to $x$; if we were to take this value of $\sin ^{-1} x$, then $\sin ^{-1} x$ increases from $\frac{1}{2} \pi$ to $\frac{3}{2} \pi$ as $x$ decreases from +1


Fig. 86. to -1 ; hence in this case its d. c. would be -,
i.e. $\quad-1 / \sqrt{ }\left(1-x^{8}\right)$.

The working of course gives both signs, because the selection of one angle as principal value is a mere arbitrary convention of which the analysis takes no account. In the general case, the sign of $d y / d x$ is the same as the sign of $\cos y$.

The meaning of the double sign is perhaps best seen geometrically. The graph of $y=\sin ^{-1} x$ is shown in Fig. 86. It bears the same relation to the axes of $y$ and $x$ as the graph of $y=\sin x$ bears to the axes of $x$ and $y$. An ordinate corresponding to a value of $|x|>1$ does not meet the graph at all. For such values of $x$, the function is undefined. An ordinate corresponding to a value of $|x|<1$ cuts the graph at an infinite number of points $P_{1}, P_{2}, P_{3} \ldots$

The value of the d. c. at any point is the slope of the curve at that point, and it is evident from the figure that at the points $P_{1}, P_{3}, \ldots$ the tangents to the curve make acute angles with the axis of $x$, and the slope is + ; whereas at the points $P_{2}, P_{4}, \ldots$ the angles are obtuse, and the slope - . The principal value is represented by the ordinate between $O B$ and $O A$, and between these two the slope is everywhere + .
101. Differential coefficient of $\cos ^{-1} x$.

$$
\text { If } \begin{aligned}
y & =\cos ^{-1} x, \quad x=\cos y \\
& \therefore \quad d x / d y=-\sin y= \pm \sqrt{ }\left(1-\cos ^{2} y\right)= \pm \sqrt{ }\left(1-x^{2}\right) \\
& \therefore d y / d x= \pm 1 / \sqrt{ }\left(1-x^{2}\right)
\end{aligned}
$$

The double sign is accounted for in the same way as in the preceding case. There is one and only one angle between 0 and $\pi$, whose cosine is equal to $x$ (if $|x|<1$ ). This is taken as the principal value of $\cos ^{-1} x$. [The range $-\frac{1}{2} \pi$ to $+\frac{1}{2} \pi$ would not serve in this case, since throughout this range the cosine is always +.]

Taking the principal value, $\cos ^{-1} x$ increases from 0 to $\pi$, as $x$ decreases from +1 to -1 , therefore its d. c. is - ,

$$
\text { i.e. the d. c. of } \cos ^{-1} x=-1 / \sqrt{ }\left(1-x^{2}\right) \text {. }
$$

In the goneral case, the sign of $d y / d x$ is opposite to the sign of $\sin y$. This can be illustrated geometrically as in the case of $\sin ^{-1} x$.

This result can also be deduced from the preceding result, for, taking the principal values, $\cos ^{-1} x=\frac{1}{2} \pi-\sin ^{-1} x$.

$$
\therefore \quad \text { d. c. of } \cos ^{-1} x=- \text { d. c. of } \sin ^{-1} x \text {, }
$$

since the d. c. of the constant $\frac{1}{2} \pi$ is zero.
102. Differential coefficient of $\tan ^{-1} x$.

$$
\text { If } \begin{aligned}
y=\tan ^{-1} x, \quad x & =\tan y ; \\
\therefore \quad d x / d y & =\sec ^{2} y=1+\tan ^{2} y=1+x^{2}, \\
\therefore \quad d y / d x & =1 /\left(1+x^{2}\right) .
\end{aligned}
$$

There is no ambiguity of sign in this case, since, as was pointed out in Art. 52, $y$ and $x$ always increase together, and therefore $d y / d x$ is always + . $\operatorname{Tan}^{-1} x$ is a many-valued function of $x$, which is defined for all real values of $x$; there is one and only one angle between $-\frac{1}{2} \pi$ and $+\frac{1}{2} \pi$, which has a tangent equal to $x$, and this is taken as the principal value of $\tan ^{-1} x$. [Either of the ranges $-\frac{1}{2} \pi$ to $+\frac{1}{2} \pi$ and 0 to $\pi$ would serve in the case of tan ${ }^{1} x ;-\frac{1}{2} \pi$ to $+\frac{1}{2} \pi$ is the one adopted.]

Geometrically, any ordinate cuts the graph of $\tan ^{-1} x$ in an infinite number of points ... $P_{-1}, P_{1}, P_{2}, \ldots$, but at all these points the tangents make acute angles with the axis of $x$, and the slope is + . (Fig. 87.)


Fig. 87.
The differential coefficients of $\cot ^{-1} x, \sec ^{-1} x$, and $\operatorname{cosec}^{-1} x$, which occur much less frequently, can be obtained in a similar manner. The differential coefficients of all the inverse circular functions can also be obtained geometrically from the figure of Art. 39.

By Art. 34, the d. c. of $\sin ^{-1} \frac{x}{a}=\frac{1}{\sqrt{\left(1-x^{2} / a^{2}\right)}} \times \frac{1}{a}=\frac{1}{\left.\sqrt{\left(a^{2}\right.}-x^{2}\right)} ;$

$$
\begin{aligned}
& \text { the d.c. of } \tan ^{-1} \frac{x}{a}=\frac{1}{1+x^{2} / a^{2}} \times \frac{1}{a}=\frac{a}{a^{2}+x^{2}} \\
& \text { the d.c. of } \sin ^{-1}(2 \sin x)=\frac{1}{\left.\sqrt{(1-4} \sin ^{2} x\right)} \times 2 \cos x
\end{aligned}
$$

Expressions involving inverse circular functions can sometimes be simplified before differentiation.

$$
\text { The d. c. of } \tan ^{-1} \frac{1}{x}=\frac{1}{1+1 / x^{2}} \times-\frac{1}{x^{2}}=-\frac{1}{1+x^{2}} \text {, }
$$

or, as is obvious geometrically, $\tan ^{-1}(1 / x)=\frac{1}{2} \pi-\tan ^{-1} x$;

$$
\therefore \text { the d. c. }=-1 /\left(1+x^{2}\right) \text {. }
$$

Again, the d. c. of $\cos ^{-1} \sqrt{ }\left(1-x^{2}\right)=$ d. c. of $\sin ^{-1} x=1 / \sqrt{ }\left(1-x^{2}\right)$.
The relations between the functions can often be seen geometrically, by drawing a right-angled triangle.
Reversing the first two of these examples, we get the important integrals:-

$$
\int \frac{1}{\sqrt{ }\left(a^{2}-x^{2}\right)} d x=\sin ^{-1} \frac{x}{a} ; \quad \int \frac{1}{a^{2}+x^{2}} d x=\frac{1}{a} \tan ^{-1} \frac{x}{a},
$$

which we shall have occasion to use frequently later.
103. Differential coefflcients and integrals of hyperbolic functions.

The d. c. of $\sinh x$, i.e. of $\frac{1}{2}\left(e^{x}-e^{-x}\right),=\frac{1}{2}\left(e^{x}+e^{-x}\right)=\cosh x$.
The d. c. of $\cosh x$, i. $\theta$. of $\frac{1}{2}\left(e^{x}+e^{-x}\right),=\frac{1}{2}\left(e^{x}-e^{-x}\right)=\sinh x$.
The differential coefficients of the other hyperbolic functions may, if required, be deduced from these two in exactly the same way as in the case of the circular functions (Art. 42).

By Art. 34, the d. c. of $\sinh 2 x=2 \cosh 2 x$, the d. c. of $\sinh m x=m \cosh m x$,

$$
\text { the d. c. of } \cosh \frac{x}{a}=\frac{1}{a} \sinh \frac{x}{a} \text {. }
$$

Conversely

$$
\int \cosh x d x=\sinh x, \quad \int \sinh x d x=\cosh x .
$$

$\int \cosh m x d x=(\sinh m x) / m, \quad \int \sinh m x d x=(\cosh m x) / m$.
104. Differential coefflcients of the inverse hyperbolic functions and corresponding Integrals.
(i) If $y=\sinh ^{-1} x, \quad x=\sinh y$,
$\therefore d x / d y=\cosh y=+\sqrt{ }\left(1+\sinh ^{2} y\right)(\operatorname{Art.92})=+\sqrt{ }\left(1+x^{2}\right)$.
The $+\operatorname{sign}$ is taken since $\cosh y$ cannot be negative,

$$
\therefore \quad \frac{d y}{d x}=+\frac{1}{\sqrt{( }\left(1+x^{2}\right)} .
$$

(ii) If $y=\cosh ^{-1} x, \quad x=\cosh y$, $\therefore d x / d y=\sinh y= \pm \sqrt{ }\left(\cosh ^{2} y-1\right)= \pm \sqrt{ }\left(x^{2}-1\right)$,

$$
\therefore \quad \frac{d y}{d x}= \pm \frac{1}{\sqrt{ }\left(x^{2}-1\right)} .
$$

Either sign may be taken here, because $y$ is a two-valued function of $x$ [which is defined for values of $x$ such that $|x|>1$; if $|x|<1$, the d. $c$. is imaginary]. To each value of $x(>1)$ correspond two values of $\cosh ^{-1} x$, equal in magnitude and opposite in sign (Art. 94). Taking the positive value, $\cosh ^{-1} x$ increases from 0 to $\infty$ as $x$ increases from 1 to $\infty$; therefore $d y / d x$ is + . Taking the negative value, $\cosh ^{-1} x$ decreases from 0 to $-\infty$ as $x$ increases from 1 to $\infty$; therefore $d y / d x$ is - . Hence the d. a of $\cosh ^{-1} x= \pm 1 / \sqrt{ }\left(x^{2}-1\right)$, according as the positive or negative value of $\cosh ^{-1} x$ is taken.
By Art. 34, the d. c. of $\sinh ^{-1} \frac{x}{a}=\frac{1}{\sqrt{ }\left(1+x^{2} / a^{2}\right)} \times \frac{1}{a}=\frac{1}{\sqrt{ }\left(a^{2}+x^{2}\right)}$;
the d. c. of $\cosh ^{-1} \frac{x}{a}= \pm \frac{1}{\sqrt{\left(x^{2} / a^{2}-1\right)}} \times \frac{1}{a}= \pm \frac{1}{\sqrt{ }\left(x^{2}-a^{2}\right)}$.

Conversely, we get the two important integrals :

$$
\int \frac{1}{\sqrt{ }\left(a^{2}+x^{2}\right)} d x=\sinh ^{-1} \frac{x}{a} ; \quad \int \frac{1}{\sqrt{ }\left(x^{2}-a^{2}\right)} d x=\cosh ^{-1} \frac{x}{a}
$$

These two integrals can also be expressed as logarithms. See Ex. XXXII. 28.

## Examples XXXIV.

Differentiate

1. $\sin ^{-1} \frac{1}{3} x, \sin ^{-1}(a / x), \quad \sin ^{-1} \sqrt{ } x, \sin ^{-1}(1-1 / x)$.
2. $\cos ^{-1}\left(x^{2}\right), \quad \cos ^{-1} m x, \quad \cos ^{-1}(1 / \sqrt{ } x), \quad \cos ^{-1}(\sin x)$.
3. $\tan ^{-1}(a-x), \tan ^{-1}(\cot x), \tan ^{-1}\left(x^{2} / a^{2}\right), \tan ^{-1} \sqrt{ } x$.
4. $\cot ^{-1} x, \cot ^{-1}(x / a), \cot ^{-1}(1 / x)$.
5. $\sec ^{-1} x, \operatorname{cosec}^{-1} x, \sec ^{-1}(\alpha / x), \quad \operatorname{cosec}^{-1}\left(1-x^{2}\right)^{-1 / 2}$.
6. $\sinh \frac{3}{4} x, \quad \sinh \left(x^{2}\right), \quad \sinh (1 / x), \quad \sinh ^{2} x$.
7. $\cosh (a x+b), \quad \cosh { }^{5} x, \quad \sinh x+\frac{1}{3} \sinh ^{3} x$.
8. $\tanh x, \operatorname{coth} x, \tanh (x / a), \quad \operatorname{coth}(a / x)$.
9. $\sinh ^{-1} \frac{1}{3} x, \cosh ^{-1}\left(x^{2} / a^{2}\right)$
10. $\tanh ^{-1} x, \operatorname{coth}^{-1} x$.
11. $\left(1+x^{2}\right) \tan ^{-1} x, \quad x \cos ^{-1} x$.
12. $\sqrt{ }\left(1-x^{2}\right) \operatorname{in}^{-1} x$.
13. $\sin ^{-1} \sqrt{ }\left(1-x^{2}\right)$.
14. $\operatorname{cosec}^{-1}(1 / x)$.
15. $\cos ^{-1} \frac{1-x^{2}}{1+x^{2}}$.
16. $\tan ^{-1} \frac{2 x}{1-x^{2}}$.

Integrate
17. $\frac{1}{\sqrt{ }\left(9-x^{2}\right)}, \quad \frac{1}{\sqrt{ }\left(5-x^{2}\right)}, \quad \frac{1}{\sqrt{ }\left[1-(x+1)^{2}\right]}, \quad \frac{1}{\sqrt{ }\left(9-4 x^{2}\right)}, \frac{1}{\sqrt{ }\left(a^{2}-b^{2} x^{2}\right)}$.
18. $\frac{1}{1+x^{2}}, \frac{1}{100+x^{2}}, \frac{1}{x^{2}+7}, \frac{1}{9 x^{2}+4}, \frac{1}{2 x^{2}+5}, \frac{1}{a^{2} x^{2}+b^{2}}, \frac{1}{b x^{2}+a}$.
10. $\frac{1}{\sqrt{ }\left(x^{2}+16\right)}, \frac{1}{\sqrt{ }\left(x^{2}-9\right)}, \frac{1}{\sqrt{ }\left(5+x^{2}\right)}, \frac{1}{\sqrt{ }\left(4 x^{2}-1\right)}, \frac{1}{\sqrt{ }\left(25 x^{2}+9\right)}, \frac{1}{\sqrt{ }\left(b^{2} x^{2}-a^{2}\right)}$.
20. $\sinh 3 x, \cosh 2 x, \sinh (x / a), \quad \cosh (x / a)$.

## 105. Applications.

We will now work out a few more examples in illustration of the principles of Chapters V-VIII, introducing some of the differential coefficients just obtained.

## Examples:

(i) Prove that in the catenary $\mathrm{y}=\mathrm{a} \cosh (\mathrm{x} / \mathrm{a})$ (Art. 93), the length of the perpendicular NK (Fig. 88) from the foot of the ordinate PN to the tangent at P is constant. Show also that the length of the arc, measured from the vertex A of the curve to the point P , is equal to PK .

When $x=0, \cosh (x / a)=1$, and $y=a$.
$N K=y \cos \psi$, and $\tan \psi=\frac{d y}{d x}=a \sinh \frac{x}{a} \times \frac{1}{a}=\sinh \frac{x}{a} ;$

$$
\therefore \cos \psi=\frac{1}{\sqrt{\left[1+(d y / d x)^{2}\right\rfloor}}=\frac{1}{\sqrt{\left\{1+\sinh ^{2}(x / a)\right\}}}=\frac{1}{\cosh (x / a)}(\text { Art. 92) ; }
$$

$\therefore \quad N K=y \cos \psi=a \cosh (x / a) \times \frac{1}{\cosh (x / a)}=a$, which is constant.
It follows from this that $O A=a$, for if $P$ be taken at $A$, the tangent at $A$ is parallel to $O X$, and $A O$ is the ordinate ; hence $N K$ in this case becomes $O A$, which is therefore equal to $a$.
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To prove the second part of the question, we have (Art. 82)

$$
\begin{aligned}
& d s / d x=\sec \psi=\cosh (x / a) \\
\therefore & s=\int \cosh (x / a) d x=a \sinh (x / a)+C .
\end{aligned}
$$

Since $s$ is measured from $A, s=0$ when $x=0 . \quad \therefore 0=C$,
and

$$
\begin{aligned}
8 & =a \sinh (x / a)=a \tan \psi \\
& =K N \tan \psi=P K .
\end{aligned}
$$

(ii) Find the maxima, minima and points of inflexion of the curve $y=x^{2} e^{-x^{2}}$, and draw it roughly.

The d.c. of $e^{-x^{2}}=e^{-x^{2}} \times$ d.c. of $-x^{2}=e^{-x^{2}} \times-2 x$.

$$
\begin{align*}
\therefore \quad d y / d x & =x^{2} \cdot e^{-x^{2}}(-2 x)+e^{-x^{2}} \cdot 2 x \\
& =2 x e^{-x^{2}}\left(1-x^{2}\right) \tag{1}
\end{align*}
$$

Writing this as $2 e^{-x^{2}}\left(x-x^{3}\right)$, for convenience in differentiating again, we have

$$
\begin{align*}
d^{2} y / d x^{2} & =2 e^{-x^{2}}\left(1-3 x^{2}\right)+\left(x-x^{3}\right) 2 e^{-x^{2}}(-2 x) \\
& =2 e^{-x^{2}}\left(1-3 x^{2}-2 x^{2}+2 x^{4}\right) \\
& =2 e^{-x^{2}}\left(1-5 x^{2}+2 x^{4}\right) . \tag{2}
\end{align*}
$$

From (1), $d y / d x=0$, when $x=0$ or $\pm 1$.
If $x=0, d^{2} y / d x^{2}=+2 ; \therefore x=0$ makes $y$ a minimum, and equal to 0
If $x= \pm 1, d^{2} y / d x^{2}=2 e^{-1}(-2)=-4 / e ; \quad \therefore \quad x= \pm 1$ makes $y$ a maximum, and equal to $1 \times e^{-1}$, i.e. 37 nearly.

Hence $(0,0)$ is a minimum, and ( 1,37 ), ( $-1, \cdot 37$ ) are maxima.
From (2), $d^{2} y / d x^{2}=0$, when $2 x^{4}-5 x^{2}+1=0$,
i.e. when
$x^{2}=\frac{1}{8}(5 \pm \sqrt{ } 17)=2 \cdot 28$ or $\cdot 22$ nearly,
and

$$
x= \pm 1 \cdot 51 \text { or } \pm \cdot 47 \text { nearly. }
$$

$d^{2} y_{,}^{\prime} d x^{2}$ changes sign in passing through each of these values, since none of them are repeated; hence there are 4 points of inflexion.

When $x^{2}=2.28, y=2.28 e^{-2.28}=23 ;$ and $d y / d x= \pm 3.02 e^{-2 \cdot 28} \times-1.28$ $=\mp \cdot 39$ nearly;
when $x^{2}=\cdot 22, y=\cdot 22 e^{-\cdot 22}=\cdot 18$; and $d y / d x= \pm .94 e^{-.22} \times \cdot 78= \pm \cdot 59$ nearly.
These give the coordinates and the slopes of the tangents at the four points of inflexion.

The graph is symmetrical about the axis of $y, y$ can never be - , and $y \rightarrow 0$ as $x \rightarrow \pm \infty$; hence the graph is roughly as shown in Fig. 89.


Fig. 89.
The minimum is at $O$, the maxima at $A$ and $A^{\prime}$, and $B, B^{\prime}, C, C^{\prime}$ are the points of inflexion.
(iii) Find the difference for 1 minute in the neighbourhood of $60^{\circ}$, in a table of logarithmic tangents.

The function whose change we have to find is $\log _{10} \tan x$.
The d.c. of $\log _{10} \tan x=$ the d.c. of $\mu \log _{4} \tan x \quad$ (Art. 91)

$$
=\mu \cdot \frac{1}{\tan x} \sec ^{2} x=\frac{\mu}{\sin x \cos x}
$$

i. e. if $x$ increases by a very small amount (in radian measure), the logarithmic tangent will increase by approximately $\mu / \sin x \cos x$ times as much.

Now the given increase in $x$ is the circular measure of $1^{\prime}$, i. e. $\pi / 10800$, and the value of $x$ is $\frac{1}{3} \pi$.

$$
\text { Hence the increase in } \begin{aligned}
\log _{10} \tan x & =\frac{\mu}{\sin \frac{1}{3} \pi \cos \frac{1}{8} \pi} \times \frac{\pi}{10800} \\
& =\frac{434 \ldots}{866 \ldots \cdot 5} \times \frac{3.1416}{10800} \\
& =00029 \text { approximately } ;
\end{aligned}
$$

therefore $\log _{10} \tan 60^{\circ} 1^{\prime}$ exceeds $\log _{10} \tan 60^{\circ}$ by ${ }^{\circ} 00029$, as can be verified by reference to a book of mathematical tables.
(iv) A point moves in a straight line, so that its distance s from a fixed point 0 in the line at the end of time $t$ is given by the equation $s=a e^{-k t} \sin b t$. Determine the nature of the motion.

The velocity is given by

$$
\begin{aligned}
0 & =d s / d t=a\left[e^{-k t} b \cos b t+\sin b t .\left(-k e^{-k t}\right)\right] \\
& =a e^{-k t}[b \cos b t-k \sin b t] .
\end{aligned}
$$

$d s / d t=0$, i.e. the velocity is zero, and $s$ is a maximum or minimum, when $b \cos b t=k \sin b t$ (since $e^{-k t}$ cannot be 0 ), i.e. when $\tan b t=b / k$, or $b t=\alpha+n \pi$, where $\alpha$ is any one angle whose tangent is equal to $b / k$.

Hence maximum and minimum values of $s$ occur, and the particle is (for an instant) at rest, when $b t$ increases by a multiple of $\pi$ (from the value $\alpha$ ), i.e. they occur at intervals of time $\pi / b$.

$$
\text { If } b t=\alpha, \quad s=a e^{-k \alpha / \iota} \sin \alpha
$$

The next maximum or minimum is given by $b t=\alpha+\pi$,
and then

$$
\begin{aligned}
s & =a e^{-k(\alpha+\pi) / b} \sin (\alpha+\pi) \\
& =a e^{-k \alpha / b-k \pi / b} \times-\sin \alpha \\
& =-a e^{-k \alpha / b} \sin \alpha \times e^{-k \pi / b} .
\end{aligned}
$$

The - sign indicates that this is on the opposite side of the origin, and this distance is equal to the preceding one multiplied by $e^{-k \pi / b}$; also this is
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true for any two consecutive stationary points, since $\alpha$ is any value which makes $d s / d t$ vanish. Hence the point oscillates to and fro through the origin, over distances which decrease in geometrical progression with a common ratio $e^{-k \pi / b}$, and the turning-points occur at equal intervals of time, the time from any one to the next one being $\pi / b ; s$ decreases as $t$ increases, on account of the factor $e^{-k t}$, and the oscillations gradually die away.

This is the case of a particle performing 'damped oscillations'; it should be compared with ordinary simple harmonic motion, given by the equation $s=a \sin b t$, without the exponential factor $e^{-k t}$. In the series of maximum and minimum values of $s$, the ratio of any term to the next term is $e^{k \pi / b}$ : the logarithm of this ratio, $k \pi / b$, is called the logarithmic decrement.

The student should pay attention to the graphical representation of the motion. It has been noticed that the maximum and minimum values of $a e^{-k t} \sin b t$ occur at constant intervals $\pi / b$, so that there is the same interval between consecutive maxima and minima as in the case of $a \sin b t$; but the actual values of $t$ which give maxima and minima do not coincide for the two functions unless $\alpha=\frac{1}{2} \pi$, in which case $k=0$, and the two functions coincide.

Again, the graphs of $s=a e^{-k t} \sin b t$ and $s=a e^{-k t}$ meet where $\sin b t=1$, and therefore $\cos b t=0$; at these points on the first graph, $d s / d t$ becomes $a e^{-k t} \times-k$, which is also the d.c. of $a e^{-k t}$. Hence the graphs of the two functions have the same slope where they meet, and therefore they touch each other at their common points. Similarly the graphs of the given function and of $s=-a e^{-k t}$ meet and touch one another when $\sin b t=-1$. Fig. 90 shows the form of the graph; its actual dimensions depend upon the numerical values of $a, b, k$.

## Examples XXXV.

1. Prove that, in the curve $y=c e^{x} /$, the sultangent is constant, and the subnormal varies as the square on the ordinate.
2. Find the lengths of the subtangent and subnormal in the catenary $y=c \cosh (x / c)$.
3. Show that, at the point of intersection of $y=c e^{x / c}$ and $y=c \cosh (x / c)$, the subnormal in the former curve is equal to the normal in the latter.
4. Prove that the curves $y=a e^{-k x}$ and $y=a e^{-k x} \cos b x$ touch at the points where $x=2 n \pi / b$.
5. In the curve $y=b \log (x / a)$, the tangent at any point $P$ meets the axis of $y$ in $T$, and $P M$ is drawn perpendicular to the axis of $y$; prove that $M T$ is of constant length.
6. Find the equation of the tangent and normal to the curve $y=\log x$, at the point where it cuts the axis of $x$.
7. Prove that, in the catenary $y=a \cosh (x / a), d s / d x=y / a$. Hence find the length of the are 8 from the vertex to any point $(x, y)$ on the curve, and prove that $y^{2}=s^{2}+a^{2}$.
8. Find the angle between the tangents at two consecutive points of intersection of the ordinate $x=\frac{1}{2}$ with the curve $y=\sin ^{-1} x$.
$\theta$. When is the ratio of the logarithm of a number to the number itself a maximum?
9. Examine $a \cosh x+b \sinh x$ for marima and minima.
10. Find the minimum value of $a e^{k x}+b e^{-k x}$.
11. Find the minimum value of $x / \log x$, and the points of inflexion on its graph. Sketch the graph.
12. Find the maximum value of $x e^{-x}$ and the points of inflexion of $y=x e^{-x}$. Sketch the graph.
13. If $x$ be the ratio of the radius of the core of a submarine cable to the thickness of the covering, the speed of signalling varies as $x^{8} \log (1 / x)$. For what value of $x$ will the speed be greatest?
14. The graphs of $y=\sinh x$ and $y=8 \tanh x$ are drawn with the same axes; find where the distance between them, measured parallel to the axis of $y$, is greatest.
15. Find the maximum and minimum values of $e^{-a x} \sin a x$.
16. Find the maxima and minima of $e^{-7 x} \cos \left(10 x-35^{\circ}\right)$ [ $\tan 35^{\circ}=7$ ].
17. Find the points of inflexion of $y=e^{-x^{2}}$, and draw the graph.
18. Find the maxima, minima and points of inflexion of $y=x e^{-x}$. Trace the curve.
19. Show that the origin is a point of inflexion on the graphs of $\sinh x$ and tanh $x$, and that the graphs of $e^{x}, \cosh x$ and $\log x$ have no points of inflexion.
20. Prove that, in the curve $y=a \log \sec (x / a), d s / d x=\sec (x / a)$.
21. Find the difference for 1 minute in a table of logarithmic cosines in the neighbourhood of $45^{\prime}$.
22. Find the difference for 1 minute in a table of logarithmic sines in the neighbourhood of $120^{\circ}$.
23. Find the arca between the axes of coordinates, the graph of $e^{x}$, and the ordinate $x=3$.
24. If this area rotates about the axis of $x$, find the volume of the solid generated.
25. Find the area between the rectangular hyperbola $x y=20$, the axis of $x$, and the ordinates $x=2, x=5$.
26. Find the area between the catenary $y=a \cosh (x / a)$, the axes and the ordinate $x=b$.
27. Find the area between the axis of $x, y=\sinh x$, and $x=4$.
28. Find the area between $y=\cosh x, y=\sinh x$, and the ordinates $x=1, x=5$.
29. Find the area between the axis of $y, y=\cosh x, y=\sinh x$, and $x=a$. If the ordinate $x=a$ recedes to a very great distance, to what limit does this area tend?
30. Find the area between the axis of $y$, the curve $\left(a^{2}+x^{2}\right) y^{2}=a^{4}$ and (i) $x=a$, (ii) $x=b$.
31. The two areas in the preceding question rotate about the axis of $x$; find the volumes generated. To what limit does the latter volume tend as $b \rightarrow \infty$ ?
32. Find the area between the axis of $y$, the curve $y^{2}=a^{4} /\left(a^{2}-x^{2}\right)$, and the ordinate $x=\frac{1}{2} a$.
33. If the distance travelled by a moving point be given by the equation $s=a e^{k t}+b e^{-k t}$, prove that the acceleration is proportional to the distance travelled.
34. The acceleration of a point moving in a straight line varies inversely as its distance from a point in the line 2 feet behind the starting-point ; if it starts from rest with initial acceleration 1 ft . sec. per sec., find its velocity after travelling 20 feet.
35. A particle starts from rest and moves under the influence of an acceleration, which at the end of $t$ seconds is $12 /(t+1)^{2}$; find the distance travelled in 9 seconds.
36. If $s=e^{-t / 4} \cos \frac{1}{2} \pi t$, make a table giving the position, velocity, and acceleration of the particle, initially and after $1,2,4,10$ seconds.
37. Draw the graphs of $s= \pm e^{-/ / 10}, s=e^{-4 / 10} \sin 2 t$. Where do they touch one another? Where and at what angle does the latter graph cut the axis of $t$ ?
38. Draw the graphs of $s=e^{-t / 8} \cos \left(3 t-\frac{1}{2} \pi\right)$ and $\delta=e^{-t / 4} \sin \left(2 t+\frac{1}{8} \pi\right)$.
39. The distance of a moving point from the origin at the end of time $t$ is given by the equation $\delta=e^{-t / 2} \cos \frac{1}{2} \pi t$; find the velocity and acceleration at the end of 4 seconds.
40. A point moves in a straight line so that its acceleration towards a fixed point $O$ in the line varies as its distance from $O$; if it starts from rest at distance $a$ from 0 , find its velocity in any position, and its position at any time.
41. Given that $s=A e^{-k t} \sin (p t+\alpha)$, prove that

$$
\frac{d^{2} s}{d t^{2}}+2 k^{d s}+\left(k^{2}+p^{2}\right) s=0
$$

## CHAPTER XII

## HARDER DIFFERENTIATION

## 108. Extension of theorem of Art. 34.

It is proposed in this chapter to consider the differentiation of expressions of a more complicated nature than those we have hitherto considered.

We have seen (Art. 34) how to differentiate a function of a function, e.g. $\left(x^{2}+1\right)^{n}, \log \sin x$. This method can be extended.

For example, let $y=\log \left(1+\sin ^{2} x\right)$.
Here $y=\log u$, where $u=1+v^{2}$, where $v=\sin x$.
Exactly as in Art. 34 we shall have

$$
\begin{aligned}
\frac{d y}{d x} & =\frac{d y}{d u} \times \frac{d u}{d v} \times \frac{d v}{d x} \\
& =(1 / u) \times 2 v \times \cos x \\
& =\frac{2 \sin x \cos x}{1+\sin ^{2} x}
\end{aligned}
$$

It is hardly necessary in practice to introduce the $u, v \ldots$, explicitly. The results may be written down thus:
(i) the d. c. of

$$
\begin{aligned}
\sqrt{ }\left(1+\sin ^{n} x\right) & =\frac{1}{2 \sqrt{ }\left(1+\sin ^{n} x\right)} \times \mathrm{d} . \text { c. of }\left(1+\sin ^{n} x\right) \\
& =\frac{1}{2 \sqrt{ }\left(1+\sin ^{n} x\right)} \times n \sin ^{n-1} x \times \mathrm{d} . \text { c. of } \sin x \\
& =\frac{1}{2 \sqrt{ }\left(1+\sin ^{n} x\right)} \times n \sin ^{n-1} x \times \cos x
\end{aligned}
$$

(ii) the d. c. of

$$
\left(\log \tan \frac{1}{2} x\right)^{4}=4\left(\log \tan \frac{1}{2} x\right)^{3} \times \mathrm{d} . \text { c. of } \log \tan \frac{1}{2} x
$$

$$
=4\left(\log \tan \frac{1}{2} x\right)^{3} \times \frac{1}{\tan \frac{1}{2} x} \times d . \text { c. of } \tan \frac{1}{2} x
$$

$$
=4\left(\log \tan \frac{1}{2} x\right)^{3} \times \frac{1}{\tan \frac{1}{2} x} \times \sec ^{2} \frac{1}{2} x \times \mathrm{d} . \text { c. of } \frac{1}{2} x
$$

$$
=4\left(\log \tan \frac{1}{2} x\right)^{3} \times \frac{1}{\tan \frac{1}{2} x} \times \sec ^{2} \frac{1}{2} x \times \frac{1}{2}
$$

107. Taking logarithms before differentiation.
(1) In the case of some expressions of a complicated type, e.g. if the expression consists of a root or power of a product or quotient of several factors, it is advisable to take logarithms before differentiating, and use the result of Art. 98.

Examples:
(i) If $\quad y=\sqrt[n]{[x(x-a)(x-b)(x-c)] \text {. }}$
$\log y=[\log x+\log (x-a)+\log (x-b)+\log (x-c)] / n ;$
$\therefore$ differentiating with respect to $x$,

$$
\frac{1}{y} \cdot \frac{d y}{d x}=\frac{1}{n}\left[\frac{1}{x}+\frac{1}{x-a}+\frac{1}{x-b}+\frac{1}{x-c}\right]
$$

and $\frac{d y}{d x}=\frac{y}{n}\left[\frac{1}{x}+\frac{1}{x-a}+\frac{1}{x-b}+\frac{1}{x-c}\right]$

$$
=\frac{\sqrt[n]{[x(x-a)(x-b)(x-c)]}}{n}\left[\frac{1}{x}+\frac{1}{x-a}+\frac{1}{x-b}+\frac{1}{x-c}\right]
$$

(ii) If

$$
y=e^{n x} \sin ^{3} x \cos ^{2} x
$$

$\log y=a x+3 \log \sin x+2 \log \cos x ;$

$$
\begin{aligned}
\therefore & \frac{1}{y} \cdot \frac{d y}{d x}=a+3 \frac{1}{\sin x} \cdot \cos x+\frac{2}{\cos x}(-\sin x) \\
\therefore \quad \frac{d y}{d x} & =e^{a x} \sin ^{3} x \cos ^{2} x[a+3 \cot x-2 \tan x]
\end{aligned}
$$

(2) If the expression to be differentiated contains an index involving $x$, it is advisable to begin by taking logarithms, except in the case of $e^{u}$ where $u$ is a function of $x$; the d. c. of this was seen in Art. 97 to be $e^{u} d u / d x$.

Examples:
(i) If $y=2^{a x+b}$, then $\log y=(a x+b) \log 2$,
$\therefore$ differentiating, $\quad \frac{1}{y} \cdot \frac{d y}{d x}=a \cdot \log 2$,
and

$$
\frac{d y}{d x}=a y \log 2=a \cdot 2^{a x+b} \log 2 .
$$

(ii) If $y=a^{x} \tan x, \quad \log y=x \log a+\log \tan x$;

$$
\begin{aligned}
\therefore \frac{1}{y} \frac{d y}{d x} & =\log a+\frac{1}{\tan x} \cdot \sec ^{2} x \\
& =\log a+\sec x \operatorname{cosec} x ; \\
\therefore \frac{d y}{\bar{d} x} & =a^{x} \tan x[\log a+\sec x \operatorname{cosec} x] .
\end{aligned}
$$

## 108. Inverse circular functions.

Some simple examples of these have been given in Art. 102. Here are two of a more complicated nature.
(i) the d. c. of $\sin ^{-1}\left[2 x \sqrt{ }\left(1-x^{2}\right)\right]$

$$
\begin{aligned}
& =\frac{1}{\sqrt{ }\left[1-4 x^{2}\left(1-x^{2}\right)\right]} \times \text { d. c. of } 2 x \sqrt{ }\left(1-x^{2}\right) \\
& =\frac{1}{\sqrt{ }\left(1-4 x^{2}+4 x^{4}\right)} \times\left[2 x \cdot \frac{-2 x}{2 \sqrt{ }\left(1-x^{2}\right)}+2 \sqrt{ }\left(1-x^{2}\right)\right] \\
& =\frac{1}{1-2 x^{2}} \times\left[\frac{-2 x^{2}+2\left(1-x^{2}\right)}{\sqrt{ }\left(1-x^{2}\right)}\right] \\
& =\frac{2}{\sqrt{ }\left(1-x^{3}\right)}
\end{aligned}
$$

The result can also be obtained by Trigonometry, for if $x=\sin \theta$ [and this is a legitimate substitution, since $|x|$ must be $<1$ if the given expression be real], $\sqrt{ }\left(1-x^{2}\right)$ will be $\cos \theta$, and

$$
\begin{array}{cc}
2 x \sqrt{ }\left(1-x^{2}\right)=2 \sin \theta \cos \theta=\sin 2 \theta ; \\
\therefore \quad & \sin ^{-1} 2 x \sqrt{ }\left(1-x^{2}\right)=\sin ^{-1}(\sin 2 \theta)=2 \theta=2 \sin ^{-1} x,
\end{array}
$$

whence its d. c. $=\frac{2}{\sqrt{ }\left(1-x^{2}\right)}$, as before.
(ii) the d. c. of

$$
\begin{aligned}
\left.\tan ^{-1} \sqrt{\left(\frac{x}{1-x}\right.}\right) & \left.=\frac{1}{1+x /(1-x)} \times \text { d. c. of } \sqrt{1-x}\right) \\
& =\frac{1-x}{1-x+x} \times \frac{1}{2 \sqrt{[x /(1-x)]} \times \text { d. c. of } \frac{x}{1-x}} \\
& =\frac{1-x}{1} \times \frac{1}{2} \sqrt{\left(\frac{1-x}{x}\right) \times \frac{1-x-x(-1)}{(1-x)^{2}}} \\
& =\frac{1}{2} \cdot \sqrt{\left(\frac{1-x}{x}\right) \times \frac{1}{1-x}} \\
& =\frac{1}{2 \sqrt{\left(x-x^{2}\right)}}
\end{aligned}
$$

The result may also be obtained as follows. It is easily seen geometrically * that $\tan ^{-1} \sqrt{ }[x /(1-x)]=\sin ^{-1} \sqrt{ } x$.
Hence its d. $\mathrm{c} .=\frac{1}{\sqrt{ }(1-x)} \times \frac{1}{2 \sqrt{x}}=\frac{1}{2 \sqrt{ }\left(x-x^{2}\right)}$.

## Examples XXXVI.

Differentiate the following functions:

1. $\log \sin (\alpha-3 x)$.
2. $\log \left(1-\cos ^{5} x\right)$.
3. $\log \tan \left(\frac{1}{4} \pi+\frac{1}{2} x\right)$.
4. $\log [\sqrt{ }(x+1)+\sqrt{ }(x-1)]$.
5. $\sqrt{ }\left(2-\sin ^{2} 2 x\right)$.
6. $\left(1+\cos ^{8} a x\right)^{n}$.
7. $\frac{1}{1-\tan ^{2} 3 x}$.
8. $[\log (1+\sqrt{ } x)]^{2}$.

- $\left(1+\sec \frac{1}{2} x\right)^{1 / n}$.

10. $\log \left(1+\cos ^{2} a x\right)$.
11. $\tan ^{-1}\left(\frac{\sin ^{2} x}{1-\cos x}\right)$.
12. $e^{1+\sin ^{2} x}$.
13. $\sin ^{-1}(\sqrt{\sin x})$.
14. $\log \left(1+\sqrt{e^{x}}\right)$.
15. $\cos ^{-1} \sqrt{ }(3 x-2)$.
16. $\sin \left(\tan ^{-1} \frac{x^{2}}{a^{2}}\right)$.
17. $\tan ^{-1} \frac{a}{\sqrt{\left(x^{2}-a^{2}\right)}}$.
18. $\log \cos (1+\sqrt{ } x)$.
19. $3^{x}$.
20. $10^{2 x-1}$.
21. $a^{b x-c}$.
22. $2^{1 / x}$.
23. $a^{1 / x^{n}}$.
24. $5^{1+2 \sin }$.
25. $\sqrt{ }\left[\frac{x^{3}(x-1)}{(x-2)^{5}}\right]$.
26. $\frac{\sqrt[n]{ }(a-3 x)}{(a-x)^{3}}$.
27. $\frac{1}{\sqrt[2]{[x(1-x)(2-x)]}}$.
28. $\frac{\sin ^{m} x \cos ^{n} x}{x^{4}}$.

* Draw a right-angled triangle with sides $\sqrt{ } x$ and $\sqrt{ }(1-x)$, and therefore
hypotenuse 1.

29. $\begin{gathered}x^{9} \sqrt{ }(3-2 x) \\ \text { 31. } e^{-x} \sin ^{m} x \cos ^{n} x .\end{gathered}$.
30. $\sqrt{ }\left[a^{x} \sin (x+\alpha) \cos (x-\beta)\right]$.
31. $x^{x}$.
32. $\cos ^{-1} \frac{\sqrt{ }\left(1-x^{2}\right)}{x}$.
33. $\left(1-x^{2}\right)^{3 / 2} \sin ^{-1} x$.
34. $\frac{\sqrt{ }(1-x)+\sqrt{ }(1+x)}{\sqrt{(1-x)}-\sqrt{(1+x)}}$.
35. $(\log x)^{x}$.
36. $\tan ^{-1} \begin{gathered}2 x \\ 1-x^{8}\end{gathered}$.
so. $\frac{(a-x)^{2}(b-x)^{3}}{(c-2 x)^{4}}$.
37. $(a+x)^{5} \sin x \cos ^{3} 2 x$.
38. $\log (\log x)$.
39. $\tan ^{-1} \frac{x \cos \alpha}{1+x \sin \alpha}$.
40. $x^{\sin x}$.
41. $\operatorname{cosec}^{-1} \cdot \frac{1+x^{2}}{2 x}$.
42. $\sin ^{-1} \sqrt{ }\left(\frac{x-1}{x}\right)$.
43. $\frac{\sqrt{ }\left(x^{2}+1\right)-\sqrt{ }\left(x^{2}-1\right)}{\sqrt{ }\left(x^{2}+1\right)+\sqrt{ }\left(x^{2}-1\right)}$.
44. $\log \cosh (x / a)$.
45. $\sqrt[3]{ }\left[\frac{\left(a^{2}+x^{2}\right)^{2}}{a-x}\right]$.
46. $\left(1+x^{4}\right)^{n} \tan ^{-1}\left(x^{2}\right)$.
47. $\tan ^{-1}\left(\cot \frac{2}{3} x\right)$.
48. $\log \frac{\sqrt{ }(x+a)-\sqrt{ }(x-a)}{\sqrt{ }(x+a)+\sqrt{ }(x-a)}$.
49. $\log \sinh (a / x)$.
50. $\frac{x^{9}}{\left(a^{2}+x^{2}\right)^{3 / 2}}$.
51. $\log \left(1+\cosh ^{2} a x\right)$.
52. $\log \sqrt{\left[\frac{1+\sin x}{1-\sin x}\right] \text {. }}$
53. $x \sqrt{ }\left(x^{2}+a^{2}\right)+a^{2} \log \left[x+\sqrt{ }\left(x^{2}+a^{2}\right)\right]$.
54. $e^{a x}(a \sin b x-b \cos b x)$.
55. $\left(1+\frac{1}{\log x}\right)^{n}$.
56. $\left(a^{2}+\sin ^{2} x \cos ^{2} x\right)^{n}$.
57. $\log \sin ^{n}(b x+c)$.
58. $\sec ^{-1}\left[1 / \sqrt{ }\left(1-x^{2}\right)\right]$.
59. $\tan ^{-1} \sqrt{ }\left(\frac{1-\cos x}{1+\cos x}\right)$.
60. $\log \sec \tan ^{-1} x$.
61. $\tan ^{-1}(x / a)+\tanh ^{-1}(x / a)$.
62. $\tan ^{-1}\left(\sqrt{ }\left(\frac{a-b}{a+b}\right) \tan \frac{1}{2} x\right)$.
63. $\log ^{\frac{1+\tanh x}{1-\tanh x}}$.
64. Find $d p / d \theta$ (i) if $p=a b^{\theta /(\gamma+\theta)}$, (ii) if $\log p=a+b \alpha^{\theta}-c \beta^{\theta}$.
65. Prove that the d. c. of $\cos ^{-1} \frac{b+a \cos x}{a+b \cos x}=\frac{\sqrt{\left(a^{2}-b^{2}\right)}}{a+b \cos x}$. If $a^{3}<b^{2}$, this is imaginary. Explain this.
66. Successive differential coefflcients of implicit functions.

The method of finding $d y / d x$, when $y$ is given as an implicit function of $x$, is contained in Art. 36. If differential coefficients of higher orders are required, the method of procedure is indicated in the following example.

Given $x^{2}+x y+y^{2}=a^{2}$, find $d^{2} y / d x^{2}$.
Differentiating with respect to $x, \quad 2 x+x \frac{d y}{d x}+y+2 y \frac{d y}{d x}=0$,

$$
\begin{equation*}
\text { whence } \frac{d y}{d x}=-\frac{2 x+y}{2 y+x} \tag{i}
\end{equation*}
$$

differentiating again with respect to $x$,

$$
\begin{aligned}
\frac{d^{2} y}{d x^{2}} & =-\frac{(2 y+x)\left(2+\frac{d y}{d x}\right)-(2 x+y)\left(2 \frac{d y}{d x}+1\right)}{(\vartheta y+x)^{2}}=-\frac{3 y-3 x \frac{d y}{d x}}{(2 y+x)^{2}} \\
& =-\frac{3 y+3 x \cdot \frac{2 x+y}{2 y+x}}{(2 y+x)^{2}}, \text { on substituting the value of } \frac{d y}{d x} \text { from (i) } \\
& =-\frac{6 x^{2}+6 x y+6 y^{2}}{(2 y+x)^{3}} \\
& =-\frac{6 a^{2}}{(2 y+x)^{3}}, \text { from the given equation between } x \text { and } y .
\end{aligned}
$$

Or, the same result may be obtained by differentiating equation (i) again as it stands; this gives

$$
2+\left(x \frac{d^{2} y}{d x^{2}}+\frac{d y}{d x}\right)+\frac{d y}{d x}+2\left(y \frac{d^{2} y}{d x^{2}}+\frac{d y}{d x} \cdot \frac{d y}{d x}\right)=0
$$

i. ө. $\quad(x+2 y) \frac{d^{2} y}{\vec{d} x^{2}}=-2-2 \frac{d y}{d x}-2\left(\frac{d y}{d x}\right)^{2}=-2\left[1-\frac{2 x+y}{2 y+x}+\binom{2 x+y}{2 y+x}^{2}\right]$

$$
=-2 \cdot \frac{3 x^{2}+3 x y+3 y^{2}}{(2 y+x)^{2}}=-\frac{6 a^{2}}{(2 y+x)^{2}}, \text { as before. }
$$

110. Successive differential coefflients of $e^{-a t} \sin (b t+c)$.

The graph of $y=e^{-a t} \sin (b t+c)$ is one of great importance in certain physical and engineering problems. It shares the characteristics of the graphs of $y=e^{-a t}$ and $y=\sin (b t+c)$, and consists of a number of undulations, whose alternate maxima and minima occur at equal intervals and decrease in geometrical progression. Cf. Art. 105, Ex. (iii).

Differentiating with respect to $t$,

$$
\begin{aligned}
d y / d t & =e^{-a t} \times b \cos (b t+c)+\sin (b t+c) \times-a e^{-a t} \\
& =-e^{-a t}[a \sin (b t+c)-b \cos (b t+c)] .
\end{aligned}
$$

This can be put into a more convenient form by the artifice (which is a common one) of putting $a=r \cos \theta, b=r \sin \theta$ [whence $\tan \theta=b / a$, and $r^{2}=a^{2}+b^{2}$, so that $\theta$ and $r$ can always be found].

$$
\begin{aligned}
\therefore \quad d y / d t & =-e^{-a t}[r \cos \theta \sin (b t+c)-r \sin \theta \cos (b t+c)] . \\
& =-e^{-a t} \sqrt{ }\left(a^{2}+b^{2}\right) \cdot \sin (b t+c-\theta) .
\end{aligned}
$$

The higher differential coefficients can now at once be found.
The d.c. of $e^{-a t} \sin (b t+c)$ is found by multiplying by $-\sqrt{ }\left(a^{2}+b^{2}\right)$ and subtracting $\theta$ (i.e. $\tan ^{-1} b / a$ ) from $b t+c$; this d.c. is an expression ot the same form as the original one, and therefore its d.c. is found in the same way, by multiplying it by $-\sqrt{ }\left(a^{2}+b^{2}\right)$ and subtracting $\theta$ from $b t+c-\theta$, i.e.

$$
\begin{aligned}
d^{2} y / d t^{2} & =-\sqrt{ }\left(a^{2}+b^{2}\right) e^{-a t} \sin (b t+c-\theta-\theta) \times-\sqrt{ }\left(a^{2}+b^{2}\right) \\
& =+\left(a^{2}+b^{2}\right) e^{-a t} \sin (b t+c-2 \theta),
\end{aligned}
$$

and so on for any number of differentiations.

After $n$ differentiations,

$$
d^{n} y / d t^{n}=(-1)^{n}\left(a^{2}+b^{2}\right)^{n / 2} e^{-a t} \sin (b t+c-n \theta) .
$$

## 111. Leibnitz's theorem.

This is a theorem which expresses the successive differential coefficients of a product in terms of the differential coefficients of its factors. The theorem is due to Leibnitz, who shares with Newton the distinction of having discovered the principles of the infinitesimal calculus.

It was seen (Art. 30) that

$$
\frac{d}{d x}(u v)=u \frac{d v}{d x}+v \frac{d u}{d x}
$$

Using the notation $D u, D^{2} u, D^{3} u \ldots$ for $\frac{d u}{d x}, \frac{d^{2} u}{d x^{2}}, \frac{d^{8} u}{d x^{3}} \ldots$,

$$
D(u v)=u D v+v D u
$$

Differentiating again,

$$
\begin{aligned}
D^{2}(u v) & =\left(u D^{2} v+D v \cdot D u\right)+\left(v D^{2} u+D u \cdot D v\right) \\
& =u D^{2} v+2 D u D v+v D^{2} u ;
\end{aligned}
$$

differentiating again,

$$
\begin{aligned}
D^{3}(u v)=\left(u D^{3} v+D u \cdot D^{2} v\right) & +2\left(D u D^{2} v+D^{2} u D v\right) \\
& +\left(v D^{3} u+D v \cdot D^{2} u\right) \\
=u D^{3} v+3 D u \cdot D^{2} v & +3 D^{2} u \cdot D v+v D^{3} u .
\end{aligned}
$$

It will be noticed that the coefficients in these results are the same as the coefficients in the expansions of $(x+y)^{2}$ and $(x+y)^{3}$; and if the method of formation of these successive differential coefficients is compared with the method of expanding by multiplication the successive powers of the binomial $x+y$, it is evident that this must always be the case. The coefficients in the expansion of $D^{n}(w)$ are the same as in the expansion of $(x+y)^{n}$ by the Binomial theorem.

Hence $D^{n}(u v)=u D^{n} v+n D u D^{n-1} v+\frac{n(n-1)}{2!} D^{2} u D^{n-2} v$

$$
+\frac{n(n-1)(n-2)}{3!} D^{3} u \cdot D^{n-8} v+\ldots+v D^{n} u
$$

A complete formal proof by induction may be given as follows:
Suppose the theorem to be true for some one value of $n$, i.e. suppose

$$
\begin{aligned}
& D^{n}(u v)=u D^{n} v+{ }^{n} C_{1} D u D^{n-1} v+{ }^{n} C_{2} D^{2} u D^{n-2} v+\ldots \\
& +{ }^{n} C_{r-1} D^{r-1} u D^{n \rightarrow+1} v+{ }^{n} C_{r} D r u D^{n \rightarrow} v+\ldots+v D^{n} u .
\end{aligned}
$$

Differentiating again, we get

$$
D^{n+1}(u v)=\left(u D^{n+1} v+D u D^{n} v\right)+{ }^{n} C_{1}\left(D u D^{n} v+D^{2} u D^{n-1} v\right)+\ldots
$$

$$
+{ }^{n} C_{r-1}\left(D^{r-1} u D^{n-r+2} v+D^{r} u D^{n-r+1} v\right)+{ }^{n} C_{r}\left(D^{r} u D^{n-r+1} v+D^{r+1} u D^{n-r} v\right)
$$

$$
+\ldots+D v D^{n} u+v D^{n+1} u
$$

$=u D^{n+1} v+\left(1+{ }^{n} C_{1}\right) D u D^{n} v+\ldots+\left({ }^{n} C_{r-1}+{ }^{n} C_{r}\right) D^{r} u D^{n+1-1} v+\ldots+D^{n+1}{ }_{k}$

Now $1+{ }^{n} C_{1}=1+n={ }^{n+1} C_{1}$, and it is shown in text-books on Algebra that

$$
{ }^{n} C_{r-1}+{ }^{n} C_{r}={ }^{n+1} C_{r}
$$

$\therefore D^{n+1}(u v)=u D^{n+1} v+{ }^{n+1} C_{1} D u D^{n} v+\ldots+{ }^{n+1} C_{r} D^{r} u D^{n+1}+\quad+\ldots+v D^{n+1} u$.
Hence, if the theorem be true for any value of $n$, it must be true for the next value $n+1$. It has been seen that it is true when $n=3$, and therefore it is true when $n=4$, and therefore again when $n=5$, and so on for all values of $n$.

This theorem is particularly useful when one of the two factors is a small integral power of $x$; if this be taken as $u$ in the preceding formula, its differential coefficients soon vanish, and the series consists of a few terms only.
E.g. (i) Find the $n^{\text {th }}$ d. c. of $\left(x^{2}+1\right) e^{2 x}$.

The successive d. c.'s of $e^{2 x}$ are $2 e^{2 x}, 2^{2} e^{2 x}, \ldots 2^{n} e^{2 x}$,
hence, taking $x^{2}+1$ as $u$ and $e^{2 x}$ as $v, D u=2 x, D^{2} u=2$, and higher d. c.'s of $u$ are 0 .

$$
\therefore \quad D^{n}\left[\left(x^{2}+1\right) e^{2 x}\right]=\left(x^{2}+1\right) 2^{n} e^{2 x}+n \cdot 2 x \cdot 2^{n-1} e^{2 x}
$$

$$
\begin{aligned}
& \quad+\frac{n(n-1)}{2!} \cdot 2 \cdot 2^{n-2} e^{2 x} \\
& =2^{n-2} e^{2 x}\left[4\left(x^{2}+1\right)+4 n x+n(n-1)\right]
\end{aligned}
$$

(ii) Find the $n^{\text {th }}$ d. c. of $x \log x$.

If $\quad=x, D u=1$, and higher d. c.'s are 0 .
If $v=\log x, D v=1 / x, D^{2} v=-1 / x^{2}, \ldots$

$$
D^{n} v=D^{n-1}\left(\frac{1}{x}\right)=\frac{(-1)^{n-1}(n-1)!}{x^{n}}[\text { A.t. } 57]
$$

$\therefore D^{n}(x \log x)=x \cdot \frac{(-1)^{n-1}(n-1)!}{x^{n}}+n \cdot 1 \cdot \frac{(-1)^{n-2}(n-2)!}{x^{n-1}}$

$$
\begin{aligned}
& =\frac{(-1)^{n \cdot 1}(n-2)!}{x^{n-1}}[n-1-n] \\
& =(-1)^{n}(n-2)!/ x^{n-1}
\end{aligned}
$$

## 112. Formation of differential equations.

The following example illustrates how in many cases a relation between successive differential coefficients of a function can be found.

If $y=e^{a \operatorname{din}-1 x}$, prove that $\left(1-x^{2}\right) \frac{d^{2} y}{d x^{2}}-x^{d y}=a^{2} y$.
We have $\frac{d y}{d x}=e^{a \sin ^{-1} \varepsilon} \times \frac{a}{\sqrt{\left(1-x^{2}\right)}}$, which may be written

$$
\sqrt{ }\left(1-x^{2}\right) \cdot \frac{d y}{d x}=a e^{n \sin -1} x=a y
$$

differentiating again,

$$
\sqrt{ }\left(1-x^{2}\right) \cdot \frac{d^{2} y}{d x^{2}}+\frac{d y}{d x} \cdot \frac{-x}{\sqrt{ }\left(1-x^{2}\right)}=a \frac{d y}{d x}=\frac{a^{2} y}{\sqrt{ }\left(1-\overline{x^{2}}\right)}, \text { from (i); }
$$

$\therefore$ multiplying by $\sqrt{ }\left(1-x^{2}\right), \quad\left(1-x^{2}\right) \frac{d^{2} y}{d x^{2}}-x \frac{d y}{d x}=a^{2} y$.

A relation such as this, between $x, y$ and d.c.'s of $y$ with respect to $x$, is called a differential equation.

If this be differentiated $n$ times by Leibnitz's Theorem, we get a relation between any 3 consecutive differential coefficients of $y$, viz. :

$$
\begin{aligned}
& {\left[\left(1-x^{2}\right) \frac{d^{n+1} y}{d x^{n+2}}+n \cdot(-2 x) \frac{d^{n+1} y}{d x^{n+1}}+\frac{n(n-1)}{2} \cdot(-2) \frac{d^{n} y}{d x^{n}}\right] } \\
&-\left[x \frac{d^{d+1} y}{d x^{n+1}}+n .1 \cdot \frac{d^{n} y}{d x^{n}}\right]=a^{2} \frac{d^{n} y}{d x^{n}}
\end{aligned}
$$

which becomes, on collecting like terms,

$$
\left(1-x^{2}\right) \frac{d^{n+2} y}{d x^{n+2}}-(2 n+1) x \frac{d^{n+1} y}{d x^{n+1}}-\left(n^{2}+a^{2}\right) \frac{d^{n} y}{d x^{n}}=0 .
$$

## Examples XXXVII.

1. Given $x^{2}-a x y+y^{2}=a^{2}$, find $d^{2} y / d x^{3}$
2. If $x^{3}+3 a x y+y^{3}=a^{3}$, find $d^{2} y / d x^{3}$.
3. Find $d^{9} y / d x^{2}$ if $x^{n}+y^{n}=a^{n}$.
4. If $x^{3}+y^{3}=a^{3}$, find $d^{3} y / d x^{3}$.
5. Given $a(x+y)=x^{2}+y^{2}$, find $d^{2} y / d x^{3}$.
6. Find the $4^{\text {th }}$ d. c. of $e^{-9 x} \sin (2 x+\alpha)$.
7. Find the $n^{\text {th }}$ d. c. with respect to $t$ of $e^{-a t} \cos a t$.
8. Prove that the $2^{\text {ad }}$ d. c. of $e^{-x} \sin 2 x=5 e^{-x} \sin \left(2 x-126^{\circ} 52^{\prime}\right)$.
9. Find the $10^{\text {th }}$ d. c. of $x^{2} e^{x}$.
10. Find the $n^{\text {th }}$ d. c. of $\left(x^{s}+a^{s}\right) e^{a x}$.
11. Find the $6^{\text {th }}$ d. c. of $x^{2} \log x$. 12. Find the $n^{\text {th }}$ d. c. of $x^{2} \log x$.
12. Obtain the $5^{\text {th }}$ d. c. of $x^{2} \sin 2 x$. 14. Obtain the $n^{\text {th }}$ d. c. of $x^{4} e^{-x}$.
13. If $y=\left(\sin ^{-1} x\right)^{2}$, prove that $\left(1-x^{2}\right) \frac{d^{2} y}{d x^{4}}-x \frac{d y}{d x}=2$.
14. Differentiate the result of the preceding example $n$ times by Leibnitz's Theorem.
15. If $y=\log \left[x+\sqrt{ }\left(x^{1}-a^{2}\right)\right]$, prove that $\left(x^{3}-a^{2}\right) \frac{d^{2} y}{d x^{2}}+x \frac{d y}{d x}=0$.
16. Find the relation between any consecutive 3 differential coefficients of $y$ in the preceding example.
17. Determine the $n^{\text {th }}$ d. c. of $x^{\boldsymbol{s}}(1+x)^{n}$.
18. If $y=A \cos (\log x)+B \sin (\log x)$, prove that $x^{2} \frac{d^{2} y}{d x^{2}}+x \frac{d y}{d x}+y=0$.
19. Given $y=\sin \left(m \sin ^{-1} x\right.$ ), prove that $\left(1-x^{2}\right) \frac{d^{2} y}{d x^{2}}-x \frac{d y}{d x}+m^{2} y=0$.
20. Find by Leibnitz's Theorem a relation between any consecutive 3 differential coefficients of $\sin ^{-1} x$.
21. Find the $n^{\text {th }}$ d. c. of $x^{2} y$ with respect to $x$.
22. If $x$ and $y$ are given as functions of a third variable $t$ by equations $x=f(t), y=F^{\prime}(t)$; find $d^{2} y / d x^{2}$ in terms of differential coefficients of $x$ and $y$ with respect to $t$.
23. If $u=x^{2} v$ and $v=\log x$, prove that $\frac{d^{n} u}{d x^{n}}=2 \frac{d^{n-2} v}{d x^{n-2}}$.

## CHAPTER XIII

## APPLICATION TO THEORY OF EQUATIONS.

## MEAN-VALUE THEOREM

113. The differential coefficient of a function vanishes in the interval between two equal values of the function, provided both the function and its differential coefficient are continuous throughout the interval.

Let $y=b$ when $x=a$, and let $a^{\prime}(>a)$ be the next value of $x$ for which $y=b$. After passing through the value $b$ when $x=a, y$ must either remain constant or increase or decrease. If it remains constant, its d. c . is zero ; if it increases, then before reaching the value $b$ again (when $x=a^{\prime}$ ), it must decrease and therefore, if continuous, must pass through a maximum ; similarly, if it decreases, then before reaching the value $b$ again, it must increase and therefore, if continuous, must pass through a minimum, and in either case, at the maximum or minimum, its d. c. is zero. [Art. 53.]

Geometrically, it is obvious that, between two consecutive points


Fig. 91.
with equal ordinates, there must, on a continuous curve of continuous slope (Fig. 91), be a point where the tangent is parallel to the axis of $x$, i.e. a point where $d y / d x=0$. There is not necessarily one point only ; there may be any odd number of such points. The fact proved in the theorem is that there is at least one such point. The
result may also be stated in the form that between two equal values the function must have at least one maximum or minimum. The theorem is clearly not true if either $y$ or $d y / d x$ be discontinuous between $x=a$ and $x=a^{\prime}$. Cf. (i) the graph of $\tan x$, (ii) Fig. 56 [Art. 54].

In particular, between two values of $x$ for which $y=0$, there is at least one value for which $d y^{\prime} d x=0$. The graphical solution of the quadratic $a x^{2}+l x+c=0$ furnishes an illustration of this. The graph of $y=a x^{2}+b x+c$ is a parabola whose axis is vertical, and the roots of the equation are the abscissae of the points where the parabola cuts the axis of $x$; at the vertex of the parabola, which is between these two points, the tangent is parallel to the axis of $x$, i. . $d y / d x=0$.

## 114. Application to equations. Rolle's Theorem.

If $y$ be a rational integral function of $x$ (Art. 7), denoted by $f(x)$, $y$ and $d y / d x$ or $f^{\prime}(x)$ are both continuous so long as $x$ is finite. The above theorem therefore states that between two real roots of $\mathrm{f}(\mathbf{x})=0$ there must be at least one real root of $\mathrm{f}^{\prime}(\mathrm{x})=0$. This is known as Rolle's Theorem. It evidently follows that not more than one real root of $f(x)=0$ can lie between two consecutive roots $\alpha$ and $\beta$ of $f^{\prime}(x)=0$, for if there were two, then between these two roots of $f(x)=0$ would lie a root of $f^{\prime}(x)=0$, and therefore $\alpha$ and $\beta$ would not be consecutive roots of $f^{\prime}(x)=0$. There is or is not a root of $f(x)=0$ between $\alpha$ and $\beta$, according as $f(\alpha)$ and $f($ ) have opposite signs or the same sign [Art. 17 (4)]. Geometrically, between two consecutive points $A$ and $B$ on a continuous curve, where the tangent is parallel to the axis of $x$, the curve cannot cut the axis of $x$ more than once. It will or will not cut it according as $A$ and $B$ are on opposite sides of the axis of $x$ or on the same side.

As an example, take the function considered in Art. 55, Ex. (i).

$$
\begin{aligned}
f(x) & =x^{3}-9 x^{2}+15 x . \\
f^{\prime}(x) & =3 x^{2}-18 x+15=3(x-1)(x-5) .
\end{aligned}
$$

The roots of the equation $f^{\prime}(x)=0$ are 1 and 5 , hence the roots of the equation $f(x)=0$, if real, will lie between $-\infty$ and 1,1 and 5,5 and $+\infty$.

| If $x=-\infty, y$ is -, | $\therefore y=0$ at some point between $-\infty$ and 1. |
| :---: | :---: |
| If $x=1, y$ is + , | [Art. 17 (4).] |
| If $x=5, y$ is -, | 0 at some point between 1 and 5 . |
| $+\infty, y$ is + , | $\therefore y=0$ at some point between 5 and $+\infty$. |

$\therefore$ the equation $f(x)=0$ has three real roots, as shown in the figure, viz.: $0,2 \%$, and 6.8 approximately.

## 115. Equal roots.

If two of the roots of $f(x)=0$ approach one another and ultimately coincide, the root of $f^{\prime}(x)=0$ which is intermediate between them must also coincide with them. In the figure of Art. 55 , Ex. (i), imagine that the graph gradually ascends vertically, the axes remaining fixed. The points of intersection of the graph with the axis of $x$ gradually approach one another until ultimately, when the curve touches the axis of $x$, they coincide, and clearly the minimum point coincides with them. [The graph then represents the function there given with each ordinate increased by 25 , i. e. it is the graph of $y=x^{3}-9 x^{2}+15 x+25$, and the abscissae of the points of intersection with the axis of $x$ are the roots of the equation $x^{3}-9 x^{2}+15 x+25=0$. Since the vertical ascent of the graph does not alter the abscissa of any point on the curve, it follows that this latter equation has two roots each equal to 5 . It is equivalent to $(x-5)^{2}(x+1)=0$, so that the third root is -1 .] Hence, if a root of $f(x)=0$ is rcpeatcd, it is also a root of $f^{\prime}(x)=0$.

This can also be seen analytically as follows:-If $\alpha$ be a root of the equation $f(x)=0$, where $f(x)$ is a rational integral function of $x$, the function contains $x-\alpha$ as a factor; if $\alpha$ be a double root, the function contains $(x-\alpha)^{2}$ as a factor;
$\therefore f(x)=(x-\alpha)^{2} \phi(x)$, where $\phi(x)=0$ gives the remaining roots.
$\therefore f^{\prime}(x)=(x-\alpha)^{2} \phi^{\prime}(x)+\phi(x) .2(x-\alpha)$

$$
=(x-\alpha)\left[(x-\alpha) \phi^{\prime}(x)+2 \phi(x)\right] .
$$

$\therefore f^{\prime}(x)=0$ when $x=\alpha$, so that $\alpha$ is a root of $f^{\prime}(x)=0$.
It follows in a similar manner that, if $\alpha$ be a root of $f(x)=0$ repeated $r$ times, it is a root of $f^{\prime}(x)=0$ repeated $r-1$ times; then by the same argument, it is a root of $f^{\prime \prime}(x)=0$ repeated $r-2$ times, and so on. For instance, a triple root of $f(x)=0$ is a double root of $f^{\prime}(x)=0$, a single root of $f^{\prime \prime}(x)=0$, and is not a root of $f^{\prime \prime \prime}(x)=0$.

Hence, to multiple roots of $f(x)=0$ correspond common factors of $f(x)$ and $f^{\prime}(x)$; and therefore such multiple roots can be obtained by finding the II. C. F. of $f(x)$ and $f^{\prime}(x)$ (by the ordinary algebraical method).

## Examples :

(i) A simple illustration is furnished by the quadratic $a x^{2}+b x+c=0$. If it has equal roots, then the root is also a root of $2 a x+b=0$, i.e. the root is $-b / 2 a$, and the condition for equal roots is obtained by substituting this in the given equation,

$$
\text { i. e. } \quad a \cdot \frac{b^{2}}{4 a^{2}}-\frac{b^{2}}{2 a}+c=0,
$$

which reduces to $b^{2}=4 a c$, the well-known condition.
(ii) Solve the equation $x^{4}-6 x^{2}+8 x+24=0$ [cf. Art. 55, Ex. (ii)], having given that it has a multiple root.

$$
f^{\prime}(x)=4 x^{3}-12 x+8=4\left(x^{3}-3 x+2\right)
$$

The H.C.F. of $x^{5}-3 x+2$ and $x^{4}-6 x^{2}+8 x+24$ is $x+2$; therefore -2 is a double root of the given equation.
Hence $f(x)$ contains the factor $(x+2)^{2}$; dividing out ly this, the other factor is found to be $x^{2}-4 x+6$, and solving the equation $x^{3}-4 x+6=0$, the other two roots (which are imaginary) are obtained.

## Examples XXXVIII.

Between what values do the real roots of the equations $1-6$ lie?

1. $x^{3}-6 x^{2}+2=0$.
2. $x^{4}-18 x^{2}+12=0$.
3. $x^{3}-12 x^{2}+36 x-10=0$.
4. $x^{4}+4 x^{3}-20 x^{2}+10=0$.
5. $2 x^{3}-3 x^{2}-36 x-5=0$.
e. $x^{4}-8 x^{3}+22 x^{2}-24 x+12=0$.

Solve the equations 7-12, given that each has a multiple root:
7. $x^{3}+2 x^{2}-7 x+4$.
8. $4 x^{3}-16 x^{2}-19 x-5$.
9. $x^{4}-4 x^{3}+16 x-16$.
10. $x^{5}-7 x^{4}-2 x^{3}+14 x^{2}+x-7$.
11. $12 x^{3}+28 x^{2}+3 x-18$.
12. $x^{4}-6 x^{3}+10 x^{2}-6 x+9$.
13. Find the condition that the conic $a x^{2}+b y^{2}+2 g x+2 f y+c=0$ may touch (i) the axis of $x$; (ii) the axis of $y$.
14. Prove that the curve $x^{3}+y^{3}-3 x+4 y+2=0$ touches the axis of $x$.
15. Show that the curve $y=2 x^{3}+3 x^{3}-1$ touches the axis of $x$.

Verify the theorem of Art. 113 in the following cases 18-20, and find the coordinates of the point where the d.c. is zero.
17. $y=(x-1)^{2}(x-3)$.
18. $y=3 x^{2}-7 x+4$.
18. $y=\frac{1}{2} x+x^{-1}+2$.
19. $y=\log \left[\left(x^{2}+8\right) / 6 x\right]$.
20. $y=\sin x-\cos x$.

Discuss the application of Rolle's Theorem to the functions
21. $x(x-4) /(x-1)$.
22. $\tan x$.
23. 4-(8-x $)^{2 / 3}$.
24. Find the condition that the equation $x^{3}+p x+q=0$ may have two equal roots.

## 116. Mean-value theorem.

If $\mathrm{f}(\mathrm{x})$ and $\mathrm{f}^{\prime}(\mathrm{x})$ be continuous throughout the range $\mathrm{x}=\mathrm{a}$ to $\mathrm{x}=\mathrm{b}$, then

$$
\frac{f(b)-f(a)}{b-a}=f^{\prime}(x)
$$

for some value of x between a and b .
The expression $\frac{f(b)-f(a)}{b-a}$ is the ratio of the total increase in the function to the total increase in the variable $x$, and therefore is the average rate of increase over the range $x=a$ to $x=b$. Hence
the theorem states that the average rate of increase throughout the interval is equal to the actual rate of increase at some point in the interval ( $\theta$.g. the average velocity of a train between two stations is equal to the actual velocity at some intermediate point). This follows from general reasoning, for the average rate of increase in the interval is evidently intermediate in value between the greatest and least rates of increase ; and in passing between its greatest and least values, the rate of increase, being continuous, must pass through every intermediate value, and therefore at some point must equal the average rate of increase.

Geometrically, this can also be seen at once, for let $A$ and $B$ (Fig. 92) be the points on the graph of $f(x)$ for which $x=a$ and $x=b$ respectively; then the ordinates $A M$ and $B N$ are $f(a)$ and $f(b)$ respectively. Let $A K$, parallel to $M N$, meet $N B$ in $K$.


Fig. 92.
Then $\quad \frac{f(b)-f(a)}{b-a}=\frac{N B-M A}{M N}=\frac{K B}{A K}=\tan B A K$.
If $y$ and $d y / d x$ are both continuous, there is obviously some point on the curve between $A$ and $B$ at which the tangent is parallel to the chord $A B$, i.e. there is some point, $T$ say, at which $\tan \psi$, i. e. $d y / d x$ or $f^{\prime}(x),=\tan B A K$,
i.e. there is a value of $x$ for which $f^{\prime}(x)=\frac{f(b)-f(a)}{b-a}$.

It is easily seen by drawing figures that there is not necessarily such a point, if either $y$ or $d y / d x$ be discontinuous anywhere between $A$ and $B$.

## 117. Analytical proof.

The theorem can also be deduced analytically from Art. 113 as follows, and this method is important because it can be used to
extend the given theorem, and ultimately obtain one of the most important theorems in Mathematics. (Chap. XXII.)

Denote the expression $[f(b)-f(a)] /(b-a)$ by $R$, and consider the function

$$
\begin{equation*}
f(x)-f(a)-(x-a) R . \tag{i}
\end{equation*}
$$

If $x=a$, this function $=f(a)-f(a)-0 \times R=0$.
If $x=b$, the function $=f(b)-f(a)-(b-a) R$, which is seen to be 0 on substituting the value of $R$.

Therefore, since the function vanishes when $x=a$ and also when $x=b$, its d. c. must vanish for some intermediate value of $x$ [the function and its d. c. both being continuous between $x=a$ and $x=b]$ (Art. 113). The d. c. is $f^{\prime}(x)-R$, and therefore
$f^{\prime}(x)-R=0$ for some value of $x$ between $a$ and $b$.

$$
\therefore f^{\prime}\left(x_{1}\right)=R=\frac{f(b)-f(a)}{b-a}, \text { where } a<x_{1}<b
$$

Geometrically, it should be noticed that if, in Fig. 92, $Q$ be the point whose abscissa is $x$ and ordinate $f(x)$, and if the ordinate of $Q$ meet the axis of $x$ in $H, A K$ in $L$, and the chord $A D$ in $Q^{\prime}$, the expression (i) considered above is equal to

$$
I Q-M A-A L \tan D A K=Q L-Q^{\prime} L=-Q Q^{\prime}
$$

Now $Q Q^{\prime}$ is obviously zero at $A$ and at $B$, and it is a maximum, and its d. c. vanishes, at some intermediate point, viz. at the point $T$ where the tangent is parallel to the chord.

The preceding result may be written

$$
f(b)-f(a)=(b-a) f^{\prime}\left(x_{1}\right), \text { where } x_{1} \text { is between } a \text { and } b .
$$

Let $b=a+h$, then $x_{1}$, being $>a$ and $<b$, i. $\theta .<a+h$, may be written as $a+\theta h$, where $\theta$ is a positive proper fraction; and the theorem takes the form

$$
\begin{array}{ll} 
& f(a+h)-f(a)=h f^{\prime}(a+\theta h), \\
\text { i. e. } & f(a+h)=f(a)+h f^{\prime}(a+\theta h) .
\end{array}
$$

It should be noticed that this involves the definition of a d. c., for the last result may be written

$$
\frac{f(a+h)-f(a)}{h}=f^{\prime}(a+\theta h),
$$

and when $h \rightarrow 0, a+\theta h \rightarrow a$, since $\theta<1$;

$$
\coprod_{h \rightarrow 0} t \frac{f(a+h)-f(a)}{h}=f^{\prime}(a), \text { as in Art. } 26 .
$$

It also indicates the amount of error involved in the use of differentials (Art. 24). It was there pointed out that

$$
\hat{\partial} y=\frac{d y}{d x} \delta x=f^{\prime}(x) \delta x \text { approximately. }
$$

From the preceding result we have, if $h=\delta x$, $\delta y=f(x+h)-f(x)=h f^{\prime}(x+\theta h)=\delta x . f^{\prime}(x+\theta \delta x)$, where $0<\theta<1$.

If $G$ and $L$ be the greatest and least values of $f^{\prime}(x)$ in the interval from $x$ to $x+\delta x$, then the greatest possible value of $\delta y$ is $G \delta x$, and the least possible value of $\delta y$ is $L \delta x$; hence the error involved in the statement $\delta y=\frac{d y}{d x} . \delta x$ is not greater than $|G-L| \delta x$.

All that is known about $\theta$ in the general case is the fact that it is intermediate in value between 0 and 1 . Usually its value depends upon the values of $a$ and $h$. In some particular cases, its value can be found, e.g. if $f(x)=a x^{2}+b x+c$, then

$$
f(x+h)=a(x+h)^{2}+b(x+h)+c, \quad f^{\prime}(x)=2 a x+b
$$

and

$$
f^{\prime}(x+\theta h)=2 a(x+\theta h)+b ;
$$

hence the theorem gives

$$
a(x+h)^{2}+b(x+h)+c=a x^{2}+b x+c+h[2 a(x+\theta h)+b] ;
$$

whence, after multiplying out and cancelling,

$$
a h^{2}=2 a \theta h^{2}, \text { and } \theta=\frac{1}{2} .
$$

This is obvious geometrically, for the graph is a parabola with its axis parallel to the axis of $y$ (p.18), and if any chord of the parabola be drawn, the tangent at the end of the diameter which bisects the chord (and which is parallel to the axis of $y$ ) is parallel to the chord; hence the abscissa of the point of contact of the tangent is half the sum of the abscissae of the ends of the chord.
In the preceding case, $\theta$ is constant, but if we take $f(x)=x^{3}$, and therefore $f^{\prime}(x)=3 x^{2}$, we get from the mean-value theorem

$$
(x+h)^{3}=x^{3}+h \cdot 3(x+\theta h)^{2} .
$$

Whence, on multiplying out and dividing by $h^{2}$, we have

$$
3 h \theta^{2}+6 x \theta=3 x+h,
$$

from which $\theta$ can be found in terms of $x$ and $h$.
If $h$ be very small, the terms in this equation which contain $h$ may be neglected in comparison with the others, and it follows then that $\theta$ is approximately equal to $\frac{1}{2}$.

## 118. Indeterminate forms.

The following is a useful application of the mean-value theorem.
Let $f(x), F(x)$ be two functions of $x$ which both become zero when $x=a$; then, if $f^{\prime}(x) / F^{\prime}(x)$ approaches a limiting value as $x \rightarrow a$, $f(x) / F(x)$ will tend to the same limit. This is often called the 'true value' of $f(x) / \boldsymbol{F}(x)$.

For

$$
\frac{f(a+h)}{F(a+h)}=\frac{f(a)+h f^{\prime}(a+\theta h)}{F(a)+h F^{\prime}\left(a+\theta^{\prime} h\right)}=\frac{f^{\prime}(a+\theta h)}{F^{\prime}\left(a+\theta^{\prime} h\right)}
$$

since $f(a)$ and $F(a)$ are both zero;

$$
\therefore \quad \int_{h \rightarrow 0} t \frac{f(a+h)}{F(a+h)}=\coprod_{h \rightarrow 0} \frac{f^{\prime}(a+\theta h)}{F^{\prime}(a+\theta h)}=\frac{f^{\prime}(a)}{F^{\prime}(a)}
$$

If $f^{\prime}(x), F^{\prime}(x)$ also both become zero when $x=a$, the same argument shows that the 'true value' is $f^{\prime \prime}(a) / F^{\prime \prime}(a)$, and so on.

The 'true value' is found in the same way if $f(x)$ and $F(x)$ both become infinite when $x=a$.
For then $\frac{f(a)}{F^{\prime}(a)}=\frac{1}{F(a)} / \frac{1}{f(a)}$, and $\frac{1}{F^{\prime}(a)}, \frac{1}{f(a)}$ are both zero; therefore, by the preceding case, the true value $A=-\left[\frac{1}{F^{\prime}(a)}\right]^{2} F^{\prime}(a) /-\left[\frac{1}{f(a)}\right]^{2} f^{\prime}(a)=\left[\frac{f(a)}{F(a)}\right]^{2} \cdot \frac{F^{\prime}(a)}{f^{\prime}(a)}=A^{2} \frac{F^{\prime}(a)}{f^{\prime}(a)} ;$ whence $A=f^{\prime}(a) / F^{\prime}(a)$ as before, provided $A$ be neither zero nor infinity, and it can be shown that the rule holds for these cases also.

## Examples:

The true value
(i) of $\frac{1-x}{\log x}$, when $x=1$, is the value of $-\frac{1}{1 / x}$, i.e. -1 ;
(ii) of $\frac{x \cos x+\pi}{\sin x} \quad(x=\pi)-$ the value of $\frac{-x \sin x+\cos x}{\cos x}=1$;
(iii) of $\frac{x^{2}}{1-\cos x}(x-0)=$ the value of $\frac{2 x}{\sin x}$ (which is still of the form $\frac{0}{0}$ ) - the value of $\frac{2}{\cos x}=2$;
(iv) of $\frac{5 x-2}{3 x+4}(x=\infty)=$ the value of $\frac{5}{3}=\frac{5}{3}$.

## 119. Extended mean-value theorem.

We have proved (Art. 117) that, provided $f(x)$ and $f^{\prime}(x)$ are continuous in the interval from $x=a$ to $x=b$,

$$
f(b)=f(a)+(b-a) f^{\prime}\left(x_{1}\right), \text { where } x_{1} \text { is between } a \text { and } b .
$$

This result can be extended to show that, provided $f^{\prime \prime}(x)$ is also continuous in the given interval,
$f(b)=f(a)+(b-a) f^{\prime}(a)+\frac{(b-a)^{2}}{2!} f^{\prime \prime}\left(x_{2}\right)$, where $x_{2}$ is between $a$ and $b$.
Using a method of proof similar to that of the preceding case, denote

$$
\begin{equation*}
f(b)-f(a)-(b-a) f^{\prime}(a) \text { by } \frac{1}{2}(b-a)^{2} R, \tag{i}
\end{equation*}
$$

and consider the function of $x$

$$
f(b)-f(x)-(b-x) f^{\prime}(x)-\frac{1}{2}(b-x)^{2} R,
$$

which, with its d. c., is continuous within the given range, since $f(x), f^{\prime}(x)$ and $f^{\prime \prime}(x)$ are continuous.

This function obviously vanishes when $x=b$. If $x=a$, it becomes

$$
f(b)-f(a)-(b-a) f^{\prime}(a)-\frac{1}{2}(b-a)^{2} R, \text { which }=0 \text { from (i). }
$$

Since the function vanishes when $x=a$ and when $x=b$, its d. c. must vanish for some intermediate value.

Its d. c. $\quad=-f^{\prime}(x)-(b-x) f^{\prime \prime}(x)+f^{\prime}(x)+(b-x) R$.
This therefore must vanish for some value of $x$ between $a$ and $b$,
i.e. after dividing out by the factor $b-x$,

$$
-f^{\prime \prime}\left(x_{2}\right)+R=0, \text { or } R=f^{\prime \prime}\left(x_{2}\right), \text { where } x_{2} \text { is between } a \text { and } b .
$$

Substituting this value of $R$ in (i) and re-arranging, we get

$$
f(b)=f(a)+(b-a) f^{\prime \prime}(a)+\frac{1}{2}(b-a)^{2} f^{\prime \prime}\left(x_{2}\right), \text { where } a<x_{2}<b
$$

If $b=a+h$, then $x_{2}$, being between $a$ and $a+h$, may be denoted by $a+\theta^{\prime} h$, where $0<\theta^{\prime}<1$, and the theorem takes the form

$$
f(a+h)=f(a)+h f^{\prime}(a)+\frac{1}{2} h^{2} f^{\prime \prime}\left(a+\theta^{\prime} h\right) .
$$

The geometrical interpretation of this result should be noticed.
If in Fig. 92 the tangent at $A$ meets $B N$ in $V$, then

$$
\begin{aligned}
f(b)-f(a)-(b-a) f^{\prime}(a) & =N B-M F A-M N \tan V A K=K B-K V \\
& =V B .
\end{aligned}
$$

Hence the preceding theorem gives the result

$$
\nabla B=\frac{1}{2} M N^{2} \cdot f^{\prime \prime}\left(a+\theta^{\prime} h\right),
$$

i. e. when $b-a$ is very small, and therefore $f^{\prime \prime}\left(a+\theta^{\prime} h\right) \rightarrow f^{\prime \prime}(a)$,

$$
L_{t} \frac{V B}{M N^{2}}=\frac{1}{2} f^{\prime \prime}(a)
$$

Hence, since $f^{\prime \prime}(a)$ is finite, if $B$ is indefinitely near to $A, V B$ is very small compared with $M N$, i.e. the distance between the curve and the tangent (measured along the ordinate) is very small, or is of (at least) the second order of small quantities, compared with the difference in the abscissae (Art. 24).

This also includes the results of Art. 59, for $V B$ is + or according as $f^{\prime \prime}(a)$ is + or - , and the curve in the neighbourhood of $A$ is above or below the tangent at $A$ according as $V B$ is + or - , i.e. according as $f^{\prime \prime}(a)$, the value of the second d. c. at $A$, is + or -.

As in the case of the first mean-value theorem, the value of $\theta^{\prime}$ depends in general upon the values of $a$ and $h$; a fixed numerical value can be found for it in the case when $f(a)=a^{3}$, for then $f^{\prime}(a)=3 a^{2}, f^{\prime \prime}(a)=6 a$, and the theorem gives

$$
(a+h)^{8}=a^{3}+h \cdot 3 a^{2}+\frac{1}{2} h^{2} 6\left(a+\theta^{\prime} h\right)
$$

whence $\theta^{\prime}=\frac{1}{8}$.

## 120. Principle of proportional parts.

The extended mean value theorem can be used to prove the principle of proportional parts, a principle which the student has probably used in elementary work in connection with tables of logarithms, trigonometrical ratios, \&c. This principle states that 'if the increase in the variable be small, then the increase in the function is proportional to the increase in the variable '.

$$
\begin{aligned}
\text { We have } & f(a+h)-f(a)=h f^{\prime}(a)+\frac{1}{2} h^{2} f^{\prime \prime}(a+\theta h) \\
\text { and } & f(a+k)-f(a)=k f^{\prime}(a)+\frac{1}{2} k^{2} f^{\prime \prime}\left(a+\theta^{\prime} k\right) ; \\
& \frac{f(a+h)-f(a)}{f(a+k)-f(a)}=\frac{h}{k} \cdot \frac{f^{\prime}(a)+\frac{1}{2} h f^{\prime}(a+\theta h)}{f^{\prime}(a)+\frac{1}{2} k f^{\prime \prime}\left(a+U^{\prime} k\right)} .
\end{aligned}
$$

When $h$ and $k$ are small, the last term in both numerator and denominator generally becomes very small compared with the first term, and both numerator and denominator approach the value $f^{\prime}(a)$. The right-hand side of the equation then becomes approximately $h / k$, and we have

$$
\frac{f(a+h)-f(a)}{f(a+k)-f(a)}=\frac{h}{k},
$$

i.e. the increase in the function is proportional to the increase in the variable.

The last terms in the numerator and denominator mentioned above do not become small compared with the first term if $f^{\prime \prime}(a)$ is large compared with $f^{\prime}(a)$; hence the principle will usually fail when the second differential coefficient of the function is large compared with the first. E.g. in the case of common logarithms, the 2 nd d. c. of $\log _{10} x=-\mu / x^{2}$, which is large compared with the first d. c. $\mu / x$, when $x$ is small; therefore the principle is not true for the logarithms of small numbers. Again the 2nd d. c. of $\tan x=2 \sec ^{2} x \tan x$, which is large compared with the first d. c. $\sec ^{2} x$, when $x$ is nearly $\frac{1}{2} \pi$; therefore the principle does not hold for natural tangents in the neighbourhood of $90^{\circ}$ [or of any odd multiple of $90^{\circ}$ ].

For a more complete discussion, and investigation as to the amount of error involved in using the principle, the student is referred to more advanced works.

## Examples XXXIX.

Find the value of $\theta$ in the application of the mean value theorem to the functions 1-4:

1. $1 / x$.
2. $e^{x}$.
3. $\sin x$.
4. $\log x$.
5. Prove that, with the usual conditions, $f(x)=f(0)+x f^{\prime}(\theta x)$.
6. Discuss the application of the mean-value theorem to the function $x(x-4) /(x-1)$, in the neighbourhood of $x=1$.
7. Also to the function $\tan x$, in the neighbourhood of $x=\frac{1}{2} \pi$.
8. Also to the function $4-(8-x)^{2 / 3}$, in the neighbourhood of $x=8$.

Find the value of $\theta$ in the application of the extended mean-value theorem to the functions $9-12$.
9. $a x^{3}+b x^{2}+c x+d$.
10. $x^{4}$.
11. $1 / x$.
12. $e^{x}$.
18. Prove that, with the usual conditions, $f(x)=f(0)+x f^{\prime}(0)+\frac{1}{2} x^{2} f^{\prime \prime}(0 x)$.
14. Deduce from the theorem of question 13 that $\cos x>1-\frac{1}{2} x^{2}$.
15. Also that $\log (1+x)>x-\frac{1}{2} x^{2}$.
18. Also that $\log (1+\cos x)<\log 2-\frac{1}{1} x^{2}$.
17. Prove, by the method of Arts. 117 and 119, that

$$
f(a+h)=f(a)+h f^{\prime}(a)+\frac{h^{2}}{2!} f^{\prime \prime}(a)+\frac{h^{3}}{3!} f^{\prime \prime \prime}(a+\theta h)
$$

where $0<\theta<1$, provided $f(x)$ and its first 3 differential coefficients are continuous in the interval $a$ to $a+h$.
18. Deduce from the preceding result that

$$
f(x)=f(0)+x f^{\prime}(0)+\frac{x^{2}}{2!} f^{\prime \prime}(0)+\frac{x^{3}}{3!} f^{\prime \prime \prime}(0 x)
$$

19. Deduce from the result of Question 18 that $\sin x>x-\frac{1}{6} x^{9}$.
20. Also that $\tan x>x+\frac{1}{3} x^{3}$.
21. Deduce from the mean-value theorem that, if two functions have the same derivative, their difference is constant.
22. Discuss the application of the extended mean-value theorem to the function $\log (x-4)$, in the neighbourhood of $x=4$.
23. Also to the function $1-(1-x)^{4 / 3}$, in the neighbourhood of $x=1$.
24. Also to the function $\log \cos x$, in the neighbourhood of $x=\frac{1}{2} \pi$.
25. Find the true values of
(i) $\frac{x \sin x-\frac{1}{2} \pi}{\cos x}$, when $x=\frac{1}{2} \pi$.
(ii) $\frac{\sin x-\sin \alpha}{x-\alpha}$, when $x=\alpha$.
(iii) $\sin a x \operatorname{cosec} b x$, when $x=0$.
26. Find the true values, when $x=0$, of
(i) $\frac{\sin x-x}{\tan x-x}$;
(ii) $\frac{x-\sin x}{x^{3}}$;
(iii) $\frac{e^{x}-1}{x}$.
27. Find the true values, when $x=\infty$, of
(i) $\frac{\log x}{x}$;
(ii) $\begin{aligned} & 3 x^{2}-2 x+1 \\ & 5 x^{2}+3 x-2\end{aligned}$;
(iii) $\frac{x^{2}}{e^{x}}$

## CHAPTER XIV

## METHODS OF INTEGRATION

## 121. Introductory.

The integration of very simple functions and some easy applications thereof have already been considered in Chapter IX, and several other integrals have been given in Chapter XI. We now proceed to discuss various methods by means of which more complicated functions may be reduced to some combination of these simpler functions.

The first process that will be considered is the integration of rational algebraical fractions, i.e. fractions whose numerator and denominator contain only positive integral powers of $x$ with constant coefficients.

## 122. Integration of rational algebraical fractions.

In the first place, if the degrec of the numerator is equal to or higher than the degree of the denominator, the numerator must be divided by the denominator until the remainder is of lower degree than the denominator. This gives one or more terms whose integrals can be written down at once together with a fraction whose numerator is of lower degree than its denominator, and it remains to consider the integration of such fractions.

1. Let the denominator be of the first degree.

After division, the remainder will be independent of $x$; therefore the process just described gives the integral as the sum of a number of powers of $x$, together with a logarithm.
E. g.

$$
\begin{aligned}
\frac{x^{3}}{x-2} & =x^{2}+2 x+4+\frac{8}{x-2} \\
\therefore \int \frac{x^{3}}{x-2} d x & =\frac{1}{3} x^{8}+x^{2}+4 x+8 \log (x-2) .
\end{aligned}
$$

Again, $\frac{3 x-5}{3-2 x}$, after arranging in powers of $x$ and using ordinary division, becomes $\quad-\frac{3}{2}-\frac{\frac{1}{2}}{3-2 x}$;

$$
\therefore \int \frac{3 x-5}{3-2 x} d x=-\frac{3}{2} x-\frac{1}{2} \cdot \int \frac{1}{3-2 x} d x=-\frac{3}{2} x+\frac{1}{4} \log (3-2 x)
$$

It must not be forgotten that in every case an arbitrary constant is understood.

## Examples XL.

Integrate the following expressions:

1. $\frac{x}{x+3}$.
2. $\frac{x^{2}}{x+3}$.
๒. $\frac{2 x+3}{x-4}$.
3. $\frac{x^{2}}{x+3}$.
4. $\frac{x}{2 x-3}$.
5. $\frac{x^{2}}{2 x-3}$.
e. $\frac{x}{1-2 x}$.
6. $\frac{x^{2}}{1-2 x}$.
7. $\frac{1-x}{1-2 x}$.
8. $\frac{3-2 x}{2 x-1}$.
9. $\frac{x^{2}}{a-x}$.
10. $\frac{x^{3}}{2 x-1}$.
11. $\frac{x}{a x+b}$.
12. $\frac{x^{2}}{p x-q}$.
13. $\frac{x^{3}}{c-2 x}$.
14. $\frac{a x+b}{c x+d}$
15. 2. Denominator of the second dogree.
(i) If the denominator breaks up into rational factors, use the method of partial fractions, as illustrated in the following examples:-

Examples:
(i) $\int \frac{5 x-4}{x^{2}-8 x+12} d x$.

The denominator is equal to $(x-6)(x-2)$.

$$
\therefore \text { we assume } \quad \frac{5 x-4}{x^{2}-8 x+12} \equiv \frac{A}{x-6}+\frac{B}{x-2} .
$$

We have to find $A$ and $B$. Clearing of fractions,

$$
\begin{equation*}
5 x-4 \equiv A(x-2)+B(x-6) \tag{i}
\end{equation*}
$$

This, being an identity, is true for all values of $x$;
$\therefore$ putting $x=6$ (which makes the denominator of $A$, i.e. the coefficient of $B$ in (i), vanish), $26=4 A$, and $A=\frac{18}{2}$.
putting $x=2$ (which makes the denominator of $B$, i.e. the coefficient of $A$ in (i), vanish), $6=-4 B$, and $B=-\frac{8}{2}$.

Hence

$$
\frac{5 x-4}{x^{2}-8 x+12}=\frac{\frac{18}{2}}{x-6}+\frac{-\frac{8}{2}}{x-2}
$$

and

$$
\int \frac{5 x-4}{x^{2}-8 x+12} d x=\frac{18}{2} \log (x-6)-\frac{8}{2} \log (x-2) .
$$

(ii) $\int \frac{x^{2}}{2 x^{2}+x-3} d x$.

Here the numerator is of the same degree as the denominator, and therefore must be divided by it.

$$
\frac{x^{2}}{2 x^{2}+x-3}=\frac{1}{2}-\frac{\frac{1}{2} x-\frac{8}{2}}{2 x^{2}+x-3}=\frac{1}{2}-\frac{1}{2} \cdot \frac{x-3}{(x-1)(2 x+3)}
$$

To resolve the latter into partial fractions, assume

$$
\begin{aligned}
& \frac{x-3}{(x-1)(2 x+3)} \equiv \frac{A}{x-1}+\frac{B}{2 x+3} \\
\therefore & x-3 \equiv A(2 x+3)+B(x-1)
\end{aligned}
$$

To find $A$, put $x=1, \quad-2=5 A, \quad$ and $\quad A=-2$.
To find $B$, put $x=-\frac{3}{2}, \quad-\frac{9}{2}=-\frac{5}{2} B$, and $B=\frac{9}{5}$.
$\therefore \frac{x^{2}}{2 x^{2}+x-3}=\frac{1}{2}-\frac{1}{2}\left[\frac{-2}{x-1}+\frac{g}{2 x+3}\right]=\frac{1}{2}+\frac{1}{5(x-1)}-\frac{9}{10(2 x+3)}$;
$\therefore \int \frac{x^{2}}{2 x^{2}+x-3} d x=\frac{1}{2} x+\frac{1}{5} \log (x-1)-{ }_{20}^{9} \log (2 x+3)$.
(iii) The case in which the two factors of the denominator are coincident should be noticed. E.g. find $\int \frac{4 x+3}{(x-3)^{2}} d x$.

In this case, let $\frac{4 x+3}{(x-3)^{2}} \equiv \frac{A}{x-3}+\frac{B}{(x-3)^{2}}$.
[These are the only two fractions whose denominators could have the L. C. M. $(x-3)^{2}$.]

Clearing of fractions, $\quad 4 x+3 \equiv A(x-3)+B$.
To find $B$, put $x=3 ; \quad \therefore B=15$.
To find $A$, compare the coefficients of $x$ in the preceding identity; these are, on the left-hand side 4 . and on the right-hand side $A ; \quad \therefore A=4$.

$$
\begin{gathered}
\therefore \frac{4 x+3}{(x-3)^{2}}=\frac{4}{x-3}+\frac{15}{(x-3)^{2}} \\
\int \frac{4 x+3}{(x-3)^{2}} d x=4 \int \frac{d x}{x-3}+15 \int \frac{d x}{(x-3)^{2}}=4 \log (x-3)-\frac{15}{x-3} .
\end{gathered}
$$

and
The values of $A$ and $B$ can be found in all the preceding examples by comparing coefficients, although the method given above is shorter, e.g. in Ex. (ii),
comparing coefficients of $x$ on both sides,
and comparing constant terms,

$$
\begin{array}{r}
1=2 A+B \\
-3=3 A-B
\end{array}
$$

These are two simultaneous equations of the first degree for $A$ and $B$ which, when solved, give $A=-\frac{2}{b}, B=\frac{9}{6}$ as before.

Two integrals which can be obtained in this way are of special importance, and will be included among the standard forms. These are

$$
\begin{aligned}
& \int \frac{d x}{x^{2}-a^{2}} \text { and } \int \frac{d x}{a^{2}-x^{2}} \\
\text { Taking the former, } & \frac{1}{x^{2}-a^{2}} \equiv \frac{A}{x-a}+\frac{B}{x+a} \\
\therefore \quad & 1 \equiv A(x+a)+B(x-a)
\end{aligned}
$$

Put $x=a, \quad 1=A .2 a, \quad$ and $A=1 / 2 a$.
Put $x=-a, \quad 1=B(-2 a)$, and $B=-1 / 2 a$.

$$
\therefore \frac{1}{x^{2}-a^{2}}=\frac{1}{2 a} \cdot \frac{1}{x-a}-\frac{1}{2 a} \cdot \frac{1}{x+a},
$$

and

$$
\int \frac{d x}{x^{2}-a^{2}}=\frac{1}{2 a} \log (x-a)-\frac{1}{2 a} \log (x+a)=\frac{1}{2 a} \log \frac{x-a}{x+a}
$$

Similarly, it will be found that $\int \frac{d x}{a^{2}-x^{2}}=\frac{1}{2 a} \log \frac{a+x}{a-x}$.
It must be remembered that the logarithm of a negative quantity is imaginary. In the former of these two expressions, $x^{2}$ is supposed $>a^{2}$, and in the latter, $x^{2}<a^{2}$; the logarithms which occur in the results are then real.

## Examples XLI.

Integrate the following expressions:

1. $\frac{x}{x^{2}-1}$.
2. $\frac{2 x-5}{x^{2}-5 x+6}$.
3. $\begin{gathered}2 x+3 \\ x^{2}+x-30^{\circ}\end{gathered}$.
4. $\frac{x^{2}}{x^{2}-4}$.
5. $\frac{x^{2}}{x^{2}-5 x+4}$.
e. $\frac{x+1}{3 x^{2}-x-2}$.
6. $\frac{x+1}{(x-1)^{2}}$.
7. $\frac{5 x+2}{x^{2}-4 x+4}$.
ө. $\frac{5+x^{2}}{9-x^{2}}$.
8. $\frac{x^{2}+1}{x^{2}-x-2}$.
9. $\frac{4 x+3}{3 x^{2}-10 x+3}$.
12.* $\left(\frac{x-2}{x+1}\right)^{2}$.
10. $\frac{x^{3}}{x^{2}-1}$.
11. $\frac{x}{(2 x-1)^{2}}$.
12. $\frac{x^{3}}{x^{2}+x-20}$.
13. $\frac{1}{x^{2}-(a+b) x+a b}$.
14. $\frac{x^{4}}{x^{2}-5}$.
15. $\frac{x^{2}+1}{5 x-2 x^{2}}$.
16. 2 (ii). Denominator which does not resolve into rational factors.

It has been shown, in Art. 102, that

$$
\begin{equation*}
\int \frac{d x}{x^{2}+u^{2}}=\frac{1}{u} \tan ^{-1} \frac{x}{u}, \tag{i}
\end{equation*}
$$

and, in the preceding article, that
if $x^{2}>a^{2}, \quad \int \frac{d x}{x^{2}-a^{2}}=\frac{1}{2 a} \log \frac{x-a}{x+a}$,
if $x^{2}<a^{2}$,

$$
\begin{equation*}
\int \frac{d x}{a^{2}-x^{2}}=\frac{1}{2 a} \log \frac{a+x}{a-x} . \tag{ii}
\end{equation*}
$$

The two latter integrals may also (from Art. 94 and Ex. XXXII. 20) be expressed in the alternative forms

$$
-\frac{1}{a} \operatorname{coth}^{-1} \frac{x}{a} \text { and } \frac{1}{a} \tanh ^{-1} \frac{x}{a}
$$

respectively, which are analogous to the form (i).
Taking the case 2 (ii) mentioned above,
(a) Let the numerator be 1 .

Then, dividing the denominator by the coefficient of $x^{2}$, and completing the square of the terms which contain $x$, the integral reduces to one of the three forms just mentioned.
Examples:
$\int \frac{d x}{x^{2}+8 x+25}=\int \frac{d x}{(x+4)^{2}+9}=\frac{1}{3} \tan ^{-1} \frac{x+4}{3}$, by (i).
$\int \frac{d x}{3 x^{2}-4 x+7}=\frac{1}{3} \int \frac{d x}{x^{2}-\frac{4}{8} x+\frac{7}{8}}=\frac{1}{3} \int \frac{d x}{\left(x-\frac{18}{8}\right)^{2}+\frac{17}{9}}$
$=\frac{1}{3} \cdot \frac{1}{\frac{1}{3} \sqrt{17}} \tan ^{-1} \frac{x-3}{\frac{1}{3} \sqrt{17}}=\frac{1}{\sqrt{17}} \tan ^{-1} \frac{3 x-2}{\sqrt{17}}$, by (i).
$\int \frac{d x}{x^{2}+6 x-4}=\int \frac{d x}{(x+3)^{2}-13}=\frac{1}{2 \sqrt{13}} \log \frac{x+3-\sqrt{ } 13}{x+3+\sqrt{ } 13}$, by (ii).
$\int \frac{d x}{6 x-7-x^{2}}=\int \frac{d x}{2-(x-3)^{2}}=\frac{1}{2 \sqrt{2}} \log \frac{\sqrt{ } 2+x-3}{\sqrt{2}-x+3}$, by (iii).
$\int \frac{d x}{11-4 x-2 x^{2}}=\frac{1}{2} \int \frac{d x}{\frac{1}{2}-2 x-x^{2}}=\frac{1}{2} \int \frac{d x}{\frac{13}{2}-(x+1)^{2}}$
$=\frac{1}{2} \cdot \frac{1}{2 \sqrt{1 / 2}} \log \frac{\sqrt{2} \frac{1}{2}+x+1}{\sqrt{1} 2^{2}-x-1}$, by (iii).
$=\frac{1}{2 \sqrt{ } 26} \log \frac{\sqrt{ } 26+2 x+2}{\sqrt{ } 26-2 x-2}$.

## Examples XIII.

## Integrate

1. $\frac{1}{x^{2}+2 x+10}$.
2. $\frac{1}{2 x^{2}+2 x+5}$.
3. $\frac{1}{x^{2}-4 x+12}$.
4. $\frac{1}{x^{2}-2 x-1}$.
5. $\frac{1}{3 x^{2}+8 x-4}$.
6. $\frac{1}{4-2 x-x^{2}}$.
7. $\frac{1}{10-4 x-3 x^{2}}$.
8. $\frac{1}{4 x^{2}-4 x-7}$.
9. $\frac{1}{5 x^{2}-7}$.
10. $\frac{x^{2}+2 x}{x^{2}+2 x+2}$.
11. $\frac{x^{2}+4 x}{x^{2}+4 x-1}$.
12. $\frac{x^{4}}{x^{2}+7}$.
13. $\frac{x^{3}+x+2}{x^{2}+x-1}$.
14. $\frac{1}{8+3 x-2 x^{2}}$.
15. $\frac{1}{10 a^{2}+4 a x-x^{2}}$.
16. $\frac{1}{a x^{3}+b x+c}$
(i) when $b^{2}>4 a c$,
(ii) when $b^{2}<4 a c$.

## 125. A useftul rule.

Before proceeding to discuss the next case in the integration of rational fractions, it is necessary to call attention to the following fact:-

The integral of a fraction whose numerator is the d. c. of its denominator is the logarithm of the denominator, i.e. the integral of $f^{\prime}(x) / f(x)$ with respect to $x$ is $\log f(x)$.

This is obvious from the method of differentiating the logarithm of any function of $x$ (Art. 98).

The d. c. of $\log u$ with respect to $x=\frac{1}{u} \times \frac{d u}{d x}=\frac{d u}{d x} / u$, a fraction whose numerator is the d. c. of its denominator. Therefore, conversely, the integral of the fraction $\frac{d u}{d x} / u$ with respect to $x$ is $\log u$.

This is a rule which is often useful in dealing with all kinds of functions, algebraical, trigonometrical, exponential, \&c. It is really a particular case of the method of integration by change of varialle considered later, but the student should try to accustom himself to recognizing at a glance fractions of the above type. A good deal of labour is often thereby saved, e.g. in the first two of the examples immediately following, the integral can be written down at once, whereas if the method of partial fractions be used, the working is long. In some cases, the insertion of a numerical factor is required to make the numerator equal to the d. c. of the denominator.

Examples:

$$
\begin{aligned}
& \int \frac{3 x^{2}+1}{x^{3}+x-2} d x=\log \left(x^{3}+x-2\right) . \\
& \int \frac{x^{3}}{x^{4}-a^{4}} d x=\frac{1}{4} \int \frac{4 x^{3}}{x^{4}-a^{4}} d x=\frac{1}{4} \log \left(x^{4}-a^{4}\right) . \\
& \int \frac{x^{n-1}}{x^{n}+a^{n}} d x=\frac{1}{n} \int \frac{n x^{n-1}}{x^{4}+a^{n}} d x=\frac{1}{n} \log \left(x^{n}+a^{n}\right) . \\
& \int \cot x d x \quad \infty \int \frac{\cos x}{\sin x} d x=\log \sin x . \\
& \int \frac{e^{a}}{e^{x}+1} d x \quad=\log \left(e^{x}+1\right) . \\
& \int \frac{\sin x \cos x}{a+b \cos ^{2} x} d x=-\frac{1}{2 b} \int \frac{-2 b \cos x \sin x}{a+b \cos ^{2} x} d x=-\frac{1}{2 b} \log \left(a+b \cos ^{2} x\right) .
\end{aligned}
$$

## Examples XLIII.

Integrate:
0. $\cot a x$.

1. $\frac{2 x+3}{x^{2}+3 x-4}$.
2. $\frac{x^{2}}{x^{3}-1}$.
3. $\frac{x^{3}}{a^{4}-x^{4}}$.
4. $\frac{x+1}{x^{2}+2 x+7}$.
5. $\tan x$.
6. $\frac{\sin x \cos x}{1+3 \sin ^{2} x}$.
7. $\frac{x}{x^{2}+a^{2}}$.
8. $\frac{\sin x}{a+b \cos x}$.
9. $\frac{e^{2 x}}{1-e^{2 x}}$.
10. $\frac{a x+b}{a x^{2}+2 b x+c}$.
11. $\frac{\sec ^{2} x}{3+4 \tan x}$.
12. $\tanh x$.
13. $\frac{1}{x \log x}$.
14. $\frac{x^{n-1}}{1-x^{n}}$.
15. $\frac{\sin x-\cos x}{\sin x+\cos x}$.
16. $\frac{e^{x}(1+x)}{1+x e^{x}}$.
17. $\frac{\sin 2 x}{a+b \sin ^{2} x}$.
18. 2 (ii) $b$. Numerator of the first degree.

Returning to the integration of rational fractions, the case in which the denominator is of the second degree and the numerator of the first degree has next to be considered.

The following method will effect the integration:-Put the numerator equal to $k \times$ (the d. c. of the denominator) $+l$, where $k$ and $l$ are constants which can be determined by inspection (or by comparing coefficients) ; the integral can then be divided into two parts, of which the first is a fraction whose numerator is the d. c. of its denominator, and whose integral is therefore the logarithm of the denominator (Art. 125), and the second is a fraction of the kind considered in the previous case (Art. 124). The process is illustrated in the following examples.

If the numerator is of the second or higher degree, it can be divided by the denominator until the remainder is of the first degree, and therefore it has now been shown how to integrate any rational algebraical fraction whose denominator is of the first or second degree.

Examples:

$$
\begin{aligned}
\int \frac{4 x+5}{x^{3}+2 x+2} d x=\int \frac{2(2 x+2)+1}{x^{2}+2 x+2} d x= & 2 \int \frac{2 x+2}{x^{2}+2 x+2} d x+\int \frac{1}{x^{2}+2 x+2} d x \\
= & 2 \log \left(x^{2}+2 x+2\right)+\int \frac{d x}{(x+1)^{2}+1} \\
& \left.-2 \log \left(x^{2}+2 x+2\right)+\tan ^{-1} x+1\right) .
\end{aligned}
$$

$$
\begin{aligned}
\int \frac{3 x-5}{2 x^{2}+6 x+1} d x & =\int \frac{\frac{8}{4}(4 x+6)-\frac{19}{2}}{2 x^{2}+6 x+1} d x \\
& =\frac{3}{4} \int \frac{4 x+6}{2 x^{2}+6 x+1} d x-\frac{19}{2} \int \frac{d x}{2 x^{2}+6 x+1} \\
& =\frac{3}{4} \log \left(2 x^{2}+6 x+1\right)-\frac{19}{4} \int \frac{d x}{x^{2}+3 x+\frac{1}{2}} \\
& =\frac{3}{4} \log \left(2 x^{2}+6 x+1\right)-\frac{19}{4} \int \frac{d x}{\left(x+\frac{8}{2}\right)^{2}-\frac{7}{4}} \\
& =\frac{3}{4} \log \left(2 x^{2}+6 x+1\right)-\frac{19}{4} \cdot \frac{1}{2 \cdot \frac{1}{2} \sqrt{ } 7} \log \frac{x+\frac{3}{2}-\frac{1}{2} \sqrt{ } 7}{x+\frac{3}{2}+\frac{1}{2} \sqrt{ } 7} \\
& =\frac{3}{4} \log \left(2 x^{2}+6 x+1\right)-\frac{19}{4 \sqrt{7}} \log \frac{2 x+3-\sqrt{7}}{2 x+3+\sqrt{7}} . \\
\int \frac{x^{4}+1}{x^{2}+4} d x & =\int\left[x-\frac{4 x-1}{x^{2}+4}\right] d x=\int x d x-\int \frac{4 x-1}{x^{2}+4} d x \\
& =\frac{1}{2} x^{2}-\int \frac{2(2 x)-1}{x^{2}+4} d x=\frac{1}{2} x^{2}-2 \int \frac{2 x}{x^{2}+4} d x+\int \frac{1}{x^{2}+4} d x \\
& =\frac{1}{2} x^{2}-2 \log \left(x^{2}+4\right)+\frac{1}{2} \tan ^{-1} \frac{1}{2} x .
\end{aligned}
$$

## Examples XLIV.

Integrate the following :

1. $\frac{x+1}{x^{2}+9}$.
2. $\frac{4 x-3}{x^{2}-5}$
3. $\frac{x^{3}}{x^{2}+a^{2}}$.
4. $\frac{1-x}{7-x^{2}}$.
5. $\frac{6 x+3}{x^{2}+4 x+13}$.
e. $\frac{4 x-5}{x^{2}-2 x-1}$.
6. $\frac{8 x-3}{2 x^{2}+2 x+1}$.
7. $\frac{3-2 x}{3 x^{2}+6 x-1}$.
8. $\frac{5 x-1}{x^{2}-3 x+5}$.
9. $\frac{x^{2}-1}{x^{2}-2 x+5}$.
10. $\frac{x^{3}}{x^{2}-6 x+10}$.
11. $\frac{x}{4 x^{2}-10 x-3}$.
12. $\frac{x^{2}-x+1}{x^{2}+x+1}$.
13. $\frac{x^{2}-3 x+2}{x^{2}-2 x+3}$.
14. $\frac{x^{2}-1}{x^{2}+5 x+6}$.
15. $\frac{x}{x^{2}+a x+a^{2}}$.
16. $\frac{x^{3}+1}{x^{2}+1}$.
17. $\frac{x-a}{x^{2}+2 a x-a^{2}}$

## 127. 3. Denominator of higher degree than the second.

If the denominator breaks up into rational factors of the first and second degree, use the method of partial fractions.

To illustrate the various cases which may arise, three examples will be worked out, in the first of which the denominator resolves into three factors of the first degree; in the second, into one factor of the first degree and one of the second degree ; and in the third, into a factor of the first degree repeated and one of the second degree. In each of the constituent fractions, we take a numerator of lower
degree than the denominator, since the given fraction is of this type, i. e. for the numerator of a partial fraction with denominator of the first degree, we take a numerical quantity $A$ (as in Art. 123); for the numerator of a fraction whose denominator is of the second degree, we assume an expression $B x+C$ of the first degree ; if the given fraction contains a repeated factor $(x-a)^{2}$ in its denominator, a fraction with denominator $(x-a)^{2}$ and numerator $B x+C$ might be assumed, but this would resolve into two simpler fractions $\frac{E}{x-a}$ and $\frac{F}{(x-a)^{2}}$, and these are therefore taken as the partial fractions corresponding to a repeated factor $(x-a)^{2}$. Similarly, to a repeated factor $(x-a)^{3}$, in the given denominator, would correspond three fractions $\frac{A}{x-a}, \frac{B}{(x-a)^{2}}, \frac{C}{(x-a)^{3}}$, and so on.

For a complete account of the general theory of partial fractions and the integration of rational fractions in general, the student is referred to treatises on Algebra and more advanced works on the Integral Calculus. The examples here considered are sufficient to enable the student to deal with most of the cases he is likely to meet with in elementary work.
Examples:

$$
\begin{equation*}
\int \frac{x^{3}+1}{x\left(x^{2}-4\right)} d x \tag{i}
\end{equation*}
$$

Let

$$
\frac{x^{2}+1}{x\left(x^{2}-4\right)} \equiv \frac{A}{x}+\frac{B}{x-2}+\frac{C}{x+2}
$$

Clearing of fractions, $\quad x^{2}+1 \equiv A\left(x^{2}-4\right)+B x(x+2)+C x(x-2)$.
To find $A$, put $x=0 ; \quad \therefore 1=A(-4)$, and $A=-\frac{1}{2}$.
To find $B$, put $x=2 ; \quad \therefore 5=B .2 .4$, and $B=\frac{5}{8}$.
To find $C$, put $x=-2 ; \quad \therefore 5=C .-2 .-4$, and $C=8$.
$\therefore \frac{x^{2}+1}{x\left(x^{2}-4\right)}=-\frac{1}{4 x}+\frac{5}{8(x-2)}+\frac{5}{8(x+2)}$.
$\therefore \quad \int \frac{x^{4}+1}{x\left(x^{2}-4\right)} d x=-\frac{1}{4} \log x+\frac{5}{8} \log (x-2)+\frac{5}{8} \log (x+2)$.
(ii) $\int \frac{x}{(2-x)\left(x^{2}+4 x+5\right)} d x$.

Let

$$
\frac{x}{(2-x)\left(x^{2}+4 x+5\right)} \equiv \frac{A}{2-x}+\frac{B x+C}{x^{2}+4 x+5} .
$$

Clearing of fractions, $x \equiv A\left(x^{2}+4 x+5\right)+(2-x)(B x+C)$.
To find $A$, put $x=2 ; \quad \therefore 2=A(4+8+5)$, and $A=\frac{2}{17}$.
To find $B$ and $C$, we must compare coefficients. The expressions being identical, the coefficient of any power of $x$ on one side is equal to the coefficient of the same power of $x$ on the other side.

Comparing coefficients of $x^{2}, \quad 0=A-B, \quad$ whence $B=A=1_{17}^{2}$;
comparing constant terms, $\quad 0=5 A+2 C$, whence $C=-\frac{5}{2} A=-1_{17}^{5}$.
Hence the given fraction $\quad=\frac{2}{17(2-x)}+\frac{2 x-5}{17\left(x^{2}+4 x+5\right)}$,
and

$$
\begin{aligned}
& \int \frac{x}{(2-x)\left(x^{2}+4 x+5\right)} d x=\frac{2}{17} \int \frac{d x}{2-x}+\frac{1}{17} \int \frac{(2 x+4)-9}{x^{2}+4 x+5} d x \\
& =-\frac{2}{17} \log (2-x)+\frac{1}{17} \int \frac{2 x+4}{x^{2}+4 x+5} d x-\frac{9}{17} \int \frac{d x}{(x+2)^{2}+1} \\
& =-\frac{1}{17} \log (2-x)+1_{1}^{1} \log \left(x^{2}+4 x+5\right)-\frac{9}{17} \tan ^{-1}(x+2) .
\end{aligned}
$$

$$
\begin{equation*}
\int \frac{d x}{(x-1)^{2}\left(x^{2}+1\right)} \tag{iii}
\end{equation*}
$$

Let

$$
\frac{1}{(x-1)^{2}\left(x^{2}+1\right)} \equiv \frac{A}{x-1}+\frac{B}{(x-1)^{2}}+\frac{C x+D}{x^{2}+1}
$$

Clearing of fractions, $\quad 1 \equiv A(x-1)\left(x^{2}+1\right)+B\left(x^{2}+1\right)+(C x+D)(x-1)^{2}$.
To find $B$, put $x=1 ; \quad \therefore \quad 1=B .2$, and $B=\frac{1}{2}$.
Comparing coefficients of $x^{s}, \quad 0=A+C$;
comparing coefficients of $x^{2}, \quad 0=-A+B+D-2 C$;
comparing constant terms, $\quad 1=-A+B+D$.
Subtracting the last equation from the preceding one, $-1=-2 C$, and $C=\frac{1}{2}$;

$$
\therefore \quad A=-C=-\frac{1}{2}, \quad \text { and } \quad D=A-B+1=0
$$

Hence the given fraction

$$
\begin{gathered}
--\frac{1}{2(x-1)}+\frac{1}{2(x-1)^{2}}+\frac{x}{2\left(x^{2}+1\right)} ; \\
\therefore \int \frac{d x}{(x-1)^{2}\left(x^{2}+1\right)}
\end{gathered}=-\frac{1}{2} \int \frac{d x}{x-1}+\frac{1}{2} \int \frac{d x}{(x-1)^{2}}+\frac{1}{4} \int \frac{2 x}{x^{2}+1} d x .
$$

## Examples XLV.

Integrate the following:

1. $\frac{1}{x^{2}(x-1)}$.
2. $\frac{1}{x\left(x^{2}+1\right)}$.
3. $\frac{1}{x^{3}-3 x^{2}+2 x}$.
4. $\frac{x^{2}}{(x-1)\left(x^{2}+4\right)}$.
5. $\frac{x^{2}}{\left(x^{2}-1\right)(2 x+1)}$.
6. $\frac{x^{5}}{(x-1)^{2}(x+1)}$.
7. $\frac{1}{x^{2}\left(x^{2}+1\right)}$.
8. $\frac{1}{x^{4}-1}$.
9. $\frac{x}{\left(x^{2}-1\right)^{2}}$.
10. $\frac{x^{2}}{\left(x^{2}-1\right)^{2}}$.
11. $\frac{1}{(x+1)\left(x^{2}+2 x+2\right)}$.
12. $\frac{1}{x^{3}-1}$.
13. $\frac{x}{x^{4}+x^{3}-2}$.
14. $\frac{x^{3}}{x^{3}+1}$.
15. $\frac{1}{x^{3}(1-x)}$.
16. $\frac{x^{3}}{(x-1)^{2}\left(x^{2}-4\right)}$.
17. $\frac{x^{2}}{1-x^{4}}$.
18. $\frac{x}{x^{3}+8}$.
19. $\frac{1}{x^{4}+3 x^{2}+2}$.
20. $\frac{1-x}{x^{2}\left(1+x+x^{2}\right)}$.
21. $\frac{1}{x^{4}+4}$.
22. $\frac{4 x+3}{x^{4}-5 x^{2}+4}$.
23. $\frac{x^{2}}{1+x^{2}+x^{4}}$.
24. $\frac{1}{x^{2}(x-1)\left(x^{2}+1\right)}$.
25. $\frac{x^{4}}{x^{3}-a^{3}}$.
26. $\frac{x^{2}}{x^{6}-1}$.
27. $\frac{x^{4}}{\left(x^{2}-1\right)\left(2 x^{2}+9\right)}$.
28. Integration of irrational fractions of the form

$$
\frac{p x+q}{\sqrt{ }\left(a x^{2}+b x+c\right)} .
$$

Many irrational expressions can be rationalized by a suitable change of variable, as will be explained later on. We will here consider a fraction whose numerator is constant or of the first degree, and whose denominator is the square root of an expression of the second degree, i.e. of the form $\sqrt{ }\left(a x^{2}+b x+c\right)$. It should be noticed that the form $\sqrt{ }[(a x+b) /(c x+d)]$ is reduced to the form just mentioned, by multiplying numerator and denominator by $\sqrt{ }(a x+b)$.

We must begin by adding to our list of standard forms. It has already been shown (Art. 102) that

$$
\begin{align*}
& \int \frac{d x}{\sqrt{\left(a^{2}-x^{2}\right)}}=\sin ^{-1} \frac{x}{a}  \tag{i}\\
& \int \frac{d x}{\sqrt{ }\left(a^{2}+x^{2}\right)}=\sinh ^{-1} \frac{x}{a}  \tag{ii}\\
& \int \frac{d x}{\sqrt{\left(x^{2}-a^{2}\right)}}=\cosh ^{-1} \frac{x}{a}
\end{align*}
$$

and (Art. 104) that $\int \frac{d x}{\sqrt{\left(a^{2}+x^{2}\right)}}=\sinh ^{-1} \frac{x}{a}$;

It should be noticed that the last two integrals can be expressed in the alternative form

$$
\begin{equation*}
\int \frac{d x}{\sqrt{ }\left(x^{2} \pm a^{2}\right)}=\log \left[x+\sqrt{ }\left(x^{2} \pm a^{2}\right)\right] \tag{iv}
\end{equation*}
$$

as follows from an example worked in Art. 98.
It was shown in Art. 94 that $\sinh ^{-1} x=\log \left[x+\sqrt{ }\left(x^{2}+1\right)\right]$, and that one of the two values of $\cosh ^{-1} x=\log \left[x+\sqrt{ }\left(x^{2}-1\right)\right]$.

In exactly the same way, the more general results

$$
\sinh ^{-1} \frac{x}{a}=\log \frac{x+\sqrt{ }\left(x^{2}+a^{2}\right)}{a} \text { and } \cosh ^{-1} \frac{x}{a}=\log \frac{x \pm \sqrt{ }\left(x^{2}-a^{2}\right)}{a}
$$

can be obtained. Since

$$
\log \left\{\left[x+\sqrt{ }\left(x^{2} \pm a^{2}\right)\right] / a\right\}=\log \left[x+\sqrt{ }\left(x^{2} \pm a^{2}\right)\right]-\log a
$$

it follows that the two alternative forms given above for $\int \frac{d x}{\sqrt{ }\left(x^{2} \pm a^{2}\right)}$ differ only by the constant term $\log a$. See Art. 76.

Taking now the fraction mentioned above,
(1) Let the numerator be 1 .

Divide the expression under the root by the numerical value of the coefficient of $x^{2}$, and complete the square of the terms which contain $x$; the integral reduces to one of the three forms aloove.

Examples:

$$
\begin{aligned}
& \int \frac{d x}{\sqrt{\left(x^{2}+4 x+13\right)}}=\int \frac{d x}{\left.\sqrt{ }(x+2)^{2}+9\right]}=\sinh ^{-1} x+2, \quad \mathrm{by} \text { (ii), } \\
& \text { or } \left.\log \left[x+2+\sqrt{ } \cdot x^{2}+4 x+13\right)\right] \text {, by (iv). } \\
& \int \frac{d x}{\sqrt{\left(8-5 x-3 x^{2}\right)}}=\frac{1}{\sqrt{ } 3} \int \frac{d x}{\sqrt{\left(\frac{8}{3}-\frac{5}{3} x-x^{2}\right)}}=\frac{1}{\sqrt{3}} \int \frac{d x}{\left.\sqrt{[12} 26-\left(x+\frac{5}{6}\right)^{2}\right]} \\
& =\frac{1}{\sqrt{3}} \sin ^{-1} \frac{x+\frac{5}{1}}{16}, \text { by }(i),=\frac{1}{\sqrt{3}} \sin ^{-1} \frac{6 x+5}{11} . \\
& \int \frac{d x}{\sqrt{[x(3+2 x]}}=\int-\frac{d x}{\sqrt{\left(2 x^{2}+3 x\right)}}=\frac{1}{\sqrt{2}} \int \frac{d x}{\left.\sqrt{\left(x^{2}+8\right.}{ }_{2}^{8} x\right)} \\
& =\frac{1}{\sqrt{ } 2} \int \frac{d x}{\sqrt{ }\left[\left(x+\frac{3}{4}\right)^{2}-\frac{9}{4}\right]}=\frac{1}{\sqrt{ } 2} \cosh ^{-1} \frac{x+3}{\frac{3}{4}} \text {, by (iii), } \\
& =\frac{1}{\sqrt{2}} \cosh ^{-1} \frac{4 x+3}{3} \text { or } \log _{0}\left[x+\frac{3}{4}+\sqrt{ }\left(x^{2}+\frac{3}{2} x\right)\right] \text {. }
\end{aligned}
$$

## Examples XLVI.

## Integrate

1. $\frac{1}{\sqrt{\left(x^{2}+2 x+10\right)}}$.
2. $\frac{1}{\sqrt{\left(x^{2}+10 x-11\right)}}$.
3. $\frac{1}{\sqrt{\left(7-6 x-x^{2}\right)}}$.
4. $\frac{1}{\sqrt{[x(4-x)}]}$.
5. $\frac{1}{\sqrt{[x(1+x)]}}$.
©. $\frac{1}{\sqrt{[(x-3)(x-4)]}}$.
6. $\frac{1}{\sqrt{ }[(5+x)(x-2)]}$.
7. $\frac{1}{\sqrt{ }\left(18 x^{2}-42 x+37\right)}$.
8. $\frac{1}{\sqrt{ }[x(3-2 x)]}$.
9. $\frac{1}{\sqrt{ }\left(2 x^{2}-7 x+5\right)}$.
10. $\frac{1}{\sqrt{ }\left(8+3 x-x^{2}\right)}$.
11. $\frac{1}{\sqrt{ }\left(9 x^{2}-4 a x\right)}$.
12. (2) Numerator of the first degree.

Since the d. c. of $x^{\frac{1}{2}}=\frac{1}{2} x^{-\frac{1}{2}}$, it follows that the d. c. of $u^{\frac{1}{2}}$ with respect to $x=\frac{1}{2} u^{-\frac{1}{2}} \times d u / d x$, which may be written $\frac{\frac{1}{2} d u^{\prime} d x}{\sqrt{ } u}$, a fraction whose denominator is $\sqrt{ } u$ and whose numerator is half the d. c. of $u$.

Conversely the integral of such a fraction is $\sqrt{ } u$. (This again is really a particular case of the method of integration by change of
variable, to be considered in Art. 131). Hence, proceeding on the same lines as in Art. 126, to integrate $\frac{p x+q}{\sqrt{\left(a x^{2}+b x+c\right)}}$, put the numerator equal to $k \times\left(\frac{1}{2}\right.$ the d. c. of the expression under the radical sign) $+l$, where, as before, $k$ and $l$ are constants whose values in a numerical case are evident on inspection. The integral breaks up into two parts, of which the former is a fraction of the form just described, whose integral is therefore equal to the denominator, and the latter is of the type considered in the preceding article.

Examples:

$$
\begin{aligned}
\int \frac{x}{\sqrt{ }\left(4-x^{2}\right)} d x & =-\int \frac{\frac{1}{2}(-2 x)}{\sqrt{ }\left(4-x^{2}\right)} d x=-\sqrt{ }\left(4-x^{2}\right) . \\
\int \frac{x+1}{\sqrt{ }[x(x-2)]} d x & =\int \frac{\frac{1}{2}(2 x-2)+2}{\sqrt{\left(x^{2}-2 x\right)} d x} \\
& =\int \frac{\frac{1}{2}(2 x-2)}{\sqrt{ }\left(x^{2}-2 x\right)} d x+2 \int \frac{d x}{\sqrt{ }\left(x^{2}-2 x\right)} \\
& =\sqrt{ }\left(x^{2}-2 x\right)+2 \int \frac{d x}{\sqrt{ }\left[(x-1)^{2}-1\right]} \\
& =\sqrt{ }\left(x^{2}-2 x\right)+2 \cosh ^{-1}(x-1) . \\
\int \sqrt{\frac{x-1}{2 x+3}} d x & =\int \frac{x-1}{\sqrt{ }\left(2 x^{2}+x-3\right)} d x-\int \frac{\frac{1}{2} \times \frac{1}{2}(4 x+1)-\frac{5}{4}}{\sqrt{ }\left(2 x^{2}+x-3\right)} d x \\
& =\frac{1}{2} \int \frac{\frac{1}{2}(4 x+1)}{\sqrt{ }\left(2 x^{2}+x-3\right)} d x-\frac{5}{4} \int \frac{d x}{\sqrt{ }\left(2 x^{2}+x-3\right)} \\
& =\frac{1}{2} \sqrt{ }\left(2 x^{2}+x-3\right)-\frac{5}{4 \sqrt{ } 2} \int \frac{d x}{\sqrt{ }\left(x^{2}+\frac{1}{2} x-\frac{8}{2}\right)} \\
& =\frac{1}{2} \sqrt{ }\left(2 x^{2}+x-3\right)-\frac{5}{4 \sqrt{ } 2} \int \frac{d x}{\sqrt{ }\left[\left(x+\frac{1}{4}\right)^{2}-\frac{2}{1} \frac{5}{8}\right]} \\
& =\frac{1}{2} \sqrt{ }\left(2 x^{2}+x-3\right)-\frac{5}{4 \sqrt{ } 2} \cosh ^{-1} \frac{4 x+1}{5} .
\end{aligned}
$$

## Examples XIVII.

## Integrate

1. $\frac{x}{\sqrt{ }\left(x^{2}+5\right)}$.
2. $\frac{x+1}{\sqrt{ }\left(x^{2}-1\right)}$.
3. $\frac{2 x-1}{\sqrt{\left(4-x^{2}\right)}}$.
4. $\sqrt{ }\left(\frac{x}{1+x}\right)$.
5. $\frac{x}{\sqrt{\left(4-3 x-x^{2}\right)}}$.
B. $\frac{2 x+3}{\sqrt{ }\left(x^{3}+5 x+6\right)}$.
6. $\sqrt{ }\left(\frac{1-x}{1+x}\right)$.
7. $\frac{x+1}{\sqrt{ }\left(2 x^{2}+x-3\right)}$.
8. $\sqrt{ }\left(\frac{2+x}{x}\right)$.
9. $\frac{3 x-4}{\sqrt{ }\left(3 x^{3}+4 x+7\right)}$.
10. $\sqrt{ }\left(\frac{3-x}{2+x}\right)$.
11. $\frac{x}{\sqrt{ }\left(5 x^{2}-4 x\right)}$.

## 130. Standard forms.

All the standard forms which it is absolutely necessary to remember have now been mentioned, and it will be convenient at this stage to make a list of them. They are :-

$$
\begin{array}{ll} 
& \int x^{n} d x=\frac{x^{n+1}}{n+1}, \text { for all values of } n \text { except } n=-1, \\
\text { and in that case, } & \int \frac{1}{x} d x=\log x . \\
& \int e^{x} d x=e^{x} . \\
& \int \sin x d x=-\cos x . \\
& \int \cos x d x=\sin x . \\
& \int \sec ^{2} x d x=\tan x . \\
& \int \frac{1}{a^{2}+x^{2}} d x=\frac{1}{a} \tan ^{-1} \frac{x}{a} . \\
& \int \frac{1}{a^{2}-x^{2}} d x=\frac{1}{2 a} \log \frac{a+x}{a-x} \text { or } \frac{1}{a} \tanh ^{-1} \frac{x}{a} . \\
& \int \frac{1}{x^{2}-a^{2}} d x=\frac{1}{2 a} \log \frac{x-a}{x+a} \text { or }-\frac{1}{a} \operatorname{coth}^{-1} \frac{x}{a} . \\
& \int \frac{1}{\sqrt{\left(a^{2}-x^{2}\right)}} d x=\sin ^{-1} \frac{x}{a} . \\
& \int \frac{1}{\sqrt{\left(a^{2}+x^{2}\right)}} d x=\log \left[x+\sqrt{ }\left(x^{2}+a^{2}\right)\right] \text { or } \sinh ^{-1} \frac{x}{a} . \\
& \int \frac{1}{\sqrt{\left(x^{2}-a^{2}\right)}} d x=\log \left[x+\sqrt{ }\left(x^{2}-a^{2}\right)\right] \text { or } \cosh ^{-1} x . \\
a
\end{array}
$$

Also the rules of Art. 75 enable us to write down at once the integral when $x$ is replaced by $a x+b$.
131. Integration by substitution or change of variable.

This is the most frequently used of all the devices for converting expressions into standard forms. Particular cases of it have already been considered in Arts. 75, 125, and 129. It will be seen from the proof below that this method of integration is the converse of the method of differentiating a function of a function (Art. 34).

The theory of the method is as follows:
Let $y=\int f(x) d x$; it is required to change the variable from $x$ to $u$, where $u$ is a given function of $x$.

Since

$$
\begin{aligned}
& y=\int f(x) d x, \quad d y / d x=f(x), \\
& \therefore \frac{d y}{d u}=\frac{d y}{d x} \times \frac{d x}{d u}=f(x) \times \frac{d x}{d u}, \\
& \therefore y=\int f(x) \cdot \frac{d x}{d u} d u, \\
& \text { i.e. } \int f(x) d x=\int f(x) \frac{d x}{d u} d u .
\end{aligned}
$$

Conversely, if (interchanging $x$ and $u$ in the result just obtained) an integral is recognized to be of the form $\int f(u) \frac{d u}{d x} d x$, it may be replaced by $\int f(u) d u$.

The latter is a form of the theorem which is very convenient for use, i.e. the integral of the product of $f(u)$ and $d u / d x$ with respect to $x$ is the same as the integral of $f(u)$ with respect to $u$. The difficulty in practice at first is to determine what function of $x$ should be adopted as $u$ in any particular case, and it is only experience which enables this question to be answered readily. If the theorem is used in the form last mentioned, it must be borne in mind that the substitution adopted must be such that
(a) one factor of the given expression supplies the $d u / d x$ which has to be introduced, and
(b) the rest of the expression is easily expressible in terms of $u$.

The following examples will illustrate the method.
Examples:
(i) $\int \sin ^{4} x \cos x d x$. Let $\sin x==u . \quad \therefore d u / d x=\cos x$, and the integral becomes

$$
\int u^{4} \frac{d u}{d x} d x=\int u^{4} d u=\frac{u^{5}}{5}=\frac{1}{5} \sin ^{5} x .
$$

(ii) $\int \frac{\sin x}{\cos ^{n} x} d x . \quad$ Let $\cos x=u . \quad \therefore \quad d u / d x=-\sin x, \ldots$,
and the integral becomes

$$
\begin{aligned}
\int-\frac{1}{u^{n}} \cdot \frac{d u}{d x} \cdot d x & =-\int \frac{d u}{u^{n}}=-\frac{u^{-n+1}}{-n+1}=\frac{1}{(n-1) u^{n-1}} \\
& =\frac{1}{(n-1) \cos ^{n-1} x}=\frac{1}{n-1} \sec ^{n-1} x .
\end{aligned}
$$

(iii) $\int x^{2} \sqrt{ }\left(n^{3}+x^{0}\right) d x$.

Here, since $x^{2}$ is (save for a constant factor) the d. c. of $a^{3}+x^{3}$, which occurs under the radical sign, let $a^{3}+x^{3}=u ; \quad \therefore \quad 3 x^{2}=d u / d x$.
The integral becomes

$$
\int \frac{1}{3} \frac{d u}{d x} \sqrt{ } u d x=\frac{1}{3} \int \sqrt{ } u d u=\frac{1}{3} \cdot \frac{u^{8 / 2}}{\frac{n}{2}}=\frac{2}{9}\left(a^{9}+x^{3}\right)^{3 / 2} .
$$

(iv) $\int x\left(a-b x^{2}\right)^{n} d x$.

Let $a-b x^{2}=u . \quad \therefore \quad-2 b x=d u / d x$,
and the integral becomes

$$
\begin{aligned}
\int-\frac{1}{2 b} \frac{d u}{d x} u^{n} d x & =-\frac{1}{2 b} \int u^{n} d u=-\frac{1}{2 b} \frac{u^{n+1}}{n+1} \\
& =-\frac{1}{2 b(n+1)}\left(n-b x^{2}\right)^{n+1} .
\end{aligned}
$$

(v) $\int \frac{x^{5}}{a^{6}+x^{6}} d x$

In this case, since the numprator $x^{3}$ is $\frac{1}{\delta}$ of the d. c. of the denominator, let $a^{6}+x^{6}=u . \quad \therefore \quad 6 x^{5}=d u / d x$, and the integral becomes

$$
\int \frac{1}{u} \cdot \frac{1}{6} \frac{d u}{d x} d x=\frac{1}{6} \int \frac{d u}{u}={ }_{6}^{1} \log u=\frac{1}{6} \log \left(a^{6}+x^{6}\right) \quad \text { (see Art. 125). }
$$

(vi) $\int \frac{x^{2}}{a^{6}+x^{6}} d x$.

In this case, since the numerator is only $x^{2}$, let $x^{3}=u$, and then $3 x^{2}=d u / d x$. The integral becomes

$$
\int \frac{1}{a^{4}+u^{2}} \cdot \frac{1}{3} \frac{d u}{d x} d x=\frac{1}{3} \int \frac{d u}{a^{6}+u^{2}}=\frac{1}{3} \cdot \frac{1}{a^{5}} \tan ^{-1} \frac{u}{a^{3}}=\frac{1}{3 a^{3}} \tan ^{-1} \frac{x^{5}}{a^{3}} .
$$

Generally, if the function to be integrated is the product of $x^{n-1}$ and some function of $x^{n}$ or of $a+b x^{n}$, which is recognized to be of a type whose integral is known, the substitution $x^{n}$, or $a+b x^{n},=u$ will effect the integration.

## Examples XLVIII.

## Integrate:

1. $\sin ^{2} x \cos x$.
2. $\cos ^{3} x \sin x$.
3. $x \sqrt{ }\left(a^{2}+x^{2}\right)$.
4. $\frac{\sin x}{\cos ^{2} x}$.
5. $\frac{\cos x}{\sin ^{4} x}$.
6. $\frac{x}{\sqrt{ }\left(x^{2}-a^{2}\right)}$.
7. $\frac{x^{3}}{\left(x^{4}-1\right)^{2}}$.
8. $\frac{x}{\left(a^{2}-x^{2}\right)^{\prime \prime}}$.
ค. $\frac{x^{2}}{\sqrt{ }\left(a^{3}-x^{3}\right)}$
9. $x\left(a^{2}+x^{2}\right)^{n}$.
10. $x^{2}\left(a^{3}-x^{3}\right)^{n}$.
11. $x^{n-1}\left(a-b x^{n}\right)^{2}$.
12. $\frac{x^{2}}{a^{3}-x^{3}}$.
13. $\frac{x}{a^{4}+x^{4}}$.
14. $\frac{x^{2}}{x^{8}-a^{8}}$
15. $\frac{x^{3}}{\sqrt{\left(a^{4}-x^{4}\right)}}$.
16. $x^{2}\left(x^{3}-2\right)^{4}$.
17. $\frac{e^{x}}{1-e^{2 x}}$.
18. $\frac{\log x}{x}$.
19. $\tan ^{n} x \sec ^{2} x$.
20. $(1+\log x)^{2} / x$.
21. $\frac{\sin ^{-1} x}{\sqrt{ }\left(1-x^{2}\right)}$.
22. $\frac{\sin x}{(a-b \cos x)^{2}}$.
23. $\frac{x^{2}}{x^{6}+4 x^{3}+5}$.
24. $\frac{x}{\sqrt{\left(a^{4}-x^{4}\right)}}$.
25. $\frac{x^{3}}{\sqrt{\left(a^{8}-x^{8}\right)}}$.
26. $\frac{\cos x}{1+\sin ^{2} x}$.
27. $\frac{e^{\infty}}{1+e^{\infty}}$.
28. $\frac{\sin x}{1-4 \cos ^{2} x}$.
29. $\frac{(\log x)^{n}}{x}$.
30. $\cos x(1-\sin x)^{n}$.
31. $\tan x \sec ^{2} x$.
32. $\frac{\sec ^{2} x}{1+\tan x}$.
33. $\frac{\sec ^{2} x}{1-\tan ^{2} x}$.
34. $e^{x}\left(1-e^{x}\right)^{n}$.
35. $(\cos \sqrt{ } x) / \sqrt{ } x$.
36. $\frac{x}{\sqrt{ }\left(x^{4}-16\right)}$.
37. $\frac{\cos x}{\sqrt{\left(2-\sin ^{2} x\right)}}$.
38. $\frac{1}{x(1+\log x)^{2}}$.
39. $\frac{x}{\sqrt{ }\left(6-5 x^{2}-x^{4}\right)}$.

## 132. Further examples.

In some cases it is more convenient to proceed as below.
Any algebraical expression involving only the one irrational quantity $\sqrt{ }(a x+b)$ can be rationalized by the substitution $a x+b=u^{2}$ as in the following examples, and then its integral can be found by the methods of Arts. 122-127.

## Examples:

(i) $\int \frac{x^{2}}{\sqrt{(x+2)}} d x$.

Denoting the integral by $y$, we have $\frac{d y}{d x}=\frac{x^{2}}{\sqrt{(x+2)}}$.
Let $x+2=u^{2} ; \quad \therefore d x / d u=2 u$, and $x=u^{2}-2$;

$$
\begin{aligned}
\frac{d y}{d u} & =\frac{d y}{d x} \times \frac{d x}{d u}=\frac{x^{2}}{\sqrt{ }(x+2)} \times 2 u=\frac{\left(u^{2}-2\right)^{2}}{u} \times 2 u=2\left(u^{4}-4 u^{8}+4\right) . \\
\therefore \quad y & =2 \int\left(u^{4}-4 u^{2}+4\right) d u=2\left(\frac{1}{6} u^{5}-\frac{5}{3} u^{3}+4 u\right)=2 u\left(\frac{1}{6} u^{4}-\frac{4}{8} u^{2}+4\right) \\
& =2 \sqrt{ }(x+2)\left[\frac{1}{8}(x+2)^{2}-\frac{1}{3}(x+2)+4\right] .
\end{aligned}
$$

(ii) $\int \frac{d x}{3+\sqrt{x}}$.

Here $\frac{d y}{d x}=\frac{1}{3+\sqrt{x}} . \quad$ Let $x=u^{2} ; \quad \therefore \quad \frac{d x}{d u}=2 u$,
and

$$
\frac{d y}{d u}=\frac{d y}{d x} \times \frac{d x}{d u}=\frac{1}{3+u} \times 2 u
$$

$$
\begin{aligned}
\therefore y & =2 \int \frac{u}{3+u} d u=2 \int\left[1-\frac{3}{3+u}\right] d u=2[u-3 \log (3+u)] . \\
& =2 \sqrt{ } x-6 \log (3+\sqrt{ } x) .
\end{aligned}
$$

(iii) $\int \frac{d x}{x+\sqrt{ }(2 x-1)}$.

Here $\frac{d y}{d x}=\frac{1}{x+\sqrt{ }(2 x-1)}$. Let $2 x-1=u^{2}$.

$$
\begin{gathered}
\therefore 2 \frac{d x}{d u}=2 u \text {, and } x=\frac{1}{2}\left(1+u^{2}\right) . \\
\frac{d y}{d u}=\frac{d y}{d x} \times \frac{d x}{d u}=\frac{1}{\frac{1}{2}\left(1+u^{2}\right)+u} \times u=\frac{2 u}{u^{2}+2 u+1}=\frac{2 u}{(u+1)^{2}} .
\end{gathered}
$$

$$
\therefore \quad y=2 \int \frac{u}{(u+1)^{2}} d u=2 \int\left[\frac{1}{u+1}-\frac{1}{(u+1)^{2}}\right] d u, \text { by partial fractions, }
$$

$$
=2\left[\log (u+1)+\frac{1}{u+1}\right]=2 \log [\sqrt{ }(2 x-1)+1]+\frac{2}{\sqrt{ }(2 x-1)+1} .
$$

Sometimes two substitutions in succession are needed:
(iv) $\int \frac{d x}{\left(a^{2}-x^{2}\right)^{3 / 2}}$.

$$
\frac{d y}{d x}=\frac{1}{\left(a^{2}-x^{2}\right)^{3 / 2}} . \quad \text { Let } \quad x=\frac{1}{u} ; \quad \therefore \frac{d x}{d u}=-\frac{1}{u^{2}} .
$$

$\therefore \frac{d y}{d u}=\frac{d y}{d x} \cdot \frac{d x}{d u}=\frac{1}{\left(a^{2}-1 / u^{2}\right)^{3 / 2}} \times-\frac{1}{u^{2}}=\frac{-u}{\left(a^{2} u^{2}-1\right)^{3 / 2}} ;$
$\therefore \quad y=-\int \frac{u d u}{\left(a^{2} u^{2}-1\right)^{8 / 2}}$.
Now let $a^{2} u^{2}=z ; \quad \therefore \quad 2 a^{2} u=d z / d u$.
$y=-\int \frac{\frac{1}{2 a^{2}} \cdot \frac{d z}{d u} \cdot d u}{(z-1)^{3 / 2}}=-\frac{1}{2} \frac{d z}{a^{2}} \int \frac{d z}{(z-1)^{3 / 2}}=-\frac{1}{2 a^{2}} \int(z-1)^{-3 / 2} d z$
$=-\frac{1}{2 a^{2}} \cdot \frac{(z-1)^{-1 / 2}}{-\frac{1}{2}}=\frac{1}{a^{2}} \frac{1}{(z-1)^{1 / 2}}=\frac{1}{a^{2}} \frac{1}{\sqrt{\left(a^{2} u^{2}-1\right)}}=\frac{1}{a^{2}} \frac{x}{\sqrt{\left(a^{2}-x^{2}\right.},}$
(v) $\int \frac{d x}{x \sqrt{ }\left(x^{3}-a^{2}\right)}$.
$\frac{d y}{d x}=\frac{1}{x \sqrt{ }\left(x^{2}-a^{2}\right)} ;$ making the same substitution as in the preceding example, $\quad x=1 / u$, and $\therefore d x / d u=-1 / u^{2}$, we have

$$
\begin{gathered}
\frac{d y}{d u}=\frac{d y}{d x} \cdot \frac{d x}{d u}=\frac{1}{1 / u \cdot \sqrt{ }\left(1 / u^{2}-a^{2}\right)} \times-\frac{1}{u^{2}}=\frac{-1}{\sqrt{ }\left(1-a^{2} u^{2}\right)} ; \\
\therefore y=-\int \frac{d u}{\sqrt{ }\left(1-a^{2} u^{2}\right)}=-\frac{1}{a} \sin ^{-1} a u=-\frac{1}{a} \sin ^{-1} \frac{a}{x} \text { or }-\frac{1}{a} \operatorname{cosec}^{-1} \frac{x}{a} .
\end{gathered}
$$

Any expression of the form $\frac{1}{(x-k) \sqrt{ }\left(a x^{2}+b x+c\right)}$ can be integrated by the substitution used in the preceding example, viz. $x-k=1 / u$; the expression is thereby reduced to the form $\frac{1}{\sqrt{ }\left(A x^{2}+B x+C\right)}$, which has been already considered in Art. 128.
(vi) $\int \frac{d x}{x\left(a, x^{i 4}+b\right)}$.

This may be written $\int \frac{x^{n-1}}{x^{n}\left(a x^{n}+b\right)} d x$, and therefore can be integrated by sulustituting $\quad x^{\prime \prime}=u, \quad n x^{n-1}=d u / d x$.

$$
\begin{aligned}
\text { The integral becomes } & \int \frac{1}{n} \frac{d u}{d x} d x \\
u(a u+b) & =\frac{1}{n} \int \frac{1}{b}\left[\frac{1}{u}-\frac{a}{a u+b}\right] d u \\
& ={ }_{n b}^{1}[\log u-\log (a u+b)]=\frac{1}{n b} \log \frac{x^{n}}{a x^{n}+b^{\circ}}
\end{aligned}
$$

The integral can also be found by substituting $x^{n}=1 / u$, and the method of finding $d x / d u$ should be noticed. Since $x^{n}=u^{-1}$, it follows that $n \log x=-\log u ; \quad \therefore$ differentiating with respect to $u$,

$$
\begin{gathered}
n \frac{1}{x} \frac{d x}{d u}=-\frac{1}{u}, \text { and } \frac{d x}{d u}=-\frac{x}{n u} \\
\therefore \frac{d y}{d u}=\frac{d y}{d x} \times \frac{d x}{d u}=\frac{1}{x(a / u+\bar{b}} \times-\frac{x}{n u}=-\frac{1}{n(a+l u)}
\end{gathered}
$$

Whence

$$
\begin{aligned}
y=-\frac{1}{n b} \log (a+b u) & =-\frac{1}{n b} \log \left(a+\frac{b}{x^{\prime \prime}}\right) \\
& =\frac{1}{n \bar{b}} \log \frac{x^{n}}{a x^{n}+b}, \text { as before. }
\end{aligned}
$$

## Examples XIIX.

Integrate
0. $x^{2} \sqrt{ }(a x+b)$.

1. $\frac{x}{\sqrt{ }(1-x)}$.
2. $-\frac{x^{2}}{\sqrt{(a-x)}}$.
3. $\frac{\sqrt{ }(1+x)}{x}$.
4. $\frac{\sqrt{ }(x+2)}{x+6}$.
5. $\frac{1}{\sqrt{x-1}}$.
6. $\frac{\sqrt{ } x}{1+\sqrt{x}}$.
7. $\frac{1}{x+\sqrt{ }(1-x)}$.
8. $x \sqrt{ }(x+2)$.
9. $\frac{x}{1+\sqrt{x}}$.
10. $\frac{1}{x \sqrt{\left(x^{2}+x+1\right)}}$.
11. $\frac{1}{x \sqrt{\left(7-5 x-2 x^{2}\right)}}$.
12. $\frac{1}{\sqrt{x(3+x)}}$.
13. $\frac{1}{x \sqrt{(a+x)}}$.
14. $\frac{1}{\left(a^{2}+x^{2}\right)^{3 / 2}}$.
15. $\frac{1}{\left(x^{2}-4\right)^{3 / 2}}$.
16. $\frac{1}{x \sqrt{ }\left(1+x^{2}\right)}$.
17. $\frac{1}{x \sqrt{\left(x^{2}-1\right)}}$.
18. $\frac{1}{(x+1) \sqrt{\left(1+x^{2}\right)}}$.
19. $\frac{1}{\left(x^{2}+4 x+5\right)^{3 / 2}}$.
20. $\frac{1}{x^{2} \sqrt{(1+x)}}$.
21. $\frac{\sqrt{ } x}{3+2 x}$.
22. $\frac{1}{x \sqrt{\left(a^{2}-x^{2}\right)}}$.
23. $\frac{3 \sqrt{x}}{1-x}$.
24. $\frac{1}{x\left(1+x^{2}\right)^{2}}$.
25. $\frac{1}{x\left(2 x^{2}+3\right)}$.
26. $\frac{1}{x\left(1-x^{4}\right)}$.
27. $\frac{1}{x\left(x^{3}+a^{3}\right)}$.
28. $\frac{1}{x\left(3-2 x^{4}\right)}$.
29. $\frac{1}{x(1+x)^{2 / 3}}$.
30. Integration of the circular functions.

We have already, in the list of standard forms,

$$
\int \sin x d x=-\cos x, \quad \int \cos x d x=\sin x
$$

Also $\int \tan x d x=\int \frac{\sin x}{\cos x} d x=-\log \cos x$,

$$
\int \cot x d x=\int \frac{\cos x}{\sin x} d x=\log \sin x \quad \text { (Art. 125). }
$$

$$
\int \sec x d x=\int \frac{1}{\cos x} d x=\int \frac{\cos x}{\cos ^{2} x} d x=\int \frac{\cos x}{1-\sin ^{2} x} d x
$$

$=$ (if $\sin x=u$, and $\therefore \cos x=d u / d x$ ) $\int \frac{d u / d x}{1-u^{2}} d x=\int \frac{d u}{1-u^{2}}$
$=\frac{1}{2} \log \frac{1+u}{1-u}=\frac{1}{2} \log \frac{1+\sin x}{1-\sin x}$, which reduces to $\log \tan \left(\frac{\pi}{4}+\frac{x}{2}\right)$.
Similarly, $\int \operatorname{cosec} x d x$, if $\cos x=u$ and $\therefore \sin x=-\frac{d u}{d x}$, becomes ${ }_{2}^{1} \log \frac{1-\cos x}{1+\cos x}$, which reduces to $\log \tan \frac{x}{2}$.

The two latter integrals can also be obtained as follows:
$\int \operatorname{cosec} x d x=\int \frac{1}{\sin x} d x=\int \frac{1}{2 \sin \frac{1}{2} x \cos \frac{1}{2} x} d x=\int \frac{1}{2 \tan \frac{1}{2} x \cos ^{2} \frac{1}{2} x} d x$
$=\int \frac{\frac{1}{2} \sec ^{2} \frac{1}{2} x}{\tan \frac{1}{2} x} d x=\log \tan \frac{1}{2} x$, by Art. 125.
Then $\int \sec x d x=\int \operatorname{cosec}\left(\frac{1}{2} \pi+x\right) d x=\log \tan \left(\frac{1}{4} \pi+\frac{1}{2} x\right)$.

## 134. Integration of the squares of the circular functions.

The first two of these occur very frequently, and the results, together with the method of obtaining them, should be carefully noticed.
$\int \sin ^{2} x d x=\int \frac{1}{2}(1-\cos 2 x) d x=\frac{1}{2}\left(x-\frac{1}{2} \sin 2 x\right)=\frac{1}{2} x-\frac{1}{4} \sin 2 x$.
$\int \cos ^{2} x d x=\int \frac{1}{2}(1+\cos 2 x) d x=\frac{1}{2}\left(x+\frac{1}{2} \sin 2 x\right)=\frac{1}{2} x+\frac{1}{4} \sin 2 x$.
[Since $\sin ^{2} x+\cos ^{2} x=1$, it follows that the sum of their integrals $=\int 1 d x=x$, as is obtained by adding the two preceding results.]

$$
\begin{aligned}
& \int \tan ^{2} x d x=\int\left(\sec ^{2} x-1\right) d x=\tan x-x . \\
& \int \cot ^{2} x d x=\int\left(\operatorname{cosec}^{2} x-1\right) d x=-\cot x-x . \\
& \int \sec ^{2} x d x=\tan x . \\
& \int \operatorname{cosec}^{2} x d x=-\cot x .
\end{aligned}
$$

The integral of any function of $\cos x, \cot x$, or $\operatorname{cosec} x$ can be deduced from the integral of the corresponding function of $\sin x$, $\tan x$, or $\sec x$ respectively.
E.g. $\quad \int \operatorname{cosec}^{2} x d x=\int \sec ^{2}\left(\frac{1}{2} \pi+x\right) d x=\tan \left(\frac{1}{2} \pi+x\right)=-\cot x$.

## 135. Further examples of trigonometrical integrals.

A few more examples of trigonometrical integrals, which illustrate some of the various devices which may be adopted, will now be given.

## Examples:

(i) $\int \cos ^{4} x \sin ^{3} x d x$.

Let $\quad \cos x=u$; $\quad \therefore \quad-\sin x=d u / d x$.
From the $\sin ^{3} x$, one factor $\sin x$ is taken in order to supply the necessary $d u / d x$, and that leaves $\sin ^{2} x$, which can be expressed in terms of $u$ (it is equal to $1-u^{2}$ ) without introducing irrational expressions.
Hence the integral becomes

$$
\begin{aligned}
\int u^{4}\left(1-u^{2}\right) \cdot-\frac{d u}{d x} d x=-\int\left(u^{4}-u^{6}\right) d u & =-\frac{1}{5} u^{5}+\frac{1}{7} u^{7} \\
& =\frac{1}{7} \cos ^{8} x-\frac{1}{4} \cos ^{5} x .
\end{aligned}
$$

(ii) $\int \frac{\cos ^{3} x}{\sin ^{2} x} d x$.

In this case, let $\sin x=u$, then $\cos x=d u / d x$.
As in the preceding example, the integral now takes the form

$$
\int \frac{\left(1-u^{2}\right)}{u^{2}} \cdot \frac{d u}{d x} d x=\int\left(\frac{1}{u^{2}}-1\right) d u=-\frac{1}{u}-u=-\operatorname{cosec} x-\sin x .
$$

The integral $\int \sin ^{m} x \cos ^{n} x d x$ can always be obtained as in the last two examples if either $m$ or $n$ (or both) be an odd number. If the index of $\sin x$ be odd, put $\cos x=u$; if the index of $\cos x$ be odd, put $\sin x=u$.
The integral can also be found when $m+n$ is an even negative integer, by the method indicated in the following examples. (See also Art. 141.)
(iii) $\int \frac{\cos ^{4} x}{\sin ^{6} x} d x=\int \cot ^{4} x \operatorname{cosec}^{2} x d x$.

Since $\operatorname{cosec}^{2} x=$ - the d. c. of $\cot x$, let $\cot x=u$.
$\therefore$ the integral becomes

$$
\int u^{4}\left(-\frac{d u}{d x}\right) d x=-\int u^{4} d u=-\frac{1}{5} u^{5}=-\frac{1}{5} \cot ^{5} x .
$$

(iv) $\int \sec ^{4} x d x=\int \sec ^{2} x \cdot \sec ^{2} x d x$.

Let $\tan x=u, \quad \sec ^{2} x=d u / d x$, the other $\sec ^{2} x=1+\tan ^{2} x=1+u^{2}$, and the integral becomes

$$
\begin{aligned}
& \quad \int\left(1+u^{2}\right) \frac{d u}{d x} d x=\int\left(1+u^{2}\right) d u=u+\frac{1}{3} u^{8}=\tan x+\frac{1}{3} \tan ^{3} x . \\
& \text { (v) } \int \frac{1}{\sin ^{2} x \cos ^{2} x} d x=\int \frac{1}{\tan ^{2} x \cos ^{4} x} d x=\int \frac{\sec ^{4} x}{\tan ^{2} x} d x \\
& =\int \frac{\sec ^{2} x \cdot \sec ^{2} x}{\tan ^{2} x} d x=\text { (as in preceding example) } \int \frac{\left(1+u^{2}\right)}{u^{2}} \cdot \frac{d u}{d x} d x . \\
& =\int\left(1 / u^{2}+1\right) d u=-1 / u+u=\tan x-\cot x .
\end{aligned}
$$

The product of a sine and a cosine, or of two sines or two cosines, can be integrated at once by expressing it as a sum or difference.
(vi) $\int \sin 2 x \cos x d x=\int \frac{1}{2}[\sin 3 x+\sin x] d x=\frac{1}{2}\left(-\frac{1}{2} \cos 3 x-\cos x\right)$.
(vii) $\int \sin 3 x \sin 4 x d x=\int \frac{1}{2}[\cos x-\cos 7 x] d x=\frac{1}{2}\left(\sin x-\frac{1}{4} \sin 7 x\right)$.

It should be noticed that any rational function of $\sin x$ and $\cos x$ can be transformed into a rational algebraical fraction (such as is dealt with in Arts. 122-127) by the substitution $\tan \frac{1}{2} x=u$.

Then

$$
\begin{aligned}
\frac{d u}{d x} & =\frac{1}{2} \sec ^{2} \frac{1}{2} x=\frac{1}{2}\left(1+u^{2}\right), \text { and } \frac{d x}{d u}=\frac{2}{1+u^{2}} . \\
\sin x & =2 \sin \frac{1}{2} x \cos \frac{1}{2} x=\frac{2 \tan \frac{1}{2} x}{1+\tan ^{2} \frac{1}{2} x}=\frac{2 u}{1+u^{2}} . \\
\cos x & =\cos ^{2} \frac{1}{2} x-\sin ^{2} \frac{1}{2} x=\frac{1-\tan ^{2} \frac{1}{2} x}{1+\tan ^{2} \frac{1}{2} x}=\frac{1-u^{2}}{1+u^{2}} .
\end{aligned}
$$

The integrals of Arts. 133 and 134 are all included in this case, although there some of them were obtained by simpler methods. Two other examples are here given.
(viii) $\int \frac{d x}{5+4 \cos x}$

Denoting it by $y$, we have $\frac{d y}{d x}=\frac{1}{5+4 \cos x}$.

$$
\therefore \quad \frac{d y}{d u}=\frac{d y}{d x} \times \frac{d x}{d u}=\frac{1}{5+4\left(1-u^{2}\right) /\left(1+u^{2}\right)} \times \frac{2}{1+u^{2}},
$$

(making the substitutions just mentioned),

$$
\begin{gathered}
-\frac{2}{5+5 u^{2}+4-4 u^{2}}=\frac{2}{9+u^{2}} . \\
\therefore y=\int \frac{2}{9+u^{2}} d u=\frac{2}{3} \tan ^{-1} \frac{u}{3}=\frac{2}{3} \tan ^{-1}\left(\begin{array}{l}
1 \\
3
\end{array} \tan \frac{x}{2}\right) .
\end{gathered}
$$

(ix) $\int \frac{d x}{12+13 \sin x}$.

Denoting it by $y$,

$$
\frac{d y}{d x}=\frac{1}{12+13 \sin x} ;
$$

$$
\begin{aligned}
& \therefore \\
& \quad \frac{d y}{d u}=\frac{d y}{d x} \times \frac{d x}{d u}=\frac{1}{12+13.2 u /\left(1+u^{2}\right)} \times \frac{2}{1+u^{2}}=\frac{2}{12+12 u^{2}+26 u} \\
& \therefore y=\int \frac{d u}{6 u^{2}+13 u+6}=\int \frac{d u}{(3 u+2)(2 u+3)}=\frac{1}{5} \int\left(\frac{3}{3 u+2}-\frac{2}{2 u+3}\right) d u
\end{aligned}
$$

(by partial fractions)

$$
=\frac{1}{5}[\log (3 u+2)-\log (2 u+3)]=\frac{1}{5} \log \frac{3 \tan \frac{1}{2} x+2}{2 \tan \frac{1}{2} x+3} .
$$

## Examples L.

Integrate
0. $\cos ^{3} x$.

1. $\tan 2 x$.
2. $\cot m x$.
3. $\sec \frac{7}{2} x$.
4. $\operatorname{cosec} 3 x$.
5. $\operatorname{cosec}(x / a)$.
e. $\tan ^{2} \frac{1}{6} x$.
6. $\operatorname{cosec}^{2} n x$.
7. $\sin ^{3} x$.
8. $\sin ^{3} x \cos ^{4} x$.
9. $\sin ^{n} x \cos ^{3} x$.
10. $\sec ^{6} x$.
11. $\frac{\sin ^{3} x}{\cos ^{4} x}$.
12. $\frac{\cos ^{4} x}{\sin ^{2} \frac{x}{x}}$.
13. $\frac{\sin ^{2} x}{\cos ^{4} x}$.
14. $\tan ^{4} x$.
15. $\frac{1}{1+\tan x}$.
16. $\cos ^{\prime} x$.
17. $\operatorname{cosec}^{4} x$.
18. $\tan ^{6} x$.
19. $\sec x \operatorname{cosec} x$.
20. $\frac{1}{1-\cos x}$.
21. $\tan ^{8} x$.
22. $\sec ^{3} x \operatorname{cosec} x$.
23. $\frac{1}{1-\sin x}$.
24. $\sec ^{2} x \operatorname{cosec}^{2} x$.
25. $\frac{1}{\cos x \sin ^{2} x}$.
26. $\cot ^{5} x$.
27. $\sin ^{2} x \cos ^{2} x$.
28. $\cos 2 x \cos 3 x$.
29. $\sin ^{8} x / \cos ^{10} x$.
30. $\sin ^{4} x$.
31. $\frac{\cos ^{2} x}{\sin ^{6} x}$.
32. $\frac{1}{1+\cos x}$.
33. $\cos ^{2} x \sin m x$.
34. $\frac{1}{1+\sin x}$.
35. $\sin 4 x \cos x$.
36. $\sin p x \sin q x$.
37. $\sin ^{8} x \cos 3 x$.
38. $\frac{\cos ^{2} x}{\cos 2 x}$.
39. $\frac{\sin ^{2} x}{\sin 2 x}$.
40. $\frac{1}{4+5 \cos x}$.
41. $\frac{1}{13+85 \sin x}$.
42. $\frac{1}{1+8 \cos ^{2} x}$.
43. $\frac{1}{25-24 \sin ^{2} x}$.
44. $\frac{1}{4 \cos ^{2} x+9 \sin ^{2} x}$.
45. $\frac{1}{\sin ^{7} x \cos ^{3} x}$.
46. $\frac{1}{2+\sin x}$.
47. $\frac{1}{5-3 \cos x}$.
48. $\sin m x \cos n x$.

## 136. Trigonometrical substitutions.

Many algebraical functions which involve the square root of a quadratic expression can be rationalized by a trigonometrical substitution, and their integration is often thereby simplified. E.g. if an expression involves the irrational quantity $\sqrt{ }\left(a^{2}-x^{2}\right)$, the substitution of $a \sin \theta$ for $x$ changes $\sqrt{ }\left(a^{2}-x^{2}\right)$ into $\sqrt{ }\left[a^{2}\left(1-\sin ^{2} \theta\right)\right]$, i. e. $a \cos \theta$.

The substitution $x=a \cos \theta$ would of course serve equally well. These are legitimate substitutions, because $a \sin \theta$ and $a \cos \theta$ can have all values from $-a$ to $+a$ inclusive, and these constitute all the values of $x$ for which $\sqrt{ }\left(a^{2}-x^{2}\right)$ is real.

Examples:
(i) $\int \sqrt{ }\left(a^{2}-x^{2}\right) d x$. Let $x=a \sin \theta$; $\quad \therefore d x / d \theta=a \cos \theta$.

Denoting the integral ly $y$,

$$
\begin{aligned}
\frac{d y}{d x} & =\sqrt{ }\left(a^{2}-x^{2}\right) ; \quad \frac{d y}{d \theta}=\frac{d y}{d x} \times \frac{d x}{d \theta}=a \cos \theta \cdot a \cos \theta=a^{2} \cos ^{2} \theta . \\
\therefore \quad y & =a^{2} \int \cos ^{2} \theta d \theta=\frac{1}{2} a^{2} \int(1+\cos 2 \theta) d \theta=\frac{1}{2} a^{2}\left(\theta+\frac{1}{2} \sin 2 \theta\right) \\
& =\frac{1}{2} a^{2} \theta+\frac{1}{2} a^{2} \sin \theta \cos \theta=\frac{1}{2} a^{2} \sin ^{-1}(x / a)+\frac{1}{2} x \sqrt{ }\left(a^{2}-x^{2}\right) .
\end{aligned}
$$

(ii) $\int \frac{\sqrt{ }\left(a^{2}-x^{2}\right)}{x^{2}} d x$. Let $x=a \cos \theta$; $\therefore \frac{d x}{d \theta}=-a \sin \theta$.

$$
\begin{aligned}
& \frac{d y}{d \theta}=\frac{d y}{d x} \cdot \frac{d x}{d \theta}=\frac{\sqrt{ }\left(a^{2}-x^{2}\right)}{x^{2}} \times-a \sin \theta=\frac{a \sin \theta}{a^{2}-\cos ^{2} \theta} \times-a \sin \theta=-\operatorname{tin}^{2} \theta . \\
& \begin{aligned}
& \therefore y=-\int \tan ^{2} \theta \cdot d \theta=-\int\left(\sec ^{2} \theta-1\right) d \theta=-\tan \theta+\theta \\
&=\cos ^{-1}(x / a)-\sqrt{ }\left(a^{2}-x^{2}\right) / x .
\end{aligned}
\end{aligned}
$$

Similarly, an expression which involves $\sqrt{ }\left(a^{2}+x^{2}\right)$ is rationalized by the substitution $x=a \tan 0$, which makes $\sqrt{ }\left(a^{2}+x^{2}\right)$ into $\sqrt{ }\left[a^{2}\left(1+\tan ^{2} \theta\right)\right]$, i.e. $a \sec 0$. The hyperbolic substitution $x=a \sinh u$ will do equally well in this case: it changes $\sqrt{ }\left(a^{2}+x^{2}\right)$ into $\sqrt{ }\left[a^{2}\left(1+\sinh ^{2} u\right)\right]$, i.e. $a \cosh u$ [Art. 02], and may be used if the student is well acquainted with the simpler relations between these functions. Some of these relations are required in the integration, and in restoring the $x$ after integration.

Again, an expression which involves $\sqrt{ }\left(x^{2}-a^{2}\right)$ may be rationalized by putting $x=a \sec 0$, which makes $\sqrt{ }\left(x^{2}-a^{2}\right)$ into $\sqrt{ }\left[a^{2}\left(\sec ^{2} \theta-1\right)\right]$, i. $\theta . a \tan \theta$. The hyperbolic substitution $x=a \cosh u$ will also serve equally well, for it changes $\sqrt{ }\left(x^{2}-a^{2}\right)$ into $\sqrt{ }\left[a^{2}\left(\cosh ^{2} u-1\right)\right]$, i. e. $a \sinh u$.

## Examples:

(i) $\int \frac{d x}{x^{2} \sqrt{\left(4+x^{2}\right)}}$. Let $x=2 \tan \theta$; $\quad \therefore \quad \frac{d x}{d \theta}=2 \sec ^{2} \theta$.

Denoting the integral by $y$,
$\frac{d y}{d \theta}=\frac{d y}{d x} \times \frac{d x}{d \theta}=\frac{1}{x^{2} \sqrt{\left(4+x^{2}\right)}} \times 2 \sec ^{2} \theta=\frac{2 \sec ^{2} \theta}{4 \tan ^{2} \theta \cdot 2 \sec \theta}=\frac{\cos \theta}{4 \sin ^{2} \theta}$.
$\therefore y=\frac{1}{2} \int \frac{\cos \theta}{\sin ^{2} \theta} d \theta$, which is found by putting $u=\sin \theta, \frac{d u}{d \partial}=\cos \theta$,
and becomes

$$
y=\frac{1}{4} \frac{-1}{\sin \theta}=-\frac{\sqrt{ }\left(x^{2}+4\right)}{4 x}
$$

(ii) $\int \sqrt{ }\left(x^{2}+a^{2}\right) d x$. Let $x=a \sinh u$; $\quad \therefore \frac{d x}{d u}=a \cosh u$. $\frac{d y}{d u}=\frac{d y}{d x} \times \frac{d x}{d u}=\sqrt{ }\left(x^{2}+a^{2}\right) \times a \cosh u=a \cosh u \times a \cosh u$

$$
=a^{2} \cosh ^{2} u=\frac{1}{2} a^{2}(1+\cosh 2 u)
$$

$\therefore \quad y=\frac{1}{2} a^{2} \int(1+\cosh 2 u) d u=\frac{1}{2} a^{2}\left(u+\frac{1}{2} \sinh 2 u\right)$

$$
=\frac{1}{2} a^{2} u+\frac{1}{2} a^{2} \sinh u \cosh u \quad \text { (using the results of Ex. XXXII. 12) }
$$

$$
=\frac{1}{2} a^{2} \sinh ^{-1}(x / a)+\frac{1}{2} x \sqrt{ }\left(a^{2}+x^{2}\right)
$$

It should be noticed that the values of the standard integrals

$$
\int \frac{d x}{\sqrt{ }\left(a^{2}-x^{2}\right)} \text { and } \int \frac{d x}{a^{2}+x^{2}}
$$

can be worked out by this method, by substituting $x=a \sin \theta$ and $x=a \tan \theta$ respectively.

The substitution $x$ (or $x-k$ ) $=a \tan \theta$ is often useful in dealing with certain types of rational expressions.
E.g. to find $\int \frac{d x}{\left(x^{2}-2 x+5\right)^{2}}$, we may write $x^{2}-2 x+5$ in the form $(x-1)^{2}+4$ which, if $x-1=2 \tan \theta$, becomes $4 \tan ^{2} \theta+4$, i. e. $4 \sec ^{2} \theta$.

Denoting the integral by $y$, we have
137. A useful substitution.

It should be noticed that the expressions $\sqrt{ }[(x-\alpha)(\beta-x)]$, $1 / \sqrt{ }[(x-\alpha)(\beta-x)]$, and $\sqrt{ }[(x-\alpha) /(\beta-x)]$, where $\beta>\alpha$, are all rationalized by the substitution $x=\alpha \cos ^{2} \theta+\beta \sin ^{2} \theta$.

This expression admits of all values from $\alpha$ to $\beta$ inclusive, and it is just for these values and these values only that the preceding expressions are real.

If this substitution be made,

$$
\begin{gathered}
x-\alpha \text { becomes } \alpha\left(\cos ^{2} \theta-1\right)+\beta \sin ^{2} \theta, \text { i. e. }(\beta-\alpha) \sin ^{2} \theta . \\
\beta-x \text { becomes } \beta\left(1-\sin ^{2} \theta\right)-\alpha \cos ^{2} \theta, \text { i.e. }(\beta-\alpha) \cos ^{2} \theta . \\
d x / d \theta=\alpha 2 \cos \theta(-\sin \theta)+\beta 2 \sin \theta \cos \theta, \text { i. e. } 2(\beta-\alpha) \sin \theta \cos \theta .
\end{gathered}
$$

Two examples are here given.

$$
\begin{aligned}
& \frac{d y}{d \theta}=\frac{d y}{d x} \cdot \frac{d x}{d \theta}=\frac{1}{\left(x^{2}-2 x+5\right)^{2}} \times 2 \sec ^{2} \theta=\frac{2 \sec ^{2} \theta}{\left(4 \sec ^{2} \theta\right)^{2}}=\frac{1}{8} \cos ^{2} \theta=\frac{1}{18}(1+\cos 2 \theta) \text {; } \\
& \therefore \quad y=\frac{1}{18} \int(1+\cos 2 \theta) d \theta=\frac{1}{18}\left(\theta+\frac{1}{2} \sin 2 \theta\right)=\frac{1}{18}(\theta+\sin \theta \cos \theta) \\
& =\frac{1}{16}\left[\tan ^{-1} \frac{x-1}{2}+\frac{x-1}{\sqrt{ }\left[(x-1)^{2}+4\right]} \times \frac{2}{\sqrt{ }\left[(x-1)^{2}+4\right]}\right] \\
& =\frac{1}{16}\left[\tan ^{-1} \frac{x-1}{2}+\frac{2(x-1)}{x^{2}-2 x+5}\right] .
\end{aligned}
$$

## Examples:

(i) $\int \sqrt{\frac{x-a}{2 a-x}} d x$.

Let $x=a \cos ^{2} \theta+2 a \sin ^{2} \theta ; \quad \therefore \quad x-a=a \sin ^{2} \theta, \quad 2 a-x=a \cos ^{2} \theta$, and $\quad d x / d \theta=-2 a \sin \theta \cos \theta+4 a \sin \theta \cos \theta=2 a \sin \theta \cos \theta$.

Hence, denoting the integral by $y$ as usual,

$$
\frac{d y}{d x}=\sqrt{\frac{x-a}{2-x}}=\sqrt{\frac{a \sin ^{2} \theta}{a \cos ^{2} \theta}}=\tan \theta ;
$$

$$
\frac{d y}{d \theta}=\frac{d y}{d x} \times \frac{d x}{d \theta}=\tan \theta .2 a \sin \theta \cos \theta=2 a \sin ^{2} \theta=a(1-\cos 2 \theta) ;
$$

$\therefore y=a \int(1-\cos 2 \theta) d \theta=a\left(\theta-\frac{1}{2} \sin 2 \theta\right)=a \theta-a \sin \theta \cos \theta$.
Since $x-a=a \sin ^{2} \theta, \quad \sin \theta=\sqrt{\frac{x-a}{a}}$, and $\theta=\sin ^{-1} \sqrt{\frac{x-a}{a}}$.
Also $\quad 2 a-x=a \cos ^{2} \theta, \quad \therefore \quad \cos \theta=\sqrt{\frac{2 a-x}{a}}$.
$\therefore y=a \sin ^{-1} \sqrt{\frac{x-a}{a}}-a \cdot \sqrt{\frac{x-a}{a}} \cdot \sqrt{\frac{2 a-x}{a}}$
$=a \sin ^{-1} \sqrt{\frac{x-a}{a}}-\sqrt{ }[(x-a)(2 a-x)]$.
(ii) $\int \sqrt{ }\left(7 x-10-x^{2}\right) d x$, i. e. $\int \sqrt{ }[(5-x)(x-2)] d x$.

Let $x=2 \cos ^{2} \theta+5 \sin ^{2} \theta ; \quad \therefore x-2=3 \sin ^{2} \theta, \quad 5-x=3 \cos ^{2} \theta$, $d x / d \theta=6 \sin \theta \cos 0$.
$d y / d x=\sqrt{ }[(5-x)(x-2)]-\sqrt{ }\left(3 \cos ^{2} \theta .3 \sin ^{2} \theta\right)-3 \sin \theta \cos \theta$.
$\therefore \quad \frac{d y}{d \theta}=\frac{d y}{d x} \times \frac{d x}{d \theta}=3 \sin \theta \cos \theta \times 6 \sin \theta \cos \theta=18 \sin ^{2} \theta \cos ^{2} \theta$;
and $\quad y=\int 18 \sin ^{2} \theta \cos ^{2} \theta d \theta=\frac{9}{2} \int \sin ^{2} 2 \theta d \theta=\frac{9}{2} \int(1-\cos 4 \theta) d \theta$
$=\frac{9}{2}\left(\theta-\frac{1}{2} \sin 4 \theta\right)=\frac{9}{2} \theta-\frac{9}{18} .2 \sin 2 \theta \cos 2 \theta$
$=9 \theta-\frac{9}{2} \sin \theta \cos \theta\left(2 \cos ^{2} \theta-1\right)$
$=\frac{9}{4} \sin ^{-1} \sqrt{\frac{x-2}{3}}-\frac{9}{4} \sqrt{\frac{x-2}{3}} \cdot \sqrt{ }\left(\frac{5-x}{3}\right)\left(2 \cdot \frac{5-x}{3}-1\right)$
$=\frac{9}{2} \sin ^{-1} \sqrt{ }\left\{\frac{1}{8}(x-2)\right\}-\frac{1}{4}(7-2 x) \sqrt{ }[(5-x)(x-2)]$.

## Examples LI.

Integrate:

1. $\sqrt{ }\left(9-x^{2}\right)$.
2. $\sqrt{ }\left(x^{2}-a^{2}\right)$.
3. $\sqrt{ }\left(x^{2}+1\right)$.
4. $\sqrt{ }\left(x^{2}-4\right)$.
5. $\frac{\sqrt{ }\left(25-x^{2}\right)}{x^{2}}$.
6. $\frac{1}{x^{2} \sqrt{ }\left(1-x^{2}\right)}$.
7. $\frac{\sqrt{ }\left(1+x^{2}\right)}{x^{2}}$.
8. $\frac{x^{2}}{\sqrt{\left(a^{2}-x^{2}\right)}}$.
-. $\frac{x^{2}}{\sqrt{\left(x^{2}+9\right)}}$.
9. $\frac{x^{2}}{\sqrt{ }\left(x^{2}-a^{2}\right)}$.
10. $\frac{a^{2}+x^{2}}{\sqrt{\left(a^{2}-x^{2}\right)}}$.
11. $\frac{1}{x^{2} \sqrt{\left(a^{2}+x^{2}\right)}}$.
12. $\frac{x^{2}}{\left(1-x^{2}\right)^{3 / 2}}$.
13. $\frac{x^{3}}{\sqrt{\left(1-x^{2}\right)}}$.
14. $\frac{x^{3}}{\sqrt{\left(x^{2}+a^{2}\right)}}$.
15. $\frac{1}{\left(a^{2}-x^{2}\right)^{3 / 8}}$.
16. $\sqrt{ }\left(\frac{x-1}{2-x}\right)$.
17. $\sqrt{ }\left(\frac{5-x}{x-2}\right)$.
18. $\sqrt{ }[(x-3)(7-x)]$.
19. $\sqrt{ }[(x+1)(4-x)]$.
20. $\overline{\sqrt{[(x+2)(7-x)]}}$.
21. $\frac{1}{\sqrt{ }[(x-\alpha)(\beta-x)]}$.
22. $\sqrt{ }[(x-\alpha)(\beta-x)]$.
23. $\sqrt{ }[(x-2 a)(6 a-x)]$.
24. $\sqrt{ }\binom{x-\alpha}{\beta-x}$.
25. $\sqrt{ }\left(\frac{\alpha-x}{x-\beta}\right)$.
26. $\sqrt{ }\left(\frac{4-x}{x+4}\right)$.
27. $\frac{1}{\left(x^{2}+1\right)^{2}}$.
28. $\frac{1}{\left(x^{2}+4 x+5\right)^{2}}$.
29. $\frac{x}{\left(x^{2}+2 x+2\right)^{2}}$.
30. $\frac{1}{\left(2 x^{2}-6 x+45\right)^{2}}$.
31. $\frac{x^{2}}{\left(x^{2}+1\right)^{2}}$.
32. Integration by parts.

There remains one more important elementary method of integration, known as 'integration by parts'. This is the converse of the rule for finding the differential coefficient of a product of two functions of $x$.

We have

$$
\frac{d}{d x}(u v)=u \frac{d v}{d x}+v \frac{d u}{d x}
$$

therefore, integrating each term, we have (save for an arbitrary constant to be added)
whence

$$
\begin{aligned}
& u v=\int u \frac{d v}{d x} d x+\int v \frac{d u}{d x} d x \\
& \int u \frac{d v}{d x} d x=u v-\int v \frac{d u}{d x} d x
\end{aligned}
$$

The integral on the right-hand side is frequently much easier to evaluate than the one on the left. The method is particularly valuable in many cases when the expression to be integrated contains such functions as $\log x$, or an inverse trigonometrical or hyperbolic function. If such a function be taken as the ' $u$ ' in the integral on the left-hand side, the $d u / d x$ on the right-hand side becomes a simple algebraical function.

## Examples:

(i) $\int x^{2} \log x d x$.

Take $\quad u=\log x, \quad d v / d x=x^{2} ; \quad \therefore d u / d x=1 / x, \quad v=\int x^{2} d x=\frac{1}{8} x^{3}$.
We have $\quad \int x^{2} \log x d x=\log x \times \frac{1}{\frac{1}{2}} x^{3}-\int \frac{1}{3} x^{3} \cdot x^{-1} d x$
$=\frac{1}{8} x^{3} \log x-\frac{1}{8} \int x^{2} d x$
$=\frac{1}{8} x^{3} \log x-\frac{1}{6} x^{3}$.
(ii) $\int x \tan ^{-1} x d x$.

Take $u=\tan ^{-1} x, \quad d v / d x=x ; \quad \therefore \quad d u / d x=1 /\left(1+x^{2}\right) ; \quad v=\frac{1}{2} x^{2}$.

$$
\begin{aligned}
\int x \tan ^{-1} x d x & =\frac{1}{2} x^{2} \tan ^{-1} x-\int \frac{1}{2} x^{2} \cdot \frac{1}{1+x^{2}} d x \\
& =\frac{1}{2} x^{2} \tan ^{-1} x-\frac{1}{2} \int\left[1-\frac{1}{1+x^{2}}\right] d x \\
& =\frac{1}{2} x^{2} \tan ^{-1} x-\frac{1}{2}\left[x-\tan ^{-1} x\right] \\
& =\frac{1}{2}\left(x^{2}+1\right) \tan ^{-1} x-\frac{1}{2} x .
\end{aligned}
$$

(iii) $\int \tan ^{-1} x d x$.

In this case, talke $u=\tan ^{-1} x, \quad d v / d x=1$;

$$
\begin{aligned}
\therefore \tan ^{-1} x d x & =x \tan ^{-1} x-\int \frac{x}{1+x^{2}} d x=x \tan ^{-1} x-\frac{1}{2} \int \frac{2 x}{1+x^{2}} d x \\
& =x \tan ^{-1} x-\frac{1}{2} \log \left(1+x^{2}\right) . \quad[\text { Art. 125.] }
\end{aligned}
$$

(iv) $\int x \sin x d x$.

In' this case, if $\sin x$ be taken as $u$ and $x$ as $d v / d x$, it will be seen that $d u / d x$ and $v$ are respectively $\cos x$ and $\frac{1}{2} x^{2}$, and therefore the integral on the right-hand side, $\int \frac{1}{2} x^{2} \cos x d x$, is more complicated than the one we started with. Hence take $u=x, d v / d x-\sin x$;

$$
\therefore d u / d x-1, v=-\cos x
$$

We have therefore

$$
\int x \sin x d x=-x \cos x-\int(-\cos x) d x=-x \cos x+\sin x .
$$

(v) $\int x^{2} e^{2 x} d x$.

In this case (since $x^{\mathbf{s}}$ becomes cimpler when differentiated, and $e^{2 x}$ does not become more complicated when integrated)

$$
\begin{aligned}
& \text { let } u=x^{2}, \quad d v / d x-e^{2 x} ; \quad \therefore \quad d u / d x-2 x, \quad v=\frac{1}{2} e^{2 x} ; \\
& \therefore \int x^{2} e^{2 x} d x-\frac{1}{2} x^{2} e^{2 x}-\int \frac{1}{2} e^{2 x} \times 2 x d x=\frac{1}{2} x^{3} e^{2 x}-\int x e^{2 x} d x .
\end{aligned}
$$

The integral on the right-hand side cannot yet be written down at once, but it is simpler than the one we started with. Integrate it by parts again, taking

$$
\begin{aligned}
& u-x, \quad d v / d x-e^{2 x} ; \quad \therefore \quad d u / d x=1, \quad 0=\frac{1}{2} e^{2 x} ; \\
& \therefore \int x e^{2 x} d x=\frac{1}{2} x e^{2 x}-\int \frac{1}{2} e^{2 x} d x=\frac{1}{2} x e^{2 x}-\frac{1}{2} e^{2 x} .
\end{aligned}
$$

$\therefore$ substituting in the preceding result, the given integral

$$
\int x^{2} e^{2 x} d x-\frac{1}{2} x^{2} e^{2 x}-\left[\frac{1}{2} x e^{2} x-\frac{1}{2} e^{2 x}\right]=\frac{1}{2} e^{2 x}\left(2 x^{2}-2 x+1\right) .
$$

This is a very simple case of a general method known as integration by 'successive reduction'. Many expressions can only be integrated by stages in this manner, the integral obtained at the end of each stage being simpler than the integral at the beginning of the stage, until finally an integral is arrived at whose value is known. Further examples of this method are considered in Art. 140.

## Examples LII.

Integrate:

1. $x^{4} \log x$.
2. $\sqrt{ } x \log x$.
3. $x^{m} \log x$.
4. $(\log x) / x^{3}$.
5. $x \cos x$.
e. $x \sin m x$.
6. $x e^{x}$.
7. $x e^{-a x}$.
8. $x^{8} \tan ^{-1} x$.
9. $x^{2} \tan ^{-1} x$.
10. $\sin ^{-1} x$.
11. $\log x$.
12. $x \sec ^{2} x$.
13. $x \operatorname{cosec}^{2} n x$.
14. $x \sin ^{-1} x$.
15. $x \cosh (x / a)$.
16. $x \sinh x$.
17. $\sinh ^{-1} x$.
18. $\cosh ^{-1} x$.
19. $x^{2} \sin x$.
20. $x^{2} \cos \frac{1}{2} x$.
21. $x^{3} e^{x}$.
22. $x^{2} e^{-x}$.
23. $x^{2} \sin 2 x$.
24. Two important types.

There are two important types of integrals which can be evaluated by this method.
I. $\int \sqrt{ }\left(a x^{2}+b x+c\right) d x$.

Beginning with the simpler form $\int \sqrt{ }\left(x^{2}+a^{2}\right) d x$, and interrating by purts, take $u=\sqrt{ }\left(x^{2}+a^{2}\right), d v / d x=1$;
then

$$
d u / d x=x / \sqrt{ }\left(x^{2}+a^{2}\right), \quad v=x
$$

$$
\begin{aligned}
\therefore \int \sqrt{ }\left(x^{2}+a^{2}\right) d x & =x \sqrt{ }\left(x^{2}+a^{2}\right)-\int \frac{x^{2}}{\sqrt{ }\left(x^{2}+a^{2}\right)} d x \\
& =x \sqrt{ }\left(x^{2}+a^{2}\right)-\int \frac{\left(x^{2}+a^{2}\right)-a^{2}}{\sqrt{ }\left(x^{2}+a^{2}\right)} d x \\
& =x \sqrt{ }\left(x^{2}+a^{2}\right)-\int \sqrt{ }\left(x^{2}+a^{2}\right) d x+\int \frac{a^{2}}{\sqrt{\left(x^{2}+a^{2}\right)}} d x
\end{aligned}
$$

The second term on the right is the integral we started with: therefore, transferring it to the left-hand side, we have

$$
\begin{align*}
& 2 \int \sqrt{ }\left(x^{2}+a^{2}\right) d x
\end{aligned}=x \sqrt{ }\left(x^{2}+a^{2}\right)+a^{2} \int \frac{d x}{\sqrt{ }\left(x^{2}+a^{2}\right)}, ~ \begin{aligned}
&=\sqrt{ }\left(x^{2}+a^{2}\right)+a^{2} \sinh ^{-1}(x / a) \\
& \therefore \quad \int \sqrt{ }\left(x^{2}+a^{2}\right) d x=\frac{1}{2} x \sqrt{ }\left(x^{2}+a^{2}\right)+\frac{1}{2} a^{2} \sinh ^{-1}(x / a)
\end{align*}
$$

Similarly $\int \sqrt{ }\left(a^{2}-x^{2}\right) d x=\frac{1}{2} x \sqrt{ }\left(a^{2}-x^{2}\right)+\frac{1}{2} a^{2} \sin ^{-1}(x / a)$.

$$
\int \sqrt{ }\left(x^{2}-a^{2}\right) d x=\frac{1}{2} x \sqrt{ }\left(x^{2}-a^{2}\right)-\frac{1}{2} a^{2} \cosh ^{-1}(x / a)
$$

Notice that, in the second line of the working as above, the numerator $x^{2}$ is always written as the sum or difference of $a^{2}$ and the expression under the radical sign in the denominator.

In the general case $\int \sqrt{ }\left(a x^{2}+b x+c\right) d x$, if we divide the expression under the root sign by $|a|$ and complete the square of the terms which contain $x$, the integral reduces to one or other of the three forms mentioned above, and therefore can be evaluated.
E. g. $\int \sqrt{ }\left(2 x^{2}+6 x+5\right) d x=\sqrt{ } 2 \int \sqrt{ }\left(x^{2}+3 x+\frac{5}{2}\right) d x=\sqrt{ } 2 \int \sqrt{ }\left[\left(x+\frac{3}{2}\right)^{2}+\frac{1}{4}\right] d x$, which is the case worked out in full above with $x$ and $a$ replaced by $x+\frac{3}{2}$ and $\frac{1}{2}$ respectively; therefore from (i) the required integral

$$
\begin{aligned}
& =\frac{1}{2} \sqrt{ } 2\left(x+\frac{8}{2}\right) \sqrt{ }\left[\left(x+\frac{3}{2}\right)^{2}+\frac{1}{4}\right]+\frac{1}{2} \sqrt{ } 2 \cdot \frac{1}{4} \sinh ^{-1} \frac{x+\frac{3}{2}}{\frac{1}{2}} \\
& =\frac{1}{4}(2 x+3) \sqrt{ }\left(2 x^{2}+6 x+5\right)+\frac{1}{8} \sqrt{ } 2 \cdot \sinh ^{-1}(2 x+3) .
\end{aligned}
$$

It is of course not desirable to attempt to remember results such as (i), but in practice it is most convenient to go through the working for the simpler case as given by (i), and make the substitutions in the result as we have done in the example immediately preceding.
II. $\int e^{a x} \cos b x d x$ and $\int e^{a x} \sin b x d x$.

These integrals are of importance in the theory of electric currents.
If each integral is evaluated by parts, the other one is obtained, and therefore we obtain two equations to solve for the two integrals.

Starting with the first integral, and taking

$$
\begin{equation*}
u=e^{a x}, d v / d x=\cos b x ; \text { and } \therefore d u / d x=a e^{a x}, v=(1 / b) \sin b x \tag{i}
\end{equation*}
$$

we have $\int e^{a x} \cos b x d x=(1 / b) e^{a x} \sin b x-(a / b) \int e^{a x} \sin b x d x$.
Similarly, taking the second integral and again substituting
$u=e^{a x}, \quad d v / d x=\sin b x, \quad \therefore \quad d u / d x=a e^{a x}, \quad v=-(1 / b) \cos b x$, we get $\int e^{a x} \sin b x d x=-(1 / b) e^{a x} \cos b x+(a / b) \int e^{a x} \cos b x d x$.

If the value of the former integral be required, we substitute the result (ii) in the last term of (i) ; if the latter integral be the one whose value is required, we substitute the result (i) in the last term of (ii).

In the former case, we get

$$
\begin{aligned}
\int e^{a x} \cos b x d x & =\frac{e^{a x} \sin b x}{b}-\frac{a}{b}\left[-\frac{e^{a x} \cos b x}{b}+\frac{a}{b} \int e^{a x} \cos b x d x\right] \\
& =\frac{e^{a x} \sin b x}{b}+\frac{a}{b^{2}} e^{a x} \cos b x-\frac{a^{2}}{b^{2}} \int e^{a x} \cos b x d x
\end{aligned}
$$

whence

$$
\left(1+\frac{a^{2}}{b^{2}}\right) \int e^{a x} \cos b x d x=\frac{b e^{a x} \sin b x+a e^{a x} \cos b x}{b^{2}}
$$

$\therefore$

Similarly,

$$
\int e^{a x} \cos b x d x=\frac{e^{a x}(b \sin b x+a \cos b x)}{a^{2}+b^{2}}
$$

$$
\int e^{a x} \sin b x d x=\frac{e^{a x}(a \sin b x-b \cos b x)}{a^{2}+b^{2}}
$$

## Examples LIII.

Integrate:

1. $\sqrt{ }\left(x^{2}-a^{2}\right)$.
2. $\sqrt{ }\left(a^{2}-x^{3}\right)$.
3. $\sqrt{ }\left(32+2 x^{2}\right)$.
4. $\sqrt{ }\left(12-3 x^{2}\right)$.
5. $\sqrt{ }\left(x^{2}+2 x+5\right)$.
B. $\sqrt{ }\left(6-5 x-x^{2}\right)$.
6. $\sqrt{ }\left(3 x^{2}+4 x-7\right)$.
7. $\sqrt{ }\left(8-5 x-3 x^{2}\right)$.
-. $\sqrt{ }[x(3 x-2)]$.
8. $\sqrt{ }[x(5-4 x)]$.
9. $e^{3 x} \cos 2 x$.
10. $e^{-a x} \sin a x$.
11. $\cosh x \sin x$.
12. $e^{-k t / L} \sin p t$.
13. $e^{2 x} \sin 5 x$.
14. $e^{x} \cos ^{2} x$.
15. $\sinh x \cos x$.
16. $e^{-R t / L} \cos (p t+c)$.
17. Integration by successive reduction.

A large number of expressions can be integrated only by the method of successive reduction, which consists in making the integral depend upon a simpler integral, then again reducing this to one simpler still, and so on until a known form is obtained, as shown in the following examples.

Examples:
(i) $\int x^{n} e^{n x} d x$.

Integrate ly parts, taking $u=x^{n}, \quad d v / d x=e^{a x}$;

$$
\begin{gather*}
\therefore \quad d u / d x=n x^{n-1}, \text { and } v=e^{a x} / a . \\
\int x^{n} e^{a x} d x=x^{n} e^{a x} / a-(n / a) \int x^{n-1} e^{a x} d x, \tag{i}
\end{gather*}
$$

an integral of the same form as the given integral, but in which the index of $x$ is reduced by unity. By repeating the process, changing $n$ into $n-1$, the integral is made to depend upon $\int x^{n-2} e^{a x} d x$, and so on until finally $\int e^{n x} d x$, which is $e^{a x} / a$, is reached. Of course the actual process of integration by parts has only to be carried out once for the general case, and then all the successive steps follow by substituting numerical values for $n$. Equation (i) gives the 'reduction formula' for the given integral.

$$
\begin{aligned}
& \text { Taking the particular case, } n=4, a=2 \text {, we have } \\
& \begin{aligned}
\int x^{4} e^{2 x} d x & =\frac{1}{2} x^{4} e^{2 x}-\frac{1}{2} \int x^{3} e^{2 x} d x, \text { putting } n=4 \text { in (i), } \\
& =\frac{1}{2} x^{4} e^{2 x}-2\left[\frac{1}{2} x^{3} e^{2 x}-\frac{8}{2} \int x^{2} e^{2 x} d x\right], \text { putting } n=3 \text { in (i), } \\
& =\frac{1}{2} x^{4} e^{2 x}-x^{3} e^{2 x}+3\left[\frac{1}{2} x^{2} e^{2 x}-\frac{3}{2} \int x e^{2 x} d x\right], \text { putting } n=2 \text { in (i), } \\
& =\frac{1}{2} x^{4} e^{2 x}-x^{3} e^{2 x}+\frac{8}{8} x^{2} e^{2 x}-3\left[\frac{1}{2} x e^{2 x}-\frac{1}{2} \int e^{2 x} d x\right], \text { putting } n=1 \text { in (i), } \\
& =\frac{1}{2} x^{4} e^{2 x}-x^{3} e^{2 x}+\frac{8}{2} x^{2} e^{2 x}-\frac{8}{2} x e^{2 x}+\frac{8}{8} \cdot \frac{1}{2} e^{2 x} \\
& =\frac{1}{4} e^{2 x}\left[2 x^{4}-4 x^{3}+6 x^{2}-6 x+3\right] \text {. }
\end{aligned}
\end{aligned}
$$

(ii) $\int x^{n} \cos a x d x$.

Integrate by parts, taking $u=x^{n}, d v / d x=\cos a x$;

$$
\therefore \quad d u / d x=n x^{n-1}, \quad v=(1 / a) \sin a x .
$$

$$
\int x^{n} \cos a x d x=\frac{x^{n}}{a} \sin a x-\frac{n}{a} \int x^{n-1} \sin a x d x
$$

Similarly $\int x^{n-1} \sin a x d x=-\frac{x^{n-1}}{a} \cos a x+\frac{n-1}{a} \int x^{n-2} \cos a x d x$.
Each step reduces the index of $x$ by unity, and the trigonometrical factors are $\sin a x$ and $\cos a x$ alternately; the process is continued until finally the integral reduces to either $\int \cos a x d x$ (if $n$ be even) or $\int \sin a x d x$ (if $n$ be odd).

In the same way $\int x^{n} \sin a x d x, \quad x^{n} \sinh a x d x$, and $\int x^{n} \cosh a x d x$ may be found.
141. Evaluation of $\int \sin ^{m} \theta \cos ^{n} \theta d \theta$.

This is an integral of frequent occurrence. It has already been mentioned (Art. 135) that if $m$ be odd, the integration is at once effected by taking $\cos \theta=u$, and if $n$ be odd, by taking $\sin \theta=u$, and also that the integral can be found when $m+n$ is an even negative integer. Several examples of the latter case were given in that article. The integration can always be effected in this case by substituting $\tan \theta=u$;
$\therefore \theta=\tan ^{-1} u, \frac{d \theta}{d u}=\begin{gathered}1 \\ 1+u^{2}\end{gathered}, \sin \theta=\frac{u}{\sqrt{ }\left(1+u^{2}\right)}, \quad \cos \theta=\frac{1}{\sqrt{\left(1+u^{2}\right)}}$.
E.g. if $y=\int \frac{d \theta}{\sin ^{2} \theta \cos ^{2} \theta} ; \quad \frac{d y}{d \theta}=\frac{1}{\sin ^{2} \theta \cos ^{2} \theta}=\frac{\left(1+u^{2}\right)^{2}}{u^{2}}$;

$$
\begin{aligned}
& \therefore \quad \frac{d y}{d u}=\frac{d y}{d \theta} \cdot \frac{d \theta}{d u}=\frac{\left(1+u^{2}\right)^{2}}{u^{2}} \cdot \frac{1}{1+u^{2}}=\frac{1+u^{2}}{u^{2}}=\frac{1}{u^{2}}+1 ; \\
& \therefore y=\delta\left(1 / u^{2}+1\right) d u=-1 / u+u=-\cot \theta+\tan \theta .
\end{aligned}
$$

Again, if $y=\int \frac{d \theta}{\cos ^{6} \theta}, \quad \frac{d y}{d \theta}=\frac{1}{\cos ^{6} \theta}=\left(1+u^{2}\right)^{3}$;

$$
\begin{aligned}
& \therefore \frac{d y}{d u}=\frac{d y}{d \theta} \cdot \frac{d \theta}{d u}=\left(1+u^{2}\right)^{3} \times \frac{1}{1+u^{2}}=\left(1+u^{2}\right)^{2}=1+2 u^{2}+u^{4} . \\
& \therefore y=u+\frac{3}{3} u^{9}+\frac{1}{8} u^{5}=\tan \theta+\frac{2}{3} \tan ^{3} \theta+\frac{1}{6} \tan ^{5} \theta .
\end{aligned}
$$

Generally, $\int \frac{\sin ^{m} \theta}{\cos ^{m+2 p} \theta} d \theta$ [in which the sum of the indices is $-2 p$ ]

$$
\begin{aligned}
& =\int \tan ^{m} \theta \sec ^{2 p} \theta d \theta \\
& =\int \tan ^{m} \theta\left(1+\tan ^{2} \theta\right)^{p-1} \sec ^{2} \theta d \theta,
\end{aligned}
$$

which, on substituting $\tan \theta=u$, becomes

$$
\int u^{m}\left(1+u^{2}\right)^{p-1} d u .
$$

This can be expanded by the Binomial Theorem and integrated at once if $p$ be a positive integer.
If, in the given integral, $n=-m$ [ $m$ positive], so that the integral becomes $\int \tan ^{m} \theta d 0$, we may proceed as follows:

$$
\begin{aligned}
\int \tan ^{m} \theta d \theta & =\int \tan ^{m-2} \theta \cdot \tan ^{2} \theta d \theta=\int \tan ^{m-2} \theta\left(\sec ^{2} \theta-1\right) d \theta \\
& =\int \tan ^{m-2} \theta \sec ^{2} \theta d \theta-\int \tan ^{m-2} \theta d \theta \\
& =\left(\tan ^{m-1} \theta\right) /(m-1)-\int \tan ^{m-2} \theta d \theta \\
& =\frac{\tan ^{m-1} \theta}{m-1}-\left[\frac{\tan ^{m-3} \theta}{m-3}-\int \tan ^{m-4} \theta d \theta\right] .
\end{aligned}
$$

Proceeding thus, the integral is eventually reduced either to $\int d \theta$ (if $m$ be even) or to $\int \tan \theta d \theta$ (if $m$ be odd).

If $m=-n$ [ $n$ positive] the integral becomes $\int \cot ^{n} \theta d \theta$, which can be found in exactly similar manner.

If the integral does not belong to any of these cases, i. e. if $m$ and $n$ are both even and $m+n$ is positive, then its value can be found by successive reduction as follows:

In the first place, since the d.c. of $\sin ^{m+1} \theta=(m+1) \sin ^{m} \theta \cos \theta$, it follows that $\int \sin ^{m} \theta \cos \theta d \theta=\left(\sin ^{m+1} \theta\right) /(m+1)$.

Now $\int \sin ^{m} \theta \cos ^{n} \theta d \theta$ may be written in the form

$$
\int \cos ^{n-1} \theta \cdot \sin ^{m} \theta \cos \theta d \theta
$$

Integrate by parts, taking $u=\cos ^{n-1} \theta, \quad d v / d \theta=\sin ^{m} \theta \cos \theta$;

$$
\therefore \quad d u / d \theta=-(n-1) \cos ^{n-2} \theta \sin \theta, \quad v=\left(\sin ^{m+1} \theta\right) /(m+1) ;
$$

$\therefore \int \sin ^{m} \theta \cos ^{n} \theta d \theta$
$=\frac{\cos ^{n-1} \theta \sin ^{m+1} \theta}{m+1}-\int \frac{\sin ^{m+1} \theta}{m+1} \times-(n-1) \cos ^{n-2} \theta \sin \theta d \theta$
$=\frac{\cos ^{n-1} \theta \sin ^{m+1} \theta}{m+1}+\frac{n-1}{m+1} \int \sin ^{m} \theta\left(1-\cos ^{2} \theta\right) \cos ^{n-2} \theta d \theta$
$=\frac{\cos ^{n-1} \theta \sin ^{m+1} \theta}{m+1}+\frac{n-1}{m+1} \int \sin ^{m} \theta \cos ^{n-2} \theta d \theta-\frac{n-1}{m+1} \int \sin ^{m} \theta \cos ^{n} \theta d \theta$.
Bringing the last term on to the left-hand side, we have

$$
\begin{aligned}
& \left(1+\frac{n-1}{m+1}\right) \int \sin ^{m} \theta \cos ^{n} \theta d \theta \\
& \quad=\frac{\cos ^{n-1} \theta \sin ^{m+1} \theta}{m+1}+\frac{n-1}{m+1} \int \sin ^{m} \theta \cos ^{n-2} \theta d \theta ;
\end{aligned}
$$

$\therefore$ dividing by the coefficient on the left, i.e. $(m+n) /(m+1)$, we have

$$
\int \sin ^{m} \theta \cos ^{n} \theta d \theta=\frac{\cos ^{n-1} \theta \sin ^{m+1} \theta}{m+n}+\frac{n-1}{m+n} \int \sin ^{m} \theta \cos ^{n-2} \theta d \theta,
$$

in which the integral on the right-hand side is of the same form as the given integral, but the index of $\cos \theta$ is reduced by 2 .

In a similar manner, by taking $u=\sin ^{m-1} \theta, d v / d \theta=\cos ^{n} \theta \sin \theta$, the integral may be made to depend on a similar integral in which the index of $\sin \theta$ is reduced by 2 . The process may be repeated, reducing the index of either $\sin \theta$ or $\cos \theta$ by 2 at each step until finally the integral is reduced to $\int d \theta$, i. e. $\theta$.

This method is quite general, and can be used for all values of $m$ and $n$.

If $m$ be odd and $n$ even, the integral ultimately depends upon $\int \sin \theta d \theta$, i.e. $-\cos \theta$.

If $m$ be even and $n$ odd, the integral ultimately depends upon $\int \cos \theta d \theta$, i. $\theta \cdot \sin \theta$.

If both $m$ and $n$ be odd, the integral ultimately depends upon $\int \sin \theta \cos \theta d \theta$, i. e. $\frac{1}{2} \sin ^{2} \theta$.

The cases when either $m$ or $n$ is zero, i.e. $\int \sin ^{m} \theta d \theta$ and $\int \cos ^{n} \theta d \theta$, are included in the general case.

These facts are of importance when the definite integral of $\sin ^{m} \theta \cos ^{n} \theta$ is considered (Art. 149).

These integrals are particularly important when $m$ and $n$ are both positive integers, but the preceding investigation holds for all values of $m$ and $n$ except when $m+n=0$. The method then fails, for $m+n$ occurs in the denominators of the terms on the right-hand side. In this case, however, the integral becomes either $\int \tan ^{m} \theta d \theta$ or $\int \cot ^{m} \theta d \theta$, for which reduction formulae have been obtained in the earlier part of this article.

If $n$ be negative, $n-2$ is numerically greater than $n$, and the integral on the right-hand side is more complicated than the one on the left; in this case the formula can be reversed. Similarly if $m$ be negative.

## 142. Another method of obtaining reduction formulae.

The various reduction formulae of the type considered in the previous article can be obtained by differentiation.

If we denote $\int \sin ^{m} \theta \cos ^{n} \theta d \theta$ by $I_{m, n}$, then $I_{m, n}$ can be connected by a reduction formula with any one of the six integrals $I_{m, n-2}, \quad I_{m-2, n}, \quad I_{m, n+2}, \quad I_{m+2, n}, \quad I_{m-2, n+2}, \quad I_{m+2, n-2}$.
The required formula is obtained by differentiating $\sin ^{p} \theta \cos ^{q} \theta$, where $p$ exceeds by one the smaller of the two indices of $\sin \theta$, and $q$ exceeds by one the smaller of the two indices of $\cos \theta$ in the two integrals which are to be connected. For instance, the formula worked out above connects $I_{m, n}$ and $I_{m, n-2}$. The index of $\sin \theta$ is $m$ in both cases, and the smaller of the indices of $\cos \theta$ is $n-2$; therefore we differentiate $\sin ^{m+1} \theta \cos ^{n-1} \theta$.

We have

$$
\begin{aligned}
& \frac{d}{d \theta}\left(\sin ^{m+1} \theta \cos ^{n-1} \theta\right) \\
& =\sin ^{m+1} \theta \cdot(n-1) \cos ^{n-2} \theta(-\sin \theta)+\cos ^{n-1} \theta \cdot(m+1) \sin ^{m} \theta \cos \theta \\
& =-(n-1) \cos ^{n-2} \theta \sin ^{m} \theta\left(1-\cos ^{2} \theta\right)+(m+1) \sin ^{m} \theta \cos ^{n} \theta \\
& =-(n-1) \cos ^{n-2} \theta \sin ^{m} \theta+(n-1) \sin ^{m} \theta \cos ^{n} \theta+(m+1) \sin ^{m} \theta \cos ^{n} \theta \\
& =-(n-1) \cos ^{n-2} \theta \sin ^{m} \theta+(m+n) \sin ^{m} \theta \cos ^{n} \theta .
\end{aligned}
$$

Integrating, we get $\sin ^{m+1} \theta \cos ^{n-1} \theta$

$$
=-(n-1) \int \cos ^{n-2} \theta \sin ^{m} \theta d \theta+(m+n) \int \sin ^{m} \theta \cos ^{n} \theta d \theta
$$

i.e. $\quad \int \sin ^{m} \theta \cos ^{n} \theta d \theta=\frac{\sin ^{m+1} \theta \cos ^{n-1} \theta}{m+n}+\frac{n-1}{m+n} \int \sin ^{m} \theta \cos ^{n-2} \theta d \theta$,
as before.

Similarly, the relation between $I_{m, n}$ and any other of the sis integrals mentioned above can be obtained.

If $m$ and $n$ are both + , the relations between $I_{m, n}$ and either $I_{m-2}$ or $I_{m-2, n}$ simplify the integral; the former reduces the index of $\cos \theta$ by 2, and the later reduces the index of $\sin \theta$ by 2 .

If $m$ is + and $n$-, the relation between $I_{m, n}$ and $I_{m-2, n+2}$ reduces both indices by 2 .

If $m$ is - and $n+$, the relation between $I_{m, n}$ and $I_{m+2, n-2}$ reduces both indices by 2 .

If $m$ and $n$ are both -, the relation between $I_{m, n}$ and $I_{m, n+2}$ reduces the index of $\cos \theta$ by 2 , and the relation between $I_{m, n}$ and $I_{m+2, n}$ reduces the index of $\sin \theta$ by 2 .

## Examples LIV.

Integrate with respect to $x$ :

1. $x^{s} e^{a x}$.
2. $x^{4} e^{-x}$.
3. $x^{3} \sin 2 x$.
4. $x^{3} \cos x$.
5. $x^{4} \sin x$.
e. $x^{2}(\log x)^{2}$.
6. $x^{5}(\log x)^{2}$.
7. $x^{2} \cosh x$.
8. $x^{3} \sinh x$.

Integrate with respect to $\theta$ :
10. $\tan ^{4} \theta$.
11. $\cot ^{6} \theta$.
12. $\tan ^{8} \theta$.
13. $\frac{\sin ^{3} \theta}{\cos ^{5} \theta}$.
14. $\frac{1}{\sin \theta \cos ^{9} \theta}$.
15. $\frac{1}{\sin ^{4} \theta \cos ^{4} \theta}$.
17. $\sin ^{6} \theta$.
18. $\sqrt{ }\left(\operatorname{cosec} \theta \sec ^{3} \theta\right)$.
18. $\sin ^{2} \theta \cos ^{4} \theta$.
19. $\cos ^{4} \theta$.
20. $1 / \cos ^{3} \theta$.
21. $1 / \sin ^{4} \theta$.
22. $\operatorname{cosec}^{2} \theta \sec \theta$.
23. Obtain the formula connecting $I_{m, n}$ and $I_{m-2, n}$.
24. Find $\int \sin ^{6} \theta \cos ^{2} \theta d \theta$ in terms of $\int \sin ^{4} \theta \cos ^{2} \theta d t$.
25. Obtain the formula connecting $I_{m, n}$ and $I_{m-2, n+2}$.
26. Find $\int \frac{\sin ^{6} \theta}{\cos ^{4} \theta} d \theta$ in terms of $\int \frac{\sin ^{4} \theta}{\cos ^{2} \theta} d \theta$.
27. Obtain the formula connecting $I_{m, n}$ and $I_{m+2, n-2}$.
28. Find $\int \frac{\cos ^{8} \theta}{\sin ^{3} \theta} d \theta$ in terms of $\int \frac{\cos ^{3} \theta}{\sin \theta} d \theta$.
29. Obtain the formula connecting $I_{m, n}$ and $I_{m, n+2}$.
30. Find $\int \frac{d \theta}{\sin \theta \cos ^{3} \theta}$ in terms of $\int \frac{d \theta}{\sin \theta \cos \theta}$.
31. Obtain the formula connecting $I_{m, n}$ and $I_{m+2, n}$.
32. Find $\int \frac{d \theta}{\sin ^{4} \theta \cos ^{2} \theta}$ in terms of $\int \frac{d \theta}{\sin ^{2} \theta \cos ^{2} \theta}$.

## Miscellaneous Examples for Practice in Integration. LV.

Integrate :

1. $\frac{1}{1-4 x}$.
2. $\frac{1}{1-4 x^{2}}$.
3. $(1-4 x)^{n}$.
4. $x \sqrt{ }\left(1-4 x^{2}\right)$.
5. $\frac{1}{\sqrt{ }(1-4 x)}$.
6. $\frac{x}{\sqrt{\left(1-4 x^{2}\right)}}$.
7. $\frac{1}{\sqrt{\left(1-4 x^{2}\right)}}$.
8. $\sqrt{ }\left(1-4 x^{?}\right)$.
9. $\sqrt[n]{ }(1-4 x)$.
10. $\frac{1}{(1-4 x)^{2}}$.
11. $x\left(1-4 x^{2}\right)^{n}$.
12. $\frac{x}{\sqrt{(1-4 x)}}$.
13. $x^{2} \sqrt{ }\left(1-4 x^{5}\right)$.
14. $\frac{x^{2}}{\sqrt{ }\left(1-4 x^{2}\right)}$.
15. $\frac{x^{2}}{1-4 x}$.
16. $\frac{x^{5}}{\sqrt{ }\left(1-4 x^{4}\right)}$.
17. $\frac{x}{\sqrt{ }\left(1-4 x^{4}\right)}$.
18. $x(1-4 x)^{n}$.
19. $\frac{x}{(1-4 x)^{2}}$.
20. $x^{2} \sqrt{ }\left(1-4 x^{2}\right)$.
21. $\frac{x^{2}}{(1-4 x)^{2}}$.
22. $\frac{x^{3}}{1-4 x^{2}}$.
23. $\frac{1}{\left(1-4 x^{2}\right)^{9 / 2}}$.
24. $\frac{1}{\sqrt{(1-4 x)^{3}}}$.
25. $x^{2}(1-4 x)^{2}$.
26. $\frac{x}{\left(1-4 x^{2}\right)^{3 / 2}}$.
27. $\frac{x^{2}}{\sqrt{ }(1-4 x)}$.
28. $x^{8} \sqrt{ }(1-4 x)$.
29. $\frac{x}{\left(1-4 x^{2}\right)^{n}}$.
30. $\frac{x^{3}}{\left(1-4 x^{2}\right)^{2}}$.
31. $\frac{1}{x\left(1-4 x^{2}\right)}$.
32. $\frac{1}{x(1-4 x)^{2}}$.
33. $\frac{1}{x^{2}\left(1-4 x^{2}\right)}$.
34. $\frac{1-4 x}{x\left(1-4 x^{2}\right)}$.
35. $\frac{x^{3}}{\sqrt{\left(1-4 x^{2}\right)}}$.
36. $\frac{x}{\left(1-4 x^{2}\right)^{2}}$.
37. $\sin ^{2} a x$.
38. $\cos ^{3} \frac{1}{2} x$.
39. $x \sqrt{ }(1-4 x)$.
40. $\sin x \cos ^{4} x$.
41. $\sin ^{3} x \cos x$.
42. $\sin ^{2} x \cos ^{2} x$.
43. $\sin x \cos 2 x$.
44. $\sin x \sin 2 x$
45. $\cot ^{2} \frac{1}{2} x$.
46. $\sin ^{2} x \cos ^{3} x$.
47. $\sec ^{5} x$.
48. $\tan x \sec ^{2} x$.
49. $\tan x \sec ^{3} x$.
50. $\operatorname{cosec} 2 x$.
51. $x \sin n x$.
52. $x \cos \frac{1}{2} x$.
53. $x \tan ^{2} x$.
54. $x^{2} e^{x}$.
55. $x^{2} \sin x$.
56. $x e^{x^{2}}$.
57. $x^{6} \log x$.
58. $x \log (1+x)$.
59. $x^{-n} \log x$.
60. $\log (a-x)$.
61. sec $2 x$.
62. $x \sec ^{2} m x$.
63. $x e^{-2 x}$.
64. $(a+b x) e^{x}$.
65. $(\log x) / x$.
66. $e^{-x} \sin 5 x$.
67. $e^{3 x} \cos 3 x$.
68. $x \log \left(1+x^{2}\right)$.
69. $e^{-x} \sin ^{2} x$.
70. $x^{8} \tan ^{-1} x$.
71. $e^{x} \sin x \cos x$.
72. $\sec ^{-1} x$.
73. $x \operatorname{cosec}^{-1} x$.
74. $\frac{\sin x-\cos x}{\sin x+\cos x}$.
75. $\frac{x}{x^{2}+1}$.
76. $\frac{1}{x\left(x^{2}+1\right)}$.
77. $x \cos ^{-1} x$.
78. $\tanh a x$.
79. $\frac{1}{x\left(x^{3}+2\right)}$.
80. $\frac{x}{\sqrt{\left(x^{2}+1\right)}}$.
81. $\frac{1}{x \sqrt{ }\left(x^{2}+1\right)}$.
82. $\frac{1}{x^{2} \sqrt{ }\left(x^{2}+1\right)}$.
83. $\sqrt{ }\left(x^{2}+1\right) / x^{2}$.
84. $\frac{1}{\left(x^{2}+1\right)^{2}}$.
85. $x\left(x^{2}+1\right)^{8 / 2}$.
86. $\frac{x}{\sqrt{ }(1-x)}$.
87. $\sqrt{ }[x(x-1)]$.
88. $\frac{1}{\sqrt{|x(1-x)|}}$.
89. $\frac{1}{1+\cos x}$.
90. $\frac{\cos ^{2} x}{1+\cos x}$.
91. $\frac{\cos x}{(1+\cos x)^{2}}$.
92. $\frac{e^{x}}{e^{x}+1}$.
93. $\operatorname{sech} x$.
94. $x \sinh \frac{1}{2} x$.
95. $\sinh ^{-1} x$.
96. $\cos ^{2} x \sinh x$.
97. $\frac{1}{x^{2}+6 x+109}$.
98. $\frac{x^{2}}{x^{2}+6 x+109}$.
99. $x / \sqrt{ }\left(x^{2}+6 x+109\right)$.
100. $\frac{1}{x\left(x^{2}+6 x+109\right)}$.
101. $\frac{1}{1+x^{3}}$.
102. $\frac{x^{2}}{x^{2}+1}$.
103. $x \sqrt{ }\left(x^{2}+1\right)$.
104. $\frac{1}{\left(x^{2}+1\right)^{3 / 2}}$.
105. $x \sqrt{ }(1-x)$.
106. $\frac{x+1}{\sqrt{(x-1)}}$.
107. $\sqrt{ }[x(1-x)]$.
108. $\sqrt{ }[x(1+x)]$.
109. $\frac{\cos x}{1+\cos x}$.
110. $\frac{\sin x}{(1+\cos x)^{2}}$.
111. $\frac{\cos ^{2} x}{(1+\cos x)^{2}}$.
112. $\frac{1}{e^{x}+1}$.
113. $\operatorname{cosech} x$.
114. $\cosh ^{2} x$.
115. $x \cosh ^{-1} x$.
116. $\sin 2 x \cosh 3 x$.
117. $\frac{x+3}{x^{2}+6 x+109}$.
118. $\frac{1}{\sqrt{ }\left(x^{2}+6\right.} \frac{109)}{}$
119. $\sqrt{ }\left(x^{2}+6 x+109\right)$. 144. $x \sqrt{ }\left(x^{2}+6 x+109\right)$.
120. $\frac{1}{x \sqrt{ }\left(x^{2}+6 x+109\right)} \cdot 147 \cdot \frac{1}{x\left(1+x^{3}\right)}$.
121. $\frac{x}{1+x^{3}}$.
122. $\frac{x^{3}}{\left(1+x^{2}\right)^{3}}$

## CHAPTER XV

## DEFINITE INTEGRALS

## 143. Integration as a summation.

Let $f(x)$ be a function of $x$ which is finite and continuous from $x=a$ to $x=b$, both inclusive. Let $b>a$, and let the interval $b-a$ be divided into $n$ intervals

$$
x_{1}-a, \quad x_{2}-x_{1}, \quad x_{3}-x_{2}, \ldots x_{n-1}-x_{n-2}, \quad b-x_{n-1}
$$

Then the value of the sum

$$
\left(x_{1}-a\right) f(a)+\left(x_{2}-x_{1}\right) f\left(x_{1}\right)+\left(x_{3}-x_{2}\right) f\left(x_{2}\right)+\ldots+\left(b-x_{n-1}\right) f\left(x_{n-1}\right)
$$

[which may be written $\sum_{x=a}^{x=b} f(x) \delta x$ ] tends, when the intervals are all indefinitely diminished, to a limit, which is called the clefinite integral of $f(x)$ with respect to $x$ from $x=a$ to $x=b$. This is written

$$
\int_{a}^{b} f(x) d x
$$

The value of the given expression is evidently finite whatever the value of $n$, for if $M$ be the maximum value of $f(x)$ in the given interval, the sum

$$
<M\left[\left(x_{1}-a\right)+\left(x_{2}-x_{1}\right)+\ldots+\left(b-x_{n-1}\right)\right]
$$

i.e. $<M(b-a)$, which is finite, since $M I, b, a$ are all finite.

The definite integral is here defincd as the limiting value of the sum of a series. The calculation of the limiting value from this definition is complicated even in the case of quite simple functions, and in most cases would be quite impossible.

For instance, take the very simple function $x^{2}$, and let each of the intervals $x_{1}-a, x_{2}-x_{1}, \ldots$ be equal to $h$; so that

$$
x_{1}=a+h, \quad x_{2}=x_{1}+h=a+2 h, \quad x_{3}=a+3 h, \ldots x_{n-1}=a+(n-1) h,
$$

and

$$
b-a=n h .
$$

Then, from the above definition,

$$
\begin{aligned}
\int_{a}^{b} x^{2} d x & =\operatorname{Lt}_{n \rightarrow \infty}\left\{h a^{2}+h(a+h)^{2}+h(n+2 h)^{2}+\ldots+h[a+(n-1) h]^{2}\right\} \\
& =\operatorname{Lt}_{n \rightarrow \infty} h\left[a^{2}+a^{2}+2 a h+h^{8}+a^{2}+4 a h+2^{2} h^{2}+\right. \\
& \left.\ldots+a^{2}+2(n-1) a h+(n-1)^{2} h^{2}\right] \\
& =\operatorname{Lt}_{n \rightarrow \infty} h\left[n a^{2}+2 a h(1+2+\ldots+n-1)+h^{2}\left\{1+2^{2}+\ldots+(n-1)^{2}\right\}\right] \\
& =\operatorname{Lt}_{n \rightarrow \infty}\left[n h a^{2}+2 a h^{2} \times \frac{1}{2}(n-1) n+h^{9} \times \frac{1}{\varepsilon}(n-1) n(2 n-1)\right] \\
& =\operatorname{Lt}_{n \rightarrow \infty}\left[(b-a) a^{2}+a h^{2} n^{2}\left(1-\frac{1}{n}\right)+\frac{1}{6} h^{3} n^{3}\left(1-\frac{1}{n}\right)\left(2-\frac{1}{n}\right)\right] \\
& =(b-a) a^{2}+a(b-a)^{2}+\frac{1}{8}(b-a)^{3} \cdot 2 \\
& =a^{2} b-a^{3}+a b^{2}-2 a^{2} b+a^{3}+\frac{1}{1} b^{3}-b^{2} a+b a^{2}-\frac{1}{3} a^{3} \\
& =\frac{1}{8}\left(b^{3}-a^{3}\right) .
\end{aligned}
$$

The values of the definite integrals of a few very simple functions may be calculated in this way, but it will be seen that the method of the next article saves an enormous amount of labour.

We now proceed to show how the value of the definite integral can be deduced at once from that of the corresponding indefinite integral.
144. Relation between definite and indefinite integrals.

This can be obtained either geometrically or analytically.

## 1. Geometrically.

Let $A, X_{1}, X_{2}, \ldots X_{n-1}, B$ (Fig. 93) be the points on the axis of $x$ whose abscissae are $a, x_{1}, x_{2}, \ldots x_{n-1}, b$ respectively, and let the


Fig. 93.
ordinates of $A, X_{1}, X_{2}, \ldots X_{n-1}, B$ cut the graph of $y=f(x)$ in $P, P_{1}, P_{2}, \ldots P_{n-1}, Q$.

Then $A P, X_{1} P_{1}, X_{2} P_{2}, \ldots X_{n-1} P_{n-1}$ represent the values of $f(a), f\left(x_{1}\right), f\left(x_{2}\right), \ldots f\left(x_{n-1}\right)$ respectively.

Therefore

$$
\begin{align*}
& \left(x_{1}-a\right) f(a)+\left(x_{2}-x_{1}\right) f\left(x_{1}\right)+\ldots+\left(b-x_{n-1}\right) f\left(x_{n-1}\right)  \tag{i}\\
& =A X_{1} \cdot A P+X_{1} X_{2} \cdot X_{1} P_{1}+\ldots+X_{n-1} B \cdot X_{n-1} P_{n-1} \\
& =\text { the sum of the rectangles } P X_{1}, P_{1} X_{2}, \ldots P_{n-1} B .
\end{align*}
$$

The difference between this sum and the area $A P Q B<$ the sum of the small rectangles $P P_{1}, P_{1} P_{2}, \ldots P_{n-1} Q$, and if $\alpha$ be the greatest of the bases, this sum is less than $\alpha \times$ the sum of their heights, i.e. $<\alpha(B Q-A P)$, and this $\rightarrow 0$ when $\alpha \rightarrow 0$, since $B Q$ and $A P$ are finite. Hence the area $A P Q B$ is the limiting value of the sum of the rectangles, and therefore represents the limit of (i). But it was shown in Art. 80 that the area $A P Q B=F(b)-F(a)$, where $F^{\prime}(x)=f(x)$.

$$
\therefore \quad\left(x_{1}-a\right) f(a)+\left(x_{2}-x_{1}\right) f\left(x_{1}\right)+\ldots+\left(b-x_{n-1}\right) f\left(x_{n-1}\right)
$$

tends to the limit $F^{\prime}(b)-F^{\prime}(a)$;
i.e.

$$
\int_{a}^{b} f(x) d x=F(b)-F(a),
$$

where $F(x)$ is the indefinite integral of $f(x)$.
2. Analytically.

Let $F^{\prime}(x)=f(x)$, i. e. let $F(x)$ be the function whose d. c. is $f(x)$. Then from the definition of a d.c. (Art. 26),

$$
\begin{gathered}
\operatorname{Ltt}_{\delta x \rightarrow 0} \frac{F(x+\delta x)-F(x)}{\delta x}=F^{\prime}(x)=f(x) ; \\
\therefore \quad \frac{F(x+\delta x)-F(x)}{\delta x}=f(x)+\epsilon, \text { where } \epsilon \rightarrow 0 \text { as } \delta x \rightarrow 0[\text { Art. 24] }
\end{gathered}
$$

i. ө. $\quad F(x+\delta x)-F(x)=\delta x . f(x)+\epsilon \delta x$.

Take $x=a, \delta x=x_{1}-a$,
then

$$
F\left(x_{1}\right)-F(a)=\left(x_{1}-a\right) f(a)+\epsilon_{1}\left(x_{1}-a\right) .
$$

Take $x=x_{1}, \delta x=x_{2}-x_{1}$,
then

$$
F\left(x_{2}\right)-F\left(x_{1}\right)=\left(x_{2}-x_{1}\right) f\left(x_{1}\right)+\epsilon_{2}\left(x_{2}-x_{1}\right) .
$$

Take $x=x_{2}, \delta x=x_{3}-x_{2}$,
then

$$
F\left(x_{3}\right)-F\left(x_{2}\right)=\left(x_{3}-x_{2}\right) f\left(x_{2}\right)+\epsilon_{3}\left(x_{3}-x_{2}\right) .
$$

Take $x=x_{n-1}, \quad \delta x=b-x_{n-1}$,
then

$$
F(b)-F\left(x_{n-1}\right)=\left(b-x_{n-1}\right) f\left(x_{n-1}\right)+\epsilon_{n}\left(b-x_{n-1}\right)
$$

Adding together all these results,

$$
\begin{aligned}
F(b)-F(a)=\left(x_{1}-a\right) f(a) & +\left(x_{2}-x_{1}\right) f\left(x_{1}\right)+\ldots+\left(b-x_{n-1}\right) f\left(x_{n-1}\right) \\
& +\epsilon_{1}\left(x_{1}-a\right)+\epsilon_{2}\left(x_{2}-x_{1}\right)+\ldots+\epsilon_{n}\left(b-x_{n-1}\right) .
\end{aligned}
$$

Let $\eta$ be the (numerically) greatest of the quantities $\epsilon_{1}, \epsilon_{2}, \ldots \epsilon_{n}$; then the expression in the last line
i.e.

$$
<\eta\left(x_{1}-a\right)+\eta\left(x_{2}-x_{1}\right)+\ldots+\eta\left(b-x_{n-1}\right),
$$

i. e. $<\eta\left(x_{1}-a+x_{2}-x_{1}+\ldots+b-x_{n-1}\right)$,
i, $<\eta(b-a)$.
All the numbers $\epsilon_{1}, \epsilon_{2}, \epsilon_{3} \ldots \epsilon_{n}$, and therefore $\eta$, which is one of them, tend to zero as the intervals $x_{1}-a, x_{2}-x_{1}, \ldots, b-x_{n-1}$ are indefinitely diminished; hence, since $a$ and $b$ are finite, $\eta(b-a)$ tends to the limit zero, and therefore

$$
\begin{aligned}
F(b)-F(a) & =\operatorname{Lt}\left[\left(x_{1}-a\right) f(a)+\left(x_{2}-x_{1}\right) f\left(x_{1}\right)+\ldots+\left(b-x_{n-1}\right) f\left(x_{n-1}\right)\right] \\
& =\int_{a}^{b} f(x) d x
\end{aligned}
$$

This gives the same rule for evaluating a definite integral in general as was obtained in Arts. 80 and 81 for the particular cases of areas and volumes, viz. :
The value of $\int_{a}^{b} f(x) d x$ is obtained by substituting (i) $b$, (ii) $a$ in the indcfinite integral of $f(x)$, and subtracting the latter result from the former.

For instance, in the example just worked out in full from the definition of a definite integral, we have at once, by this rule,

$$
\int_{a}^{b} x^{2} d x=\left[\frac{1}{3} x^{3}\right]_{a}^{b}=\frac{1}{3} b^{3}-\frac{1}{3} a^{3} .
$$

We have now connected the two different points of view from which an integral may be regarded (as given in Arts. 71 and 143), so that the value of a definite integral can be deduced at once from that of the corresponding indefinite integral obtained by the methods of Chapters IX and XIV.

Further examples are:

$$
\begin{aligned}
& \int_{0}^{1} \frac{d x}{4+5 x}=\left[\frac{1}{5} \log (4+5 x)\right]_{0}^{1}=\frac{1}{5}(\log 9-\log 4)=\frac{1}{5} \log \frac{9}{4} . \\
& \int_{0}^{2} \frac{d x}{x^{2}+4}=\left[\frac{1}{2} \tan ^{-1} \frac{x}{2}\right]_{0}^{2}=\frac{1}{2}\left(\tan ^{-1} 1-\tan ^{-1} 0\right)=\frac{1}{2}\left(\frac{\pi}{4}-0\right)=\frac{\pi}{8} . \\
& \begin{aligned}
& \int_{0}^{a} \sqrt{ }\left(a^{2}-x^{2}\right) d x=\left[\frac{1}{2} x \sqrt{ }\left(a^{2}-x^{2}\right)+\frac{1}{2} a^{2} \sin ^{-1} \frac{x}{a}\right]_{0}^{a}(\text { Art. 139) } \\
&=\left(0+\frac{1}{2} a^{2} \sin ^{-1} 1\right)-0=\frac{1}{2} \pi a^{2} .
\end{aligned}
\end{aligned}
$$

$\int_{\frac{1}{2} \pi}^{\frac{2 \pi}{2}} \cot x d x=[\log \sin x]_{\frac{2}{2} \pi}^{\frac{1}{2} \pi}=\log 1-\log \frac{1}{\sqrt{2}}=\log \sqrt{ } 2=\frac{1}{2} \log 2$.

$$
\begin{array}{r}
\int_{0}^{\pi / b} e^{a x} \cos b x d x=\left[\frac{e^{a x}}{a^{2}+b^{2}}(a \cos b x+b \sin b x)\right]_{0}^{\pi / b}(\text { Art. 139) } \\
=\frac{1}{a^{2}+b^{2}}\left[e^{a_{x} / b}(-a+0)-1(a+0)\right]=-\frac{\cdot a}{a^{2}+b^{2}}(e a \pi / b+1) .
\end{array}
$$

In the preceding investigation, the values of the functions at the commencements of the successive intervals have been taken, but this is not essential; it is sufficient to take the values of the function at any points within the intervals. It can be shown that the limiting value to which the corresponding sum tends is the same in this case as when the values at the beginnings of the intervals are taken.

In the geometrical proof above, the successive terms of the corresponding series (i) will then be represented by rectangles which are intermediate between the inner rectangles $P X_{1}, P_{1} X_{2}, \ldots P_{n-1} B$ and the outer rectangles $P_{1} A, P_{2} X_{1}, \ldots Q X_{n-1}$ respectively, and both sets of rectangles, and therefore also any intermediate set, tend to the same limiting value, the area $A P Q B$.

## 145. Exceptions.

The condition has been laid down above that the function $f(x)$ is to be continuous for all values of $x$ from $a$ to $b$ inclusive, and it has been supposed that $a$ and $b$ are finite. We are therefore not yet at liberty to apply the preceding result if these conditions are not satisfied, e.g. we cannot, as yet, evaluate such expressions as

$$
\int_{-1}^{+1} \frac{1}{x^{2}} d x, \int_{0}^{1} \frac{d x}{\sqrt{\left(1-x^{2}\right)}}, \text { or } \int_{0}^{\infty} \frac{d x}{a^{2}+x^{2}}
$$

because, in the first case, the function $1 / x^{2}$ is discontinuous for the value $x=0$, which is within the range of integration; in the second case, the function becomes infinite at one end of the range, when $x=1$; and in the last case, one end of the range of integration is at infinity.

Such cases will be considered later (Art. 148), and it will then be seen that the first of these three integrals has no value, whereas the other two have finite values.

It should be noticed that an indefinite integral may be regarded as a definite integral taken between some arbitrarily fixed value $a$ and a variable value $x$, the arbitrary constant of integration being the value of the integral function when $x=a$, with the sign changed, i. e. $\int f^{\prime}(x) d x$, which has hitherto been written in the form $f(x)+C$, may be regarded as

$$
\int_{a}^{x} f^{\prime}(x) d x, \text { i.e. }[f(x)]_{a}^{x}=f(x)-f(a)
$$

which is the same result as before with $C$ replaced by $-f(a)$.
The following set of examples will serve as exercises for a revision of the various methods of integration which have been considered.

## Examplos LVI.

Find the values of the following:

1. $\int_{1}^{4} x^{4} d x, \int_{2}^{3} x^{-2} d x, \int_{0}^{4} x^{-1} d x, \int_{0}^{10}\left(x^{2}-x+1\right) d x, \int_{-1}^{1}\left(1-x^{2}\right)^{2} d x$.
2. $\int_{0}^{1}(3 x+2)^{2} \int_{-2}^{-1} \frac{d x}{(x-1)^{3}}, \int_{0}^{a}(x+a)^{n} d x, \int_{0}^{1} \frac{d x}{\sqrt{(1+x)}}, \int_{0}^{a} \sqrt{ }(4 a+5 x) d x$.
3. $\int_{1}^{4} \frac{d x}{x}, \int_{0}^{a} \frac{d x}{x+a}, \int_{-1}^{2} \frac{d x}{x+2}$.
4. $\int_{0}^{\frac{1}{2} \pi} \sin x d x, \int_{0}^{\pi} \cos x d x, \int_{-\pi}^{\pi} \sin \frac{1}{8} x d x$.
5. $\int_{0}^{\frac{1}{2} \pi} \sin ^{2} x d x, \int_{-\frac{1}{2} \pi}^{\frac{1}{2} \pi} \cos ^{2} x d x, \int_{0}^{\frac{1}{2} \pi} \sec ^{2} x d x$.
6. $\int_{0}^{1} \frac{d x}{x^{2}+1}, \int_{0}^{\frac{1}{2}} \frac{d x}{\sqrt{ }\left(1-x^{2}\right)}, \int_{0}^{1} \frac{d x}{\sqrt{ }\left(1+x^{2}\right)}, \int_{2}^{3} \frac{d x}{\sqrt{ }\left(x^{2}-1\right)}$.
7. $\int_{0}^{1} \sqrt{ }\left(1-x^{2}\right) d x, \int_{0}^{a} \sqrt{ }\left(x^{2}+a^{2}\right) d x, \int_{1}^{2} \sqrt{ }\left(x^{2}-1\right) d x$.
8. $\int_{0}^{1} \frac{x}{\sqrt{\left(1+x^{2}\right)}} d x, \int_{1}^{2} \frac{d x}{x(2+x)}, \int_{0}^{1} \frac{d x}{x^{2}+2 x+2}$.
9. $\int_{0}^{\frac{1}{2} \pi} \frac{\sin \theta}{1+\cos ^{2} \theta} d \theta, \int_{0}^{\frac{1}{2} \pi} \sin ^{3} \theta d \theta, \int_{t=}^{\frac{1}{2} \pi} \cot \theta d \theta$.
10. $\int_{1}^{2} x \log x d x, \int_{1}^{4} x^{2} \log x d x, \int_{a}^{b} \log x d x$.
11. $\int_{0}^{\frac{1}{2} \pi} \frac{d x}{1+\cos x}, \int_{-\pi}^{-1 \pi} \frac{d x}{1-\cos x}$. 12. $\int_{0}^{1} \sin ^{-1} x d x, \int_{0}^{1} \tan ^{-1} x d x$.
12. $\int_{0}^{\pi} e^{2 x} \sin x d x, \int_{0}^{\frac{1}{2} \pi} e^{-x} \cos x d x$.
13. $\int_{0}^{1} x^{2} e^{x} d x, \int_{0}^{1} \cosh x d x$.
14. $\int_{0}^{a} x \sqrt{ }\left(a^{2}-x^{2}\right) d x, \int_{0}^{a} \frac{x}{\sqrt{\left(a^{2}+x^{2}\right)}} d x$.
15. $\int_{0}^{\pi} x \sin x d x, \int_{0}^{\pi} x^{2} \sin x d x$ 17. $\int_{0}^{\pi} \cos ^{3} \theta d \theta, \int_{0}^{\pi} \cos ^{2} \theta \sin \theta d \theta$.
16. $\int_{0}^{1} \frac{d x}{\sqrt{ }\left(x^{2}+4 x+3\right)}, \int_{0}^{1} \sqrt{ }\left(x^{2}+4 x+3\right) d x$.
17. $\int_{0}^{a} \frac{x^{2}-a^{2}}{x^{2}+a^{2}} d x, \int_{0}^{1} \frac{x^{3}}{x+2} d x$. 20. $\int_{0}^{t \pi} \sec x d x, \int_{\frac{1}{1} \pi}^{\frac{1}{2}} \operatorname{cosec} x d x$.
18. $\int_{0}^{\frac{1}{2} \pi} \frac{d x}{5+4 \cos x}, \int_{0}^{\frac{1}{2} \pi} \frac{d x}{4+5 \cos x}$.
19. $\int_{0}^{t \pi} \tan ^{4} x d x, \int_{0}^{\frac{1}{2} \pi} \sin ^{4} x d x$.
20. $\int_{0}^{1 \pi} \sin ^{2} x \cos ^{3} x d x, \int_{0}^{\pi} \sin ^{2} x \cos ^{3} x d x$.
21. $\int_{-\frac{1}{2} \pi}^{\frac{1}{2} \pi} \tan x d x$.
22. $\int_{2}^{1} \frac{d x}{x^{2}(x+1)}, \int_{0}^{1} \frac{d x}{(x+1)^{2}(x+2)}$.
23. $\int_{0}^{t \pi} x \sin ^{2} x d . c, \int_{\frac{1}{\pi} \pi}^{\pi} x \cos ^{2} x d x$.
24. $\int_{0}^{\pi} \sin 4 x \cos 2 x d x$, $\int_{0}^{\frac{1}{2}} \sin 2 m x \cos 2 n x d x$. 28. $\int_{0}^{\frac{1}{4} \pi} \sec ^{4} x d x$.
25. $\int_{0}^{1} x \tan ^{-1} x d x, \int_{0}^{1} \cos ^{-1} x d x$.
26. $\int_{0}^{\pi} \frac{d x}{a^{2} \cos ^{2} x+b^{2} \sin ^{2} x}$.
27. $\int_{0}^{1} \sqrt{ }\left(\frac{1-x}{1+x}\right) d x$.
28. $\int_{0}^{1} \frac{d x}{1+2 x \cos x+x^{2}}$.
29. $\int_{0}^{0} \frac{d x}{1+\sqrt{ } x}$.
30. $\int_{0}^{1} \frac{d x}{e^{x}+e^{-x}}$.
31. $\int_{0}^{\pi} \frac{\sin x}{e^{x}} d x$.
32. $\int_{0}^{1} \frac{d x}{x^{3}+1}$.
33. $\int_{0}^{2} \frac{x d x}{(x+1)\left(x^{2}+4\right)}$.
34. $\int_{a}^{2 a} \frac{d x}{\sqrt{ }\left(2 a x+x^{2}\right)}$.
35. $\int_{0}^{1} \frac{d x}{\sqrt{ }\left(x^{2}+2 x+2\right)}, \int_{-a}^{a} \frac{d x}{\sqrt{\left(a^{2}+x^{2}\right)}}$.
36. $\int_{0}^{1 \pi} x \tan ^{2} x d x$.
37. $\int_{0}^{1} \frac{d x}{x^{2}+2 x+5}, \int_{0}^{1} \frac{x}{x^{2}+5} \frac{d x}{x+6}$.
38. $\int_{0}^{2} \frac{d x}{\left.\sqrt{(0}+2 x-x^{2}\right)}$.

Evaluate from the definition of Art. 143 :
43. $\int_{0}^{a} x d x$.
44. $\int_{1}^{2}\left(3 x^{2}-4 x\right) d x$.
45. $\int_{0}^{1 \pi} \sin x d x$.
47. $\int_{0}^{\frac{1}{2} \pi} \cos 2 x d x$.
48. $\int_{a}^{b} e^{x} d x$.
48. $\int_{a}^{b} x^{3} d x$.

## 146. General properties of deflnite integrals.

Let $F^{\prime}(x)$ be the indefinite integral of $f(x)$.
I. It is at once evident, since $\int_{a}^{b} f(x) d x=F(l)-F^{\prime}(a)$,

$$
\text { and } \int_{b}^{a} f(x) d x=F(a)-F(b)
$$

that an interchange of the 'limits' a and b changes the sign of the definite integral.
II.

$$
\int_{a}^{b} f(x) d x=\int_{a}^{c} f(x) d x+\int_{c}^{b} f(x) d x
$$

since the latter expression $=\boldsymbol{F}(c)-F(a)+F(b)-F^{\prime}(c)$

$$
=F^{\prime}(b)-F^{\prime}(a)
$$

In a similar manner an integral may be divided up into the sum of any number of parts.
III. $\int_{-a}^{a} f(x) d x=0$ or $2 \int_{0}^{a} f(x) d x$, according as $f(x)$ is an odd or an even function of $x$.

For

$$
\int_{-a}^{\alpha} f(x) d x=F^{\prime}(a)-F(-a)
$$

If $F(x)$ be an even function of $x$, i. e. if $f(x)$ be an odd function of $x$,*

$$
F(-a)=F(a), \quad \text { and } \quad \int_{-a}^{a} f(x) d x=0
$$

If $F(x)$ be an odd function of $x$, i. e. if $f(x)$ be an even function of $x$,*

$$
F(-a)=-F(a), \quad \text { and } \int_{-a}^{a} f(x) d x=2 F(a)=2 \int_{0}^{a} f(x) d x
$$

for in this case, $\int_{0}^{a} f(x) d x=\boldsymbol{F}(a)-\boldsymbol{F}(0)=\boldsymbol{F}(a)$, since, $\boldsymbol{F}(x)$ being an odd function of $x$, it follows that $F(0)$ is zero [Art. 5].
E. g. $\quad \int_{-1}^{+1} x^{3} d x=0, \quad \int_{-1}^{+1} x^{4} d x=2 \int_{0}^{1} x^{4} d x$.

$$
\int_{-a}^{a} \frac{x^{2}}{a^{2}+x^{2}} d x=2 \int_{0}^{a} \frac{x^{2}}{a^{2}+x^{2}} d x ; \int_{-a}^{a} \frac{x^{3}}{a^{2}+x^{2}} d x=0
$$

This result also follows directly from the definition in Art. 143, if the two halves of the range from $-a$ to 0 and 0 to $a$ be divided into equal intervals. For, if $f(x)$ be an odd function, the terms of the series obtained from negative values of $x$ are equal in magnitude and opposite in sign to the terms obtained from the corresponding positive values of $x$; hence the terms of the series cancel out in pairs and the sum is zero. If $f(x)$ be an even function, the terms obtained from negative values of $x$ have the same magnitude and sign as the terms obtained from the corresponding positive values of $x$; hence the terms occur in equal pairs, and their sum is twice the sum obtained from the positive values of $x$ alone. This theorem is especially useful in dealing with the integrals of certain trigonometrical functions.
E. g. $\int_{-\frac{1}{2} \pi}^{\frac{1}{2} \pi} \sin x d x=0 ; \quad \int_{-\frac{1}{2} \pi}^{\frac{1}{b} \pi} \cos x d x=2 \int_{0}^{\frac{1}{2} \pi} \cos x d x$.
$\int_{-\pi}^{\pi} \sin ^{3} x d x=0 ; \quad \int_{-\pi}^{\pi} \sin ^{2} x d x=2 \int_{0}^{\pi} \sin ^{2} x d x$.
$\int_{-\pi}^{\pi} \sin ^{3} x \cos ^{2} x d x=0 ; \quad \int_{-\frac{1}{2} \pi}^{\frac{1}{2} \pi} \sin ^{2} x \cos ^{3} x d x=2 \int_{0}^{\frac{1}{2} \pi} \sin ^{2} x \cos ^{5} x d x$,
since, in each line, the first function given is odd and the second even.

* If $F(x)$ be an even function of $x, F(x)=F(-x)$.
$\therefore$ Difforentiating, $F^{\prime}(x)=F^{\prime}(-x) \times-1$, i. ө. $f(x)=-f(-x)$; hence $f(x)$ is an odd function of $x$.

Similarly, if $F(x)$ be an odd function of $x, F(-x)=-F(x)$;

$$
\therefore \quad-F^{\prime}(-x)=-F^{\prime}(x), \quad \text { i. e. } \quad f(-x)=f(x)
$$

hence $f(x)$ is an even function of $x$.
IV.

$$
\int_{0}^{a} f(x) d x=\int_{0}^{a} f(a-x) d x
$$

For, on putting $x=a-z, \int f(x) d x$ becomes

$$
\int f(a-z) \frac{d x}{d z} d z, \text { i.e. }-\int f(a-z) d z, \text { since } \frac{d x}{d z}=-1 .
$$

Also when $x=0, z=a$, and when $x=a, z=0$;
$\therefore \quad \int_{0}^{a} f(x) d x=-\int_{a}^{0} f(a-z) d z=\int_{0}^{a} f(a-z) d z=\int_{0}^{a} f\left(\begin{array}{ll}a & x\end{array}\right) d x$,
since the value of the definite integral depends only upon the values of the limits, so that it does not matter whether the variable be denoted by $x$ or $z$.
In particular, $\int_{0}^{\frac{1}{2} \pi} f(\sin x) d x=\int_{0}^{\frac{1}{2} \pi} f\left[\sin \left(\frac{1}{2} \pi-x\right)\right] d x=\int_{0}^{\frac{1}{2} \pi} f(\cos x) d x$.
Also $\int_{0}^{1} x(1-x)^{n} d x=\int_{0}^{1}(1-x) x^{n} d x=\left[\frac{x^{n+1}}{n+1}-\frac{x^{n+2}}{n+2}\right]_{0}^{1}$
(except when $n=-1$ or -2 )

$$
=\frac{1}{n+1}-\frac{1}{n+2}=\frac{1}{(n+1)(n+2)}
$$

V. $\int_{0}^{2 a} f(x) d x=0$ or $2 \int_{0}^{a} f(x) d x$, according as $f(2 a-x)=-f(x)$ or $+f(x)$.

For

$$
\int_{0}^{2 a} f(x) d x=\int_{0}^{a} f(x) d x+\int_{a}^{2 a} f(x) d x
$$

In the last integral, let $x=2 a-z$; then when $x=a, \varepsilon=a$, and when $x=2 a, z=0$.
$\therefore \quad \int_{a}^{2 a} f(x) d x$ becomes $-\int_{a}^{0} f(2 a-z) d z$, i. e. $\int_{0}^{a} f(2 a-x) d x$.

## Hence

$$
\int_{0}^{2 a} f(x) d x=\int_{0}^{a} f(x) d x+\int_{0}^{a} f(2 a-x) d x=\int_{0}^{a}[f(x)+f(2 a-x)] d x \text {, }
$$

which is equal to 0 if $f(2 a-x)=-f(x)$, and to $2 \int_{0}^{a} f(x) d x$ if $f(2 a-x)=f(x)$. This is especially useful in dealing with trigonometrical integrals, since $\sin (\pi-x)=\sin x$, and $\cos (\pi-x)=-\cos x$.
E.g. $\quad \int_{0}^{\pi} \sin ^{n} x \cos ^{2} x d x=2 \int_{0}^{\frac{1}{2} \pi} \sin ^{n} x \cos ^{2} x d x$,
but

$$
\int_{0}^{\pi} \sin ^{n} x \cos ^{3} x d x=0
$$

This result also follows, like Theorem III, directly from the definition of a definite integral, if the two halves of the range be divided into equal
intervals. For, in the first of the two examples just given, the expression to be integrated takes the same scries of values (in the reverse order) between $\frac{1}{2} \pi$ and $\pi$ as between 0 and $\frac{1}{4} \pi$; hence the integral from 0 to $\pi$ is twice the integral from 0 to $\frac{1}{2} \pi$. In the second example, the values of the expression to be integrated between $\frac{8}{3} \pi$ and $\pi$ are equal in magnitude and opposite in sign to the values between 0 and $\frac{1}{9} \pi$; hence the terms cancel out in pairs, and the integral is zero.
VI. If $G$ be the greatest value and $L$ the least value of $f(x)$ within the range of integration $a$ to $b(b>a)$, then the value of $\int_{a}^{b} f(x) d x$ lies between $L(b-a)$ and $G(b-a)$.

This follows at once from the definition of Art. 143, for, since $G$ is the maximum value of $f(x)$, the sum there given is less than the sum obtained by replacing every value of $f(x)$ by $G$,
i. ө. $<G\left[x_{1}-a+x_{2}-x_{1}+\ldots+b-x_{n-1}\right]$, i.e. $<G(b-a)$.

Similarly, it is greater than $L(b-a)$.
If $f(x)$ be a continuous function of $x$, then as $x$ increases from $a$ to $b, f(x)$ must pass through every value intermediate between $L$ and $G$; hence the value of the definite integral is equal to $b-a$ multiplied by the value of $f(x)$ for some value of $x$ between $a$ and $b$. This value may, as in Art. 117, be denoted by $a+0(b-a)$ where $0<\theta<1$; hence

$$
\int_{a}^{b} f(x) d x=(b-a) f[a+0(b-a)] .
$$

E. g., since the maximum and minimum values of $\sqrt{ }\left(5+\sin ^{?} x\right)$ are $\sqrt{ } 5$ and $\sqrt{ } 6$, it follows that $\int_{0}^{\frac{1}{2} \pi} \sqrt{ }\left(5+\sin ^{2} x\right) d x$ is between $\sqrt{ } 5 \cdot \frac{1}{2} \pi$ and $\sqrt{ } 6 . \frac{1}{2} \pi$, i.e. between $1 \cdot 118 \pi$ and $1 \cdot 225 \pi$.

## 147. Geometrical proofs.

If the definite integral be represented by an area, the preceding results are all easily seen to be true from geometrical considerations.

Theorem I simply states that the area from $A P$ to $B Q$ is the same as the area from $B Q$ to $A P$; the change of sign is due to the fact that the intervals $A B$ and $B A$ are measured in opposite directions.

Theorem II states that the area from $A P$ to $B Q$ is equal to the sum of the areas from $A P$ to $C R$ and from $C R$ to $B Q$ (Fig. 94 (i)).

In Theorem III, if $f(x)$ is an even function of $x$, the graph of $f(x)$ is symmetrical about the axis of $y$; if $f(x)$ is an odd function of $x$, the graph is symmetrical about the origin (Art. 10). The theorem follows from the facts that in the first case the area $A P Q B$
is double the area ORQB (Fig. 94 (ii)), and in the second case, the areas $A O P$ and $B O Q$ are equal, and, since they are on opposite sides of the axis of $x$, opposite in sign (Fig. 94 (iii)).

(1)

(ii)


Fig. 94.
Theorem IV is equivalent to the statement that, if in figure (ii) the origin $O$ be moved to the point $B$, where $x=a$, and the direction of the axis of $x$ be reversed, the same area $O B Q R$ is obtained, provided the range 0 to $a$ is the same.

Theorem V follows from figures (ii) and (iii) in the same way as Theorem III, by taking $A$ as the origin and $O, B$ as the points $x=a, x=2 a$ respectively. The curve is symmetrical about $O R$ if $f(2 a-x)=f(x)$, and then the area $A P Q B$ is double the area $A P R O$; the curve is symmetrical about the point 0 if $f(2 a-x)=-f(x)$, and then the area $A O P=-$ the area $O B Q$.

Theorem VI follows from the fact that the area $P A B Q$ in fig. (i) is greater than the rectangle $A K$ contained by $A B$ and the minimum ordinate of the curve, and less than the rectangle $B L$ contained by $A B$ and the maximum ordinate. The final form in which the theorem is given is equivalent to the statement that there is some intermediate point $R$, such that the area $P A B Q$ is equal to the rectangle contained by $A B$ and the ordinate $C R$.

## Examples LVII.

Express as integrals from 0 to $\frac{1}{2} \pi$ the following:

1. $\int_{-\frac{1}{1} \pi}^{\frac{1}{2} \pi} \sin ^{2} x \cos ^{2} x d x$.
2. $\int_{0}^{\pi} \sin ^{3} x \cos ^{2} x d x$.
3. $\int_{-\pi}^{\pi} \sin ^{6} x d x$.
4. $\int_{0}^{2 \pi} \cos ^{2} x d x$.
5. $\int_{-2 \pi}^{2 \pi} \sin ^{4} x \cos ^{4} x d x$.
6. $\int_{0}^{4 \pi} \sin ^{4} x d x$.
7. $\int_{\pi}^{0} \frac{\sin ^{2} x}{1+\cos ^{2} x} d x$.
8. $\int_{-2 \pi}^{0} \cos ^{4} x d x$.
ө. $\int_{\frac{2}{2} \pi}^{-\pi} \sin ^{2} x \cos ^{2} x d x$.
9. $\int_{-\frac{1}{4} \pi}^{\pi} \sin ^{2} x d x$.
10. $\int_{\pi}^{2 \pi} \cos ^{10} x d x$.
11. $\int_{1 \pi}^{2 \pi} \sin ^{4} x d x$.

Find the value of:
13. $\int_{0}^{1} x(1-x)^{3 / 2} d x$.
14. $\int_{0}^{a} x(a-x)^{n} d x$.
15. $\int_{0}^{2} x^{2} \sqrt{ }(2-x) d x$.
16. $\int_{-1}^{1} \frac{x^{5}}{a^{2}+x^{2}} d x$.
17. $\int_{-\alpha}^{\alpha} \frac{\sin ^{3} x}{1+\cos ^{2} x} d x$.
18. $\int_{-\frac{1}{3} \pi}^{\ddagger \pi} \tan ^{5} x d x$.
19. $\int_{-1}^{1} x^{2}(1-x)^{10} d x$.
20. $\int_{-a}^{a} x^{2} \sqrt{ }(a-x) d x$.
21. $\int_{-a}^{a} x^{3} \sqrt{ }\left(a^{2}-x^{2}\right) d x$.
22. $\int_{-\pi}^{\pi} \sin ^{5} x \cos ^{4} x d x$. 23. $\int_{-\frac{1}{2} \pi}^{\frac{1}{2} \pi} \sin x \cos ^{5} x d x$.
24. $\int_{-\frac{1}{2} \pi}^{\frac{1}{2} \pi} \sec ^{2} x d x$.
25. $\int_{-\frac{1}{\pi} \pi}^{\frac{1}{2} \pi} \sin x \sec ^{4} x d x$.
26. $\int_{0}^{\frac{1}{2} \pi} \frac{\cos x-\sin x}{\cos x+\sin x} d x$.
27. From the fact that, within the range of integration, $0<x^{n}<x^{2}$ if $n>2$, deduce two values between which $\int_{0}^{\frac{1}{2}} \frac{d x}{\sqrt{\left(1-x^{n}\right)}}$ must lie.
Between what two values must the following three integrals lie?

31. Prove that $\int_{a}^{b} f(x) d x=\int_{0}^{i,-a} f(x+a) d x$.
32. Prove that $\int_{a}^{b} f(x) d x=\int_{a}^{b} f(a+b-x) d x$.
33. Prove that $\int_{a}^{b} f(m x) d x=\frac{1}{m} \int_{m a}^{m b} f(x) d x$.
34. Prove that $\int_{1}^{2} e^{-x^{2}} d x<\int_{1}^{2} x e^{-x^{2}} d x$, and hence find a number below which it must lie.
35. Prove that $\int_{0}^{1} x^{n}(1-x)^{m} d x=\int_{0}^{1} x^{m}(1-x)^{n} d x$.

## 148. Extension of Theorem oi Art. 144.

It has been assumed in Art. 144 in evaluating $\int_{a}^{b} f(x) d x$ that the extreme values of the range of integration are both finite, and that the function $f(x)$ is continuous, and therefore finite, throughout that range. Cases frequently occur in which these conditions are not satisfied, and it remains to consider how far the results of that article may be extended to such cases.

It has been shown that

$$
\int_{a}^{b} f(x) d x=F(b)-F(a), \text { where } F^{\prime}(x)=f(x)
$$

If, as $b \rightarrow \infty, F(b)$ tends to a finite limit $L$, then $L-F(a)$ is defined as the value of $\int_{a}^{\infty} f(x) d x$.

Similarly, if as $a \rightarrow-\infty, F(a)$ tends to a finite limit $L^{\prime}$, then $F(b)-L^{\prime}$ is defined as the value of $\int_{-\infty}^{b} f(x) d x$

## Examples:

(i) $\int_{a}^{b} x^{-2} d x$ (where $a$ and $b$ are positive, so that the value 0 for which the function $1 / \dot{x^{2}}$ is discontinuous is not within the range of integration)

$$
=[-1 / x]_{a}^{b}=1 / a-1 / b .
$$

As $b \rightarrow \infty, 1 / b \rightarrow 0$; hence $\int_{a}^{\infty} x^{-2} d x=1 / a$.
(ii) $\int_{a}^{b} \frac{1}{x} d x=[\log x]_{a}^{b}=\log b-\log a$.

As $b \rightarrow \infty, \log b$ also $\rightarrow \infty$, hence $\int_{a}^{b} \frac{1}{x} d x$ has no value.
This example shows that the condition that $f(x) \rightarrow 0$ as $x \rightarrow \infty$ is not a sufficient condicion that $\int_{a}^{\infty} f(x) d x$ may have a value.
(iii) $\int_{0}^{b} \frac{d x}{a^{2}+x^{2}}=\left[\frac{1}{a} \tan ^{-1} \frac{x}{a}\right]_{0}^{b}={ }_{a}^{1} \tan ^{-1} \frac{b}{a}$.

As $b \rightarrow \infty, \tan ^{-1} \frac{b}{a} \rightarrow \frac{\pi}{2} ; \quad \therefore \int_{0}^{\infty} \frac{d x}{a^{2}+x^{2}}=\frac{\pi}{2 a}$.
(iv) $\int_{0}^{\theta} e^{-a x} \cos b x d x[a+]=\left[\frac{e^{-a x}}{a^{2}+b^{2}}(b \sin b x-a \cos b x)\right]_{0}^{\theta}($ Art. 139)

$$
=\frac{e^{-a \theta}}{a^{2}+b^{2}}(b \sin b \theta-a \cos b \theta)+\frac{a}{a^{2}+b^{2}} .
$$

When $\theta \rightarrow \infty, \sin b \theta$ and $\cos b \theta$ are finite since they cannot lo greater than 1 , and $e^{-a \theta}$, i. e. $1 / e^{a \theta}, \rightarrow 0$.

$$
\therefore \int_{0}^{\infty} e^{-a x} \cos b x d x=\frac{a}{a^{2}+b^{2}} .
$$

Next, suppose that $f(x)$ becomes infinite at one of the extremities of the range of integration. Let $f(x)=\infty$ when $x=b$.

Taking the integral $\int_{a}^{b-c} f(x) d x, f(x)$ is finite throughout this range of integration. If, as $\epsilon \rightarrow 0, \int_{a}^{b-e} f(x) d x$ tends to a finite limit $L$, this value $L$ is defined as the value of $\int_{a}^{b} f(x) d x$.

Similarly, if $f(x)=\infty$ when $x=a$ and if, as $\epsilon \rightarrow 0, \int_{a+e}^{b} f(x) d x$ tends to a finite limit $I^{\prime}$, then $L^{\prime}$ is defined as the value of $\int_{a}^{b} f(x) d x$.

In practice it is usually at an end of the range of integration that $f(x)$ becomes infinite. If $f(x)$ becomes infinite for a single value $x=c$ within the range of integration, then

$$
\int_{a}^{b} f(x) d x=\int_{a}^{c} f(x) d x+\int_{c}^{b} f(x) d x,
$$

and each of the latter integrals may be troated in the manner just described.

Similarly, if $f(x)$ becomes infinite at any (finite) number of points within the range of integration, the integral may be split up into a number of integrals in which the infinite values occur at extremities of the ranges of integration.

Fixamples:
(i) $\int_{0}^{a} x^{-\frac{1}{2}} d x ; \quad x^{\frac{1}{2}}$ is infinite when $x=0$.

$$
\begin{gathered}
\int_{\varepsilon}^{a} x^{-\frac{1}{2}} d x=\left[2 x^{\frac{1}{2}}\right]_{\varepsilon}^{a}=2 a^{\frac{1}{2}}-2 \epsilon^{\frac{1}{2}} . \text { As } \epsilon \rightarrow 0, \epsilon^{\frac{1}{2}} \rightarrow 0 . \\
\therefore \int_{0}^{a} x^{-\frac{1}{2}} d x=2 a^{\frac{1}{2}} .
\end{gathered}
$$

(ii) $\int_{1}^{a} \frac{d x}{(x-1)^{2}} ; \quad \frac{1}{(x-1)^{2}}$ is infinite when $x=1$.

$$
\int_{1+e}^{a} \frac{d x}{(x-1)^{2}}=\left[-\frac{1}{x-1}\right]_{1+e}^{a}=-\frac{1}{a-1}+\frac{1}{6}
$$

$1 / \epsilon \rightarrow \infty$ as $\epsilon \rightarrow 0$, therefore this integral has no value.
(iii) $\int_{0}^{4} \frac{d x}{\sqrt[3]{(x-3)}} ; \quad \frac{1}{\sqrt[3]{(x-3)}}$ becomes infinite when $x=3$, which is within the range of integration.
Hence we write $\int_{0}^{4} \frac{d x}{\sqrt[3]{(x-3)}}=\int_{0}^{3} \frac{d x}{\sqrt[3]{(x-3)}}+\int_{3}^{4} \frac{d x}{\sqrt[3]{(x-3)}}$.
Now $\int_{0}^{3-\epsilon} \frac{d x}{\sqrt[3]{(x-3)}}=\left[\begin{array}{l}3 \\ 2\end{array}(x-3)^{2 / 3}\right]_{0}^{3-\epsilon}=\frac{3}{2}(-\epsilon)^{2 / 3}-\frac{3}{2}(-3)^{2 / 3}$,
which tends to the limit $-\frac{3}{2}(-3)^{2 / 3}$ as $\epsilon \rightarrow 0$.
Also $\quad \int_{3+\varepsilon}^{4} \frac{d x}{\sqrt[2]{2}(x-3)}=\left[\begin{array}{l}3 \\ 2 \\ \left.(x-3)^{2 / 3}\right|_{-3+k} ^{-4} \\ 2\end{array}{ }_{2}^{3}(1)-\frac{3}{2}(\varepsilon)^{8 / 3}\right.$,
which tends to the limit 8 as $\epsilon \rightarrow 0$.
Hence $\int_{0}^{1} \frac{d x}{\sqrt[3]{(x-3)}}=-\frac{3}{2}(-3)^{2 / 3}+\frac{3}{2}=\frac{3}{2}(1-\sqrt[3]{9})$.

Gcometrical illustration.
To illustrate the matter geometrically, consider $\int_{a}^{b} \frac{1}{x^{2}} d x$.
If $P$ and $Q$ (Fig. 95) be the two points on the graph of $y=1 / x^{2}$ whose


Fig. 95.
abscissae are $a$ and $b, \int_{a}^{b} \frac{1}{x^{2}} d x$ represents the area $P A B Q$.
Now $\int_{a}^{b} \frac{1}{x^{2}} d x=\frac{1}{a}-\frac{1}{b}$, which, as $b \rightarrow \infty$, tends to the limit $\frac{1}{a}$;

$$
\therefore \quad \int_{a}^{\infty} \frac{1}{x^{2}} d x=\frac{1}{a}
$$

When $a=0, \frac{1}{x^{2}}$ is infinite; and as $u \rightarrow 0, \frac{1}{a} \rightarrow \infty ; \quad \therefore \int_{0}^{b} \frac{1}{x^{2}} d x$ has no value.

Hence the aren $A P Q B$ tends to a definite linit as the ordinate $I B Q$ recedes to an infinite distance ( $A P$ remaining fixed), but has no limit as the ordinate $A P$ approaches the axis of $y$; as great an area as we please can bo obtained by taking $A P$ sufficiently near to the axis of $y$.

## Examples LVIII.

Find, when they exist, the values of the following:

1. $\int_{1}^{\infty} \frac{d x}{x^{3}}$.
2. $\int_{-\infty}^{-2} \frac{d x}{x^{1 / 8}}$.
3. $\int_{1}^{\infty} \frac{d x}{\sqrt{x}}$.
4. $\int_{0}^{1} \frac{d x}{x^{2 / 8}}$.
5. $\int_{0}^{1} \frac{d x}{x}$.
6. $\int_{-1}^{1} \frac{d x}{\sqrt[3]{x}}$.
7. $\int_{0}^{4} \frac{d x}{(x-1)^{2}}$
8. $\int_{-1}^{8} \frac{d x}{\sqrt[3]{(7-x)}}$.
-. $\int_{0}^{1} \frac{d x}{\sqrt{\left(1-x^{2}\right)}}$.
9. $\int_{-\infty}^{\infty} \frac{d x}{a^{2}+b^{2} x^{2}}$.
10. $\int_{0}^{1} \frac{1+x}{1-x} d x$.
11. $\int_{0}^{\infty} \frac{x}{1+x^{2}} d x$.
12. $\int_{0}^{\infty} e^{-x} \sin x d x$.
13. $\int_{0}^{1} \frac{d x}{\sqrt{[x}(1-x)]}$.
14. $\int_{0}^{\infty} e^{-x} d x$.
15. $\int_{0}^{a} \frac{x d x}{\sqrt{\left(a^{2}-x^{2}\right)}}$.
16. $\int_{0}^{1} \log x d x$.
17. $\int_{1}^{\infty} \frac{d x}{x^{2}+4 x+13}$.
18. $\int_{0}^{1} \frac{d x}{x(2+x)}$.
19. $\int_{1}^{\infty} \frac{d x}{x(1+x)}$.
20. $\int_{1}^{\infty} \frac{d x}{x^{2}\left(1+x^{2}\right)}$.
21. $\int_{-\infty}^{\infty} \frac{d x}{x^{2}\left(1+x^{2}\right)}$.
22. $\int_{\alpha}^{\beta} \frac{d x}{\sqrt{\{(x-\alpha)(\beta-x)\}}}$.
23. $\int_{-\infty}^{\infty} \frac{d x}{\cosh x}$.
24. Prove that, if $n$ be positive,

$$
\int_{0}^{\infty} x^{n} e^{-x} d x=n \int_{0}^{\infty} x^{n-1} e^{-x} d x
$$

Hence evaluate the former integral if $n$ be an integer.
149. An important deflnite integral: $\int_{0}^{\frac{1}{2} \pi} \sin ^{m} \theta \cos ^{n} \theta d \theta$.

One of the most important definite integrals is $\int_{0}^{2 \pi} \sin ^{m} \theta \cos ^{n} \theta d \theta$, when $m$ and $n$ are positive integers.

It has been shown (Art. 141) that

$$
\int \sin ^{m} \theta \cos ^{n} \theta d \theta=\frac{\cos ^{n-1} \theta \sin ^{m+1} \theta}{m+n}+\frac{n-1}{m+n} \int \sin ^{m} \theta \cos ^{n-2} \theta d \theta
$$

The evaluation of the above definite integral is rendered very simple by the fact that the first term on the right-hand side vanishes for both the values 0 and $\frac{1}{2} \pi, \cos \theta$ being 0 when $\theta=\frac{1}{2} \pi$, and $\sin \theta$ when $\theta=0$.

$$
\therefore \quad \int_{0}^{\frac{1}{2} \pi} \sin ^{m} \theta \cos ^{n} \theta d \theta=\frac{n-1}{m+n} \int_{0}^{\frac{1}{\pi} \pi} \sin ^{m} \theta \cos ^{n-2} \theta d \theta
$$

in which the index of $\cos \theta$ is reduced by 2 .
By Art. 116 IV, the integral is unchanged when $\frac{1}{2} \pi-0$ is substituted for $\theta$;

$$
\begin{aligned}
& \therefore \quad \int_{0}^{\frac{1}{2} \pi} \sin ^{m} \theta \cos ^{n} \theta d \theta=\int_{0}^{\frac{1}{2} \pi} \sin ^{n} \theta \cos ^{m} \theta d \theta \\
& \quad=\frac{m-1}{m+n} \int_{0}^{\frac{1}{2} \pi} \sin ^{n} \theta \cos ^{m-2} \theta d \theta=\frac{m-1}{m+n} \int_{0}^{\frac{1}{2} \pi} \sin ^{m-2} \theta \cos ^{n} \theta d \theta
\end{aligned}
$$

(again replacing $\theta$ by $\frac{1}{2} \pi-\theta$ ), in which the index of $\sin \theta$ is reduced ly 2. This result may also be obtained from the reduction formula connecting $I_{m, n}$ and $I_{m-2, n}$ (Art. 142).

The integrals on the right-hand side can be reduced a stage further by using these results with $n-2$ for $n$, and $m-2$ for $m$ respectively.

$$
\begin{aligned}
\therefore \int_{0}^{\frac{1}{2} \pi} \sin ^{m} \theta \cos ^{n} \theta d \theta & =\frac{n-1}{m+n} \cdot \frac{n-3}{m+n-2} \int_{0}^{\frac{1}{2} \pi} \sin ^{m} \theta \cos ^{n-4} \theta d \theta \\
& \text { or } \frac{m-1}{m+n} \cdot \frac{m-3}{m+n-2} \int_{0}^{\frac{1}{2} \pi} \sin ^{m-4} \theta \cos ^{n} \theta d \theta
\end{aligned}
$$

By repeated use of these results, the numerical factors in the numerator will be $n-1, n-3, n-5, \ldots$ down to either 2 or 1 (according as $n$ is odd or even) as the indox of $\cos \theta$ is gradually reduced, and $m-1, m-3, m-5, \ldots$ down to either 2 or 1 (according as $m$ is odd or even) as the index of $\sin \theta$ is gradually reduced; at any stage the last factor in the denominator exceeds by 2 the sum of the remaining indices of $\sin \theta$ and $\cos \theta$.

If one index is odd and the other even, $m+n$ is odd and the integral reduces to either $\int_{0}^{\frac{1}{2} \pi} \sin \theta d \theta$ or $\int_{0}^{\frac{1}{2} \pi} \cos \theta d \theta$, either of which is equal to 1 ; the last factor in the denominator is 3 .

If both indices are odd, $m+n$ is even, and the integral reduces to $\int_{0}^{\frac{1}{2} \pi} \sin \theta \cos \theta d \theta$, i.e. $\frac{\frac{\pi}{2}}{\frac{1}{2} \pi} \sin 2 \theta d \theta$, which is equal to $\frac{1}{2}$. The last factor in the denominator of the coefficient of $\int_{0}^{\frac{1}{2} \pi} \sin \theta \cos \theta d \theta$ is 4 ; hence, in the final result, the last factor is 2 .

If both indices are even, $m+n$ is even, and the integral reduces to $\int_{0}^{\frac{1 \pi}{3} \pi} d \theta$, which is $\frac{1}{2} \pi$, and the last factor in the preceding denominator is 2 .

Hence we have the following simple rule for writing down the value of the integral:

$$
\int_{0}^{\frac{1}{2} \pi} \sin ^{m} \theta \cos ^{n} \theta d \theta=\frac{(m-1)(m-3) \ldots(n-1)(n-3) \ldots}{(m+n)(m+n-2) \ldots}, \text { followed by }
$$

the factor $\frac{1}{2} \pi$ only when $m$ and $n$ are both even. ${ }^{*}$ All the three sets of factors descend 2 at a time to either 1 or 2 according as the first factor of the set is odd or even.

The value of the integral when the limits are multiples of $\frac{1}{2} \pi$ can be oltained from the preceding case by the aid of the theorems of Art. 146.

## Examples:

$$
\begin{aligned}
& \int_{0}^{\frac{1}{2} \pi} \sin ^{5} \theta \cos ^{3} \theta d \theta=\frac{4 \cdot 2 \cdot 2}{8.6 \cdot 4.2}=\frac{1}{24} . \\
& \int_{0}^{\frac{1}{2} \pi} \sin ^{6} \theta \cos ^{3} \theta d \theta=\frac{5 \cdot 3 \cdot 1 \cdot 2}{9 \cdot 7 \cdot 5 \cdot 3 \cdot 1}=\frac{9}{63} . \\
& \int_{0}^{\frac{1}{\pi} \pi} \sin ^{4} \theta \cos ^{6} \theta d \theta=\frac{3.1 .5 .3 .1}{10.8 .6 .4 .2} \cdot \frac{\pi}{2}=\frac{3 \pi}{512} . \\
& \text { - } 0 \text { counts as an even number. }
\end{aligned}
$$

$$
\begin{aligned}
& \int_{-\frac{1}{2} \pi}^{\frac{1}{2} \pi} \sin ^{2} \theta \cos ^{3} \theta d \theta=2 \int_{0}^{1 \pi} \sin ^{2} \theta \cos ^{3} \theta d \theta=2 \cdot \frac{1.2}{5.3 .1}=\frac{4}{15} . \\
& \int_{0}^{2 \pi} \sin ^{8} \theta d \theta=4 \int_{0}^{\frac{1}{2 \pi}} \sin ^{8} \theta d \theta=4 \cdot \begin{array}{l}
7.5 .3 .1 \\
8.6 .4 .2
\end{array} \frac{\pi}{2}=\frac{35 \pi}{64} .
\end{aligned}
$$

150. Change of limits of integration.

It has been seen that many algebraical expressions which contain irrational functions can be integrated by trigonometrical substitutions; in these cases, the transformation back from the angle $\theta$ to the original variable $x$ is often troublesome, but in the corresponding definite integrals this may be avoided, since the value of the definite integral depends only upon the limits, and the limits for $x$ may be replaced by the corresponding limits for $\theta$.

Examples:
(i) $\int_{0}^{a} \sqrt{ }\left(a^{2}-x^{2}\right) d x$ may be found by substituting $x=a \sin \theta$.

As $x$ increases from 0 to $a, \sin \theta$ increases from 0 to 1 , and therefore $\theta$ from 0 to $\frac{1}{2} \pi$; hence

$$
\int_{0}^{a} \sqrt{ }\left(a^{2}-x^{2}\right) d x=a^{2} \int_{0}^{\frac{t}{4} \pi} \cos ^{2} \theta d \theta=a^{2} \cdot \frac{1}{2} \cdot \frac{1}{2} \pi=\frac{1}{4} \pi a^{2}
$$

by the rule of the preceding article.
(ii) $\int_{\alpha}^{\beta} \sqrt{ }[(x-\alpha)(\beta-x)] d x$ may be obtained by the substitution

$$
x=\alpha \cos ^{2} \theta+\beta \sin ^{2} \theta . \quad \text { [Art. 137.] }
$$

$\int \sqrt{ }[(x-\alpha)(\beta-x)] d x$ becomes $\int(\beta-\alpha) \cos \theta \sin \theta .2(\beta-\alpha) \sin \theta \cos \theta d \theta$.
When $x=\alpha, \quad \sin \theta=0\left[\right.$ since $\left.x-\alpha=(\beta-\alpha) \sin ^{2} \theta\right] ; \quad \therefore \theta=0$.
When $x=\beta, \quad \cos \theta=0 \quad\left[\right.$ since $\left.\quad \beta-x=(\beta-\alpha) \cos ^{2} \theta\right] ; \quad \therefore \theta=\frac{1}{8} \pi$.
$\therefore$ the given definite integral $=2(\beta-\alpha)^{2} \int_{0}^{\frac{1}{2} \pi} \sin ^{2} \theta \cos ^{2} \theta d \theta$

$$
\begin{aligned}
& =2(\beta-\alpha)^{2} \cdot \frac{1.1}{4.2} \cdot \frac{\pi}{2} \\
& =\frac{1}{8} \pi(\beta-\alpha)^{2}
\end{aligned}
$$

151. Reduction of algebraical expressions to preceding form.

The integrals of many other algebraical expressions, rational as well as irrational, can, by trigonometrical substitutions, be reduced to the form $\int \sin ^{m} \theta \cos ^{n} \theta d \theta$ with multiples of $\frac{1}{2} \pi$ as limits, in which case their values can be written down by the preceding rule.

The following examples show types of expressions which can be so reduced and the methods of reducing them.

Examples:
(i) $\int_{0}^{a} x^{2}\left(a^{2}-x^{2}\right)^{3 / 2} d x$.

If $x=a \sin \theta$, we get $\int_{0}^{\frac{1}{2} \pi} a^{2} \sin ^{2} \theta \cdot\left(a^{2} \cos ^{2} \theta\right)^{3 / 2} \cdot a \cos \theta d \theta$ $=a^{6} \int_{0}^{1 \pi} \sin ^{2} \theta \cos ^{4} \theta d \theta=a^{6} \cdot \frac{1.3 .1}{6.4 .2} \cdot \frac{\pi}{2}=\frac{\pi a^{6}}{32}$.
(ii) $\int_{0}^{a} x^{2}(a-x)^{3 / 2} d x$.

Here the substitution $x=a \sin \theta$ will not rationalize the expression, but $x=a \sin ^{2} \theta$ will, and the limits for 9 will be 0 and $\frac{1}{2} \pi$.

The integral $=\int_{0}^{\frac{1}{2} \pi} a^{2} \sin ^{4} \theta\left(a \cos ^{2} \theta\right)^{3 / 2} .2 a \sin \theta \cos \theta d \theta$

$$
=2 a^{9 / 2} \int_{0}^{\frac{1}{2} \pi} \sin ^{5} \theta \cos ^{4} \theta d \theta=2 a^{9 / 2} \cdot \frac{4 \cdot 2 \cdot 3 \cdot 1}{9 \cdot 7 \cdot 5 \cdot 3 \cdot 1}=\frac{16}{315} a^{9 / 2} .
$$

(iii) $\int_{-\infty}^{\infty} \frac{x^{4}}{\left(a^{2}+x^{2}\right)^{3}} d x$.

In this case, if $x=a \tan \theta, \quad a^{2}+x^{2}=a^{2} \sec ^{2} \theta, \quad d x / d \theta=a \sec ^{2} \theta$.
When $x=+\infty, \quad \theta=+\frac{1}{2} \pi$; when $x=-\infty, \theta=-\frac{1}{2} \pi$;
$\therefore$ the given integral $=\int_{-\frac{1}{2} \pi}^{\frac{1}{2} \pi} \frac{a^{4} \tan ^{4} \theta}{a^{6}} \frac{\sec ^{6} \theta}{} a \sec ^{2} \dot{\delta} d \theta=\frac{1}{a} \int_{-\frac{1}{2} \pi}^{\frac{1}{2} \pi} \frac{\tan ^{4} \theta}{\sec ^{4} \theta} d \theta$

$$
\begin{aligned}
& =\frac{1}{a} \int_{-\frac{1}{2} \pi}^{\frac{1}{2} \pi} \sin ^{4} \theta d \theta=\frac{2}{a} \int_{0}^{\frac{1}{2} \pi} \sin ^{4} \theta d \theta \\
& =\frac{2}{a} \cdot \frac{3.1}{4 \cdot 2} \cdot \frac{\pi}{2}=\frac{3 \pi}{8 a} .
\end{aligned}
$$

## Examples LIX.

Find the values of the following:
0. $\int_{-2 \pi}^{2 \pi} \cos ^{4} \theta d \theta$.

1. $\int_{0}^{\frac{1}{2} \pi} \sin ^{4} \theta \cos ^{4} \theta d \theta$.
2. $\int_{0}^{\frac{1}{\pi} \pi} \sin ^{8} \theta \cos ^{7} \theta d \theta$.
3. $\int_{0}^{4 \pi} \sin ^{5} \theta \cos ^{2} \theta d \theta$.
4. $\int_{0}^{1 \pi} \cos ^{10} \theta d \theta$.
5. $\int_{-\frac{1}{2} \pi}^{\frac{1}{2} \pi} \sin ^{2} \theta \cos ^{7} \theta d \theta$.
B. $\int_{0}^{\pi} \sin ^{7} \theta d \theta$.
6. $\int_{0}^{2 \pi} \sin ^{2} \theta \cos ^{8} \theta d \theta$.
7. $\int_{0}^{\pi} \cos ^{6} \theta \sin \theta d \theta$.
8. $\int_{0}^{\frac{1}{2} \pi} \sin ^{8} \theta \cos ^{5} \theta d \theta$.
9. $\int_{-a}^{a} \sqrt{ }\left(a^{2}-x^{2}\right) d x$.
10. $\int_{0}^{4}\left(16-x^{2}\right)^{3 / 2} d x$.
11. $\int_{0}^{a} x^{3}\left(a^{2}-x^{2}\right)^{1 / 2} d x$.
12. $\int_{0}^{a} x^{2}\left(a^{2}-x^{2}\right)^{7 / 2} d x$.
13. $\int_{0}^{2} x^{4}(2-x)^{1 / 2} d x$.
14. $\int_{0}^{\infty} \frac{x^{3}}{\left(a^{8}+x^{2}\right)^{4}} d x$.
15. $\int_{0}^{\sqrt{8 / 2}}\left(3-4 x^{2}\right)^{5 / 2} d x$.
16. $\int_{-\infty}^{\infty} \frac{x}{\left(1+x^{2}\right)^{5 / 2}} d x$.
17. $\int_{0}^{a} x^{3}(a-x)^{3} d x . \quad$ 20. $\int_{0}^{1} x^{3 / 2}(1-x)^{1 / 2} d x . \quad$ 21. $\int_{0}^{2} \frac{x^{4}}{\left.\sqrt{\left(4-x^{2}\right.}\right)} d x$.
18. $\int_{0}^{1} \frac{x^{3}}{\sqrt{(1-x)}} d x$.
19. $\int_{0}^{a} \sqrt{ }\left(a x-x^{2}\right) d x$.
20. $\int_{0}^{2 a} \frac{x^{2}}{\sqrt{\left(2 a x-x^{2}\right)}} d x$.
21. $\int_{0}^{1} x^{2} \sqrt{ }\left(x-x^{2}\right) d x$.
22. $\int_{0}^{\frac{2}{2}} x^{3} \sqrt{ }\left(9-4 x^{2}\right) d x$.
23. $\int_{0}^{\infty} \frac{x^{3}}{\left(a^{2}+x^{2}\right)^{5}} d x$.
24. $\int_{0}^{\infty} \frac{x}{(a+x)^{4}} d x$.
25. $\int_{\alpha}^{\beta} \frac{d x}{\sqrt{[(x-\alpha)(\beta-x)]}}$. 30. $\int_{\alpha}^{\beta} \sqrt[(x-\alpha]{(\beta-x}) d . x$.
26. $\int_{2}^{b} \sqrt{ }\left(7 x-10-x^{2}\right) d x$.
27. $\int_{-1}^{4} \sqrt{ }\left(3 x-x^{2}+4\right) d x$
28. $\int_{a}^{3 a} \sqrt{\left(\frac{x-a}{3 a-x}\right)} d x$.
29. $\int_{-a}^{a} \sqrt{\binom{a+x}{a-x}} d x$.
30. $\int_{1}^{3} x \gamma^{\prime}\left(4 x-3-x^{2}\right) d x$
31. $\int_{-}^{7} x \sqrt{\left.\binom{7-x}{x-2} a . c . c \right\rvert\, c}$

## CHAPTER XVI

## GEOMETRICAL APPLICATIONS

## AREAS

## 152. Areas of Curves.

Some simple cases of the determination of areas (which is sometimes referred to as quadrature) have already been considered in Chapter IX. The following method, in which an area is regarded as the limit of a sum, yields the same result as the method of Art. 79.

Let $A H, B K$ (Fig. 96) be the ordinates of two points $A$ and $B$ on a curve; and let $H K$ be divided into very small equal parts, each $\delta x$.


Let $M P, N Q$ be the ordinates at two successive points of division, $M$ and $N$. Complete the rectangles $P N, Q M$; draw all the ordinates, and complete the rectangles in the same way.

The difference between the sum of the inner rectangles, $\Sigma(P N)$, and the sum of the outer rectangles, $\Sigma(Q M)$, is equal to the sum of the small rectangles, $\Sigma(P Q)$, and this is equal to the length of their common base, $\delta x$, multiplied by the sum of their heights, i.e. to $\delta x(B K-A H)$, which can be made as small as we please by taking $\delta x$ sufficiently small. Hence the two sums of rectangles have a common limit, and this is the area of the figure $15 A B K$.

Therefore the area HABK

$$
\begin{aligned}
& =\coprod_{\mathrm{t}} \Sigma(P N)=\coprod_{\delta x \rightarrow 0} \sum_{x=a}^{x=b}(y \delta x), \text { if } O I I=a \text { and } O K=b, \\
& =\int_{a}^{b} y d x \text { (by the definition of Art. 143) } \\
& =\int_{a}^{b} f(x) d x, \text { if } y=f(x) \text { be the equation of the curve } A B .
\end{aligned}
$$

This gives the same rule as was obtained in Art. 80.
Since $y$ is + or - according as the point $(x, y)$ is above or lelow the axis of $x$, it follows that, if $\delta x$ be taken positive, the value obtained for the area is + or - according as the area is above or below the axis of $x$.
This accounts for results such as the following: If, to find the area between the graph of $y=\sin x$ and the axis of $x$ from $x=0$ to $x=2 \pi$, we take $\int_{0}^{2 \pi} \sin x d x$, we get $[-\cos x]_{0}^{2 \pi}$, which is equal to 0 .
It is obvious from the graph that the area from $x=0$ to $x=\pi$ is above the axis of $x$, and the area from $x=\pi$ to $x=2 \pi$ below the axis of $x$. The preceding integral gives the sum of these areas with opposite signs, and therefore merely indicates that the areas above and below the axis are equal in magnitude. The area of each part is numerically

$$
\int_{0}^{\pi} \sin x d x-[-\cos x]_{0}^{\pi}=2
$$

In such cases the points where the curve cuts the axis should be found, and the areas on opposite sides of the axis determined separately.

In some cases the area required has to be divided into several parts, as shown in the following example:
Example. Find the area between the circle $x^{2}+y^{2}-4 a^{2}$ and the ellipse $x^{2}+5 y^{2}=16 a^{2}$.
Let $P$ (Fig. 97) be a point of intersection of the circle and the ellipse.


Fig. 97.
The required area $A=4 \times$ area $O B P C=4 \times$ area $O B P M+4 \times$ area $M P C$.
The coordinates of $P$ are obtained by solving the equations of the curves. This gives $x= \pm a, y= \pm \sqrt{ } 3 a . \quad C$ is the point $(2 a, 0)$.
The ordinate of the circle is

$$
\sqrt{ }\left(4 a^{2}-x^{2}\right)
$$ and the ordinate of the ellipse is $\sqrt{ }\left(16 a^{8}-x^{4}\right) / \sqrt{ } 5$.

Hence

$$
\begin{aligned}
A= & 4 \int_{0}^{a} \sqrt{ } \frac{1}{5} \cdot \sqrt{ }\left(16 a^{2}-x^{2}\right) d x+4 \int_{a}^{2 a} \sqrt{ }\left(4 a^{2}-x^{2}\right) d x \\
= & 4 \sqrt{ } \frac{1}{5}\left[\frac{1}{2} x \sqrt{ }\left(16 a^{2}-x^{2}\right)+8 a^{2} \sin ^{-1} \frac{x}{4 a}\right]_{0}^{a} \\
& \quad+4\left[\frac{1}{2} x \sqrt{ }\left(4 a^{2}-x^{2}\right)+2 a^{2} \sin ^{-1} \frac{x}{2 a}\right]_{a}^{2 a} \text { (Art. 139) } \\
= & 4 \sqrt{ } \frac{1}{5}\left[\frac{1}{2} a^{2} \sqrt{ } 15+8 a^{2} \sin ^{-1} \frac{1}{4}\right]+4\left[2 a^{2} \cdot \frac{1}{2} \pi-\frac{1}{2} a^{2} \sqrt{ } 3-2 a^{2} \cdot \frac{1}{6} \pi\right] \\
= & a^{2}\left(32 \sqrt{\frac{1}{5}} \cdot \sin ^{-1} \frac{1}{4}+\frac{8}{3} \pi\right) \\
= & 12 a^{2}, \text { approximately. }
\end{aligned}
$$

## 153. Area of cycloid.

As an example of the determination of an area when the coordinates are each expressed in terms of a third variable, we will take the caso of the cycloid (Art. 50), and find the area between one arch of the curve and the axis of $x$.

The coordinates of a point on the cycloid are $x=a(\theta-\sin \theta), y=a(1-\cos \theta)$, where $\theta$ is the angle turned through by a fixed radius.
$\int y d x=\int y \frac{d x}{d \bar{\theta}} d \theta$ (Art. 131), and in describing one arch, the angle turned through is $2 \pi$.

Hence the required area
$=\int_{0}^{2 \pi} y \frac{d x}{d \theta} d \theta=\int_{0}^{2 \pi} a(1-\cos \theta) \cdot a(1-\cos \theta) d \theta=a^{2} \int_{0}^{2 \pi}\left(1-2 \cos \theta+\cos ^{2} \theta\right) d \theta$.
Now, by Theorem V, Art. 146,

$$
\int_{0}^{2 \pi} \cos \theta d \theta=0, \text { and } \int_{0}^{2 \pi} \cos ^{2} \theta d \theta=4 \int_{0}^{\frac{1}{2} \pi} \cos ^{2} \theta d \theta=4 \cdot \frac{1}{2} \cdot \frac{1}{2} \pi=\pi
$$

Therefore the required area $=a^{2}[2 \pi+\pi]=3 \pi a^{2}$, i. e. three times the area of the rolling circle.

## 154. Area of a closed oval curve.

Let $A I I$ and $B K$ (Fig. 9S) be tangents to the curve parallel to the


Fig. 98.
$y$-axis. Any intermediate ordinate will cut the curve in two points $P_{1}\left(x, y_{1}\right)$ and $P_{2}\left(x, y_{2}\right)$; let $y_{1}$ be $>y_{2}$.

Then, if $O H=a, O K=b$, the area $H A P_{1} B K=\int_{a}^{b} y_{1} d x$,

$$
\text { and the area } H A P_{2} B K=\int_{a}^{b} y_{2} d x \text {; }
$$

therefure, by subtraction, the area $A P_{1} B P_{2}=\int_{a}^{b}\left(y_{1}-y_{2}\right) d x$.
Or, parallel ordinates may be drawn dividing the area into strips perpendicular to the $x$-axis, and the area is the limit of the sum of the rectangles $P_{1} P_{2} \times \delta x$, i.e. the limit of $\Sigma\left(y_{1}-y_{2}\right) \delta x$ taken between $x=a$ and $x=b$, i.e. $\int_{a}^{b}\left(y_{1}-y_{2}\right) d x$.

It is easily seen that this expression gives the whole area, whether the curve cuts the $x$-axis or not.

In Fig. 98 it does not; if, however, the axis of $x$, as shown by the dotted line $E C D I F$, cuts the curve (below $A$ and $B$ ) in $C$ and $D$, and the ordinates $A H$ and $B K$ in $E$ and $F$, then $\int_{a}^{b} y_{1} d x$ gives the area $E A P_{1} B F$, and $\int_{a}^{b} y_{2} d x$ gives the areas $E C A$ and $D I^{\prime} B$ (which are above the $x$-axis) with + sign, and the area $C P_{2} D$ (which is below the $x$-axis) with - sign ; therefore, on subtracting, the common areas $E C A$ and $D H^{\prime} B$ disappear, and there remains $C A P_{1} B D-\left(-C D P_{2}\right)$, i. e. the area $A P_{1} B P_{2}$ of the closed curve.

The same result follows more readily from the facts that the area is the limit of $\Sigma\left(P_{1} P_{2} \times \delta x\right)$, and that no upward or downward movement of the $x$-axis affects the length $P_{1} P_{2}$, which is $y_{1}-y_{2}$.

It should be carefully noticed that the limits are the values of $x$ for which $y_{1}$ and $y_{2}$ are equal.

The following example illustrates the application of the method:
Example. Find the area of the curve $3 x^{2}-10 x y+10 y^{2}=2$.
The two values of $y$ which correspond to any particular value of $x$ are found by solving the equation as a quadratic for $y$ in terms of $x$.

Thus

$$
10 y^{2}-10 x y+3 x^{2}-2=0
$$

whence

$$
y=\frac{1}{20}\left\{10 x \pm \sqrt{ }\left[20\left(4-x^{2}\right)\right]\right\} .
$$

These two values are $y_{1}$ and $y_{2}$, hence

$$
y_{1}-y_{2}=x^{2} 0 \sqrt{ }\left[20\left(4-x^{2}\right)\right]=1 \sqrt{ }\left[5\left(4-x^{2}\right)\right] .
$$

The limits are the values of $x$ for which $y_{1}-y_{2}=0$, and therefore are given by $x^{2}=4$, i. e. $x= \pm 2$.

Hence the area of the curve

$$
\begin{aligned}
& =\int_{-2}^{2} \frac{1}{8} \sqrt{ }\left[5\left(4-x^{2}\right)\right] d x \\
& =\int_{-\frac{1}{2} \pi}^{\frac{1}{2} \pi} \frac{1}{5} 5.2 \cos \theta .2 \cos \theta d \theta \quad \text { (if } x=2 \sin \theta \text { ) } \\
& =\frac{1}{8} \sqrt{5} \times 2 \int_{0}^{\frac{1}{2} \pi} \cos ^{2} \theta d \theta \\
& =\frac{9}{5} \sqrt{ } 5 \times \frac{1}{2} \cdot \frac{1}{2} \pi=2 \pi / \sqrt{ } 5 .
\end{aligned}
$$



Fig. 99.
The curve is an ellipse whose centre is the origin, and is shown in Fig. 99. $y= \pm 1$ when $x= \pm 2$, and $y= \pm 1 / \sqrt{ } 5= \pm 45$ when $x=0$.

Also when $y=0,3 x^{2}=2$ and $x= \pm 82$.

## Examples LX.

1. Find the area of the curve $y^{2}=x^{2}\left(4-x^{2}\right)$.
2. Find the area of $y^{2}=x^{4}\left(9-x^{2}\right)$.
3. Oltain the area between the curve $y^{2}=x^{3} /(2 a-x)$ and its asymptote. This curve is called the cissoid.
4. Find the area of the curve $x=a \cos ^{3} \theta, y=b \sin ^{3} \theta$.
5. Find the area of the ellipse $y^{2}=(x-2)(9-2 x)$.
6. Show that the area between the curve $x y^{2}=a^{2}(a-x)$ and its asymptote is equal to the area of a circle of radius $a$.
This curve is called the witch of Agnesi.
7. Find the area of each loop of the curve $x=a \sin 2 \theta, y=b \cos \theta$.
8. Find the area of the loop of $a y^{9}=4 x^{2}(a-x)$.
9. Find the area cut off from the parabola $y^{2}=16 x$ by the straight line $y=3 x$.
10. Also the area between the two parabolas $y^{2}=20 x$ and $x^{2}=16 y$.
11. Draw the curve $(a-x) y^{2}=x^{2}(a+x)$; and find (i) the area of the loop, (ii) the area between the curve and its asymptote. This curve is called the strophoid.
12. The rectangular hyperbola $x^{2}-y^{2}=3 a^{2}$ divides the circle $x^{3}+y^{2}=5 a^{2}$ into 3 parts ; find the area of each part.
13. Find the arca of the oval of the curve $a y^{2}=(x-a)(x-5 a)^{2}$, and find its ratio to the area of the circumscribing rectangle with sides parallel to the axes.
14. Prove that the area between the catenary $y=a \cosh (x / a)$, the axcs, and any ordinate $P N$ is double the area of the triangle $l^{\prime} N L$, where $N L$ is the perpendicular from $N$ to the tangent at $P$.
15. Find the area cut off from the hyperbola $x^{2} / a^{2}-y^{2} / b^{2}=1$ by the double ordinate $x=2 a$. Find also the area between the curve and the lines which join the ends of the double ordinate to the origin.
16. Find the area of the ellipse $x^{2}+4 y^{2}-6 x+8 y+9=0$.
17. Also of $9 x^{2}+16 y^{2}-90 x-64 y-119=0$.
18. Find the area of the curve $5 x^{2}+6 x y+2 y^{2}+7 x+6 y+6=0$.
19. Find the area common to the ellipses $x^{2} / a^{2}+y^{2} / b^{2}=1$ and $x^{2} / b^{2}+y^{2} / a^{2}=1$.
20. Obtain the area of the ellipse whose equation is $(y-x)^{2}=(x-1)(3-x)$.
21. Find the area of the curve $x^{2 / 5}+y^{2 / 5}=a^{2 / 5}$.
[Put $x=a \cos ^{\mathrm{s}} \theta, \quad \therefore \quad y=a \sin ^{5} \theta$ ].
22. Draw the curve ${ }^{*}\left(x^{2}+4 a^{2}\right) y=8 a^{3}$, and find the area between the curve and its asympitote.
23. Find the area of the curve $x=2 a \cos \theta+a \cos 2 \theta, y=2 a \sin \theta+a \sin 2 \theta$.
24. Find the area of the astroid $x^{2 / 3}+y^{2 / 3}=a^{2 / 3}$.
25. If $y=f(x)$ be a closed curve, show that $y=b f(x / a)$ is also a closed curve, whose area is $a b$ times the area of the former curve.

## 155. Approximate integration.

The preceding method of finding an area requires (i) that we know the equation of the curve, and (ii) that the equation may give $y$ as an integrable function of $x$. In practical work, a curve is often plotted from a number of isolated observations or drawn by some mechanical device, so that the equation of the curve is not known. Various methods have been devised for finding an approximate value for the area of such a curve. Moreover, since the integral of any function may be represented graphically by an area bounded by the graph of the function and the axis of $x$, these methods may be used to find an approximate value for the integral of a function whose graph can be drawn, but which does not yield to any of the ordinary methods of integration.

For instance, if the value of $\int_{0}^{1}\left(1+x^{3}\right)^{-\frac{1}{2}} d x$ be required, we cannot find the indefinite integral of $1 / \sqrt{ }\left(1+x^{s}\right)$ in terms of elementary functions, and therefore cannot find the exact value of the definite integral by the method of Art. 144, but by plotting the curve $y^{2}=1 /\left(1+x^{3}\right)$ carefully, and using one of the following methods to find approximately the area between the curve, the axes, and the ordinate $x=1$, we obtain an approximate value for $\int_{0}^{1} y d x$, i. e. for the given definite integral $\int_{0}^{1}\left(1+x^{3}\right)^{-\frac{1}{2}} d x$.

* This is the curve in Question 6, with $x$ and $y$ interchanged, and $a$ replaced by $2 a$.

The simplest and most obvious way of approximating to the area between a curve and the axis of $x$ is to draw a number of equidistant ordinates, and then, by joining their extremities, obtain a series of trapeziums whose areas can be found by elementary geometry; the sum of these areas will be less or greater than the actual area according as the curve is concave downwards or upwards. By drawing tangents at the ends of alternate ordinates and producing these tangents to meet the consecutive ordinates on either side, we obtain a number of trapeziums, the sum of whose areas is greater or less than the actual area according as the curve is concave downwarls or upwards. Hence the actual area is intermediate in value between the sums of the areas of these two sets of trapeziums. The more ordinates are drawn, the more accurate is the approximation obtained, and the error involved in the approximation is obviously less than the difference between the two sums.

A more accurate approximation than is possible by this method is obtained by the rule known as 'Simpson's Rule'.
156. Simpson's Rule.

Let $y_{1}, y_{2}, y_{3}$ be the ordinates of three points $A, B$, and $C$ (Fig. 100), whose abscissae are $a-h, a$, and $a+h$, and let $h$ be small.

Suppose $y=f(x)$ to be the equation of the curve (the form of the function $f(x)$ may not be known) ; let $P$ be any point on the curve between $A$ and $C$, whose coordinates are $(x, y)$.

$$
\begin{aligned}
\text { The area } I I A C L & =\int_{a-h}^{a+h} y d x \\
& =\int_{a-h}^{a+h} f(x) d x .
\end{aligned}
$$

Let $x=a+z$; then as $x$ increases from $a-h$ to $a+h, z$ increases from


Fig. 100. $-h$ to $h$;

$$
\therefore \text { the area }=\int_{-h}^{h} f(a+z) d z .
$$

By the extended Mean-Value Theorem (Art. 119),

$$
\begin{equation*}
f(a+z)=f(a)+z f^{\prime}(a)+\frac{1}{2} z^{2} f^{\prime \prime}(a+0 z) \tag{i}
\end{equation*}
$$

If $\boldsymbol{z}$ is very small, the last term will only differ by a very small quantity ${ }^{*}$ from $\frac{1}{2} z^{2} f^{\prime \prime}(a)$.

* If $f(x)$ is a quadratic function of $x$, say $p x^{2}+q x+r, f^{\prime \prime}(x)$ has the constant value $2 p$ for all values of $x$, and hence in this case the following expression for the area is exact, and not merely an approximation.

$$
\begin{aligned}
\text { Hence the area } & =\int_{-h}^{h}\left[f(a)+z f^{\prime}(a)+\frac{1}{2} z^{2} f^{\prime \prime}(a)\right] d z, \text { approximately, } \\
& =\left[z f(a)+\frac{1}{2} z^{2} f^{\prime}(a)+\frac{1}{8} z^{3} f^{\prime \prime}(a)\right]_{-h}^{h} \\
& =2 h f(a)+\frac{1}{3} h^{3} f^{\prime \prime}(a) \\
& =\frac{1}{3} h\left[6 f(a)+h^{2} f^{\prime \prime}(a)\right]
\end{aligned}
$$

This can be expressed in terms of the ordinates $y_{1}, y_{2}, y_{3}$; for

$$
\begin{aligned}
& y_{1}=f(a-h)=f(a)-h f^{\prime}(a)+\frac{1}{2} h^{2} f^{\prime \prime}(a), \text { approximately } \\
& y_{2}=f(a) \\
& y_{3}=f(a+h)=f(a)+h f^{\prime}(a)+\frac{1}{2} h^{2} f^{\prime \prime}(a), \text { approximately. }
\end{aligned}
$$

Hence $y_{1}+y_{3}=2 f(a)+\iota^{2} f^{\prime \prime}(a)$, and $y_{1}+4 y_{2}+y_{3}=6 f(a)+h^{2} f^{\prime \prime}(a)$.
$\therefore$ the area $I I A C L=\frac{1}{3} h\left(y_{1}+4 y_{2}+y_{3}\right)$.
If there be any odd number $(2 n+1)$ of ordinates, then, applying this result to the areas between $y_{1}$ and $y_{5}, y_{3}$ and $y_{5}, y_{5}$ and $y_{7}, \ldots$, $y_{2 n-1}$ and $y_{z n+1}$, we have, ns an approximate value for the whole area,

$$
\begin{array}{r}
\frac{1}{3} h\left[\left(y_{1}+4 y_{2}+y_{3}\right)+\left(y_{3}+4 y_{4}+y_{6}\right)+\left(y_{5}+4 y_{6}+y_{7}\right)+\ldots\right. \\
\left.\quad+\left(y_{2 n-1}+4 y_{2 n}+y_{2 n+1}\right)\right] \\
=\frac{1}{3} h\left[y_{1}+y_{2 n+1}+2\left(y_{3}+y_{5}+\ldots+y_{2 n-1}\right)+4\left(y_{2}+y_{4}+\ldots+y_{2 n}\right)\right]
\end{array}
$$

This is Simpson's Rule, viz.: To obtain an approximate value for the area, divide it into an even number of strips by equidistant ordinates, and multiply one-third of the distance between consecutive ordinates by the sum of the first, the last, twice all the other odd ordinates, and four times all the even ordinates. Since we found the area of two strips at a time, the number of strips must be even and therefore the number of ordinates odd. If the curve cuts the axis of $x$ at one or both extremities of the area, then one or both of the extreme ordinates must le taken as zero.

Equation (i), when $f^{\prime \prime}(a+0 z)$ is replaced by $f^{\prime \prime}(a)$, is of the form

$$
y=f(a+z)=a+b z+c z^{2}
$$

which is the equation of a parabola whose axis is parallel to the axis of $y$. Hence just as the method described at the end of the preceding article consists of taking the arc joining two consecutive points on the curve as a straight line, so the present method consists of regarding the arc through three consecutive points on the curve as an arc of a parabola.

As explained in the same article, the method may be used to obtain an approximate value for any definite integral, if $y_{1}, y_{2}, \ldots$ are the values of the function to be integrated at equidistant intervals.

The second of the following examples will show how close an approximation may be obtained by the use of it, and also shows a convenient way of arranging the calculation.

Examples:
(i) $A$ curve is drawn through the points (1, 2), ( $1 \cdot 5,2 \cdot 4$ ), ( $2,2 \cdot 7$ ), ( $2 \cdot 5,2 \cdot 8$ ), $(3,3),(3 \cdot 5,2 \cdot 6),(4,2 \cdot 1)$; estimate the area betweeen the curve, the axis of $\mathbf{x}$, and the ordinates $x=1, x=4$.

The distance between consecutive ordinates is 5 ; hence the area is approximately

$$
\begin{aligned}
& =\frac{\cdot 8}{3}[2+2 \cdot 1+2(2 \cdot 7+3)+4(2 \cdot 4+2 \cdot 8+2 \cdot 6)] \\
& =\frac{1}{8}[46 \cdot 7]=7 \cdot 8 \text { nearly. }
\end{aligned}
$$

(ii) Find $\int_{0}^{\frac{1 \pi}{2}} \sin x d x$.

Divide the range of integration into 10 parts, each equal to the radian measure of $9^{\circ}$.

Then

$$
\begin{aligned}
& y_{1}=\sin 0^{\circ}=0, \quad y_{2}=\sin 9^{\circ}=\cdot 1564345, y_{3}=\sin 18^{\circ}=3090170, \\
& y_{11}=\sin 90^{\circ}=1, \quad y_{4}=\sin 27^{\circ}=4539905, y_{0}=\sin 36^{\circ}=5877853 \text {, } \\
& \left.\begin{array}{c}
2(\text { other odd } \\
\text { ordinates) }
\end{array}\right\}=5.3137516, y_{6}=\sin 45^{\circ}=7071068, y_{7}=\sin 54^{\circ}=8090170,
\end{aligned}
$$

$$
\begin{aligned}
& \left.\left.-\frac{y_{10}=\sin 81^{\circ}=\cdot 9876883,}{} \frac{\left.\begin{array}{c}
\text { Sum } \\
\text { of even } \\
\text { ordinates }
\end{array}\right\}=3 \cdot 1962266,}{\begin{array}{c}
\text { other of odd } \\
\text { ordinates }
\end{array}}\right\}\right\}=2 \cdot 6568758,
\end{aligned}
$$

Hence the approximate value of the integral

$$
=\frac{1}{3} \times{ }_{\frac{7}{2} \sigma}^{7} \pi \times 19.098658=1 \cdot 000003 .
$$

The real value is $[-\cos x]_{0}^{\frac{1}{2} \pi}$, which is 1.
(iii) Find approximately the value of $\int_{0}^{1} \mathrm{e}^{-\mathrm{x}^{2}} \mathrm{~d} \mathrm{x}$.
(The function $e^{x^{2}}$ cannot be integrated in finite terms.)
Divide the range of integration into 10 equal intervals, each $\cdot 1$.
Then, from Table X,

$$
\begin{aligned}
& y_{1}=e^{0}=1, \quad y_{2}=e^{-01}=9900, \quad y_{9}=e^{-0}=\cdot 9608, \\
& y_{11}=e^{-1}=\cdot 3679, \quad y_{4}=e^{-009}=9139, \quad y_{5}=e^{-\cdot 16}=\cdot 8521, \\
& 2 \text { (other odd } y^{\prime} \text { s) }=6.0758, \quad y_{6}=e^{-.25}=\cdot 7788, \quad y_{7}=e^{-.96}=\cdot 6977, \\
& 4 \text { (even } y \text { 's) } \quad=14.9608, \quad y_{8}=e^{-\cdot 49}=\cdot 6126, \quad y_{0}=e^{-\cdot 64}=\cdot 5273, \\
& \overline{22.4045} \overline{\left.\begin{array}{c}
y_{10}=e^{-*} 81 \\
\text { Sum of even } \\
\text { ordinates }
\end{array}\right\}=3.4440,} \overline{\left.\begin{array}{l}
\text { Sum of other } \\
\text { odd ordinates }
\end{array}\right\}=3.0379}
\end{aligned}
$$

Hence the value of the integral is $\frac{1}{8} \times \cdot 1 \times 22 \cdot 4045=7468 \ldots$

An approximation can also be made to the value of this integral by expanding $e^{-x^{2}}$ and retaining a few terms only; since $x$ is not greater than 1 , the terms will diminish fairly rapidly. E.g. if we neglect terms after the $6^{\text {th }}$,

$$
\begin{aligned}
\int_{0}^{1} e^{-x^{2}} d x & =\int_{0}^{1}\left[1-x^{2}+\frac{x^{4}}{2!}-\frac{x^{4}}{3!}+\frac{x^{8}}{4!}-\frac{x^{10}}{5!}\right] d x \\
& =\left[x-\frac{1}{8} x^{3}+\frac{1}{10} x^{5}-\frac{1}{42} x^{7}+\frac{1}{218} x^{9}-1_{1820}^{1} x^{11}\right]_{0}^{1} \\
& =1-\frac{1}{8}+\frac{1}{10}-x^{1}+\frac{1}{216}-13^{1} 20 \\
& =7467 \ldots .
\end{aligned}
$$

Since the terms decrease and are alternately + and - , the error in this result is certainly

$$
<\int_{0}^{1} \frac{x^{12}}{6!} d x<\left[\frac{1}{6!} \cdot \frac{x^{18}}{13}\right]_{0}^{1}, \text { i.e. }<\frac{98 \pi}{1}, \text { which is } 0001
$$

The above method may also be used to obtain approximate values for such numbers as $\pi$ and $e$. For instance, since

$$
\int_{0}^{1} \frac{d x}{1+x^{2}}=\frac{1}{2} \pi, \quad \text { and } \quad \int_{0}^{\frac{1}{2}} \frac{d x}{\sqrt{\left(1-x^{2}\right)}}=\frac{1}{6} \pi
$$

we can, by dividing the ranges of integration into equal intervals, and treating the corresponding values of the functions as above, obtain approximate values for $\frac{1}{4} \pi$ and $\frac{1}{8} \pi$.

Also since $\int_{1}^{2} \frac{d x}{x}=\log _{e} 2$, we can in a similar manner obtain an approximate value for $\log _{e} 2$, whence $e$ can be found, since

$$
\log _{e} 2=\log _{10} 2 / \log _{10} c(\text { Art. } 91)
$$

This gives $\log _{10} e$, and $e$ is then found from a table of common logarithms.

## 157. Mean values.

If the range $b-a$ be divided into $n$ equal intervals, the values of a function $f(x)$ when $x=a, a+h, a+2 h, \ldots a+(n-1) h$, are

$$
f(a), f(a+h), f(a+2 h), \ldots f\{a+(n-1) h\} \text { respectively }
$$

and the arithmetic mean of these values is

$$
[f(a)+f(a+h)+\ldots+f\{a+(n-1) h\}] / n .
$$

Since $n h=b-a$, this may be written

$$
h[f(a)+f(a+h)+\ldots+f\{a+(n-1) h\}] /(b-a)
$$

The limit to which this arithmetic mean tends, as $n$ is indefinitely increased, is called the mean value of the function over the range $x=a$ to $x=b$. By Art. 143, this limit is

$$
\frac{1}{b-a} \int_{a}^{b} f(x) d x_{0}
$$

Geometrically, $\int_{a}^{b} f(x) d x$ is the area $H A B K$ (Fig. 101), and $b-a$ is $H K$; therefore the mean value is represented by the height of the rectangle on the base IIK, which has the same area as HABK. It will evidently be equal to the value of the function at some point $M$ within the range. (See Theorem VI,


Fig. 101. Art. 146.)

## Examples:

(i) The mean value of $\sin \mathrm{x}$ betwoen $\mathrm{x}=0$ and $\mathrm{x}=\pi$

$$
=\frac{1}{\pi} \int_{0}^{\pi} \sin x d x=\frac{2}{\pi}=6366
$$

(ii) The mean value of $\sin ^{2} \mathrm{x}$ between $\mathrm{x}=0$ and $\mathrm{x}=\pi$

$$
=\frac{1}{\pi} \int_{0}^{\pi} \sin ^{2} x d x=\frac{2}{\pi} \int_{0}^{\frac{1}{2} \pi} \sin ^{2} x d x=\frac{2}{\pi} \cdot \frac{1}{2} \cdot \frac{\pi}{2}=\frac{1}{2}
$$

The latter integral is important in the theory of alternating currents in Electricity.

If the quantity whose mean value is required can be expressed as a function of one or other of several variables, it is important to notice which is the variable to which equal increments are given.
(iii) A particle is projected vertically upwards with velocity of 80 feet per second; find the mean value of the velocity up to the highest point.

The velocity may be considered as a function of the time, or of the distance from the starting point.
(a) For equal increments of time. The time to the highest point is $2 \frac{1}{2}$ seconds, and $v=80-32 t$ gives the velocity at any instant.

$$
\begin{aligned}
\therefore \text { the mean velocity } & =\frac{1}{2 \cdot 5} \int_{0}^{2 \cdot 5}(80-32 t) d t=\frac{2}{5}\left[80 t-16 t^{2}\right]_{0}^{2 \cdot 5} \\
& =\frac{2}{5}[200-100]=40 \mathrm{ft} . \text { secs. }
\end{aligned}
$$

which is obvious, a priori, since the velocity decreases uniformly as the time increases.
(b) For equal increments of distance. The total distance is 100 feet, and $v^{2}=6400-64 s$ gives the velocity at the height $s$ above the point of projection.

$$
\begin{aligned}
\therefore \text { the mean velocity } & =\frac{17}{10 \delta} \int_{0}^{100} \sqrt{ }(6400-64 s) d s=\mathrm{I}^{8} \delta \int_{0}^{100} \sqrt{ }(100-s) d s \\
& =\frac{8}{100}\left[-\frac{2}{8}(100-s)^{3 / 2}\right]_{0}^{100}=\frac{8}{100} \cdot \frac{7}{3} \cdot 100 \cup=53 \frac{1}{3} \mathrm{ft} . \text { secs. }
\end{aligned}
$$

(iv) A quantity of steam expands so that it follows the law $\mathrm{pv}^{-8}=1000$, p being measured in pounds weight per square inch; find the mean pressure as v increases from 2 to 5 cubic inches.

Here $p=1000 v^{-\frac{1}{b}}$, and the increase in volume $=3$ cubic inches;

$$
\begin{aligned}
\therefore \text { the mean pressure } & =\frac{\frac{1}{3}}{\frac{3}{5}} 1000 v^{-\frac{4}{8}} d v=\frac{1000}{3}\left[5 v^{\frac{1}{7}}\right]_{2}^{5} \\
& =\frac{6000}{8}\left[5^{\frac{1}{8}}-2^{\frac{1}{b}}\right]=385 \mathrm{lb} . \text { wt. per sq. inch, nearly. }
\end{aligned}
$$

## Examples LXI.

Find approximate values for the following definite integrals 1-4:

1. $\int_{0}^{1} \sqrt{ }\left(1+x^{3}\right) d x$.
2. $\int_{1}^{2} e^{x^{2}} d x$.
3. $\int_{0}^{\frac{1}{2} \pi} \log (1+\sin x) d x$.
4. $\int_{0}^{\frac{1}{2} \pi} \frac{\sin x}{x} d x$.
5. Find an approximate value for $\pi$ by applying Simpson's Rule to the integral $\int_{0}^{1} \frac{d x}{1+x^{2}}$ (see end of Art. 156).
6. Find an approximate value for $\pi$ from $\int_{0}^{\frac{1}{2}} \frac{d x}{\sqrt{ }\left(1-x^{2}\right)}$.
7. Find an approximate value for $\log _{6} 2$, and thence for $e$, from $\int_{1}^{2} x^{-1} d x$.
8. Find the mean value of $\sqrt{ }(4+3 x)$ from $x=1$ to $x=5$.
9. Also of $1 / x$ from $x=1$ to $x=10$.
10. In simple harmonic motion, $s=a \cos n t$. Find the mean valuc of the velocity during one quarter of a complete oscillation (i) for equal intervals of time, (ii) for equal intervals of distance. Find also the mean values of the acceleration.
11. Show that, in simple harmonic motion, the mean kinctic energy, with respect to the time, is half the maximum kinctic energy.
12. Find the mean value of the ordinate of a semicircle of radius $r$ when taken at equal intervals, measured (i) along the diameter, (ii) along the arc.
13. A quantity of steam expands and follows the law $p v^{1 \cdot 2}=500$; find the mean value of the pressure as $v$ increases from 3 to 8.
14. Find the mean value of $10 \sin 250 t$ as $t$ increases from 0 to $\frac{1}{100} \pi$.
15. Find the mean value of $C^{2}$ where $C=10 \sin 4 t$, when $4 t$ increases by $2 \pi$.
16. Also where $C=a \cos (p t+\alpha)$ when $p t+\alpha$ increases by $2 \pi$.
17. Find the mean distance of points on the circumference of a circle from a fixed point on the circumference.
18. A number $a$ is divided into two parts; find the mean value of their product.
19. Find the mean value of the ordinates of the parabola $y^{2}=4 a x$ from $x=0$ to $x=4 a$.
20. Find the mean value of the positive ordinates of the ellipse $x^{2} / a^{2}+y^{2} / b^{2}=1$.
21. The radius of a circle rotates uniformly about the centre; find the mean value of the ordinate of its extremity.
22. Find the area of a curve in which successive ordinates at intervals of $\cdot 2$ inch are $3 \cdot 5,3 \cdot 2,2 \cdot 8,2 \cdot 9,3 \cdot 3,3 \cdot 6,4$ inches.
23. Equidistant ordinates of a curve are $4 \cdot 2,4 \cdot 55,4 \cdot 9,5 \cdot 17,4 \cdot 8$ inches; estimate the area between the extreme ordinates, which are 3 inches apart.
24. Use Simpson's Rule to find the area between $x y=12$, the axis of $x$, $x=1, \quad x=4$; and compare the result with the area found by integration.
25. Find, if $k=2$, the value of $\int_{0}^{\frac{1}{2} \pi} \frac{d A}{\sqrt{\left(1-k^{2} \sin ^{2} \theta\right)}}$ to 5 figures.

## VOLUMES

## 158. Volumes of solids of revolution.

The volume of a solid of revolution was defined in Art. 14 (4), and some simple cases have already been considered in Art. 81.

As, in Fig. 96, the area $A H K B$ is the limit of the sum of all the rectangles such as $P N$, so, if the curve $A P B$ rotates about the axis of $x$ and thereby forms a solid of revolution, the volume of this solid is the limit of the sum of the cylinders generated by the rotation of these rectangles, i.e. the volume

## Examples:

(i) Find the volume formed by the rotation of one arch of a cycloid about its base.

The volume

$$
\begin{aligned}
& =\int \pi y^{2} d x=\int_{0}^{2 \pi} \pi y^{2} \frac{d x}{d \theta} d \theta=\int_{0}^{2 \pi} \pi a^{2}(1-\cos \theta)^{2} a(1-\cos \theta) d \theta \\
& =\pi a^{3} \int_{0}^{2 \pi}\left(1-3 \cos \theta+3 \cos ^{2} \theta-\cos ^{3} \theta\right) d \theta
\end{aligned}
$$

Now
$\int_{0}^{2 \pi} \cos \theta d \theta=0 ; \int_{0}^{2 \pi} \cos ^{2} \theta d \theta=4 \int_{0}^{12 \pi} \cos ^{2} \theta d \theta=\pi ; \int_{0}^{2 \pi} \cos ^{3} \theta d \theta=0$;
(Theorem V, Art. 146.)
$\therefore$ the required volume $=\pi a^{3}[2 \pi-0+3 \pi-0]=5 \pi^{2} a^{3}$.
The volume of a solid of revolution may be found in a similar manner, if the curve rotates about a straight line parallel to one of the axes of coordinates.
(ii) Find the volume generated by the rotation of the fiyure bounded by a quadrant of a circle and the tangents at its cxtremities about one of these tangents.

It is more important that the equation of the rotating circle be written in its simplest possible form, $x^{2}+y^{2}=a^{2}$, than that the axis of the solid should be one of the axes of coordinates; hence let its centre $O$ be taken as origin.


Fig. 102.

Let $A C$ (Fig. 102) be the tangent about which the quadrant rotates; and let $M P, N Q$ be the perpendiculars to this tangent at the ends of the small interval M.N.

Then the volume required $=$ the limit of the sum of the cylinders formed by the rotation of rectangles $P N$ about $A C$

$$
\begin{aligned}
& =\operatorname{Lt} \Sigma \pi P M^{2} \cdot M N=\operatorname{Lt} \Sigma \pi(a-x)^{2} \delta y \\
& =\int_{0}^{a} \pi(a-x)^{2} d y .
\end{aligned}
$$

Let $x=a \cos \theta, y=a \sin \theta$; then the limits for $\theta$ are 0 and $\frac{1}{2} \pi$.

$$
\begin{aligned}
\therefore \text { the volume } & =\int_{0}^{\frac{1}{2} \pi} \pi a^{2}(1-\cos \theta)^{2} a \cos \theta d \theta \\
& =\pi a^{3} \int_{0}^{\frac{1}{2} \pi}\left[\cos \theta-2 \cos ^{2} \theta+\cos ^{3} \theta\right] d \theta \\
& =\pi a^{3}\left[1-2 \cdot \frac{1}{2} \cdot \frac{1}{2} \pi+\frac{2}{3}\right] \\
& =\frac{5}{3} \pi a^{3}-\frac{1}{2} \pi^{2} a^{3} \\
& =\frac{1}{8} \pi a^{3}(10-3 \pi) .
\end{aligned}
$$

## 159. Volume of any solid.

If the solid be divided up by planes perpendicular to the axis of $x$ at distance $\delta x$ apart, and if $A$ be the area of the section by the plane which is at distance $x$ from the origin, $A \delta x$ is the volume of the cylinder of base $A$ and thickness $\delta x$, and the volume of the solid will be the limiting value of $\Sigma A \delta x$, i. $\theta$. $\int A d x$ taken between proper limits.

In Art. $158, A=\pi y^{2}$; in some cases, $A$ can be found in terms of $x$ by an integration, and then a second integration will give the required volume. As examples of this method, we will take the following:

## Examples:

(i) Find the volume of a cone of height h standing on an eiliptical base whose semi-axes are a and b.

The equation of this ellipse, referred to its axes as axes of coordinates, is $x^{2} / a^{2}+y^{2} / b^{2}=1$ [p. 19]. Its area $=4 \int_{0}^{a} y d x$. Thking the coordinates of a point on the ellipse in the form $x=a \cos \theta, y=b \sin \theta$ [Art. 50], tho limits for $\theta$ are $\frac{1}{2} \pi$ and 0 , hence the area

$$
=4 \int_{\frac{1}{2} \pi}^{0} b \sin \theta x-a \sin \theta d \triangleq=4 a b \int_{0}^{\frac{1}{2} \pi} \sin ^{2} \theta d \theta=4 a b \cdot \frac{1}{2} \cdot \frac{1}{2} \pi=\pi a b .
$$

Next, taking the perpendicular from the vertex of the cone to its base as


Fig. 103.
axis of $x$, the area $A$ of a section perpendicular to $O X$ (Fig. 103) at distance $x$ from $O$ is to the area of the base as $x^{2}: h^{2}$; i.e. $A=\pi a b x^{2} / h^{2}$.
$\therefore$ the volume of the cone

$$
=\int_{0}^{h} A d x=\frac{\pi a b}{h^{2}} \int_{0}^{h} x^{2} d x=\frac{\pi a b}{h^{2}} \cdot \frac{1}{3} h^{3}=\frac{1}{3} \pi a b h
$$

(ii) Find the volume of an ellipsoid, i. e. a solid figure such that the section by any plane parallel to the plane $X O Y$, or perpendicular to either $O X$ or $O Y$, is an ellipse.


Fig. 104.
Let $a, b$ be the semi-axes $O A, O B$ (Fig. 104) of the section by the plane $X O Y ; a, c$ the semi-axes $O A, O C$ of the section by the plane through $O X$ perpendicular to $O Y$; therefore $b, c$ are the semi-axes of the section by the plane through $O Y$ perpendicular to $O X . a, b, c$ are called the axes of the ellipsoid.

Consider the section $P Q$ by a plane perpendicular to $O X$ at distance $x$ from 0 . The area of this section is, by the preceding example, $\pi \pi \dot{P} \dot{M} . Q M$.

Since $P$ is a point on the ellipse $A B$, it follows that $x^{2} / a^{2}+M P^{1} / b^{2}=1$;

$$
\because M P=b \sqrt{ }\left(a^{2}-x^{2}\right) / a
$$

Since $Q$ is a point on the ellipse $A C$, it follows that $x^{2} / a^{2}+M Q^{2} / c^{2}=1$;

$$
\therefore M Q=c \sqrt{ }\left(a^{2}-x^{2}\right) / a ;
$$

hence the area of the section $P Q=\pi b c\left(a^{2}-x^{2}\right) / a^{2}$.
Therefore the volume of the ellipsoid

$$
\begin{aligned}
& =\int_{-a}^{a} \frac{\pi b c}{a^{2}}\left(a^{2}-x^{2}\right) d x \\
& =\frac{2 \pi b c}{a^{2}} \int_{0}^{a}\left(a^{2}-x^{2}\right) d x=\frac{2 \pi b c}{a^{2}}\left(a^{3}-\frac{1}{3} a^{3}\right)-\frac{4}{3} \pi a b c .
\end{aligned}
$$

In some cases an approximation may be made to a volume by the use of Simpson's Rule. If, in Art. 156, $y_{1}, y_{2}, \ldots$ denote the areas of the sections $A_{1}, A_{2}, \ldots$ of a solid at equidistant intervals, the application of the rule will give an approximate value for $\int A d x$, the volume of the solid between the extreme sections.

If three sections only are taken, viz. the extreme sections $A_{1}, A_{3}$ and the section $A_{2}$ midway between them, Simpson's Rule gives the volume as $\frac{1}{3} h\left(A_{1}+4 A_{2}+A_{3}\right)$, a rule which is sometimes used in Mensuration.
(iii) Five equidistant sections of a solid are circles of circumferences 36, 42, 46, 50, and 52 inches, their common distance apart being 6 inches; find the volume between the extreme sections.

If $r$ be the radius of the first section, $2 \pi r=36 ; \quad \therefore r=18 / \pi$, and the area $\pi r^{2}=324 / \pi$ sq. inches. Similarly, the areas of the other sections are $441 / \pi, 529 / \pi, 625 / \pi, 676 / \pi$ sq. inches.
$\therefore$ the volume $=\frac{1}{8} .6[324+676+2.529+4(441+625)] / \pi$ $=2 \times 6322 / \pi=4025$ cubic inches, nearly.

## Examples LXII.

1. The loop of the curve $a y^{2}=x^{2}(a-x)$ rotates about the axis of $x$; find the volume of the solid formed.
2. Find the total volume generated by the rotation of the curve $a^{2} y^{2}=x^{2}\left(a^{2}-x^{2}\right)$ about the axis of $x$.
3. A segment of a parabola cut off by a double ordinate perpendicular to its axis rotates about the tangent at the vertex; find the volume generated.
4. The same segment rotates about the double ordinate; find the volume generated, and its ratio to the volume of the circumscribing cylinder.
5. Find the volume formed when one semi-undulation of the curve $y=b \sin (x / a)$ rotates about the axis of $x$.
6. From an extremity $B$ of the latus rectum of the parabola $y^{2}=4 a x, B K$ is drawn perpendicular to the axis of $y$; find the volume formed by the rotation of $O B K$ about $B K$.
7. Find the volume of the solid generated by the rotation of the curve $x y^{2}=a^{2}(a-x)$ about its asymptote.
8. The arc of a quadrant of a circle rotates about its chord; find the volume formed.
9. Find the volume formed by the rotation of $(a-x) y^{2}=x^{3}$ about its asymptote.
10. The curve $x=a \cos ^{3} \theta, y=a \sin ^{3} \theta$ rotates about the aris of $x$; find the volume fornsed.
11. One-half of one arch of a cycloid rotates about the tangent at the highest point; find the volume generated.
12. Find the volume formed when one arch of a cycloid rotates about its maximum ordinate.
13. Find the volume formed when the figure bounded by the axis of $x$, the catenary $y=c \cosh (x / c)$, and the ordinates $x= \pm c$ rotates about the axis of $x$.
14. The common part of the two parabolas $y^{2}=4 a x$ and $x^{2}=4 a y$ rotates about the axis of $x$; find the volume of the solid formed.
15. The curve * $x=a\left(\log \cot \frac{1}{2} \theta-\cos \theta\right), y=a \sin \theta$ rotates about the axis of $x$, which is an asymptote ; find the volume generated.

[^21]18. A circle of radius $r$ rotates about a tangent; find the volume of the resulting solid.
17. Find the volume formed when the figure bounded by the curve $y=a \sin (x / b)$, the axis of $y$ and the line $y=a$ rotates about the axis of $y$.
18. Show that the volume formed by rotating $y=e^{-x}$ (from $x=0$ to $x=\infty$ ) about the axis of $y$ is four times the volume formed by rotating it about the axis of $x$.
19. Find the volume obtained by rotating the figure bounded by $x^{\frac{1}{2}}+y^{\frac{1}{2}}=a^{\frac{1}{1}}$ and the axes about one of the axes.
20. Find the volume obtained by rotating the oval part of the curve $x^{2} y^{2}=a(x-a)(x-b)^{2}$ about the axis of $x$.
21. The circle $(x-a)^{2}+(y-b)^{2}=r^{2},(r<b)$, rotates about the axis of $x$; find the volume of the solid ring thereby formed.
22. Prove that the volume of a cone or pyramid of height $h$, which stands on a base of area $A$, is $\frac{1}{3} A h$.
23. Five equidistant sections of a barrel are circles of circumferences 80,90 , 96,90 , and 80 inches respectively, their common distance apart being 1 foot; find the volume of the barrel.
24. The bounding sections of a solid are ellipses (perpendicular to its axis) with semi-axes 4,6 inches and 10,12 inches respectively, the middle section is an ellipse with semi-axes 8,10 inches, and its length is 9 inches. Find its volume.
25. A square with a semicircle described upon one of its sides rotates about the opposite side; find the volume generated.
26. The smaller of the two portions into which an ellipse is divided by its latus rectum rotates about that latus rectum ; find the volume generated.
27. Find the volume generated by the rotation about the line $x=4$ of the figure bounded by this line and the curve $y^{2}=x^{3}$.
28. A sector of a circle, radius $r$, of angle $60^{\circ}$ rotates about its middle radius; find the volume formed.
20. An isosceles triangle rotates about an axis through its vertex parallel to its base; find the volume generated.
30. A quadrant of a circle rotates about a line through the centre of the circle, parallel to the chord which joins the extremities of its arc ; find the volume generated.

## LENGTHS OF CURVES

## 160. Lengths of curves.

The length of an arc of a curve has already been defined in Art. 14 as the limit of the perimeter of an inscribed polygon, when the sides are all indefinitely diminished. The process of finding the length of a curve is often referred to as the rectification of the curve. Some simple examples were worked out in Art. 82 from the fact that

$$
d s / d x=\sqrt{ }\left[1+(d y / d x)^{2}\right]
$$

If $P$ and $Q$ be two consecutive angular points of the inscribed polygon, whose coordinates are $(x, y)$ and $(x+\delta x, y+\delta y)$,

$$
P Q=\sqrt{ }\left[(\delta x)^{2}+(\hat{\delta} y)^{2}\right]=\delta x \sqrt{ }\left[1+(\hat{\delta} y / \delta x)^{2}\right] .
$$

Hence the length $s$ of the arc between two points whose abscissae are $a$ and $b$
since it follows from the mean-value theorem (Art. 116) that $\delta y / \delta x$ is equal to the value of $d y / d x$ at some point between $P$ and $Q$, and it was mentioned in Art. 144 that, in the definition of the definite integral of a function, it was sufficient to take the values of the function at any points within the successive intervals.

Similarly, the length of the arc may be expressed as

$$
\int_{a^{\prime}}^{b^{\prime}} \sqrt{ } \sqrt{ }\left[1+\left(\frac{d x}{d y}\right)^{2}\right] d y
$$

where $a^{\prime}$ and $b^{\prime}$ are the ordinates of the extreme points of the arc.
If the values of the coordinates $x$ and $y$ are expressed in terms of a third variable $\theta$, it follows in the same way that

$$
\frac{P Q}{\delta \theta}=\sqrt{\left[\left(\frac{\partial x}{\partial \theta}\right)^{2}+\binom{i y}{\partial \theta}^{2}\right], ~}
$$

and therefore the length of the are is equal to
taken between suitable limits for $\theta$.
In only comparatively few cases can the integration be effected in finite terms of such functions as have hitherto been considered. Even in the case of the ellipse, the resulting integral can only be completely evaluated by introducing and investigating the properties of a new class of functions known as elliptic functions. The integral obtained for the length of an arc of an ellipse is called an elliptic integral (the name being due to the fact that the rectification of the ollipse was the first problem in which such integrals presented themselves).

In some cases an approximation to the length of an arc may be made by the use of Simpson's Rule by taking equidistant values of $d s / d x$ or $d s / d y$.

Examples:
(i) Find the length of the arc of the parabola $\mathrm{y}^{8}=4 \mathrm{ax}$ fiom the vertex to any point ( $\mathrm{x}_{1}, \mathrm{y}_{1}$ ) on the curve.

In this case it is best to take $y$ as the independent variable.
Since $y^{2}=4 a x$, we have $2 y=4 a d x / d y ; \quad \therefore d x / d y=y / 2 a$.

$$
\begin{aligned}
\therefore \varepsilon & \left.=\int_{0}^{y_{1}} \sqrt{ }\left[1+\left(\frac{d x}{d y}\right)^{2}\right] d y=\int_{0}^{y_{1}} \sqrt{\left(1+\frac{y^{2}}{4 a^{2}}\right.}\right) d y=\frac{1}{2 a} \int_{0}^{y_{1}} \sqrt{ }\left(4 a^{2}+y^{2}\right) d y \\
& \left.=\frac{1}{2 a}\left[\frac{1}{2} y \sqrt{ }\left(4 a^{2}+y^{2}\right)+\frac{1}{2} .4 a^{2} \sinh ^{-1} y_{1}\right]^{2}\right]_{0}^{y_{1}} \quad(\text { Art. } 139) \\
& =\frac{1}{4 a}\left[y_{1} \sqrt{ }\left(4 a^{2}+y_{1}^{2}\right)+4 a^{2} \sinh ^{-1} \frac{y_{1}}{2 a}\right], \text { since } \sinh ^{-1} 0=0 .
\end{aligned}
$$

For instance, the length of the arc from the vertex to an extremity of the latus rectum, where $y_{1}$ is equal to $2 a$,

$$
\begin{aligned}
& =\frac{1}{4 a}\left[2 a \sqrt{ }\left(8 a^{2}\right)+4 a^{2} \sinh ^{-1} 1\right]=a\left(\sqrt{ } 2+\sinh ^{-1} 1\right) \\
& =a(1 \cdot 414 . .+881 . .)=2 \cdot 295 \ldots a .
\end{aligned}
$$

(ii) Find the length of the arc of a quadrant of an ellipse.

The coordinates of any point on the ellipse can be expressed in the form $x=a \cos \phi, y=b \sin \phi$ (Art. 50). Therefore $(d s / d \phi)^{2}=(d x / d \phi)^{2}+(d y / d \phi)^{2}=a^{2} \sin ^{2} \phi+b^{2} \cos ^{2} \phi$

$$
=a^{3}-\left(a^{2}-b^{2}\right) \cos ^{2} \phi=a^{3}-a^{2} e^{2} \cos ^{2} \phi \text { (p. 19) ; }
$$

$\therefore s=\int a\left(l-e^{2} \cos ^{2} \phi\right)^{\frac{1}{2}} d \phi$ between suitable limits.
Measuring $s$ from the end $A$ of the major axis where $\phi=0, s$ increases with $\phi$; therefore $d s / d \phi$ is + . At the end $B$ of the minor axis, $\phi=\frac{1}{2} \pi$; hence the values of $\phi$ at the extremities of a quadrant are 0 and $\frac{1}{2} \pi$, and the length of the arc $\quad=a \int_{0}^{\frac{1}{2} \pi}\left(1-e^{2} \cos ^{2} \phi\right)^{1 / 2} d \phi$.

This integral cannot be found in terms of functions hitherto considered, but an approximate value can be obtained by expanding $\left(1-e^{2} \cos ^{2} \phi\right)^{1 / 2}$ by the binomial theorem and retaining a few terms only. If the series converges rapidly, a good approximation is easily obtained.

$$
\begin{aligned}
\left(1-e^{2} \cos ^{2} \phi\right)^{\frac{1}{2}} & =1-\frac{1}{2} e^{2} \cos ^{2} \phi+\frac{\frac{1}{2} \cdot-\frac{1}{2}}{2!} e^{4} \cos ^{4} \phi-\frac{\frac{1}{2} \cdot-\frac{1}{2} \cdot-\frac{3}{2}}{3!} e^{6} \cos ^{6} \phi+\ldots \\
& =1-\frac{1}{2} e^{2} \cos ^{2} \phi-\frac{1}{8} e^{4} \cos ^{4} \phi-\frac{1}{1} \delta e^{6} \cos ^{8} \phi-\ldots
\end{aligned}
$$

This series satisfies the conditions under which an infinite series can be integrated term by term. Assuming this fact, we obtain, by integrating each term between 0 and $\frac{1}{2} \pi$, the length of the arc

$$
\begin{aligned}
& =a\left[\frac{1}{2} \pi-\frac{1}{2} e^{2} \cdot \frac{1}{2} \cdot \frac{1}{2} \pi-\frac{1}{8} e^{4} \cdot \frac{3 \cdot 1}{4 \cdot 2} \cdot \frac{1}{2} \pi-\frac{1}{16} e^{6} \cdot \frac{5 \cdot 3 \cdot 1}{6 \cdot 4 \cdot 2} \cdot \frac{1}{2} \pi-\ldots\right] \\
& =\frac{1}{2} \pi a\left(1-\frac{1}{4} e^{2}-\frac{3}{64} e^{4}-\frac{1}{25} \pi e^{6}-\ldots\right) .
\end{aligned}
$$

In the ellipse, $e$ is always $<1$, and the terms diminish rapidly. E.g. if the semi-ares are 6 and 10 inches, $e^{2}=1-b^{2} / a^{2}=64$, and the length of the are $=\frac{1}{2} \pi .10[1-\cdot 16-\cdot 0192-\cdot 0051]=5 \pi \times \cdot 8157$
$=12 \cdot 8$ inches approximately.

## Examples LXIII.

1. Find by integration the length of the circumference of a circle.
2. Find the length of the arc of the parabola $y^{2}=4 x$ from the vertex to the point $(9,6)$.
3. Find the length of the arc of the curve $a y^{2}=x^{3}$ from the origin to the point whose abscissa is $\frac{7}{3} a$.
4. If $s$ be the length of the arc of the catenary $y=c \cosh (x / c)$ from the verter to the point $(x, y)$, show that $s^{2}=y^{2}-c^{2}$.
5. Find the length of the curve $y=e^{x}$ from $y=\frac{3}{4}$ to $y=\frac{4}{8}$.
6. Find the total length of the astroid $x=a \cos ^{3} \theta, y=a \sin ^{3} \theta$.
7. Prove that the area between the catenary $y=c \cosh (x / c)$, the axis of $x$ and the ordinates of two points on the curve is equal to $c s$, where $s$ is the length of the arc intercepted between the two points.
8. Express the length of one semi-undulation of the curve $y=b \sin (x / a)$ as a definite integral.
9. Find the length of the loop of the curve $3 a y^{2}=x(x-a)^{2}$.
10. Calculate the perimeter of an ellipse whose major axis is 15 inches in length and whose eccentricity is $\frac{1}{3}$.
11. The axes of an ellipse are 10 and 20 inches; find its perimeter.
12. Show that in the curve $x^{2 / 3}+y^{2 / 3}=a^{2 / 3}$, if $s$ be the length of the arc measured from the axis of $y, s^{y^{2}} \propto x^{2}$.
13. Find the length of the curve $y=\log \cos x$ from $x=0$ to $x=\frac{1}{3} \pi$.
14. Find the total length of the curve $(x / a)^{2 / 3}+(y / b)^{2 / 3}=1$.
15. The eccentricity $e$ of an ellipse is small; prove that the perimeter is $2 \pi a\left(1-\frac{1}{4} e^{2}\right)$, nearly.
16. Find the length of the curve $x=2 a \cos \theta-a \cos 2 \theta, y=2 a \sin \theta-a \sin 2 \theta$ from $\theta=\pi$ to $\theta=\alpha$.
17. Find the length of the curve $y=\log \left[\left(e^{x}+1\right) /\left(e^{x}-1\right)\right]$ from $x=a$ to $x=2 a$.
18. A curve is given by the equations $x=\alpha(\cos \theta+\theta \sin \theta), y=a(\sin \theta-\theta \cos \theta)$; find the length of the arc from $\theta=0$ to $\theta=\alpha$.
19. Find, by Simpson's Rule, the perimeter of the ellipse in Ex. (ii), Art. 160.
20. Find approximately the length of the arc of the hyperbola $x y=12$ from $x=1$ to $x=4$.

## AREAS OF SURFACES

## 161. Areas of surfaces of solids of revolution.

If in Fig. 96 (p. 287) the curve $A B$ rotates about the axis of $x$, the straight line $P Q$ generates a frustum of a cone ; the sum of the areas of all these frusta tends, when $\delta x \rightarrow 0$, to a limiting value which is
defined as the area of the curved surface of the solid (Art. 14). It has been shown (p. 44) that the area described by $P Q$
$=P Q \times$ circumference of circle described by middle point of $P Q$

$$
=P Q \cdot 2 \pi\left(y+\frac{1}{2} \delta y\right) .
$$

$\therefore$ the area of the surface formed by the rotation of $A B$

$$
\begin{aligned}
& =\operatorname{Lt} \Sigma P Q \cdot 2 \pi\left(y+\frac{1}{2} \delta y\right) \\
& =\operatorname{Lt} \Sigma(P Q / o s s) 2 \pi\left(y+\frac{1}{2} \delta y\right) \delta s \\
& =\int_{s_{1}}^{s_{2}} 2 \pi y d s, \text { since } P Q / \delta s \rightarrow 1 \text { and } y+\frac{1}{2} \delta y \rightarrow y,
\end{aligned}
$$

where $s_{1}$ and $s_{2}$ are the lengths of the are measured from some fixed point on the curve to $A$ and $B$ respectively.
i. e. area of surface $=\int_{a}^{b} 2 \pi y \sqrt{\left[1+\left(\frac{d y}{d x}\right)^{2}\right] d x \text { ( } 1 \text { rt. S2). }}$

If it is more convenient, this may be expressed as

$$
\int 2 \pi y \sqrt{\left[1+\left(\frac{d x}{d y}\right)^{2}\right] d y}
$$

between suitable limits.
As with volumes, the area of the surface can be found in a similar manner, if the curve rotates about a line parallel to one of the axes. In some cases, too, Simpson's Rule may be used, circumferences being taken of sections at equal distances measured along the arc of the generating curve.
Sometimes it is more convenient to express both $y$ and $s$ in terms of some other variable $\theta$.

Examples:
(i) Find the area of the curved surface formed by the rotation of a quadrant of a circle about the tangent at one extremity of it.

Referring to Fig. 102, we have, since $P Q=a \delta \theta$, the area of the surface

$$
\begin{aligned}
& =\operatorname{Lt} \Sigma(2 \pi M P . P Q)=\mathrm{Lt} \Sigma 2 \pi(a-x) a \delta \theta \\
& =\int_{0}^{1} \pi 2 \pi a(1-\cos \theta) a d \theta=2 \pi a^{2} \int_{0}^{1 \pi}(1-\cos \theta) d \theta \\
& =2 \pi a^{2}\left(\frac{1}{2} \pi-1\right)=\pi(\pi-2) a^{2} .
\end{aligned}
$$

(ii) Find the area of the whole surface of a sphere, and the area intercepted between two parallel planes.

Let the sphere be formed by the rotation of the circle $x^{2}+y^{2}=r^{2}$ about the axis of $x$. If $\theta$ be the inclination of the radius $O P$ (Fig. 105) to the axis of $x$, the coordinates of $P$ are $(r \cos \theta, r \sin \theta)$. and the length of the arc $s$ from $A$ to $P$ is $r \theta$.

The whole surface is twice the surface generated by the rotation of $A B$

$$
\begin{aligned}
& =2 \int_{0}^{\frac{1}{2} \pi} 2 \pi y \frac{d s}{d \theta} d \theta \\
& =4 \pi \int_{0}^{\frac{1}{2} \pi} r \sin \theta \cdot r d \theta=4 \pi r^{2} \int_{0}^{\frac{1}{2} \pi} \sin \theta d \theta \\
& =4 \pi r^{2} .
\end{aligned}
$$

If the area intercepted between two


Fig. 105. parallel planes $H H^{\prime}$ and $K K^{\prime}$ be required, and if $\alpha$ and $\beta$ be the inclinations of $O K$ and $O I I$ to the axis of $x$, this area

$$
\begin{aligned}
& =\int_{\alpha}^{\beta} 2 \pi y \frac{d s}{d \theta} d \theta=2 \pi r^{2} \int_{\alpha}^{\beta} \sin \theta d \theta=2 \pi r^{2}(\cos \alpha-\cos (y) \\
& =2 \pi r(r \cos \alpha-r \cos \beta)=2 \pi r(O L-O F)=2 \pi r . F L .
\end{aligned}
$$

This is equal to the area intercepted by the same two planes on the cylinder with axis $O A$ circumscribing the sphere. (Sce also Art. 14.)
(iii) Find the area of the surface of the solid formed by the rotation of one arch of a cycloid about its base.

In the cycloid, $y=a(1-\cos \theta), \quad d s / d \theta=2 a \sin \frac{1}{2} \theta$ (Art. 82);
$\therefore$ the area required $=\int_{0}^{2 \pi} 2 \pi y \frac{d s}{d \theta} d \theta=\int_{0}^{2 \pi} 2 \pi a(1-\cos \theta) \cdot 2 a \sin \frac{1}{2} \theta d \theta$

$$
=4 \pi a^{2} \int_{0}^{2 \pi} 2 \sin ^{2} \frac{1}{2} \theta \cdot \sin \frac{1}{2} \theta d \theta=8 \pi a^{2} \int_{0}^{2 \pi} \sin ^{9} \frac{1}{2} \theta d 0
$$

Let $\frac{1}{2} \theta=\phi ;$ the limits for $\phi$ are then 0 and $\pi$, and $d \theta / d \phi=2$.
$\begin{aligned} \therefore \text { the area } & =8 \pi a^{2} \cdot 2 \int_{0}^{\pi} \sin ^{8} \phi d \phi=32 \pi a^{2} \int_{0}^{\frac{1}{2}} \sin ^{3} \phi d \phi \\ & =32 \pi a^{2} \cdot \frac{4}{8}=\frac{\frac{6}{8} \pi a^{2} .}{}\end{aligned}$

## Examples LXIV.

1. Find the area of the surface of the solid formed by the rotation about the axis of $x$ of the parabola $y^{2}=16 x$ from $x=5$ to $x=12$.
2. Find the area of the curved surface of the belt of a sphere of radius 1 foot between two parallel planes at distances 3 and 9 inches from the centre.
3. Find the area of the surface generated by rotating one arch of a cycloid about the tangent at its vertex (i.e. the middle point of the arch).
4. Find the area of the surface generated by the rotation of the cycloid about its aris.
5. Obtain the superficial area of the solid formed by rotating about the axis of $y$ the curve $a y^{2}=x^{5}$ from $x=0$ to $x=4 a$.
6. Find the area of the surface obtained by rotating a circle of radius $r$ about a straight line in its plane at a distance $a(>r)$ from its centre.
7. Find the area of the surface generated by rotating a quadrant of a circle about the tangent at its middle point.
8. The arc of a quadrant of a circle rotates about its chord; find the area of the surface thereby formed.
9. Find the area of the surface formed by the rotation of the astroid $x^{2 / 3}+y^{2 / 3}=a^{2 / 3}$ about one of the axea.
10. The arc of the catenary $y=c \cosh (x / c)$ from $x=0$ to $x=c$ rotates about the axis of $y$; find the area of the surface formed.
11. Find the area of the surface of the prolate spheroid oltained by rotating the ellipse $x^{2} / a^{2}+y^{2} / b^{2}=1$ about its major axis.
First prove that $(d s / d \theta)^{2}=a^{2}\left(1-e^{2} \sin ^{2} \theta\right)$, where $(a \sin \theta, b \cos \theta)$ are the coordinates of a point on the ellipse, and integrate by putting $e \sin \theta=\sin \phi$.
12. Find the area of the surface of the oblate spheroid formed by rotating the ellipse $x^{2} / a^{2}+y^{2} / b^{2}=1$ ubout its minor axis.
13. The arc of the parabola $y^{2}=4 a x$ cut off by the latus rectum rotates about the tangent at the vertex ; find the area of the surface described.
14. Find the area of the surface produced by rotating about the axis of $x$ the arc of the rectangular hyperbola $y^{2}=x^{2}+2 a^{2}$ from $x=0$ to $x=a$.
15. The arc of the catenary $y=c \cosh (x / c)$ between $x=-c$ and $x=c$ revolves about the axis of $x$; find the area of the surface generated.
16. Find the area of the surface formed by the rotation about the axis of $x$ of the loop of the curve $3 a y^{2}=x(x-a)^{2}$.
17. The part of the curve $y=e^{x}$ from $x=0$ to $x=-\infty$ rotates about the axis of $x$; find the surface described.
18. The curve $x=a(\log \cot \theta-\cos 2 \theta), y=a \sin 2 \theta$ rotates about the axis of $x$, which in an asymptote of the curve; find the area of the surface generated.
19. Find, by Simpson's Rule, the area of the surface of the solid described in Ex. LXII. 23, the common distance of 1 foot being measured along the arc.
20. Find, with a similar modification, the surface of the solid in Art. 159, Ex. (iii).

## CHAPTER XVII

## POLAR EQUATIONS

## 162. Plotting of curves from polar equations.

If the equation of a curve be given in rectangular coordinates, it can be transformed into polar coordinates by making the substitutions

$$
x=r \cos \theta, \quad y=r \sin \theta, \quad x^{2}+y^{2}=r^{2} \quad \text { (p. 23). }
$$

In the case of several important curves, the polar equation is much simpler than the Cartesian equation.

Examples:
(i) The Lemniscate.

The Cartesian equation of a well-known curve called the Lemniscate of Bernouilli is $\left(x^{2}+y^{2}\right)^{2}=a^{2}\left(x^{2}-y^{2}\right)$. It would not be very easy to plot the curve or develop its properties from this equation, but, transforming to polars by aid of the above substitutions, we get

$$
\left(r^{2}\right)^{2}=a^{2}\left(r^{2} \cos ^{2} \theta-r^{2} \sin ^{2} \theta\right)
$$

i.e.

$$
r^{2}=a^{2}\left(\cos ^{2} \theta-\sin ^{2} \theta\right)=a^{2} \cos 2 \theta
$$



Fig. 106.
By the aid of this equation the curve is easily drawn, and the lemniscate affords a good illustration of the way in which the form of a curve is deduced from its polar equation.

In the first place, a change in the sign of $\theta$ does not alter the equation, since $\cos (-\alpha)=\cos \alpha$; this shows that the curve is symmetrical about the initial line $O X$. Again, if $\theta$ is increased by $\pi, \cos 2 \theta$ becomes $\cos (2 \theta+2 \pi)$, which is the same as $\cos 2 \theta$; since the equation is unchanged when the radius vector makes half a complete revolution, it follows that the curve is symmetrical about the origin. Hence it only remains to plot it from $\theta=0$ to $\theta=\frac{1}{2} \pi$. When $\theta=0, r$ is numerically equal to $a$, and as $\theta$ increases from 0 to $\frac{1}{4} \pi, r$ decreases from $a$ to 0 ; as $\theta$ increases from $\frac{1}{2} \pi$ to $\frac{1}{2} \pi, \cos 2 \theta$ is - ; therefore $r^{2}$ is - , and $r$ is imaginary.

Hence, if the angles between the rectangular axes be bisected by the straight lines $A O A^{\prime}$ and $B O B^{\prime}$, the curve consists of two equal ovals in the angles $A O B$ and $A^{\prime} O B^{\prime}$ which are bisected by $X X^{\prime}$ (Fig. 106).
(ii) The Cardioid.

This curve has the equation $r=a(1+\cos \theta)$, and is of importance in Optics. As in the preceding example, it is symmetrical about the initial line $O X$. As $\theta$ increases from 0 to $\frac{1}{2} \pi$,


Fig. 107. $r$ decreases from $2 a$ to $a$; as $\theta$ increases from $\frac{1}{2} \pi$ to $\pi, r$ continues to decrease from $a$ to 0 . Hence its shape is as indicated in Fig. 107.

From the equation of the curve, and the equation of a circle obtained on p. 23, it is easy to see a simple geometrical construction for the curve. $r=a+a \cos \theta$, and $a \cos \theta$ is the radius vector of a point on a circle of diameter $a$; therefore, if from a point $O$ on a circle chords $O P^{\prime}$ are drawn and points $P$ are taken on these chords produced at a distance $a$ from the circumference, the locus of the points $P$ is a cardioid.
If the equation be given in the form $r=a(1-\cos \theta)$, the graph is the reflexion in the axis of $y$ of the curve shown in the figure.

## Examples LXV.

Draw roughly the curves in Examples 1-12:

1. $r=2+\cos \theta$.
2. $r=a \theta$.
3. $r=a \cos 2 \theta$.
4. $r=1+2 \cos \theta$.
5. $r=a \sin 3 \theta$.
B. $r=e^{2 \theta}$.
6. $r \theta=a$.
7. $r=a \cos 3 \theta$.
8. $r=a \sin 2 \theta$. 10. $r=2 a \sin \theta \tan \theta$.
9. $r^{2}=a^{2} \cos \theta$.
10. $r=a \sec \theta+b$ :
(i) when $a>b$, (ii) when $a=b$,
(iii) when $a<b$.
11. Transform $y^{2}(2 a-x)=x^{3}$ to polars.
12. Find the polar equation of a rectangular hyperbola.
13. Find the polar equation of a parabola.

## 163. Angle between tangent and radius vector.

Let $(r, \theta)$ be the polar coordinates of a point $P$ (Fig. 108) on the curve, and $(r+\delta r, \theta+\delta \theta)$ the coordinates of a neighbouring point $Q$; therefore the angle $P O Q=\delta \theta$.


Fig. 108.
Draw PM perpendicular to $O Q$.
Then $\sin 0 Q P=\frac{M P}{I^{\prime} Q}=\frac{r \sin \delta \theta}{I^{\prime} Q}=r \frac{\sin \delta \theta}{\delta \theta} \times \frac{\delta \theta}{\delta s} \times \frac{\delta s}{P^{\prime} Q}$.
When $Q$ moves along the curve and approaches indefinitely near to $P$, the limiting position of $P Q$ is the tangent at $P$, and the angle $O Q P$ becomes the angle between the tangent at $P$ and the radius vector $O P$. This angle is usually denoted by $\phi$.

Now Lt $(\sin \delta \theta) / \delta \theta=1, \quad$ Lt $\delta s / P Q=1, \quad$ Lt $\delta \theta / i s=d \theta / d s$;
$\therefore$ ultimately

$$
\sin \phi=r \frac{d \theta}{d s} .
$$

Similarly, $\quad \cos O Q n=\frac{M Q}{P Q}=\frac{O Q-O M I}{P Q}$

$$
\begin{aligned}
& =\frac{r+i r-r \cos i \theta}{\delta s} \times \frac{\delta s}{P Q} \\
& =\left[\frac{r(1-\cos \delta \theta)}{\partial s}+\frac{\delta r}{\delta s}\right] \frac{\delta s}{P Q} .
\end{aligned}
$$

$\therefore$ ultimately

$$
\cos \phi=\left[0+\frac{d r}{d s}\right] \times 1=\frac{d r}{d s},
$$

since it follows from Art. 13 (10) that

$$
L_{t} \frac{r(1-\cos \delta \theta)}{\delta s}=L_{t} r \cdot \frac{1-\cos \delta \theta}{\delta \theta} \cdot \frac{i 0}{\delta s}=r \times 0 \times \frac{d \theta}{d s}=0 ;
$$

Similarly it may be shown that $\tan \phi=r \frac{d \theta}{d r}$.

The last result can also be deduced as follows:

$$
\tan \phi=\frac{\sin \phi}{\cos \phi}=r \frac{d \theta}{d s} \times \frac{d s}{d r}=r \frac{d \theta}{d r} . \quad \text { (Art. 34.) }
$$

Again, since $\sec ^{2} \phi=1+\tan ^{2} \phi$, and $\operatorname{cosec}^{2} \phi=1+\cot ^{2} \phi$,
it follows that

$$
\left(\begin{array}{l}
\frac{d s}{d r}
\end{array}\right)^{2}=1+r^{2}\left(\frac{d \theta}{d r}\right)^{2},
$$

and

$$
{ }_{r^{2}}^{1}\left(\frac{d s}{d \theta}\right)^{2}=1+\frac{1}{r^{2}}\left(\frac{d r}{d \theta}\right)^{2},
$$

i.e.

$$
\left(\frac{d s}{d \theta}\right)^{2}=r^{2}+\left(\frac{d r}{d \theta}\right)^{2} .
$$

Examples:
(i) Prove that in the cardioid $\mathrm{r}=\mathrm{a}(1-\cos \theta)$ the angle between the tangent and the radius vector is half the vectorial angle.
We have $d r / d \theta=a \sin \theta$;

$$
\begin{gathered}
\therefore \quad \tan \phi=r \frac{d \theta}{d r}=\frac{a(1-\cos \theta)}{a \sin \theta}=\frac{2 \sin ^{2} \frac{1}{2} \theta}{2 \sin _{\frac{1}{2}} \theta \cos \frac{1}{2} \theta}=\tan \frac{1}{2} \theta, \\
\phi=\frac{1}{2} \theta .
\end{gathered}
$$

(ii) Find the polar equation of the curve in which the inclination of the tangent to the radius vector is constant.
Let the tangent be inclined at an angle $\alpha$ to the radius vector;
then
whence

$$
\begin{gathered}
\tan \alpha=r d A / d r, \quad \therefore d \theta / d r=(\tan \alpha) / r, \\
\theta=\log r \cdot \tan \alpha+C .
\end{gathered}
$$



Fig. 109.
Let the curve cut the initial line from which $\theta$ is measured at distance $a$ from the origin, i. e. let $r=a$ when $\theta=0$.
Then $\quad 0=\log a \cdot \tan \alpha+C$, and $C=-\log a \cdot \tan \alpha$;

$$
\therefore \quad \theta=\tan \alpha(\log r-\log a)
$$

i.e. $\quad \theta \cot \alpha=\log (r / a), \quad$ whence $r=a e^{\theta} \cot \alpha$.

This curve is called an equiangular spiral (Fig. 109).
164. Perpendicular from origin to tangent.

If $p$ be the perpendicular from the origin to the tangent and $u$ the reciprocal of the radius vector, to prove that

$$
\frac{1}{p^{2}}=u^{2}+\binom{d u}{d \theta}^{2}
$$

Since (Fig. 110) $p=r \sin \phi$, we have

$$
\begin{aligned}
\frac{1}{{p^{2}}^{2}} & =\frac{\operatorname{cosec}^{2} \phi}{r^{2}}=\frac{1+\cot ^{2} \phi}{r^{2}} \\
& =\frac{1}{r^{2}}\left\{1+\frac{1}{r^{2}}\left(\frac{d r}{d \theta}\right)^{2}\right\} \\
& =\frac{1}{r^{2}}+\frac{1}{r^{4}}\left(\frac{d r}{d \theta}\right)^{2} .
\end{aligned}
$$

Since $u=\frac{1}{r}, \frac{d u}{d \theta}=-\frac{1}{r} \frac{d r}{d 0}$;

$$
\therefore \quad \stackrel{1}{\dot{p}^{2}}=u^{2}+\left(\frac{d u}{d \ddot{\theta}}\right)^{2} .
$$



Fig. 110.

If a perpendicular to $O P$ through $O$ meet the tangent and normal at $P$ in $T$ and $G$ respectively, $O T$ and $O G$ are sometimes called the polar subtangent and polar subnormal.

Evidently the polar subtangent $=r \tan \phi=r^{2} d \theta / d r$, and the polar subnormal $\quad=r \cot \phi=d r / d \theta$.

## 165. Tangential-polar or $p$ and $r$ equation.

If $r$ be the radius vector of a point $P$ on a curve, and $p$ the perpendicular from the origin to the tangent at $P$, the equation which gives the relation between $p$ and $r$ is called the tangential-polar or $\mathrm{p}-\mathrm{r}$ equation of the curve. In many curves this relation takes a very simple form.

The tangential-polar equation can easily be deduced from the ordinary polar equation. It was shown, in the preceding article, that

$$
\frac{1}{p^{2}}=\frac{1}{r^{2}}+\frac{1}{r^{4}}\left(\frac{d r}{d \theta}\right)^{2} .
$$

By eliminating $\theta$ between this equation and the polar equation of the curve, the tangential-polar equation is obtained.

In a few cases it can be obtained quite easily geometrically.
It is obvious at once that the equation of a circle is $p=r$, if the centre be taken as origin; the equation of a straight line is $p=$ constant; that of an equiangular spiral (Art. 163, Ex. (ii)) is $p=r \sin \alpha$.

Again, if $P$ (Fig. 111) be any point on a circle, $O N$ the perpendicular from


Fig. 111.
a. fixed point $O$ on the circumference to the tangent at $P$, and $O A$ the diameter through $O$, the triangles $O N P, O P A$ are similar.

$$
\therefore O N / O P=O P / O A \text {, i. e. } p / r=r ; 2 a \text { or } r^{2}=2 a p \text {. }
$$



Fig. 112.

In the parabola, it is easily proved that the perpendicular from the focus to a tangent meets it on the tangent at the vertex.

The triangles $A S Y, Y S P$ (Fig. 112) are similar ;

$$
\therefore \quad A S / S Y=S Y / S P ; \text { i.e. } a / p=p / r \text { or } p^{2}=a r
$$

In the case of the ellipse, it is a well-known theorem that the rectangle contained by the perpendiculars $S Y, S^{\prime} Y^{\prime}$ (Fig. 113) from the foci to any tangent is equal to $b^{2}$.


Fig. 113.
The triangles $S P Y, S^{\prime} I^{\prime} Y^{\prime}$ are similar; hence, taking the focus $S$ as origin,

$$
\frac{b^{2}}{\bar{p}^{2}}=\frac{S Y \cdot S^{\prime} Y^{\prime}}{S Y^{2}}=S^{\prime} Y^{\prime} S^{\prime}=\frac{S^{\prime} P}{S P}=\frac{A A^{\prime}-S P}{S P}=\frac{2 a-r}{r}=\frac{2 a}{r}-1
$$

Similarly, the corresponding equation for the hyperbola is $\frac{b^{2}}{p^{2}}= \pm \frac{2 a}{r}+1$.
As examples of the way in which the tangential-polar equation can be deduced from the polar equation, we will take the lemniscate and the cardioid.

In the lemniscate, $r^{2}=a^{2} \cos 2 \theta$ (Art. 162). Differentiating with respect to $\theta$,

$$
2 r d r / d \theta=-2 a^{2} \sin 2 \theta
$$

$$
\begin{gathered}
\therefore\left(\frac{d r}{d \theta}\right)^{2}=\frac{a^{4} \sin ^{2} 2 \theta}{r^{2}}=\frac{a^{4}\left(1-\cos ^{2} 2 \theta\right)}{r^{2}}=\frac{a^{4}-r^{4}}{r^{4}} \\
\therefore \quad \frac{1}{p^{2}}=\frac{1}{r^{2}}+\frac{1}{r^{4}}\left(\frac{d r}{d \theta}\right)^{2}=\frac{1}{r^{2}}+\frac{1}{r^{4}} \cdot \frac{a^{4}-r^{4}}{r^{2}}=\frac{a^{4}}{r^{6}} ; \quad \therefore \quad r^{3}=a^{2} p
\end{gathered}
$$

In the cardioid, $\quad r=a(1+\cos \theta), \quad d r / d \theta=-a \sin \theta$,

$$
\begin{aligned}
& \therefore \quad(d r / d \theta)^{2}=a^{2} \sin ^{2} \theta=a^{2}-a^{2} \cos ^{2} \theta=a^{2}-(r-a)^{2}=2 a r-r^{2} ; \\
& \quad \therefore \frac{1}{p^{2}}=\frac{1}{r^{2}}+\frac{1}{r^{4}}\left(2 a r-r^{2}\right)=\frac{2 a}{r^{3}} ; \quad \therefore \quad r^{3}=2 a y^{2} .
\end{aligned}
$$

## Examples LXVI.

1. Prove that $\phi=\frac{1}{2}(\pi-\theta)$ in the parabola $r(1+\cos \theta)=2 a$.
2. Prove that, in the curve $r=a e^{b \theta}$, the tangent is inclined at a constant angle to the radius vector.
3. Find the angle between the tangent and the radius vector at the point ( $\frac{8}{1} a, \frac{1}{3} \pi$ ) on the cardioid $r=a(1+\cos \theta)$.
4. Find in terms of $r$ the value of $d s / d \theta$ in the cardioid $r=a(1+\cos \theta)$.
5. Prove that in the curve $r^{2}=a^{2} \sin 2 \theta$ the angle between the tangent and the radius vector is double the vectorial angle.
6. Prove that in the curve $r \theta=a$ (the reciprocal or hyperbolic spiral) the polar subtangent is constant.
7. Show that in the curve $r=a \sin ^{9} \frac{1}{3} \theta$ the inclination of the tangent at any point to the initial line is four times the angle between the tangent and the radius vector.
8. Find the angle between the radius vector and the tangent at the point on the curve $r \theta=a$ where $\theta=\pi$.
9. Prove that in the curve $r^{n}=a^{n} \sin n \theta, \phi=n \theta$.
10. Show that in the curve $r=a e^{\theta}$ the polar subtangent and subnormal are equal.
11. Prove that, in the curve $r(1-\cos \theta)=2 a, \quad \phi+\frac{1}{2} \theta=\pi$.
12. If $O N$ be the perpendicular from the origin to the tangent at $P$, prove that $P N=r d r / d s$.
13. Prove that, in the curve $r^{n}=a^{n} \cos n \theta, d s / d \theta=a \sec ^{(n-1) / n} n \theta$.
14. Show that $r^{2} \cos 2 \theta=a^{2}$ represents a rectangular hyperbola.
15. Show that, in the curve $r^{2} \cos 2 \theta=a^{2}, p r=a^{2}$.
16. Prove that, in the curve $r=a \theta, p^{2}=r^{4} /\left(a^{2}+r^{2}\right)$.

This curve is called the spiral of Archimedes. It is the path of a point which moves along a straight line with constant velocity, while at the same time the line rotites about a fixed point in itself with constant angular velocity.
17. Prove that, in the curve $r=a / \theta, p^{2}=a^{2} r^{2} /\left(a^{2}+r^{8}\right)$.
18. Show that, if $r^{n}=a^{n} \cos n \theta, r^{n+1}=a^{n} p$.
19. Show that in any curve $d s / d r=r / \sqrt{ }\left(r^{2}-p^{2}\right)$.
20. Prove also that $d r / d \theta=r \sqrt{ }\left(r^{2}-p^{2}\right) / p$.
21. Deduce from the preceding result the equation of the curve in which $r^{3}=2 a p^{2}$.
22. Prove that all chords of the cardioid $r=a(1+\cos \theta)$ through the origin are equal in length.
23. Find the maximum double ordinate of the cardioid.
24. Find the distance from the origin of the tangent (perpendicular to the axis) which touches the cardioid at two points.
25. Find the maximum ordinate of the lemniscate $r^{2}=a^{2} \cos 2 \theta$.
20. If $u$ and $v$ be the components of the velocity of a moving point $P$ along and perpendicular to the radius vector $O P$, prove that $u=\dot{r}, v=r \dot{\theta}$.
27. Show that, in the rectanguiar hyperbola $r^{2} \cos 2 \theta=a^{2}, p^{2}=a^{2} \cos 2 \theta$.
28. The curve $r=2+4 \cos \theta$ consists of two loops through the origin, one within the other; find the directions of the tangents to the curve at the origin.
29. Find the maximum double ordinate of the curve $r=a+b \cos \theta$ (which is called a limaçon).
30. Find the ' $p$ and $r$ ' equation of a hyperbola, taking a focus as origin.
81. " " ", an ellipse, taking the centre as origin.
82. Find the distance from the origin of the tangent which touches the curve $r=a+b \cos \theta$ at two points. Compare this result with that of Ex. 24.
83. Prove that in the equiangular spiral the polar subtangent varies as the radius vector.
34. Prove that in the curve $r=a \theta$ the polar subnormal is constant.
85. Prove that in the curve $r=a \sin \theta$ the tangent and the initial line are equally inclined to the radius vector.
38. In the curve $r^{2} \cos 2 \theta=a^{2}$, find the inclination of the tangent to the radius vector when $\theta=3 \pi$. Explain the result geometrically.

## 168. Areas in polar coordinates.

Let $O A, O B$ (Fig. 114) be two fixed radii of a curve making angles $\alpha$ and $\beta$ respectively with the initial line. Let $(r, \theta)$ be the polar coordinates of any point $P$ on the arc $A B$, and let $z$ be the area between the curve and the radii $O A, O P$; let $Q$ be the point $(r+\delta r, \theta+\delta \theta)$. The increase $\delta \theta$ in the angle $\theta$ produces the increase $P O Q$ in the area.

$F_{1 ;} 114$.
If circles with $O$ as centre and $O P, O Q$ as radii cut $O Q$ and $O P$ respectively in $M$ and $N$, then the area $O I^{\prime} Q$ is intermediate in value between the sectors $O P M$ and $O Q N$,
i.e.

$$
\delta \varepsilon>\frac{1}{2} r^{2} \delta \theta \text { and }<\frac{1}{2}(r+\delta r)^{2} \delta 0
$$

$$
\therefore \delta z / \delta \theta \text { is hetween } \frac{1}{2} r^{2} \text { and } \frac{1}{2}(r+\delta r)^{2} .
$$

In the limit, when $\delta \theta \rightarrow 0, r+\delta r \rightarrow r$ and $\delta z / \delta \theta \rightarrow d z / d \theta$;

$$
\therefore \quad \frac{d \varepsilon}{d \theta}=\frac{1}{2} r^{2}, \quad \text { and } \quad z=\int_{\alpha}^{\beta} \frac{1}{2} r^{2} d \theta
$$

As in the case of rectangular coordinates, the same result is obtained by taking the area $A O B$ as the limiting value of $\Sigma(\triangle O P M)$,
i.e.

$$
I t \sum_{\alpha}^{\beta} \frac{1}{2} r^{2} \delta \theta \text { as } \delta \theta \rightarrow 0, \text { i.e. } \int_{\alpha}^{\beta} \frac{1}{2} r^{2} d \theta .
$$

Example. Find the area of one lonp of the lemniscute $\mathrm{r}^{2}=\mathrm{a}^{2} \cos 2 \theta$.
Since $r=0$ when $\theta= \pm \frac{1}{2} \pi$, and the curve is symmetrical about $\theta=0$, the area $=2 \int_{0}^{\frac{1}{2} \pi} \frac{1}{2} r^{2} d \theta=a^{2} \int_{0}^{\frac{1}{t} \pi} \cos 2 \theta d \theta=a^{2}\left[\frac{1}{2} \sin 2 \theta\right]_{0}^{\frac{1}{4} \pi}=\frac{1}{2} a^{2}$.

Hence the total area of both loops $=a^{2}$, i. e. the area of a square of side $a$.

## 167. Lengths of arcs in polar coordinates.

It was shown in Art. 163 that $\left(\frac{d s}{d \ddot{\theta}}\right)^{2}=r^{2}+\left(\frac{d r}{d \theta}\right)^{2}$;
therefore, measuring $s$ so that it increases with $\theta$,

$$
\frac{d s}{d \bar{\theta}}=\sqrt{ }\left[r^{2}+\binom{d r}{d \dot{\theta}}^{2}\right] ; \quad \therefore s=\int_{a}^{\beta} \sqrt{\left[r^{2}+\binom{d r}{d \bar{\theta}}^{2}\right] d \theta, ~, ~ . ~}
$$

where $\alpha, \beta$ are the values of $\theta$ at the extremities of the arc.
As in the case of rectangular coordinates, the same expression is obtained by taking the length of the arc as the limit of the perimeter of an inscribed polygon.
1:xample. Find the total length of the cardioid.
In the cardioid $r=a(1+\cos \theta)$,

$$
\begin{aligned}
(d s / d \theta)^{2} & =r^{2}+(d r / d \theta)^{2}=a^{2}(1+\cos \theta)^{2}+a^{2} \sin ^{2} \theta=a^{2}(2+2 \cos \theta) \\
& =4 a^{2} \cos ^{2} \frac{1}{2} \theta ;
\end{aligned} \quad \begin{aligned}
\therefore \text { total length of arc } & =2 \int_{0}^{\pi} 2 a \cos \frac{1}{2} \theta d \theta=4 a\left[2 \sin \frac{1}{2} \theta\right]_{0}^{\pi}=8 a .
\end{aligned}
$$

## 168. Volumes and areas in polar coordinates.

There are no simple general formulae for the volumes and superficial areas of solids of revolution in polar coordinates. The following oxample will show the method of dealing with such cases.

Example. Find the volume and the area of the surface of the solid formed by the rotation of the cardioid $\mathrm{r}=\mathrm{a}(1+\cos \theta)$ about its line of symmetry.

Starting with the Cartesian formula, we have

$$
\text { the area }=\int 2 \pi y d s=\int_{0}^{\pi} 2 \pi r \sin \theta \frac{d s}{d \theta} d \theta
$$

(the limits are 0 and $\pi$ since the rotation of the upper half gives the solid),

$$
=\int_{0}^{\pi} 2 \pi a(1+\cos \theta) \sin \theta \cdot 2 a \cos \frac{1}{2} \theta d \theta
$$

(it was shown in Art. 167 that $d s / d \theta=2 a \cos \frac{1}{2} \theta$ )

$$
\begin{aligned}
& =4 \pi a^{2} \int_{0}^{\pi} 2 \cos ^{2} \frac{1}{2} \theta \cdot 2 \sin \frac{1}{2} \theta \cos \frac{1}{2} \theta \cdot \cos \frac{1}{2} \theta d \theta \\
& =16 \pi a^{2} \int_{0}^{\pi} \cos ^{\frac{1}{2}} \frac{1}{2} \theta \sin \frac{1}{2} \theta d \theta
\end{aligned}
$$

Let $\frac{1}{2} \theta=\phi$; then the limits for $\phi$ are 0 and $\frac{1}{2} \pi$, and the integral

$$
\begin{aligned}
& =32 \pi a^{2} \int_{0}^{\frac{1}{2} \pi} \cos ^{4} \phi \sin \phi d \phi \\
& =32 \pi a^{2} \cdot \frac{3.1}{5.3 .1} \\
& ={ }_{6}^{32} \pi a^{2} .
\end{aligned}
$$

Similarly, the volume $=\int_{0}^{2 a} \pi y^{2} d x=\int_{\pi}^{0} \pi r^{2} \sin ^{2} \theta \frac{d x}{d \theta} d \theta$, since $\theta=0$ when $x=2 a$, and $\theta=\pi$ when $x=0$.

$$
\begin{gathered}
\quad x=r \cos \theta=a\left(\cos \theta+\cos ^{2} \theta\right), \\
\\
\therefore \quad d x / d \theta=a(-\sin \theta-2 \cos \theta \sin \theta)=-a \sin \theta(1+2 \cos \theta) ;
\end{gathered}
$$

$\therefore$ the volume $=\int_{\pi}^{0} \pi a^{2}(1+\cos \theta)^{2} \sin ^{2} \theta \times-a \sin \theta(1+2 \cos \theta) d \theta$

$$
\begin{aligned}
& =\pi a^{3} \int_{0}^{\pi}(1+\cos \theta)^{2}(1+2 \cos \theta) \sin ^{3} \theta d \theta \\
& =\pi a^{3} \int_{0}^{\pi}\left[1+4 \cos \theta+5 \cos ^{2} \theta+2 \cos ^{3} \theta\right] \sin ^{3} \theta d \theta
\end{aligned}
$$

Of the four integrals contained in this cespression, the second and fourth are, from Theorem V, Art. 146, equal to 0 , and in the other two, the integrals from 0 to $\pi$ are double the integrals from 0 to $\frac{1}{2} \pi$.
$\therefore$ the volume
$=2 \pi a^{3} \int_{0}^{\frac{1}{2} \pi}\left(\sin ^{3} \theta+5 \cos ^{2} \theta \sin ^{3} \theta\right) d \theta$
$=2 \pi a^{3}\left[\frac{2}{3}+5 \cdot \frac{2}{5 \cdot 3}\right]$
(Art. 149)
$=\frac{8}{8} \pi a^{3}$.
It will be noticed that, if $B M B^{\prime}$ (Fig. 115) be the double tangent, $d x / d \theta$ is - from $A$ to $B$, and + from $B$ to $O$; therefore the integral from


Fig. 115. 0 to $\pi$ gives the volumes formed by the rotation of $A B M$ and $M D O$ with different signs, i. e. it gives the volume whose section is $A B O B^{\prime} A$.

## Examples LXVII.

1. Find the area of the cardioid $r=a(1+\cos \theta)$.
2. Find the area between the curve $r=2 e^{3 \theta}$ and the two radii whose lengths are 2 and 4.
3. Show that, in the curve $r \theta=a$, the area described by the radius starting from some fixed position is proportional to the increase in the length of the radius.
4. Find the area of the curve $r=2+\cos \theta$.
5. The curve $r=2+4 \cos \theta$ consists of two loops through the origin, one within the other; find the area of each loop. (See Ex. LXV1. 28.)
6. Find the area of the circle $r=2 a \cos \theta$.
7. Trace the curve $r^{2}=a^{2} \cos \theta$, and find its area.
8. Find the area of one loop of the curve $r=a \cos 3 \theta$.
9. Find the area of one loop of the curve $r=a \sin 4 \theta$.
10. Find the area of the segment of the circle $r=2 a \cos \theta$ cut off by the straight line $\theta=\frac{1}{8} \pi$.
11. Find the areas of the several portions into which the cardioid $r=a(1+\cos \theta)$ is divided by the axis of $y$.
12. The polar equation of a parabola referred to its focus as origin is $r(1+\cos \theta)=2 a$; find the area cut off by the latus rectum.
13. Find the length of the curve $r=a e^{\theta}$ between two radii of lengths $r_{1}$ and $r_{s}$.
14. Find the length of the spiral $r=a \theta$ from $\theta=0$ to $\theta=24$.
15. Find the length of the curve $r=a \cos ^{5} \frac{1}{8} \theta$.
16. Find the length of the arc of a parabola (see Question 12) cut off by the latus rectum.
17. Express the length of one loop of the lemniscate $r^{2}=a^{2} \cos 2 \theta$ as a definite integral.
18. If $A$ be the area of a curve whose tangential-polar equation is given, prove that $d A / d r=\frac{1}{2} r / \sqrt{ }\left(r^{2}-p^{2}\right)$.
Deduce from this result the area of the cardioid.
19. Deduce from the result of Ex. LXVI. 19, the length of the cardioid.
20. Prove that $2 d A / d \theta=p d s / d \theta-r^{2}$; and verify geometrically.
21. Find the volume of the solid formed by rotating the curve $r^{2}=a^{2} \cos \theta$ about its line of symmetry.
This solid is called the solid of greatest attraction.
22. The curve $r-4+2 \cos \theta$ rotatea about ita axis; find the area of the surface described.
23. Find the volume of the solid described in the previous example.
24. The curve $r=a \cos \theta$ rotates about the line which bisects it; find the superficial area of the solid thereby formed.
25. Find the volume of the solid in the preceding example.
26. The area mentioned in Question 12 rotatea about its axis; find the area of the surface of the solid formed.
27. Find also the volume of the solid in the preceding question.
28. The curve $r=e^{\theta}$ between $\theta=0$ and $\theta=\pi$ rotates about the line from which $\theta$ is measured; find the superficial area of the solid formed.

## 189. Epicycloids and hypooycloids.

If a circle rolls (without sliding) on the outside of the circumference of another circle, the locus of a fixed point on its circumference is called an epicycloid; if it rolls on the inside, the locus is called a hypocycloid.

The equations of these curves are easily obtained in terms of a third variable, as in the case of the cycloid (Art. 50).

Let $P$ (Fig. 116) be the position of the tracing point when the point of contact of the circles has moved from $A$ to $H ; P$ was originally at $A$. Let $a$ and $b$ be the radii of the fixed and rolling circles, and $\theta, \phi$ the angles turned through by $O I I$ and $C I$ respectively; then the arc $A I=a \theta$, and the arc $P H=b \phi$.

Since these arcs are equal, $a \theta=b \phi$, i. e. $\phi=a \theta j b$.

Let $(x, y)$ be the coordinates of $P$ referred to $O$ as origin and $O A$ as axis of $x$. Then

$$
\begin{aligned}
x=O K-P M & =O C \cos \theta-P C \cos C P M \\
& =(a+b) \cos \theta-b \cos (\theta+\phi),[\text { since } C P M I=C L K=\theta+\phi] \\
& =(a+b) \cos \theta-b \cos \frac{a+b}{b} \theta, \quad\left(\text { since } \phi=\frac{a}{b} \theta\right) \\
y=K C-M C & =O C \sin \theta-P C \sin C P M=(a+b) \sin \theta-b \sin \frac{a+b}{b} \theta .
\end{aligned}
$$



Fig. 116.

If the rolling circle be inside the fixed circle, it will be seen at once, by drawing a figure, that the coordinates of the tracing point are obtained by changing the sign of $b$.

Hence, in this case,

$$
\begin{aligned}
& x=(a-b) \cos \theta+b \cos \frac{a-b}{b} \theta \\
& y=(a-b) \sin \theta-b \sin \frac{a-b}{b} \theta
\end{aligned}
$$

If the rolling circle surround the fixed circle, $b>a$; but the latter equations still give the coordinates of the tracing point. The locus in this case is sometimes called a pericycloid.

All these curves are special cases of a class of curves known as roulettes.
It can be shown exactly as in the case of the cycloid (Art. 50) that, if $P$ be joined to $H$ and also to $I^{\prime}$, the other extremity of the diameter $H C$, then $P H^{\prime}$ and $P I$ are respectively the tangent and the normal to the curve at $P$.

Particular cases. (i) In the case of the epicycloid, if $b=a$, the equations become $\quad x=2 a \cos \theta-a \cos 2 \theta, \quad y=2 a \sin \theta-a \sin 2 \theta$.

In this case the curve is a cardioid; for, if $r$ be the distance of $P$ from $A$, we have $r^{2}=(x-a)^{2}+y^{2}$, which reduces to $4 a^{2}(1-\cos \theta)^{2}$.

## Hence

$$
r=2 a(1-\cos \theta)
$$

and it is obvious geometrically that in this case $A P$ is parallel to $O C$, and the angle $P A K$ is equal to $\theta$, so that the locus of $P$ is a cardioid with $A$ as pole.
(ii) In the case of the hypocycloid, if $a=2 b$, the equations become

$$
x=b \cos \theta+b \cos \theta-2 b \cos \theta, \quad y=b \sin \theta-b \sin \theta=0
$$

Hence the tracing point moves along the axis of $x$ and describes a diameter of the fixed circle.
(iii) If $a=4 b$, the equations become

$$
\begin{gathered}
x=3 b \cos \theta+b \cos 3 \theta=b\left[3 \cos \theta+4 \cos ^{5} \theta-3 \cos \theta\right]=4 b \cos ^{5} \theta \\
y=3 b \sin \theta-b \sin 3 \theta=b\left[3 \sin \theta-3 \sin \theta+4 \sin ^{5} \theta\right]=4 b \sin ^{5} \theta \\
\therefore \quad x^{2 / 3}+y^{2 / 9}=(4 b)^{2 / 3}\left(\cos ^{2} \theta+\sin ^{2} \theta\right)=a^{2 / 3}
\end{gathered}
$$

In this case, the curve is the astroid [Art. 49, Ex. (i)].

## Examples LXVIII.

1. Give the coordinates of any point on an epicycloid and a hypocycloid when $a=3 b$. Sketch the curves.
2. Find the value of $d y / d x$ in an epicveloid; deduce that, if $H C I I^{\prime}$ be a diameter of the rolling circle (Fig. 116), $H^{\prime} P^{\prime}$ is the tangent at $P$.
3. Find $d s / d \theta$ in an epicycloid, and deduce the length of the curve traced out in one revolution of the rolling circle.
4. Find $d s / d \theta$ and the length of the curve in the case of the hypocycloid.
5. Find the equation of the tangent to the epicycloid in which $a=2 b$, at the point where $\theta=\frac{1}{4} \pi$.
6. Find the equation of the tangent to the hypocycloid in which $a=3 b$, at the point where $\theta=\frac{1}{3} \pi$.
7. Find the area between the epicycloid and the fixd circle when $a=2 b$.
8. Prove (geometrically) that the tangential-polar equation of the epicycloid is $r^{2}=a^{2}+\frac{4(a+b) b}{(a+2 b)^{2}} p^{2}$.
9. Find the tangential-polar equation of the hypocycloid when $a=3 b$.
10. Obtain the coordinates of a point on an epicycloid when $b$ becomes infinite, so that the rolling circle becomes a straight line.
The epicycloid in this case is called an involute of the fixed circle.

## CHAPTER XVIII

## PHYSICAL APPLICATIONS

## CENTRES OF GRAVITY

170. Centre of gravity. Centre of mass or inertia.

It is proved in text-books on Mechanics that the resultant of any number of parallel forces $I_{1}, P_{2}, \ldots$, acting at fixed points $A_{1}, A_{2}, \ldots$, is their algebraical sum $\Sigma(P)$, and that it acts at a point whose position relative to $A_{1}, A_{2}, \ldots$ is fixed. This point is called the centre of the system of parallel forces.

If $\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right), \ldots$ be the coordinates of $A_{1}, A_{2}, \ldots$, referred to rectangular axes $O X, O Y$, it follows, by supposing the forces to be parallel to each axis in turn and taking moments about $O$, that the coordinates $(\bar{x}, \bar{y})$ of the centre are given by the equations

$$
\begin{aligned}
& \bar{x} \cdot \Sigma(P)=P_{1} x_{1}+P_{2} x_{2}+\ldots=\Sigma(I x) \\
& \bar{y} \cdot \Sigma(P)=P_{1} y_{1}+P_{2} y_{2}+\ldots=\Sigma(P y) .
\end{aligned}
$$

Each particle of a body is acted upon by a furce, viz. its weight, along the line joining it to the centre of the earth (regarded as a sphere). In the case of all ordinary bodies, the distance of the centre of the earth is so great compared with the dimensions of the body that the weights of the different particles of the body may be regarded as a system of parallel forces. This system possesses a 'centre' which is fixed relative to the positions of the particles, i.e. fixed with respect to the body. The resultant of this system of parallel forces is the weight of the body, and its centre is called the centre of gravity (frequently denoted by the letters C. G.) of the body.

If $m_{1}, m_{2}, \ldots$ denote the masses of a system of particles whose coordinates are $\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right), \ldots$, the equations above, which determine the position of the centre of gravity of the system, become

$$
\bar{x} \Sigma(m g)=\Sigma(m g x) ; \quad \bar{y} \Sigma(m g)=\Sigma(m g y)
$$

i.e. dividing by $g$,

$$
M \bar{x}=\Sigma(m x) ; \quad M \bar{y}=\Sigma(m y)
$$

if $M$ be the total mass of the system.
$\Sigma(m x)$ and $\Sigma(m y)$ are sometimes referred to as the first moments of the system about the axes of $y$ and $x$ respectively.

We here confine ourselves to the case in which the body is symmetrical about a plane; the centre of gravity lies in this plane, and the preceding equations determine its position relative to fixed exes in this plane.

In the case of a continuous distribution of mass, the summations above become definite integrals. The centre of gravity, as given by the preceding equations, coincides with the point (defined in various ways independently of the weight of the body) known as the centroid or centre of mass or centre of inertia of the body.

If the preceding equations be differentiated with respect to the time, we have, using the notation of Art. 62,

$$
M \dot{x}=\Sigma(m \dot{x}) ; \quad M \dot{y}=\Sigma(m \dot{y}) ;
$$

and, differentiating a second time,

$$
M \ddot{x}=\Sigma(m \ddot{x}) ; \quad M \ddot{y}=\Sigma(m \ddot{y}) .
$$

Hence the velocitios and accelerations of the C. G. of a system of particles are obtained from the velocities and accolerations of the several particles by the same rule which gives the coordinates of the C. G. in terms of the coordinates of the particles.
171. Centre of mass of a lamina and of a solid of revolution.
(1) To find the centre of mass of a uniform thin lamina bounded by a curve $y=f(x)$, the axis of $x$, and two ordinates $x=a, x=b$, lel the area be divided into elements by ordinates as in Fig. 117; let the coordinates of $P$ and $Q$ be $(x, y)$ and $(x+\delta x, y+\delta y)$.


Fig. 117.
Consider the rectangle $P N$. Its area is $y \delta x$, and its mass $m y \delta x$, if $m$ we the mass per unit area of the lamina. The coordinates of the centre of mass of $P N$ are $\left(x+\frac{1}{2} \delta x, \frac{1}{2} y\right)$; therefore, if $(\bar{x}, \bar{y})$ denote the coordinates of the centre of mass of $A H K B$, and $M$ the total mass,

$$
\begin{array}{r}
M \bar{x}=\operatorname{Lt} \sum_{\substack{x=b \\
x=a}}^{x y \delta} \delta x\left(x+\frac{1}{2} \delta x\right)=\int_{a}^{b} m y x d x, \\
\text { since } x+\frac{1}{2} \delta x \rightarrow x \text { as } \delta x \rightarrow 0 ; \text { and } \\
M \tilde{M}=\operatorname{Ltt}_{\substack{x=b \\
x=a}} m y \delta x . \frac{1}{2} y=\int_{a}^{b} m . \frac{1}{2} y^{2} d x .
\end{array}
$$

If the area be symmetrical about one of the axes, the centre of mass will be on the axis of symmetry, and only one coordinate has to be determined.
(2) If the area $A H K B$ makes a complete revolution about the axis of $x$, the centre of mass of the solid of revolution so formed will be on this axis. If $m$ be the mass per unit volume, i.e. the density, then we have, taking moments about the origin,

$$
M \bar{x}=\text { Lt }_{\mathrm{t}} \sum_{\bar{x}=\mathrm{a}=\mathrm{a}}^{a} m \pi y^{9} \delta x \times\left(x+\frac{1}{8} \delta x\right)=\int_{a}^{b} m \pi y^{2} x d x
$$

which gives the position of the centre of mass of the solid.

## Examples:

(i) Find the centre of mase of the area between the parabola $\mathrm{y}^{2}=4 \mathrm{ax}$, the axis of x , and the ordinate $\mathrm{x}=\mathrm{b}$.

We have
$M \bar{x}=\int_{0}^{b} x . m y d x=m \int_{0}^{b} x .2 a^{1 / 2} x^{1 / 3} d x=2 m a^{1 / 2} \int_{0}^{b} x^{3 / 2} d x=2 m a^{1 / 2} \cdot \frac{\beta_{b}}{b} b^{6 / 2}$, and $M=m \times$ area $=m \cdot \frac{2}{3} b .2 a^{1 / 2} b^{1 / 2}$ [Art. 79, Ex. (i)] $-\frac{1}{3} m a^{1 / 2} b^{5 / 9}$.

$$
\therefore \text { by division, } \bar{x}=8
$$

Similarly $\quad M \bar{y}=\int_{0}^{b} \frac{1}{2} y . m y d y=m \int_{0}^{b} 2 a x d x=m a b^{2}$;

$$
\therefore \quad \bar{y}=m a b^{2} / M=m a b^{2} / 3 m a^{1 / 2} b^{5 / 2}=1 \sqrt{ }(a b)=\frac{8}{8} .2 \sqrt{ }(a b)=8_{8}^{8} B K .
$$

(ii) Find the centre of mass of the volume formed by the rotation of the same figure about the axis of $\mathbf{x}$ :

In this case

Also

$$
M \bar{x}=\int_{0}^{b} m \pi y^{2} d x \times x=m \pi \int_{0}^{b} 4 a x^{2} d x=\frac{1}{8} m \pi a b^{3}
$$

$$
M=\int_{0}^{b} m \pi y^{2} d x=m \pi \int_{0}^{b} 4 a x d x=2 m \pi a b^{2}
$$

Therefore $\quad \bar{x}=\frac{2}{3} b$.
(iii) Find the C. G. of a quadrilateral with two parallel sides.

Let $a$ and $b$ be the lengths of the parallel sides $A B$ and $C D$ (Fig. 118), and $c$ the distance between them; the C. G. obviously lies on the line $\Delta I N$ which joins the middle points of $A B$ and $C D$.

Let $P Q$ be a strip of length $x$ at distance $y$ from AB. If $m$ be the mass per unit area, the whole mass

$$
=m \times \text { area }=\frac{1}{2}(a+b) \mathrm{cm} .
$$

$\therefore$ taking moments,

$$
\frac{1}{1}(a+b) c m \bar{y}=\int_{0}^{c} m x d y \times y
$$



Fig. 118.

Let $A L K$, parallel to $B C$, meet $P Q$ at $L$; then, by similar triangles,

$$
\begin{aligned}
& \frac{y}{c}=\frac{A P}{A D}=\frac{P L}{D K}=\frac{x-a}{b-a} ; \quad \text { whence } \quad x=a+\frac{b-a}{c} y, \\
& \frac{1}{2}(a+b) c m \bar{y}=m \int_{0}^{c}\left(a y+\frac{b-a}{c} y^{2}\right) d y=m\left[\frac{a c^{2}}{2}+\frac{b-a}{c} \cdot c^{5} \begin{array}{l}
3
\end{array}\right] \\
& =m c^{2}\left[\frac{1}{2} a+\frac{1}{b}(b-a)\right]=\frac{1}{6} m c^{2}(a+2 b) ; \\
& \therefore \bar{y}=c \cdot \frac{a+2 b}{3(a+b)} .
\end{aligned}
$$

and

It follows that the C. G. divides $M N$ in the ratio $a+2 b: 2 a+b$.
From this result, the following simple geornetrical construction for the C. G. easily follows:

Produce $A B$ to $E$ and $C D$ to $F$ so that $D E=C D$ and $D F=A B$. Let $E F$ mect $M N$ in $G$.
Then $\quad M G / G N=M E / N F=\left(\frac{1}{2} a+b\right) /\left(\left(a+\frac{1}{2} b\right)=(a+2 b) /(2 a+b)\right.$;
hence $G$ is the C. G. of the figure.
We will now find the C. G. of a solid of revolution when the axis of rotation is not one of the axes of coordinates.
(iv) The pat of the parabola $\mathrm{y}^{2}=4 \mathrm{ax}$ between the axis of x and the latus rectum rotates about the latus rectum; find the C.G. of the solid formed.

The centre of gravity is obviously on the latus rectum SL (Fig. 119). Let $A S=a$, therefore $S L=2 a$ (Ex. II. 20).


Fig. 119. lmagine the solid divided by planes per pendicular to $S L$ into thin circular plates. The mass of an element

$$
=m \pi Y^{\prime} N^{2} \delta y=m \pi(a-x)^{2} \delta y
$$

and its C. G. is at the height $y+\frac{1}{2} \delta y$, which $\rightarrow y$ as $\delta y \rightarrow 0$.
$\therefore$ the whole mass

$$
\begin{aligned}
& =\int_{0}^{2 a} m \pi(a-x)^{2} d y=m \pi \int_{0}^{2 a}\left(a-\frac{y^{2}}{4 a}\right)^{2} d y \\
& =m \pi \int_{0}^{2 a}\left(a^{2}-\frac{1}{2} y^{2}+1_{1}^{1} E y^{4} / a^{2}\right) d y \\
& =m \pi\left[a^{2} .2 a-\frac{1}{8}(2 a)^{3}+8_{80}^{1}(2 a)^{5} / a^{2}\right]=\frac{18}{8} m \pi a^{3}
\end{aligned}
$$

Therefore, taking moments,

$$
\begin{aligned}
& \begin{aligned}
\frac{18}{15} m \pi a^{5} \cdot \bar{y} & =\int_{0}^{2 a} m \pi(a-x)^{2} y d y=m \pi \int_{0}^{2 a}\left[a^{2} y-\frac{1}{2} y^{3}+\frac{1}{18} y^{5} / a^{2}\right] d y \\
& =m \pi\left[a^{2} \cdot \frac{1}{2}(2 a)^{2}-\frac{1}{8}(2 a)^{4}+\frac{8^{2}}{8}(2 a)^{8} / a^{2}\right]=\frac{\pi}{8} m \pi a^{4},
\end{aligned} \\
& \text { whence } \quad \bar{y}=\frac{5}{8} a=1_{8}^{5} S L .
\end{aligned}
$$

172. Centres of gravity connected with the circle and sphere.

We will now solve some examples connected with the circle and the sphere.

## To find the C. G. or centre of mass of:

(i) A uniform circular are. Take the line which bisects the are, upon which the C. 世.obviously lies, as axis of $x$, and let the arc subtend an angle $2 \alpha$ at the centre.
Let $m$ be the mass per unit length. Let $s$ be the length of the arc measured from $X$ to $P$, and let the angle $X O P=\theta$ (Fig. 120).
Then the maks of an element of arc $P Q$ of length $\delta s=m \delta s=m r \delta \theta$, and the whole mass $=m .2 r \alpha$.
Therefore, taking moments about 0 ,
$m .2 r \alpha \cdot \bar{x}=\int_{-\sigma}^{\alpha} m r d A \cdot x=2 \int_{0}^{\alpha} m r d \theta \cdot r \cos \theta$
$=2 m r^{2} \sin \alpha$,
whence

$$
\bar{x}=(r \sin \alpha / / a .
$$

(ii) $A$ sector of a circle. To find the C.(G. of the setor $04 \pi$, we may regard it as the limit of $\Sigma(\triangle P O Q)$. The area of this triangle $=\frac{1}{2} r^{2} \sin \delta \theta=\frac{1}{2} r^{2} \delta \theta \times(\sin \delta \theta) / s \theta$, and in the limit, the last factor is 1 . Its C. G. is on the median from $O$ to $I^{\prime} Q$, and therefore is ultimately at distane $z^{x}$ from 0 . The area of the whole sector $=\frac{1}{2} r^{2} \times 2 \alpha$; hence, if $m$ be the mass per unit area, and


Fig. 120. therefore $r^{2} \alpha m$ the whole mass, we have

$$
r^{2} \alpha m \times \bar{x}=\int_{-\alpha}^{\alpha} m \cdot \frac{1}{2} r^{2} d \theta \cdot \frac{2}{3} r \cos \theta=\frac{2}{3} m r^{3} \sin \alpha,
$$

whence

The area of the surface of a sphere intercepted by two parallel planes.
Consider the surface formed by the rotation of the arc $A B$ (Fig. 120) about the axis of $x$, and take, as in Art. 161, an element of surface $2 \pi y$.s.s. Its C. G. is at a distance from $O$ which tends to the limit $x$ as $\delta \delta \rightarrow 0$.
$\therefore M \bar{x}=\int m 2 \pi y d s . x \quad$ (between suitable limits)

$$
\begin{aligned}
& =2 m \pi \int_{\beta}^{\alpha} r \sin \theta \cdot r \cos \theta \cdot r d \theta(\text { if } \alpha, \beta \text { be the valucs of } \theta \text { at } A \text { and } B) \\
& =m \pi r^{8} \int_{\beta}^{\alpha} 2 \sin \theta \cos \theta d \theta=m \pi r^{3}\left[-\cos ^{2} \theta\right]_{\beta}^{\alpha} \\
& =m \pi r^{3}\left(\cos ^{2} \beta-\cos ^{2} \alpha\right) .
\end{aligned}
$$

Also, $M=m \int 2 \pi y d s=m \int_{\beta}^{\alpha} 2 \pi r \sin \theta . r d \theta=2 m \pi r^{2}(\cos \beta-\cos \alpha)$.
$\therefore$ by division, $\bar{x}=\frac{1}{2} r(\cos \beta+\cos \alpha)=\frac{1}{2}(O M+O N)$.
Hence the C.G. is half-way between the bounding planes.

## (iv) The volume of the portion of a sphere cut off by a plane.

Considerttre volume formed by the rotation of $A M X$ (Fig. 120) about the axis of $x$, and take an element of volume $\pi y^{2} \delta x$. Its C. G. is at a distance from $O$ which tends to the limit $x$ as $\delta x \rightarrow 0$. Therefore, denoting $O M$ by $h$,

$$
M \bar{x}=\int_{h}^{r} m \pi y^{2} d x \times \pi
$$

In this case, it is more convenient to integrate with respect to $x$.

$$
\begin{aligned}
& \begin{aligned}
M \bar{x} & =\int_{h}^{r} m \pi x\left(r^{2}-x^{2}\right) d x=m \pi\left[\frac{1}{2} r^{2} x^{2}-\frac{1}{4} x^{4}\right]_{h}^{r} \\
& =m \pi\left[\frac{1}{2} r^{4}-\frac{1}{2} r^{4}-\left(\frac{1}{2} r^{2} h^{2}-\frac{1}{2} h^{4}\right)\right] \\
& =\frac{1}{2} m \pi\left(r^{4}-2 r^{2} h^{2}+h^{4}\right)=\frac{1}{4} m \pi\left(r^{2}-h^{2}\right)^{2} .
\end{aligned} \\
& \text { Also, } M=\int_{h}^{r} m \pi\left(r^{2}-x^{2}\right) d x=m \pi\left[r^{2} x-\frac{1}{8} x^{3}\right]_{h}^{r}=\frac{1}{3} m \pi\left(2 r^{3}-3 r^{2} h+h^{5}\right) . \\
& \therefore \text { by division, } \bar{x}=\frac{3}{4} \frac{\left(r^{2}-h^{2}\right)^{2}}{2 r^{3}-3 r^{2} h+h^{3}}=\frac{3(r+h)^{2},}{4} 2 r+h
\end{aligned}
$$

after removing the common factor $(r-h)^{2}$.

## Particular Cases.

If in (i) we take $\alpha=\frac{1}{2} \pi$, we have the C. G. of a semicircular arc at a distance $2 r / \pi$ from the centre along the middle radius.

If in (ii) we take $\alpha=\frac{1}{2} \pi$, we have the C. G. of a semicircular area at a distance $4 r / 3 \pi$ from the centre along the middle radius.

If in (iii) we take $\alpha=\frac{1}{1} \pi, \beta=0$, we have the C. G. of the surface of a hemisphere or of an indefinitely thin hemispherical shell at a distance $\frac{1}{2} r$ from the centre along the midule radius.

If in (iv) we take $h=0$, we have the C. G. of a solid hemisphere at a distance ${ }_{8}^{3} r$ from the centre along the middle radius

## 173. Application of Simpson's Rule to centres of gravity.

If the equation of the bounding curve (in the case of an area) or the generating curve (in the case of a solid of revolution) be not known, or if the expressions obtained by the method of Art. 171 cannot be integrated, the position of the C.G. can be found approximately by Simpson's Rule (Art. 156), as shown in the following example:

A curve is draton through the points (1, 2), (1•5, 2•4), (2, 2.7), (2.5, 2.8), $(3,3),(3.5,2 \cdot 6),(4,2 \cdot 1)$; find the $C . G$. of the area between this curve, the axis of $x$, and the ordinates $x=1$ and $x=4$.

We have $\bar{x}=\int_{1}^{4} x y d x \div \int_{1}^{4} y d x ; \quad \bar{y}=\int_{1}^{4} \frac{1}{2} y^{2} d x \div \int_{1}^{4} y d x$.
The value of $\int_{1}^{4} y d x$ has been found in Art. 156, Ex. (i), to be $7 \cdot 8$ nearly.

To find $\int_{1}^{4} x y d x$, we first write down the successive values of $x y$ at each point ; they are $2,3 \cdot 6,5 \cdot 4,7,9,9 \cdot 1$, and 8.4 .

The sum of the first and last values $=10 \cdot 4$, twice the other odd values $=2(5 \cdot 4+9)=28 \cdot 8$, four times the even values $=4(3 \cdot 6+7+9 \cdot 1)=78.8$.
$\therefore$ the approximate value of the integral $=\frac{1}{8} \times 5(10 \cdot 4+28 \cdot 8+78 \cdot 8)=19.67$.
Similarly, the successive values of $y^{2}$ are $4,5 \cdot 76,7 \cdot 29,7 \cdot 84,9,6 \cdot 76$, and 4.41. Hence the approximate value of

$$
\begin{aligned}
\frac{1}{2} \int_{1}^{4} y^{2} d x & =\frac{1}{2} \times{ }_{3}^{\cdot 5}[4+4 \cdot 41+2(7 \cdot 29+9)+4(5 \cdot 76+7 \cdot 84+6 \cdot 76)] \\
& =\frac{1}{12}(122 \cdot 43)=10 \cdot 2
\end{aligned}
$$

Therefore the coordinates of the C. G. of the given area are approximately $19 \cdot 67 / 7 \cdot 8$ and $10^{\circ} 2 / 7 \cdot 8$, i.e. $(2 \cdot 52,1 \cdot 31)$.

## 174. Pappus' theorems.

These are two useful theorems first given by Pappus of Alexandria about 300 A.d.
(1) If an arc of a plane curve rotate about an axis in its own plane which does not divide it into two parts, the area of the surface thereby formed is equal to the length of the arc multiplied by the length of the path of the centre of gravity of the arc.

Let the axis about which the curve rotates be taken as the axis of $x$.


Fig. 121.
If $l$ be the total length of the arc, and $\bar{y}$ the ordinate of its centre of gravity,

$$
l \bar{y}=\int y d s \text { between suitable limits }
$$

Hence the area of the surface generated

$$
=\int 2 \pi y d s=2 \pi l \bar{y}=l \times \text { length of path of C.G. of arc, }
$$

which gives the theorem stated.
(2) If a plane area rotate about an axis in its own plane which does not divide it into two parts, the volume of the solid thereby formed is equal to the area multiplied by the length of the path of the centre of gravity of the area.

If $\delta A$ be an element of area, $y^{\prime}$ the ordinate of its centre of gravity, and $\bar{y}^{\prime}$ the ordinate of the centre of gravity of the area,

$$
A \bar{y}^{\prime}=\int y^{\prime} d A
$$

Hence the volume generated $=\int^{\prime} 2 \pi y^{\prime} d A=2 \pi \bar{y}^{\prime} A$

$$
=A \times \text { length of path of C. G. of } A
$$

These results are evidently true if the arc or the area does not make a complete revolution; in this case, the factor $2 \pi$ in the preceding proofs is replaced by the factor $\alpha$, where $\alpha$ is the circular measure of the angle turned through.

## Examples:

(i) A circle of radius $r$ rotates about an axis in its own plane at distance $c(>r)$ from its centre; find the volume and superficial area of the solid formed (which is called a tore or anchor-ring).

The centre of the circle is the centre of gravity of both arc and area.
Hence the superficial area $=2 \pi r \times 2 \pi c=4 \pi^{2} r c$,
and the volume $\quad=\pi r^{2} \times 2 \pi c=2 \pi^{2} r^{2} c$.
(ii) These theorems can also be used to find the centre of gravity of a semicircular arc or area, for the rotation of semicircular area gives a sphere.

The volume of the sphere $\frac{8}{8} \pi r^{3}=$ area of semicircle $\times$ length of path of its C. G. $=\frac{1}{2} \pi r^{2} \times 2 \pi \bar{y}$, whence $\bar{y}=4 r / 3 \pi$ for a semicircular arca.

Similarly, the area of the surface of the sphere, i.e. $4 \pi r^{2}=\pi r \times 2 \pi \bar{y}$, whence $\bar{y}=2 r / \pi$ for a semicircular arc.

## Examples LXIX.

Find the C. G. of the following, 1-25:

1. (i) A quadrant of a circle.
(ii) A quadrant of an ellipse.
2. A solid cone.
3. The area between the curve $x y=a^{2}$, the axis of $x$, and the ordinates $x=b, x=c$.
4. The figure bounded by one semi-undulation of the sine curve $y=b \sin (x / a)$ and the axis of $x$.
5. The part of a solid sphere of radius 10 inches intercepted between two parallel planes at distances 3 and 8 inches from the centre.
6. The area between $a y=x^{2}$, the axis of $x$, and $x=a$.
7. The area between $y=x^{3}$, the axis of $y$, and $y=1$.
8. The solid formed when the portion of a parabola cut off by the latus rectum rotates about the axis.
9. Half a prolate spheroid bounded by a plane perpendicular to the major axis.
10. Half an oblate spheroid bounded by a plane perpendicular to the minor axis.
11. A segment of a circle cut off by a chord which subtends $60^{\circ}$ at the centre.
12. A cardioid. [Proceed as in Art. 172 (ii).]
13. One of the four areas between the axes and the curve $x^{2 / 3}+y^{2 / 3}=a^{2 / 3}$.
14. The surface generated by the rotation of a quadrant of a circle about the tangent at one extremity.
15. The smaller of the two portions into which a solid sphere is divided by a plane which bisects a radius at right angles.
16. A frustum of a solid right circular cone, the radii of its ends being 8 inches and 6 inches, and its length 12 inches.
17. The solid formed by the rotation of the figure bounded by a quadrant of a circle and the tangents at its extremities about one of the tangenis.
18. The area between the curve $y=(x-2)(5-x)$ and the axis of $x$.
19. The portion of an elliptical lamina ketween the minor axis and the latus rectum.
20. The area between the parabola $y=x^{2}-7 x+12$ and the axes of $x$ and $y$.
21. The portion of the solid obtained by rotation of $y=x^{2}-4 x+6$ about the axis of $x$, between the sections $x=1$ and $x=4$.
22. The solid formed when the portion of the parabola $y=x^{2}-3 x$ cut off by the axis of $x$ rotates about the axis of $x$.
23. The arc of one arch of a cycloid.
24. The area between one arch of a cycloid and the axis of $x$.
25. The area between the catenary $y=c \cosh (x / c)$, the axis of $x$, and $x= \pm \pi$.
26. Find (by Pappus' Theorems) the surface and volume of the solid formed by the rotation of an equilateral triangle about its base.
27. Also of the solid formed by the rotation of a square about an axis in its plane through one corner perpendicular to the diagonal which passes through the corner.
28. A circle rotates about a tangent; find the superficial area and volume generated.
29. An ellipse rotates about its directrix; find the volume of the solid ring thereby formed.
30. A semicircular bend of iron pipe has a mean radius of 10 inches; the internal diameter of the pipe is 5 inches, and the thickness of the iron $\frac{1}{2}$ inch. Find the weight, supposing 1 cubic inch of iron weighs 28 lb .
31. A square of side 6 inches with an isosceles triangle of height 6 inches standing on one side rotates about the opposite side; find the area of the surface and the volume of the solid which is formed.
32. Deduce from Pappus' Theorems the volume and area of surface of a cone and a cylinder.
33. An iron ring is in the form of the solid generated by the rotation of an ellipse whose semi-axes are 3 and 2 inches about an axis in its plane parallel to its major axis and distant 8 inches from it ; find the weight of the ring if a cubic inch of iron weighs " 28 lb .
34. A curve is drawn through the points $(2,1 \cdot 4),(3,2),(4,2 \cdot 3),(5,1 \cdot 8)$, $(6,1 \cdot 2)$; find the $C$. G. of the area between this curve, the extreme ordinates, and the axis of $x$.
35. Find the C. G. of the solid formed by rotating the curve in the preceding question about the axis of $\boldsymbol{x}$.

## CENTRES OF PRESSURE

## 175. Centre of pressure.

It is proved in text-books on Hydrostatics that the intensity of pressure at any point of an area immersed in a liquid varies as the depth of the point below the surface of the liquid and is equal to $w h$, where $w$ is the 'specific weight', i.e. the weight per unit volume, of the liquid. The point of an immersed area at which the resultant pressure on the area acts is called the centre of pressure of the area. Its position can easily be determined by the Integral Calculus, as follows:

If $\delta A$ be an element of the area at depth $y$ below the surface, the pressure on $\delta A=w y \delta A$, and the total pressure on the area $=\int$ wy $d A$, taken all over the area.
If $\bar{y}$ be the depth of the centre of gravity of the area, $A \bar{y}=\int y d A$; $\therefore$ the total pressure $=w A \bar{y}=$ the area $\times$ the pressure at its C.G.

If $\varepsilon$ be the depth of the centre of pressure below the surface, we have, by taking moments,

$$
\text { the total pressure } \times z=\int y \times w y d A
$$

i.e.

$$
w A \bar{y} z=w \int y^{2} d A,
$$

and

$$
z=\frac{\int y^{2} d A}{A \bar{y}}, \text { the integral being taken over }
$$

the whole of the immersed area.
In evaluating the definite integral, the area is usually divided into strips parallel to the surface of the liquid.

## Examples:

(i) Find the centre of pressure of a triangle immersed with its base in the ourface.

Let $b$ be the length of the base and $h$ the height of the triangle. The resultant pressure on the triangle


Fig. 122. $=\frac{1}{2} b h \times$ pressure at C. G. $=\frac{1}{\frac{1}{2}} b h \times w . \frac{1}{\frac{1}{2}} h$ $=\frac{1}{d} u b h^{2}$.

Dividing the triangle up by lines parallel to the surface, the pressure on a strip $P Q$ (Fig. 122), whose upper edge is at depth $y$, $=P Q . \delta y \times v\left(y+\frac{1}{2} \delta y\right)=w . P Q . y \delta y$, neglecting small quantities of the second order.
$\therefore$ taking moments about the surface,

$$
z \times \frac{1}{6} w b h^{2}=\int_{0}^{h} w \cdot P Q \cdot y d y \times y .
$$

By similar triangles, $\frac{P Q}{b}=\frac{A F}{A D}=\frac{h-y}{h}$, i. e. $P Q=\frac{b}{h}(h-y)$.

$$
\begin{aligned}
\therefore \quad z \times \frac{1}{y} w b h^{2}= & \int_{0}^{h} \frac{w b}{h}\left(h y^{2}-y^{3}\right) d y=\frac{w b}{h}\left[\frac{1}{b} h y^{3}-\frac{1}{2} y^{4}\right]_{0}^{h}=\frac{w b}{h} \cdot \frac{1}{12} h^{4} \\
& =\frac{12}{2} w b l h^{3} .
\end{aligned}
$$

$\therefore$ the depth of the centre of pressure $=\frac{1}{2} h$.
Since the centre of pressure is obviously on the median through $A$, its position is determined.
(ii) Find the centre of pressure of a rectangle, sides a and b, immersed vertically in a liquid with the sides a parallel to the surface, and its centre of gravity at a depth h below the surface.

Dividing the rectangle into strips by lines parallel to the surface (Fig. 123), the pressure on a strip at depth $y$ is $a \delta y \times w y$.

The resultant pressure on the rectangle $=a b \times w h$.
$\therefore$ taking moments about the surface,
$a b . w h z=\int_{h-\frac{1}{2} b}^{n+b b} a w y d y \times y=a w\left[\frac{1}{3} y^{3}\right]_{h-b b}^{h+b b}$
$=\frac{1}{8} a w\left[\left(h+\frac{1}{2} b\right)^{3}-\left(h-\frac{1}{2} b\right)^{3}\right]$
$=\frac{1}{8} a w .2\left[3 h^{8} \cdot \frac{1}{2} b+\frac{1}{2} b^{3}\right]=\frac{1}{8} a w b\left[3 h^{2}+\frac{1}{2} b^{2}\right]$,
whence $s=h+\frac{1}{2} b^{2} / h$.


F1: 123.
(iii) Find the centre of pressure of a circle of radius r immiersed with its plane vertical and its centre at depth $\mathrm{h}(>\mathrm{r})$ below the surface.

The resultant pressure on the circle $=\pi r^{2} \times w h$.
The pressure on a strip $P Q$ (Fig. 124) parallel to the surface and at depth $y$ below it is $P Q \delta y \times u y$.

If $P Q$ subtends an angle $2 \theta$ at the centre of the circle, $P Q=2 r \sin \theta$, $y=h-r \cos \theta, d y / d \theta=r \sin \theta$. Hence
$\pi r^{2} h w \times$ depth of centre of pressure
$=\int_{h-r}^{h+r} v y . P Q d y \times y$
$=\int_{0}^{\pi} w .2 r \sin \theta(h-r \cos \theta)^{2} r \sin \theta d \theta$
$-2 r^{2} w \int_{0}^{\pi}\left[h^{2} \sin ^{2} \theta-2 h r \sin ^{2} \theta \cos \theta\right.$
$\left.+r^{2} \sin ^{2} \theta \cos ^{2} \theta\right] d \theta$
(The second integral is 0 by Art. 146)
$=4 r^{2} w \int_{0}^{1 \pi}\left(h^{2} \sin ^{2} \theta+r^{2} \sin ^{2} \theta \cos ^{2} \theta\right) d \theta$
$=4 r^{2} w\left[h^{2} \cdot \frac{1}{2} \cdot \frac{1}{2} \pi+r^{2} \cdot \frac{1}{4.2} \cdot \frac{1}{2} \pi\right]$ (Art. 149)
$=\pi r^{1} w\left[h^{2}+\frac{1}{2} r^{2}\right]$.


Fig. 124.
$\therefore$ depth of centre of pressure $-h+\frac{1}{4} r^{2} / h$.

## Examples LXX

Find the C.P. of the following, 1-7.

1. A triangle immersed with its vertex in the surface and its base parallel to the surface.
2. A triangle immersed with its vertex upwards and at depth $h$ below the surface and its base parallel to the surface.
3. A rectangle 3 ft . by 4 ft . immersed vertically with its shorter sides horizontal and the upper one 2 ft . below the surface.
4. A semicircle immersed with its bounding diameter in the surface.
5. An ellipse immersed with its major axis vertical and one vertex in the surface.
6. A trapezium immersed with one of its parallel sides in the surface.
7. The area cut off from a parabola by its latus rectum, immersed with the latus rectum in the surface.
8. A triangle is immersed in water with its base in the surface ; show that the pressures on the two parts into which it is divided by a horizontal line through its centre of pressure are equal.
9. Find the displacement of the centre of pressure caused by increasing the depth of an immersed area by a given amount $h$.
10. Prove that the limiting position of the C. P., as $h$ is increased indefinitely, coincides with the C. G.

## MOMENTS OF INERTIA

## 176. Moments of inertia.

If particles of masses $m_{1}, m_{2}, \ldots$ be situated at points whose perpendicular distances from a given straight line are $r_{1}, r_{2}, \ldots$, then $\Sigma\left(m r^{2}\right)$, i. e. $m_{1} r_{1}{ }^{2}+m_{2} r_{2}{ }^{2}+\ldots$ is called the moment of inertia of the sysiem about the given line.

It is sometimes called the second moment of the system about the given line, $\Sigma(m r)$ being called the first moment [cf. Art. 170].

In the case of a continuous distribution of mass, the summation becomes a definite integral. If $\delta m$ be an element of mass of a body at distance $r$ from a fixed line, Lt $\Sigma r^{2} \delta m$, i.e. $\int r^{2} d m$ taken throughout the body, is the moment of inertia of the body about the given line.

The moment of inertia of a body is of very great importance in Dynamics in dealing with rotation (see Art. 196); it plays a part in the rotation of a body similar to that played by the mass in a motion of translation. For example, if the given system of masses have a common velocity $v$, parallel to a given straight line, the kinetic energy of the system $=\frac{1}{2}$ (mass of system) $v^{2}$. If the system of particles above mentioned be rigidly connected by a framework of negligible mass, and rotate about the fixed straight line with angular
velocity $\omega$, the linear velocities of the particles $m_{1}, m_{2}, \ldots$ will be $r_{1} \omega, r_{2} \omega, \ldots$ respectively, and the kinetic energy of the system will be

$$
\frac{1}{2} m_{1}\left(r_{1} \omega\right)^{2}+\frac{1}{2} m_{2}\left(r_{2} \omega\right)^{2}+\ldots, \quad \text { i. e. } \frac{1}{2}\left(m_{1} r_{1}^{2}+m_{2} r_{2}^{2}+\ldots\right) \omega^{2} \text {, }
$$

i.e. $\frac{1}{2}$ (moment of inertia of the system) $\times \omega^{2}$.

If the moment of inertia of a body of mass $M I$ about a line be written in the form $\lambda \pi k^{2}, k$ is called the radius of gyration of the body about the line. In the case of a uniform wire of negligible thickness bent into a circle of radius $r$, every point of the wire is at distance $r$ from an axis through its centre perpendicular to its plane; hence its moment of inertia about this axis is $m r^{2}$, and the radius of gyration is equal to the radius of the circle.

The moment of inertia and the kinetic energy of a body rotating about a fixed axis are the same as if the whole mass were collected at a distance $k$ from the axis.

The letters M. I. are generally used as an abbreviation for the term 'moment of inertia'. Methods of evaluating moments of inertia are shown in the following examples:

## Examples:

(i) Find the M.I. of a uniform straight rod about an axis perpendicular to its length through a point at a distance b from its centre.

Let $2 a$ be the length of the rod and $m$ the mass per unit length; therefore the whole mass $M$ is 2 am . Taking the axis of $x$ along the rod and the axis about which the M.I. is required as axis of $y$, the mass of an element $P Q$ (Fig. 125) is $m \delta x$, and its M.I. about $O Y$ is (to the first order of small quantities) $m \delta x \times x^{2}$, if $O I^{\prime}=x$.


Fig. 125.
Hence the M.I. of the rod

$$
\begin{aligned}
& =\int_{-a+b}^{a+b} m x^{2} d x=m\left[\frac{1}{3} x^{3}\right]_{-a+b}^{a+b}=\frac{1}{3} m\left[(a+b)^{3}-(-a+b)^{3}\right] \\
& =\frac{1}{3} m\left(2 a^{3}+6 a b^{2}\right)=M\left(\frac{1}{8} a^{2}+b^{2}\right) .
\end{aligned}
$$

If the axis pass through the centre of the rod, $b=0$, and the M.I. $=\frac{1}{3} M a^{2}$. Therefore the radius of gyration $=a / \sqrt{ } 3$.
If the axis pass through one end of the rod, $b=a$, and the M. I. $=\frac{1}{3} M a^{2}$. Therefore the radius of gyration $=2 a / \sqrt{ } 3$.
(ii) Find the M.I. of a rectangle about an axis parallel to a side.

If $2 b$ (Fig. 126) be the length of the sides parallel to the axis, and $2 a$ the length of the other sides, the M. I. of a strip parallel to the axis


Fig. 126.

$$
=m .2 b \delta x \times x^{2},
$$

and the whole mass $M$ is $4 m a b$; the working is the same as in the preceding example with the addition of the factor $2 b$ until the $M$ is introduced, and the results are exactly the same. In fact the rectangle may be regarded as made up of rods perpendicular to the axis, and the preceding result, being true for each one, is true for the sum of them.
(iii) Find the M.I. of a circular dise about an axis through its centre perpendicular to its plane.

Let $a$ be the radius of the dise and $m$ its mass per unit area; therefore its


Fig. 127. total mass $M$ is $\pi a^{2} m$. Divide the disc into elements by means of concentric circles (Fig. 127); the mass of the element between two circles of radii $r$ and $r+\delta r$ is ultimately $m .2 \pi r \delta r$, and its radius of gyration is $r$.

$$
\begin{aligned}
\therefore \text { M. I. of disc } & =\int_{0}^{a} m \cdot 2 \pi r d r \times r^{2} \\
& -2 m \pi\left[\frac{1}{2} r^{4}\right]_{0}^{a}=m \pi \cdot \frac{1}{2} a^{4}=\frac{1}{2} M a^{2}
\end{aligned}
$$

Hence the radius of gyration $=a / \sqrt{ } 2$.
This result may now be used to obtain the M. I. of a solid of revolution about the axis of revolution, as shown in the following example.
(iv) Find the M.I. of a sphere about a diameter.

Let $r$ be the radius and $m$ the mass per unit volume; therefore the whole



Fig. 128. thin slices by planes perpendicular to the diameter about which the M.I. is required (Fig. 128).

The mass of an element $=m \pi y^{2} \delta x$, and, by the preceding result, its M. I.

$$
=(\text { its mass }) \times \frac{1}{2} y^{2}=m \pi y^{2} \delta x \cdot \frac{1}{2} y^{2} .
$$

$\therefore$ M.I. of whole sphere
$=\int_{-r}^{r} \frac{1}{2} m \pi y^{4} d x-\frac{1}{2} m \pi \int_{-r}^{r}\left(r^{2}-x^{2}\right)^{2} d x$
$=\frac{1}{2} m \pi \times 2 \int_{0}^{r}\left(r^{4}-2 r^{2} x^{2}+x^{4}\right) d x$
$=m \pi\left[r^{4} x-\frac{2}{8} r^{2} x^{3}+\frac{1}{6} x^{5}\right]_{0}^{r}=m \pi\left[r^{5}-\frac{2}{3} r^{5}+\frac{1}{6} r^{5}\right]=\frac{8}{16} m \pi r^{5}$
$=\frac{1}{8} m \pi r^{8} \times \frac{2}{5} r^{2}=\frac{2}{8} M r^{2}$.
Therefore the radius of gyration $=r \sqrt{ } \boldsymbol{z}$.
(v) Find the M. I. of an elliptic lamina about its major axis.

Divide the ellipse into indefinitely thin strips by lines perpendicular to the major axis (Fig. 129). The mass of an element is $m .2 y \delta x$, and its M. I. about the major axis is, by Ex. (i),

$$
m 2 y \delta x \times \frac{1}{3} y^{2}
$$

$\therefore$ M.I. of ellipse

$$
=\int_{-a}^{a} \frac{2}{3} m y^{3} d x=\frac{2}{3} m \cdot 2 \int_{0}^{a} y^{3} d x
$$



Fig. 120.
[let $x=a \cos \theta, y=b \sin \theta,($ Art. 50)]

$$
\begin{aligned}
& =\frac{5}{8} m \int_{\frac{1}{2} \pi}^{0} b^{3} \sin ^{3} \theta \times-a \sin \theta d \theta \\
& =\frac{4}{8} m l^{3} a \int_{0}^{\frac{1}{2} \pi} \sin ^{4} \theta d \theta=\frac{4}{3} m b^{3} a \times \frac{3.1}{4.2} \cdot \frac{1}{2} \pi=\frac{1}{4} \pi m a b^{9} \\
& =\frac{1}{4} M b^{2}, \text { since } M=m \times \text { area }=m \pi a b .
\end{aligned}
$$

The radius of gyration $=\frac{1}{2} b$.
This is given as an example of the way in which an area may be divided up into strips perpendicular to the axis about which the M.I. is required. The result might have been obtained by dividing the area into strips parallel to the major axis. The mass of such a strip is $m .2 x \delta y$, and its radius of gyration is $y$; hence the M.I. $=2 \int_{0}^{b} m .2 x y^{2} d y$, which may be evaluated in a similar manner, and gives the same result.

As in the case of areas, volumes, and C. G., if the equation of the bounding curve is not known, or if the general formula gives an expression which cannot be integrated, an approximate value of the M. I. can be found by the use of Simpson's Rule. For instance,
(vi) To find the radius of gyration about the axis of revolution of the solid described in Ex. (iii), p. 303.

If $A$ be the area of a section of radius $y$, perpendicular to the axis of $x$, we have

$$
M k^{2}=\int m A \cdot \frac{1}{2} y^{2} d x=m \cdot \frac{1}{2} \pi \int y^{4} d x, \text { since } A=\pi y^{2} .
$$

The values of $y$ are $18 / \pi, 21 / \pi, 23 / \pi, 25 / \pi, 26 / \pi$, whence, by logarithms, the values of $y^{4}$ are found to be 1077, 1995, 2870, 4006, 4690, approximately, and $M=m \times$ volume $=4025 m$, using the result obtained in Art. 159.
$\therefore$ by Simpson's Rule,

$$
4025 k^{2}=\frac{1}{2} \pi \times \frac{8}{8}[1077+4690+2(2870)+4(1995+4006)]=\pi .35511
$$

whence $k$ is found to be $5 \cdot 265$ approximately.

## Examples LXXI.

Find the M.I. of

1. A square about a side.
2. A rectangle, sides $a$ and $b$, about a line parallel to the sides $a$ and distant $\frac{1}{8} b, \frac{2}{8} b$ from them respectively.
3. A flat circular ring, whose outer and inner radii are $r$ and $2 r$, about an axis through its centre perpendicular to its plane.
4. A circle about a diameter.
5. An isosceles triangle about an axis through its vertex parallel to its base.
6. The same triangle about its base.
7. The same triangle about its axis.
8. The same triangle about a line through its C. G. parallel to its base.
9. A right circular cylinder about its axis.
10. A right circular cone about its axis.
11. A spherord about its axis of revolution.
12. An elliptic lamina about a latus rectum.
13. The portion of a paraboloid of revolution bounded by the section $x=b$, about its axis.
14. A thin uniform circular wire about a diameter.
15. An indefinitely thin spherical shell about a diameter.
16. The area between the parabola $y^{2}=4 a x$ and the double ordinate $x=b$, about the tangent at the vertes.
17. The same area about its axis.
18. The same area about the ordinate $x=b$.
19. The area described in Ex. LXIX. 34, about the axis of $x$.
20. The volume described in Ex. LXIX. 35, about the axis of $x$.
21. A uniform are of a circle about its chord.
22. The area between one arch of a cycloid and its base, about the base.
23. The solid formed by the rotation of a cycloid about its base, about the axis of revolution.
24. The area enclosed by the curve $x^{2 / 3}+y^{2 / 3}=a^{3 / 3}$, about one of the axcs.

## 177. General theorems on moments of inertia.

The evaluation of moments of inertia is facilitated by several simple general theorems which establish relations between moments of inertia about different axes.
I. The M.I. of a lamina about an axis perpendicular to its plane through a point $O$ in its plane is cqual to the sums of the MI. I. about any two rectangular axes through 0 in the plane.

If $\boldsymbol{r}$ (Fig. 130) be the distance of an element $\delta m$ from the origin 0 , and ( $x, y$ ) its coordinates referred to two rectangular axes through 0 , the M. I. about a line through $O$ perpendicular to the plane $X O Y$

$$
\begin{aligned}
& =\int r^{2} d m=\int\left(x^{2}+y^{2}\right) d m \\
& =\int x^{2} d m+\int y^{2} d m, \text { taken all over the area, } \\
& =\text { M. I. about } O Y+\text { M. I. about } O X .
\end{aligned}
$$

Examples. This result may be used to deduce the M.I. of a circular dise about a diameter from the M. I. about an axis through its centre perpendicular to its plane. For we have


Fig. 180.
$\frac{1}{4} M a^{2}=$ M. I. about a perpendicular axis through the centre [Art. 176 (iii)]
= sum of M. I. about two rectangular axes in its plane
$=2 \times$ M. I. about a diameter, from symmetry.
$\therefore$ M.I. about a diameter $=\frac{1}{1} M a^{2}$.
Again, the M. I. of a rectangle, sides $2 a, 2 b$, about an axis through one corner perpendicular to its plane $=$ sum of M. I. about the two sides through that corner $=M . \frac{4}{8} a^{2}+M . \frac{4}{8} b^{2}=M . \frac{4}{3}\left(a^{2}+b^{2}\right)$.

Hence also the M.I. of a square lamina of side $a$ about an axis through one corner perpendicular to its plane sum of M.I. about two sides $=\frac{3}{3} M a^{2}$; and since a cube may be regarded as made up of square laminae, for each one of which the preceding result is true, it follows that the M.I. of a cube of side $a$ about an edge $=\frac{2}{3} M a^{2}$.
II. The M.I. of a body about any axis exceeds the MI.I. about a parallel axis through the centre of gravity by the product of the mass into the square of the distance between the parallel axes (i.e. by the M.I. of the whole mass collected at the centre of gravity about the original axis).

From this theorem it follows that the M.I. about an axis through the C. G. is less than the M. I. about any parallel axis.

Let $G$ (Fig. 131) be the centre of gravity of the body. Let the given axis meet the plane through $G$ perpendicular to it in $A$, at distance $a$ from $G$, and let a linear element $\delta m$, parallel to the given axis, cut this plane at $P$; let $A G$ be taken as the $x$-axis, $G$ as origin and $(x, y)$ as coordinates of $P$.


Fig. 181.

The M. I. about the line through $A$ perpendicular to the plane $X G Y$

$$
\begin{aligned}
& \quad=\int A P^{2} d m=\int\left[(a+x)^{2}+y^{2}\right] d m=\int\left(a^{2}+2 a x+x^{2}+y^{2}\right) d m \\
& =a^{2} \int d m+2 a \int x d m+\int G P^{2} d m \\
& =a^{2} M+0+M . \text { I. about the line through } G \text { perpendicular to } \\
& \text { the plane } X G Y,
\end{aligned}
$$

Hence the M. I. about the axis through $A$ exceeds the M. I. about the parallel $n x i s$ through the centre of gravity by $M a^{2}$.

Examples. The M.I. of a rod or rectangle of length $2 a$ about an axis through its centre perpendicular to its length is ${ }_{i 3}^{1} M c^{2}$; hence the M. I. about a parallel axis through one extremity $=\frac{1}{3} M a^{2}+M a^{2}-\frac{5}{3} M a^{2}$.

The M. I. of a circular disc of radius $r$ about a line through a point on ita edge perpendicular to its plane
$=$ M. I. about axis through centre perpendicular to its plane $+\mathrm{Nr}^{\mathbf{y}}$
$=\frac{1}{2} M r^{2}+M r^{2}=\frac{3}{2} M r^{2}$.
The M. I. of the disc about a tangent line $=\frac{1}{1} M r^{2}+M r^{2}=\frac{1}{1} M r^{2}$.
It must be carefully noticed that the theorem does not connect the M. I. about any two parallel axes ; one of them must go through the centre of gravity.
E.g. the M.I. of an isosceles triangle (Fig. 132), of height $h$ and vertical angle $2 \alpha$, about a line through its vertex parallel to its buse

$$
=\int_{0}^{h} m \cdot 2 y d x \cdot x^{2}=2 m \int_{0}^{h} x^{3} \tan \alpha d x=2 m \tan \alpha \cdot \frac{1}{4} h^{4}=\frac{1}{2} M h^{2}
$$

since $M=m h \times \frac{1}{}$ base $=m h^{2} \tan \alpha$.


Fig. 132.
To deduce the M.I. about the base, we must first find the M.I. about a parallel axis through the C.G. of the triangle. The distance between the C. G. and the vertex is $\frac{4}{3} h$;
$\therefore \frac{1}{2} M h^{2}=$ M. I. about a parallel axis through C. G. $+\frac{4}{4} M h^{2}$,
$\therefore$ M. I. about axis through C. G. parallel to base $=1_{18}^{1} M h^{2}$.
The distance from the C. G. to the base $=\frac{1}{3} h$;
$\therefore$ M. I. about base $=\frac{1}{18} M h^{2}+\frac{1}{8} M h^{2}=\frac{1}{8} M h^{2}$.
III. To find the Mr.I. of a lamina about a line through the origin inclined to the axes.

Let the straight line $O A$ (Fig. 133) be inclined to $O X$ at an angle $\alpha$. Let $\delta m$ be an element of mass situated at the point $P$ whose coordinates are $(x, y)$. Draw $P M, P N$ perpendicular to $O A, O X$ and $N L, N H$ perpendicular to $P M, O A$ respectively.


Fig. 133.
The M. I. of the lamina about $O A$

$$
\begin{aligned}
& =\int M P^{2} d m=\int(L P-N H)^{2} d m=\int(y \cos \alpha-x \sin \alpha)^{2} d m \\
& =\cos ^{2} \alpha \int y^{2} d m-2 \sin \alpha \cos \alpha \int x y d m+\sin ^{2} \alpha \int x^{2} d m
\end{aligned}
$$

the integrals being taken all over the lamina.
$\int x y d m$ is called the 'product of inertia' about the axes $O X, O Y$. If the body be symmetrical about either of the coordinate axes, it is evident that this integral $\int x y d m$ is zero; for, if symmetrical about the axis of $x$, then, to any value of $x y \delta m$ for a positive value of $y$, there is a value for the corresponding negative value of $y$ which will be equal in magnitude and opposite in sign ; hence, as in Art. 146, the terms of the sum whose limit is the definite integral cancel in pairs, and the integral is zero. Similarly if the lamina is symmetrical about the axis of $y$.

In this case, the M. I. of the lamina about OA

$$
=\cos ^{2} \alpha \int y^{2} d m+\sin ^{2} \alpha \int x^{2} d m
$$

i.e. if the lamina is symmetrical about one (or both) of the axes $O X, O Y$, the M. I. about a line inclined at angle $\alpha$ to $O X$ is equal to
(M.I. about OX) $\cos ^{2} \alpha+\left(\right.$ M. I. about OY) $\sin ^{2} \alpha$.

In this case the M. I. about $O X, O Y$ are called the ' principal moments of inertia relative to 0 ', and the ares are called the 'principal axes at 0 '. For further information as to principal axes and moments of inertia, the student is referred to works on rigid dynamics, it is there shown that at every point of $a$ lamina there is a pair of axen for which the product of inertia is zero.

It is easily seen that this theorem is also true for a solid body which is symmetrical about the plane XOY. For in this case, if $2 z$ be the length of the element through $P$ perpendicular to the plane $X O Y$, of which $P$ is the middle point, the M.I. of the element about $O A=\delta n\left(\frac{1}{3} z^{2}+M P^{2}\right)$; and its M.I. about $O X$ and $O Y$ are respectively $\delta m\left(\frac{1}{3} z^{2}+y^{2}\right)$ and $\delta m\left(\frac{1}{3} z^{2}+x^{2}\right)$.
$\therefore$ the M.I. of the body about $O A$, as before,

$$
\begin{aligned}
& =\int \frac{1}{3} z^{2} d m+\cos ^{2} \alpha \int y^{2} d m+\sin ^{2} \alpha \int x^{2} d m \\
& =\cos ^{2} \alpha \int\left(\frac{1}{3} z^{2}+y^{2}\right) d m+\sin ^{2} \alpha \int\left(\frac{1}{8} z^{2}+x^{2}\right) d m,\left[\text { since } \sin ^{2} \alpha+\cos ^{2} \alpha=1\right] \\
& =\cos ^{2} \alpha \times \text { M. I. about } O X+\sin ^{2} \alpha \times \text { M. I. about } O Y \text {. }
\end{aligned}
$$

Examples:
(i) Find the M.I. of a rectangle, sides 2 a and 2 b , about a diagonal.

The M. I. about lines through the centre parallel to the edges are $\frac{1}{3} \mathrm{Ma}^{2}$ and $\frac{1}{3} M b^{2}$, and the rectangle is symmetrical about these lines.


Fig. 134.
If $\alpha$ (Fig. 134) be the angle between the diagonal and a side whose length is $2 a$

$$
\cos ^{2} \alpha=a^{2} /\left(a^{2}+b^{2}\right), \text { and } \sin ^{2} \alpha=b^{2} /\left(a^{2}+b^{2}\right)
$$

$\therefore$ M. I. about diagonal $=\frac{1}{3} M b^{2} \cos ^{2} \alpha+\frac{1}{3} M a^{2} \sin ^{2} \alpha$

$$
\begin{aligned}
& =\frac{1}{3} M b^{2} \cdot a^{2} /\left(a^{2}+b^{2}\right)+\frac{1}{3} M a^{2} \cdot b^{2} /\left(a^{2}+b^{2}\right) \\
& =\frac{2}{3} M a^{2} b^{2} /\left(a^{3}+b^{2}\right) .
\end{aligned}
$$

(ii) Find the M. I. of a solid right circular cone about an axis through its vertex parallel to its base.


Fig. 135.
Divide the cone (Fig. 135) into thin circular slices by planes perpendicular to ite axis.

The mass of an element is $m \pi y^{2} \delta x$, and its M. I. about one of its diameters is $m \pi y^{2} \delta x \cdot \frac{1}{1} y^{2} ; \therefore$ its M. I. about the given axis, which is at distance $x$ from a parallel axis through the C. G., is $m \pi y^{2} \delta x\left(\frac{1}{4} y^{2}+x^{2}\right)$.

$$
\begin{aligned}
\therefore \text { M. I. of cone } & =\int_{0}^{h} m \pi y^{2}\left(\frac{1}{4} y^{2}+x^{2}\right) d x \\
& =m \pi \int_{0}^{h}\left(\frac{1}{4} \frac{r^{4}}{4 h^{4}} x^{4}+\frac{r^{2}}{h^{2}} x^{4}\right) d x, \text { since } \frac{y}{x}=\frac{r}{h}, \\
& =m \pi\left(\frac{r^{4}}{4 h^{4}}+\frac{r^{2}}{h^{2}}\right) \int_{0}^{n} x^{4} d x \\
& =\frac{m \pi r^{2}}{4 h^{4}}\left(r^{2}+4 h^{2}\right) \cdot h^{5} \\
& =\frac{1}{20} m \pi r^{2} h\left(r^{2}+4 h^{2}\right) \\
& =\frac{3}{2} 0 M\left(r^{2}+4 h^{2}\right), \text { since the whole mass } M=\frac{1}{3} m \pi r^{2} 7 .
\end{aligned}
$$

From this result the M. I. about a parallel axis through the C. G., and then the M. I. about a diameter of the base can be deduced.

The M. I. about a generating line can also be deduced by Theorem III of this article; for the M. I. about the axis is easily found by direct integration to be $\mathrm{i}_{10}^{3} M r^{2}$, and the cone is symmetrical both about the axis, and about any plane through the axis.

Hence, if $\alpha$ be the semi-vertical angle of the conc, the M. L. about a generating line

$$
\begin{aligned}
& =I^{3} M r^{2} \cos ^{2} \alpha+\frac{8}{2} \sigma\left(r^{2}+4 h^{2}\right) \sin ^{2} \alpha \\
& =\frac{3}{1_{0}} M r^{2} \cdot \frac{h^{2}}{r^{2}+h^{2}}+\frac{2^{3} 0}{2} M\left(r^{2}+4 h^{2}\right) \frac{r^{2}}{r^{2}+h^{2}} \\
& =\frac{r^{3}}{2} M \frac{r^{2}}{r^{2}+h^{2}}\left(2 h^{2}+r^{2}+4 h^{2}\right)=\frac{8}{20} M \frac{r^{2}\left(r^{2}+6 h^{2}\right)}{r^{2}+h^{2}}
\end{aligned}
$$

## Examples LXXII.

Find the M. I. of

1. A flat circular ring, radii $r$ and $r^{\prime}$, about a diameter.
2. A square about an axis through one corner perpendicular to its plane.
3. An ellipse about an axis through its centre perpendicular to its plane.
4. A square lamina of side $a$ about an axis through its centre perpendicular to its plane.
5. An equilateral triangular lamina about an axis through the middle point of its base perpendicular to its plane.
6. An ellipse about (i) the tangent at one end of the major axis, (ii) a latus rectum, (iii) a directrix.
7. An equilateral triangle about an axis through its C. G. perpendicular to its plane.
8. A cylinder about a generating line.
9. A sphere about a tangent line.
10. A straight rod of length $2 a$ about an axis perpendicular to its length at distance $b$ from one end.
11. A square of side $a$ about any line through its centre in its plane. (Deduce both from Example 4 above, and from Theorem III).
12. A square about any line in its plane at distance $b$ from its centre.
13. An ellipse about the line joining the extremities of the axes.
14. An isosceles triangle, of height $h$ and base $2 b$, about a line joining the middle point of the base to the middle point of one of the equal sides.
15. A solid cone about (i) an axis through the C. G. parallel to the base, (ii) a diameter of the base.
16. A solid cylinder about a diameter of one end.
17. A solid cylinder about (i) a line through the C. G. perpendicular to the axis, (ii) a tangent to one of the circular ends.
18. The solid formed by the rotation of a rectangle, sides $a$ and $b$, about a line in its plane distant $c\left(>\frac{1}{2} b\right)$ from its centre and parallel to the sides $a$. about the axis of rotation.
19. A solid anchor-ring about the axis of rotation.
20. An arc of a circle about an axis through its middle point perpendicular to its plane.
21. A rod in which the line-density varies as the distance from one end, about an axis through that end perpendicular to the rod.
22. A circular disc in which the surface-density varies as the distance from the centre, about an axis through the centre perpendicular to the disc.
23. A right-angled triangle about a line through the right angle perpendicular to its plane.
24. A paraboloid of revolution bounded by the section $x=b$, about a tangent line at the vertex.
25. A spheroid about a tangent at an extremity of the axis of rotation.

## POTENTIAL

## 178. Potential.

If $m_{1}, m_{2}, \ldots$ be the masses of a system of particles situated at distances $r_{1}, r_{2}, \ldots$ respectively from a point $P$, then

$$
\sum \frac{m}{r} \equiv \frac{m_{1}}{r_{1}}+\frac{m_{2}}{r_{2}}+\ldots
$$

is called the potential of the system at the point $P$. This function is of great importance in the theory of attractions and in electricity. In the case of a continuous distribution of mass, the summation becomes a definite integral.

Examples of the calculation of the function in several important cases are here given.

## Examples:

(i) Find the potential of a circular disc at a point on its axis.

If the disc be divided into elements by concentric circles, the potential of


Fig. 136.
an element at a point $P$ (Fig. 136) on the axis is $m .2 \pi r 8 r / P Q$ (to the first order of small quantities), $m$ leing the mass per unit area.

Let $p$ be the distance of $P$ from the disc and $a$ the radius of the disc.
Then the potential of the disc at $P=\int_{0}^{a} \frac{2 m \pi r}{P^{\prime} Q} d r$

$$
\begin{aligned}
& =2 m \pi \int_{0}^{a} \frac{r}{\sqrt{ }\left(r^{2}+p^{2}\right)} d r=2 m \pi\left[\sqrt{ }\left(r^{2}+p^{2}\right)\right]_{0}^{a} \\
& =2 m \pi\left[\sqrt{ }\left(p^{2}+a^{2}\right)-p\right]=2 m \pi(R-p)
\end{aligned}
$$

if $R$ be the distance of $P$ from a point on the edge of the disc.
(ii) Find the potential of a thin spherical shell at any point.

Let $c$ be the distance of $P$ (Fig. 137) from the centre of the spherical shell. Divide the shell into elements by planes perpendicular to $O P$.
The potential of an element at $P=\frac{m .2 \pi y \delta s}{P Q}=\frac{m .2 \pi r \sin \theta \cdot r \delta \theta}{P Q}$;
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$\therefore$ the potential of the whole shell $=\int \frac{m .2 \pi r^{2} \sin \theta d \theta}{P Q}$

$$
=2 m \pi r^{2} \int \frac{\sin \theta}{\sqrt{ }\left(c^{2}+r^{2}-2 c r \cos \theta\right)} d \theta .
$$

This can be integrated by putting $c^{2}+r^{2}-2 c r \cos \theta=z^{2}$;

$$
\therefore 2 c r \sin \theta=2 z d z / d \theta, \quad \text { i.e. } \quad \text { or } \sin \theta / z=d z^{\prime} d \theta
$$

and the limits for $z$ (which is $P Q$ ) are $c-r$ and $c+r$, if $P$ be outside the shell.
$\therefore$ the potential $=\frac{2 m \pi r^{2}}{c r} \int \frac{d z}{d \theta} d \theta=\frac{2 m \pi r}{c} \int_{c \rightarrow r}^{c+r} d z$

$$
-\frac{2 m \pi r}{c}[c+r-(c-r)]=\frac{4 m \pi r^{2}}{c}=\frac{M}{c} .
$$

If the point $P$ be inside the shell, the expression to be integrated is the same, but the limits for $\&$ or $P Q$ are $r-c$ and $r+c$.
$\therefore$ in this case, the potential $=\frac{2 m \pi r}{c}[r+c-(r-c)]=4 m \pi r=M / r$.
If the point $P$ be on the shell, the limits for $\varepsilon$ are $O$ and $2 r$, and $c=r$; hence in this case also the potential $=M / r$.

Hence the potential of a thin spherical shell at an external point $=M / c$, i. e. it is the same as if the whole mass were concentrated at the centre; at an internal point, the potential $-M / r$, i.e. it is constant, and therefore is the same as if the point were the centre.
(iii) Find the potential of a solid sphere at any point.

Let the sphere be divided by concentric spheres into thin spherical shells.
If the point $P$ be outside the sphere, the potential of each shell and hence, by addition, of the whole sphere is the same as if the whole mass were collected at the centre, and therefore is equal to $M / c$, where $c$ is the distance of the point $P$ from the centre.

If $P$ be inside the sphere, the potentials of the spherical shells which do not contain $P$ are the same as if their whole mass were collected at the centre, and hence their sum $=\frac{8}{3} \pi c^{3} m / c=\frac{6}{3} \pi m c^{2}$; the potentials of the shells which do contain $P$ are the same as if $P$ were at the centre, and therefore their sum

$$
=\int_{0}^{r} \frac{m \cdot 4 \pi r^{2} d r}{r}=4 \pi m \int_{c}^{r} r d r=4 \pi m\left(\frac{1}{2} r^{2}-\frac{1}{2} c^{2}\right)=2 \pi m\left(r^{2}-c^{2}\right) .
$$

Hence the total potential of the sphere at $P$

$$
=\frac{1}{3} \pi m c^{2}+2 \pi m\left(r^{2}-c^{2}\right)=2 \pi m\left(r^{2}-\frac{1}{3} c^{2}\right)
$$

## Examples LXXIII.

Find the potential of the following, 1-11:

1. A circular arc at its centre.
2. A thin cylindrical shell (with open ends) at the centre of one end.
3. A solid cylinder at the centre of one end.
4. A hollow cone at its vertex.
5. A solid cone at its vertex.
6. A thick shell bounded by two concentric spheres of radii $r$ and $r$.
7. A thin hemispherical shell at its centre.
8. A shell bounded by two non-intersecting and non-concentric spheres. (Take it as the difference of potentials of two solid spheres.)
ө. A flat circular ring at a point on its axis.
9. A sector of a circle at the centre of the circle.
10. Prove that the potential of a thin uniform rod $A B$ of length $2 l$ at a point $P$ on its perpendicular bisector is $m \log [(r+l) /(r-l)]$, where $P A=r$. Show that this may be put in the form $2 m \log \cot \frac{1}{2} \alpha$, where $\alpha$ is the angle $P A B$.
11. If $V$ be the potential of a solid sphere of radius $r$ at a point distant $x$ from the centre, prove that $V$ and $d V / d x$ are continuous functions of $x$, but that $d^{2} V / d x^{2}$ is discontinuous when $x=r$.

## ATTRACTIONS

## 179. Attraction.

The law of gravitation, as enunciated by Newton, states that two particles of masses $m, m^{\prime}$, at distance $r$ apart, attract each other with a force which varies directly as the product of the masses and inversely as the square of the distance between them, i.e. the attraction is equal to $\mathrm{kmm} / \mathrm{r}^{2}$. It is usual to choose the units so that the constant $k$ may be unity; they are then called astronomical units. In terms of these units, the attraction of a particle of mass $m$ on unit mass at distance $r$ from it is equal to $m / r^{2}$. "The attraction at $P^{\prime}$ is the phrase used to denote the attraction on a particle of unit mass situated at $P$.

The force between two electrified particles obeys the same law, being attractive if the product of the charges be negative, and repulsive if the product be positive.


Fig. 138.
Let $V$ be the potential of mass $m$ situated at $A$ at a point $P$ distant $r$ from it, so that $V=m / r$. Let $s$ be the distance of $P$ (Fig. 138) measured along its path from some fixed point in the path; then $\nabla$ is a function of $s$. Let $\phi$ be the angle between the radius vector $A P$ and the tangent at $P$.

We have

$$
\begin{align*}
\frac{d V}{d s}= & \frac{d V}{d r} \cdot \frac{d r}{d s}=-\frac{m}{r^{2}} \cdot \frac{d r}{d s}=-\frac{m}{r^{2}} \cos \phi \quad \text { (Art. 163) }  \tag{Art.163}\\
& =\frac{m}{r^{2}} \cos A P T=\text { attraction of } m \text { at } P \times \cos A P T \\
& =\text { resolved part of attraction of } m \text { in direction } P T \\
& \quad \text { (in which } s \text { increases). }
\end{align*}
$$

This result will be true for each particle of an attracting system, and therefore will be true for the whole system. Hence, if $V$ be the potential of an attracting system at an external point $P$, the attraction of the system at $P$, in the direction in which $s$ is measured, is equal to $d V / d s$.

Examples:
(i) Find the attraction of a uniform circular disc at a point on its axis.

From Ex. (i) of the preceding article, if $r$ be the radius of the disc,

$$
V=2 \pi m(R-p)=2 \pi m\left[\sqrt{ }\left(r^{2}+p^{2}\right)-p\right],
$$

where $p$ is the distance of the point $P$ (Fig. 130) from the disc. The attraction of the disc at $P$ is obviously along the axis, from symmetry, and
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$$
=-\frac{d V^{*}}{d p}=-2 \pi m\left(\frac{p}{\sqrt{\left(r^{2}+p^{2}\right)}}-1\right)=2 \pi m\left(1-\frac{p}{R}\right)=2 \pi m(1-\cos \alpha),
$$

if $\alpha$ be the angle subtended at $P$ by the radius of the disc.
The same result may be obtained directly, by resolving the attraction of an element of the disc along $O P$ and integrating the result.
Taking $\alpha=\frac{1}{2} \pi$, we see that the attraction of an infinite disc at a point at finite distance from it, or of a finite disc at a point whose distance from it is indefinitely small, has the constant value $2 \mathrm{~m} \pi$.

[^22](ii) Find the attraction of a straight uniform rod at a point on its perpen. dicular bisector.

If $p$ be the distance of the point $P$ (Fig. 140) from the rod, and $\theta$ the inclination of $P Q$ to the perpendicular $P N$ from $P$ to the rod, the attraction of an element $m 8 x$ situated at $Q$ is $m i x / P Q^{2}$. From symmetry, the resultant attraction of the rod is along $P N$; bence, resolving along $P N$ and integrating, the total attraction

$$
-\int \frac{m d x}{P^{2} Q^{2}} \cos \theta=2 \int_{0}^{\alpha} \frac{m p \sec ^{2} \theta d \theta \cdot \cos \theta}{\mu^{2} \sec ^{2} \theta},
$$

since $x=p \tan \theta, P Q=p \sec \theta, 2 \alpha$ being the angle subtended by the rod at $P$,

$$
-\frac{2 m}{p} \int_{0}^{\alpha} \cos \theta d \theta=\frac{2 m}{p} \sin a
$$



Fig. 140.
(iii) Find the attiaction of a spherical shill at a given point.

If the point be inside the shell, the potential $M / r$ is constant, and therefore its differential coefficient is zero; bence the attraction of a spherical shell at an internal point is zero.

If the point $P$ be outside the shell at distance $c$ from the centre, the attraction of the shell at $P$ is, from symmetry, along the line joining $P$ to the centre. The putential at $P$ is $M / c$ (from Ex. (ii) of Art. 178); therefore the attraction of the shell, which is towards the centre, i.e. in the direction in which $c$ decreases, $=-d V / d c=M / c^{2}$; hence the attraction of a spherical shell at an external point is the same as if the whole mass were concentrated at the centre.
(iv) Find the attraction of a solid sphere at a given point.

If the point $P$ be outside the sphere at distance $c$ from the centre, the potential $V=M / c$, and the attraction towards the centre $=-d V / d c=M / c^{2}$, i. e. the same as if the whole mass were concentrated at the centre.

If $P$ be inside the sphere, the potential $V=2 \pi m\left(r^{2}-\frac{1}{3} c^{2}\right)$ (from Ex. (iii) of the last article), and therefore the attraction towards the centre

$$
=-d V / d c=-2 \pi m\left(-\frac{2}{8} c\right)=\frac{1}{8} \pi m c .
$$

Hence the important resulta that, in the case of a solid sphere attracting according to the law of gravitation, the resultant attraction at an external point varies inversely as the square of the distance from the centre, and at an internal point, varies directly as the distance from the centre. It follows that the value of $g$, the acceleration of a particle due to the earth's attraction, varies in the same manner, if the earth be regarded as a sphere of uniform density.

It should be noticed that, although the expressions for the potential and the attraction of a solid aphere at a point distant $c$ from its centre take
different forms according as the point is inside or outside the sphere, yet both are continuous functions of $c$; in both cases the two expressions tend to the same value when $c \rightarrow r$. Both expressions for the potential become $M / r$, and both expressions for the attraction become $M / r^{2}$, i.e. $\frac{4}{8} m \pi r^{3} / r^{2}$ or $\frac{\delta_{3}}{} m \pi r$. Hence $V$ and $d V / d c$ are both continuous when $c=r$.

The second differential coefficient $d^{2} V^{r} / d c^{3}$ is however discontinuous when $c=r$; for at an internal point

$$
d^{2} V / d c^{2}=\text { d. c. of }-\frac{1}{3} \pi m c=-\frac{4}{8} \pi m,
$$

and at an external point,

$$
d^{2} V / d c^{2}=\text { d.c. of }-M / c^{2}=2 M / c^{3}=\frac{8}{8} \pi m r^{3} / c^{3}
$$

which, as $c \rightarrow r$, approaches the value $\frac{8}{3} \pi m$.
Hence there is an abrupt change from $-\frac{1}{3} \pi n$ to $\frac{8}{8} \pi m$, i. e. an abrupt increase of $4 \pi m$ in the value of $d^{2} V / d c^{2}$, as $c$ increases through the value $r$.

## Ezamples LXXIV.

Find the attraction of the following, 1-11:

1. A thin uniform rod at a point on its perpendicular bisector, by differentiating the expression for the potential obtained in Ex. LXXIII. 11.
2. A circular dise at a point on its axis, by direct integration.
3. A thin uniform rod at a point on the perpendicular to the rod from one end of it.
4. A thin uniform rod at any point. [See Ex. 14, below.]
5. A thin cylindrical shell (open at the ends) at an external point on its axis.
6. A solid cylinder at an external point on its axis.
7. A solid right circular cone at its vertex.
8. A thick spherical shell, radii $r$ and $r^{\prime}\left(r>r^{\prime}\right)$, at a point distance $x$ from its centre (i) when $x<r^{\prime}$, (ii) when $r^{\prime}<x<r$, (iii) when $x>r$.
9. A shell bounded by two non-intersecting and non-concentric spheres (i) at an internal point, (ii) at an external point.
10. A rod $A B$ at a point in $A B$ produced.
11. A flat circular ring at a point on its axis.
12. Taking the value of $g$ as $32 \cdot 18$ at the earth's surface, and the radius of the earth as 4000 miles, find the value of $g$ (i) at a point 100 miles within the surface, (ii) at a point 100 miles outside the surface.
13. Find the work done in raising 100 lb . from the surface of the earth to a height of 100 miles. (Take the radius of the earth as 3960 miles.)
14. A circle is drawn with any point $P$ as centre to touch a straight line $A B$; if $C D$ be the arc of this circle intercepted by $P A, P B$, prove that the attraction of the straight rod $A B$ is the same in magnitude and direction as that of the circular rod $C D$.
15. If $V$ be the potential of a solid sphere at a point distant $x$ from its centre. draw the graphs of (i) $V$, (ii) $d V / d x$, (iii) $d^{2} V / d x^{2}$.

## COMPOUND INTEREST LAW

## 180. The compound interest law.

In many cases in nature, the rate of change of a quantity which is a function of some variable is, for any value of the variable, proportional to its actual magnitude for that value; i. e. if $t$ denote the variahle * of which $y$ is a function,

$$
\frac{d y}{d i}=k y, \text { which can be written } \frac{1}{y} \frac{d y}{d t}=k .
$$

The left-hand side is the d. c. of $\log y$ with respect to $t$. Therefore, integrating with respect to $t, \quad \log y=k t+C$,
i.e.

$$
y=c^{k . t+c}=c^{k t} \times e^{C}=a e^{k t}
$$

writing $a$ instead of the constant factor $c^{c}$.
This law of change, viz. : that the rate of increase of a variable is proportional to the value of the variable, is called the compound interest law for the following reason :

Let a sum of money $£ P$ be invested at compound interest at the rate of $r$ per cent. per annum, and let the interest be payable $n$ times per annum at equal intervals of time.

After the first payment of interest, the amount

$$
=P+\frac{P}{100} \cdot \frac{r}{n}=P\left(1+\frac{r}{100 n}\right)
$$

and, similarly, the amount at the end of each interval is equal to the amount at the beginning of the interval multiplied by the factor $1+r / 100 n$. Therefore after $t$ years, i.e. after $n t$ payments of interest, the amount will be

$$
P(1+r / 100 n)^{n t} .
$$

This is the manner in which money increases in actual practice, not continuously as a mathematical function increases, but by a succession of disconnected finite increments (as in the graph of Fig. 31); $n$ may be 1 (C. I. paid yearly), 4 (C.I. 1aid quaiterly), 12 (C.I. paid monthly), and so on.

If $r / 100 n$ be denoted by $1 / m$, and therefore $n=r m / 100$, this amount may be written

$$
p(1+1 / m)^{r m t / 100}
$$

Now let $n$ (and therefore also $m$ ) increase and ultimately becomo indefinitely great, so that the interest is added more and more

[^23]frequently, and ultimately continuously ; the amount at the end of $t$ years will then be
$P \times \underset{m \rightarrow \infty}{\operatorname{Lt}(1+1 / m)^{r m t / 100}}=P \times\left[\operatorname{Lt}_{m \rightarrow \infty}(1+1 / m)^{m}\right]^{r t / 100}=P e^{r t / 100}($ Art. 87).
Hence, when compound interest is added continuously to the principal $P$, the amount $A$ at the end of $t$ years $=P e^{r i / 100}$, and therefore obeys the above law.

The rate of increase of $A=\frac{d A}{d t}=P \cdot \frac{r}{100} e^{r t / 100}=\frac{r}{100} A$.
The preceding result can also be obtained directly by integration, for the amount $A$ at any instant is increasing at the rate of $r$ per cent. per annum, i.e.

$$
d A / d t=A r / 100
$$

$$
\therefore \quad \frac{1}{A} \frac{d A}{d t}=\frac{r}{100}, \quad \text { whence } \log A=\frac{r}{100} t+C
$$

When $t=0, A$ is equal to the $\operatorname{sum} P$ originally invested, $\therefore \log P=C$.
i. $\theta$.

$$
\begin{aligned}
\log A & =r t / 100+\log P \\
\therefore \quad A & =P e^{r t / 100}, \quad \text { as lefore. }
\end{aligned}
$$

Extension of compound interest law.
Cases in which the rate of increase of the function is partly constant and partly varies directly as the value of the function may be included in the above law, for if

$$
d y / d t=b+k y
$$

we may write

$$
d y / d t=k(y+b / k)
$$

from which it follows that the rate of increase of the function is proportional to the excess of the value of the function over the constant $-b / k$.

The equation may be written $\frac{1}{y+b / k} \frac{d y}{d t}=k$.
Therefore, integrating, and taking the constant of integration in the form $\log C$, which is more convenient than $C$, we have
whence
and

$$
\begin{aligned}
\log (y+b / k) & =k t+\log C \\
y+b / k & =C e^{k t} \\
y & =-b / k+C e^{k t}
\end{aligned}
$$

(It should be noticed that the preceding equation takes exactly the same form as in the case of the compound interest law if we replace $y+b / k$ by $z$, and therefore $d y / d t$ by $d z / d t$.)

## 181. Particular cases of the compound interest law.

Among the natural processes which follow the compound interest law are the following:

1. The cooling of a body which is at a higher tempcrature than its surroundings, according to Newton's Law of Cooling.

This states that the rate of cooling is proportional to the excess of the
temperature of the body over the temperature of its surroundings; i. e. if $\theta$ denote this excess of temperature,

$$
d \theta / d t=-k \theta,
$$

the - sign being taken because the temperature decreases as time goes on. Hence, from the result at the beginning of the last article, $\theta=C e^{-k t}$.

If $\theta_{0}$ be the original excess of temperature, i. e. the value of $\theta$ when $t=0$, we have $\theta_{0}=C$;

$$
\therefore \theta=\theta_{0} e^{-k t} .
$$

Taking a numerical case, suppose that a body cools from $80^{\circ} \mathrm{C}$. to $70^{\circ} \mathrm{C}$. in 5 minutes; what will its temperature be after a quarter of an hour, and how long will it take to cool to $40^{\circ} \mathrm{C}$., the surrounding temperature remaining at $20^{\circ} \mathrm{C}$. all the time?

Here $\theta_{0}=80-20=60$; therefore $\theta=60 e^{-k t}$.
It is given that $\theta$ (the excess of temprature) $=50$ when $t=5$; therefore $50=60 e^{-\delta k}$, whence $e^{-5 k}=\frac{5}{8},-5 k=\log \frac{5}{5}$, and $k=\frac{1}{5} \log 1 \cdot 2$.
After a quarter of an hour, $\theta=60 e^{-15 k}=60\left(e^{-5 L}\right)^{3}=60 \times\left(\frac{5}{8}\right)^{9}=347^{\circ} \mathrm{C}$. nearly. Therefore the temperature will be $54.7^{\circ} \mathrm{C}$.

The time to cool to $40^{\circ} \mathrm{C}$. is given by $20=60 e^{-k t}$; whence $-k t=\log \frac{1}{8}--\log 3$, and $t=(\log 3) / k=5 \log 3 / \log 1 \cdot 2=30.1$ minutes.
The temperature of $40^{\circ} \mathrm{C}$. is reached after a little more than half an hour.
2. The change in the atmospheric pressure due to an alteration in height above sea-level.

Let $p$ be the pressure at height $h$ above sea-level (or any other fixed level), and $p+\delta p$ the pressure at height $h+\delta h$.

Taking a vertical cylindrical column of air of height $8 h$ and section $A$, the pressure on the lower end exceeds the pressure on the upper end by the weight of the column, i. e. by $g \rho A \delta h$.

Hence $\quad p A-(p+\delta p) A=g_{\rho} A \delta h$, i.e. $A \delta p=-g_{\rho} A \delta h$.
Therefore, when $\delta h \rightarrow 0, \quad d p / d h=-g \rho=-g p / k$,
since, as is proved in text-books on Hydrostatics, $p=k \rho$, provided the temperature be supposed to remain constant.

Therefore $p=C e^{-o h / k}=p_{0} e^{-g h / k}$, if $p_{0}$ be the pressure at the given level.

Hence, if $p_{1}, p_{2}$ be the atmospheric pressures at heights $h_{1}, h_{2}$, we have

$$
p_{1} / p_{2}=p_{0} e^{-g h_{1} / k} \div p_{0} e^{-g h_{2} / k}=e^{g\left(h_{4}-h_{1}\right) / k_{1}}
$$

3. The motion of a particle against a force which is proportional to the velocity.
(For small velocities, the resistance of the air is roughly proportional to the velocity). Such a force will produce a retardation which varies as the velocity; hence the equation of motion of the particle is $d v / d t=-k v$, whence $v=u e^{-k t}$, where $u$ is the initial velocity.
4. The tension of a rope or belt round a rough pulley or cylinder.

Let $T$ be the tension at a point $P$ (Fig. 141) whose angular distance from the point $A$, where the rope leaves the pulley on the slack side, is $\theta$; and let $T+\delta T$ be the tension at $Q$, distant $\theta+\delta \theta$ from $A$.


Fig. 141.
Let $l$ be the normal reaction at the middle point of $P Q$, and $\mu$ the coefficient of friction; therefore $\mu R$ is the friction at that point when the rope is on the point of slipping.

Resolving along the normal and tangent at the middle point of $P Q$ for the equilibrium of the indefinitely small element $P Q$, we have

$$
R=T \sin { }_{2}^{\frac{1}{2}} \delta \theta+\left(T^{\prime}+\delta T\right) \sin \frac{1}{2} \delta t
$$

and

$$
(T+\delta T) \cos \frac{1}{2} \delta \theta=\mu I+T \cos \frac{1}{2} \delta \theta,
$$

whence

$$
\delta T \cos \frac{1}{2} \delta \theta=\mu R=\mu(2 T+\delta T) \sin \frac{1}{2} \delta \theta,
$$

from the preceding equation.

$$
\therefore \delta T / \delta \theta \cdot \cos \frac{1}{2} \delta \theta=\mu(2 T+\delta T)\left(\sin \frac{1}{2} \delta 0\right) / \delta \partial
$$

When $\delta \theta \rightarrow 0, \frac{\delta T^{\prime}}{\delta \theta} \rightarrow \frac{d^{\prime} T}{d \theta}, \quad \cos \frac{1}{2} \delta \theta \rightarrow 1, \quad 2 T+\delta T \rightarrow 2 T, \quad \frac{\sin \frac{1}{2} \delta \theta}{\delta \theta} \rightarrow \frac{1}{2}$.

$$
\therefore \text { ultimately, } d T / d \theta=\mu .2 T \times \frac{1}{2}=\mu T
$$

whence, as before, $T=T_{0} e^{\mu \theta}$, where $T_{0}$ is the tension at $A$.
From this it is easily seen how it is that a small force at one end of a rope which takes a turn or two round a rough post can support a very considerable tension at the other end, for if the coefficient of friction be $\frac{1}{2}$ and the rope makes $1 \frac{1}{2}$ complete turns, i. e. if $\theta=3 \pi$, we have $T=T_{0} e^{3 \pi}=T_{0} \times 1112$, so that a given tension at the slack end will support a tension 111 times as great at the other end.
5. The discharge of a contenser thiough a luge resistance.

It is shown in works on Electricity that, if $C$ be the capacity of the condenser, and $R$ the resistance through which it is discharging, then $d q / d t=-q / C R$, where $q$ is the amount of the charge at time $t$.

Hence $q=A e^{-t / C R}$, where $A$ is constant, $=q_{0} e^{-t / C R}$, if $q_{0}$ be the original charge when $t=0$.
 if $v_{0}, v$ be the potentials originally and at time $t$. This gives $R$ in terms of $v$ and $t$.
6. The true expionsion of a length, area, or volume when the coefficient of expansion is constant.

Taking the case of a volume (Art. $38, \frac{1}{V} \frac{d V}{d \theta}=\alpha$, if $V$ be the volume at temperature $\theta$. Therefore, as in the preceding cases, $V=V_{0} e^{\alpha \theta}$, if $V_{0}$ be the volume at temperature $0^{\circ}$, or $V=V^{\prime} e^{\alpha\left(\theta-\theta^{\prime}\right)}$, if $V^{\prime}$ be the volume at temperature $\theta^{\prime}$. Taking the former case, we have, on expanding $e^{\alpha \theta}$ and neglecting squares of $\alpha, V=V_{0}(1+\alpha \theta)$ approximately.
7. The current flowing in an electric circuit.

It is shown in works on Electricity that if an clectric current of strength $i$ be flowing in a circuit of self-induction $L$ and resistance $R$, and if $E$ be the external E. M. F. on the circuit, then $L d i / d t+R i=E$.
(i) If the circuit be left to itself, so that there is no exteraal E.M.F., $E=0$,

$$
\therefore \quad d i / d t=-I i_{i} L .
$$

Hence, as before, $i=i_{0} e^{-n t / L}$, where $i_{0}$ is the original current.
(ii) If a constant E. M. F. be supplied to the circuit, we have a case of the extension of the compound interest law mentioned above, for then

$$
d i / d t=E / L-R i / L, \text { where } E \text { is constant. }
$$

Therefore, using the result at the end of Art. 80,

$$
i=-\begin{gathered}
E \\
L
\end{gathered} /\left(-\begin{array}{l}
R \\
L
\end{array}\right)+A e^{-R t / L}=\frac{E}{R}+A e^{-R t / L,} \text { where } A \text { is a constant. }
$$

If the time be measured from the instant the circuit is completed, $i=0$ When $t=0$.

$$
\begin{aligned}
\therefore \quad 0= & E / R+A, \text { and } A=-E / R ; \\
& i=E\left(1-e^{-R t / L}\right) / R .
\end{aligned}
$$

so that
Since the last term in the brackets tends to zero as $t$ increases, the current approaches the constant value $E / R$.
(For another case of this problem, when the circuit is under the influence of a variable E.M. F., see the next article.)
8. The velocity of certain chemical reactions.
(a) Many chemical reactions follow the law (known as Wilhelmy's Law) which states that the velocity of the reaction is proportional to the concentration of the reacting substance, i. e. if $a$ be the initial concentration of the reagent and $x$ the amount transformed at time $t, d x c^{\prime} d t=k(a-x)$.

This is the extension of the compound interest law, and integrating as in the preceding article, we get

$$
\frac{1}{a-x} \frac{d x}{d t}=k ; \quad \therefore \quad-\log (a-x)=k t+C
$$

To find $C$, we have $x=0$ when $t=0 ; \quad \therefore \quad-\log a=C$.
$\therefore$ changing signs,

$$
\log (a-x)=-k t+\log a, \quad \text { i. e. } \quad a-x=a e^{k t}, \text { or } x=a\left(1-e^{-k t}\right)
$$

The equation may also be written in the form

$$
k t=\log a-\log (a-x)=\log \frac{a}{a-x} ; \quad \therefore \quad k=\frac{1}{t} \log \frac{a}{a-x} .
$$

This gives the value of the constant $k$ when $a$ and a pair of simultaneous values of $t$ and $x$ are known.
(b) There are other chemical reactions which follow the more complicated law

$$
d x / d t=k(a-x)(b-x)
$$

This may be written $\frac{1}{(a-x)(b-x)} \frac{d x}{d t}=k$;
$\therefore$ integrating with respect to $t, k t=\int \frac{d x}{(a-x)(b-x)}$.
By the methud of partial fractions (Art. 123) we find (if $a>b$ )

$$
\frac{1}{(a-x)(b-x)}=\frac{1}{a-b}\left[\frac{1}{b-x}-\frac{1}{a-x}\right]
$$

$\therefore \int \frac{d x}{(a-x)(b-x)}=\frac{1}{a-b}[-\log (b-x)+\log (a-x)]=\frac{1}{a-b} \log \frac{a-x}{b-x}$. $\therefore(a-b) k \cdot t=\log _{\frac{a-x}{b-x}}+C$.
$x=0$ when $t=0 ; \quad \therefore 0=\log (a / b)+C$;

$$
\therefore \quad(a-b) k t=\log \frac{a-x}{b-x}-\log \frac{a}{b}=\log \frac{b(a-x)}{a(b-x)}
$$

or

$$
e^{(a-t) k t}=\frac{b}{a} \cdot \frac{a-x}{b-x} .
$$

Solving this equation for $x$, we obtain

$$
x=\frac{a b\left[e^{(a-b) k t}-1\right]}{a e^{(a-b) k t}-b}
$$

which gives the value of $x$ at time $t$.
If a pair of simultaneous values of $x$ and $t$ are known, the value of $k$ is obtained from the equation above,

$$
k=\frac{1}{(a-b) t} \log \frac{b(a-x)}{a(b-x)}
$$

## 182. Another example from Electricity.

We have, in the preceding article, solved the equation

$$
L \frac{d i}{d t}+R i=E
$$

for the particular cases $E=0$ and $E=$ constant

Let us now take the case when the external F. M. F. is a periodic function of the time ; let $E=E_{0} \sin p t$, where $E_{0}$ is constant.

$$
\therefore \frac{d i}{d t}+\frac{R}{L} i=\frac{E_{0}}{L} \sin p t .
$$

In integrating the equation $\frac{d i}{d t}+\frac{R}{L} i=0$ in the preceding article, we obtained $\quad i=A e^{-R t / L}$, i.e. $i e^{K t / L}=A$, a constant.

If we verify this result by differentiation, we get

$$
i \cdot \frac{R}{L} e^{R t / L}+\frac{d i}{d i} e^{R t / L}=0, \quad \text { i. e. } e^{R t / L}\left(\frac{d i}{d t}+\frac{R}{L} i\right)=0
$$

This shows that the left-hand side of our equation above is made an exart differential cocfficient (of $i^{h t / L}$ ), and therefore the equation can be integrated, by multiplying it by the factor $e^{R t / L}$; it then becomes

$$
e^{n t / L}{ }_{\ddot{d} t}^{d i}+i{ }_{\dot{L}}^{R} e^{n t / L}=\frac{E_{0}}{L} e^{R t / L \cdot} \sin p t .
$$

The left-hand side being the d.c. with respect to $t$ of $i e^{R t / L}$, we have by integration

$$
i e^{R t / L}=\frac{E_{0}}{L} \int e^{R t / L} \sin p t d t+C
$$

An integral of the same type as that on the right-hand side has already been evaluated in Art. 139; substituting $R / L, p$, and $t$ for $a, b$, and $x$ respectively in the result of that article, we get
whence

$$
\begin{gathered}
i e^{R t / L}=\frac{E_{0}}{L} \cdot \frac{e^{R t / L}(R / L \cdot \sin p t-p \cos p t)}{R^{2} / L^{2}+p^{2}}+C \\
i=E_{0} \frac{(R \sin p t-p L \cos p t)}{R^{2}+p^{2} L^{2}}+C e^{2}-R t / L
\end{gathered}
$$

Measuring the time from the instant when the circuit is completed, we have $i=0$ when $t=0$,

$$
\begin{gathered}
\therefore 0=\frac{E_{0}}{R^{2}+p^{2} L^{2}}(-p L)+C . \\
\therefore \quad i=\frac{E_{0}}{R^{2}+p^{2} L^{2}}(R \sin p t-p L \cos p t)+\frac{E_{0} p L}{R^{2}+p^{2} L^{2}} e^{-R t / L} .
\end{gathered}
$$

The first term can be put in a more convenient form by the following artifice, which is one of frequent use.

Let $R=k \cos \alpha, \quad p L=k \sin \alpha$; therefore $\tan \alpha=p L / R$, and, squaring and adding, $R^{2}+p^{2} L^{2}=k^{2}$.

Then $\quad R \sin p t-p L \cos p t=k(\cos \alpha \sin p t-\sin \alpha \cos p t)$

$$
=k \sin (p t-\alpha)=\sqrt{ }\left(R^{2}+p^{2} L^{2}\right) \sin (p t-\alpha)
$$

Hence

$$
i=\frac{E_{0}^{\prime}}{\sqrt{ }\left(R^{2}+p^{2} L^{2}\right)} \sin (p t-\alpha)+\frac{E_{0} p L}{R^{2}+p^{2} L^{2}} e^{-R t / L_{1}}
$$

The last term becomes very small as $t$ increases, since, $R / L$ being + , $e^{-L t / L}$ decreases rapidly as $t$ increases, and therefore the current soon approaches the steady oscillation given by

$$
i=\frac{E_{0}}{\sqrt{\left(R^{2}+p^{2} L^{2}\right)}} \sin (p t-\alpha), \text { where } \alpha=\tan ^{-1} \frac{p L}{R}
$$

## Examples LXXV.

In doing these examples, the differential equation should be formed and actually solved in each case. Do not substitute numerical values in the results of Art. 181.

1. Find the compound interest on $£ 200$ invested for 3 years at 5 per cent. per annum, when interest is payable (i) monthly, (ii) daily, (iii) continuously.
2. The temperature of a body is $30^{\circ}$ above that of the surrounding atmosphere; and its rate of cooling per minute is $01 \theta$, where $\theta$ is the excess of its temperature above that of the atmosphere (which is supposed to remain constant); find (i) its temperature after 3 minutes, (ii) when its excess of temperature will have falien to $20^{\circ}$.
3. The temperature of a liquid in a room of constant temperature $20^{\circ}$ is observed to be $70^{\circ}$; after 5 minutes, it is observed to be $60^{\circ}$; what will its temperature be after another half-hour, and when will it be $40^{\circ}$ ?
4. A rope which is in contact with a circular post is on the point of slipping; if the portion of rope in contact with the post subtends an angle of $120^{\circ}$ at the centre, and the cocflicient of friction is $\frac{1}{2}$, compare the tensions at opposite ends.
5. A rope is wound just twice round a 1,0 ist and held by a force of 20 lb . wt. at one end ; if the coetticient of friction be 4 , what force must be applied at the other end to make it slip ?
o. The height of the barometer is 30 inches at sca-level ; what would it be at the top of a mountain 10,000 feet high, if the temperature were constant? [Take the specific gravity of air at sea-level as "0013, that of mercury as $13 \%$, and determine $k$ from this.]
6. The height of the barometer is 30 inches at the bottom of a mountain and 24 inches at the top; find the height of the mountain. [Take $k$ $=842000$. 1
B. A light string hangs over a fixed rongh horizontal cylinder, and is on the point of slipping when masses of 8 lb . and 2 lb . are suspended from its extremities; find the coefficient of friction.
7. A fly-wheel of mass 1 ton and radius of gyration 2 feet is running against a frictional resistance which is proportional to the velocity; its angular velocity was initially 80 radians per second, and afler 20 seconls it is 50 radians per second; what will it be alter a minute? [If $I$ be the M.l. of the wheel, and $\omega$ its angular velocity at time $t, I d \omega / d t=-k \omega$.]
8. A point moves so that its acceleration is always numerically $f$ of its velocity; if it starts with velocity of 5 ft -sees., find its velocity after 10 seconds, and when its velocity will be 100 ft .-secs.
9. A particle falls vertically under the action of its weight, and against a resistance which protuces a retardation proportional to the velocity; find its velocity after 10 seconds, supposing that it starts from rest, and that its velocity tends to the value 80 ft .secs. as $t$ increases indefinitely.
10. A chemical reaction takes place according to the law mentioned in Art. 181. 8 (a). If $a=9 \cdot 5$, and $x=3 \cdot 2$ after two minutes, find (i) the value of $k$, (ii) the value of $x$ after 5 minutes.
11. A chemical reaction takes place according to the law mentioned in Art. 181. $8(b)$. If $a=35 \cdot 4, b=12.5$, and $x=2.3$ after one minute, find (i) the value of $k$, (ii) the value of $x$ after 3 minutem.
12. An electric condenser of capacity $18 \times 10^{-14}$ is discharging through a resistance $3 \times 10^{12}$; if the initial charge be 001 , find (i) the charge after 01 second, (ii) when the charge is reduced to 10 per cent. of its original value.
13. A condenser of capacity $5 \times 10^{-15}$ is discharging through a resistance, and in 2 seconds the voltage falls to one-tenth of its original value; find the resistance.
14. A current is flowing in a circuit of resistance 10 ohms and self-induction $\cdot 02$ henry; if its value was originally 40 amps., find (i) its value after $\cdot 01$ second, (ii) when it is 10 amps ., the circuit being left to itself.
15. Find the current after 01 second if the same circuit is under the influence of a constant E. M. F'. of 50 volts, and $i=0$ when $t=0$.
16. Find the current after 01 second if there is an E. M.F. of $50 \sin 500 t$, and $i=0$ when $t=0$.
17. Find the current after half a second in a circuit of resistance 10 and self-induction 5 under an E. M. F. of $40 \sin 200 t$.
18. The rate at which liquid is flowing out of a vessel at any instant is proportional to the amount left in at that instant; if the vessel is half emptied in 1 minute, how much will flow out in 2 minutes, and when will it be four-fifths empty?
19. A pane of glass absorbs 4 per cent. of the light passing through it; how much of the light will get through 20 such panes of the same kind of glass? How many panes will absorb 40 per cent. of the light? [If $I$ be the intensity after passing through a thickness $l, d I / d l=-k: I$.]
20. An electric current, left to itself, drops to $\frac{1}{2}$ of its original value in ${ }_{10}^{1}$ second ; how long will it take to drop to one-millionth of its original value?
21. An electric current left to itself drops 20 per cent. in 2 minutes; when will it be imperceptible to a gralvanometer which can just detect one thousand-millionth part of its original value?
22. The population of a country is at any instant increasing at a rate which is proportional to its value at that instant; if it be doubled in 20 years, when will it have increased 5 fold?

## CHAPTER XIX

## APPLICATIONS TO MECHANICS

## WORK

## 183. Work and energy.

It was shown in Art. 65, that, if $W$ be the work done in moving a particle from some standard position to a point $P$, and $E$ the kinetic energy at $P$, then $F=d W / d x$ and also $=d E / d x, x$ being the distance of $P$ from some fixed point in the line of motion.

Therefore $d W / d x=d E / d x$, and hence (Art. 76) $W$ and $E$ differ by a constant only, i. $\theta . W=E+C$.

If $E_{0}$ be the kinetic energy of the particle in the standard position, we have $E=E_{0}$ when $W=0$; hence $0=E_{0}+C$, and $C=-E_{0}$,

$$
\therefore \quad W=F-E_{0}
$$

Therefore the work done in moving the particle from one point to the other is equal to the change in the kinetic energy of the particle.

Also, since $d W / d x=F$, it follows that $W=\int F d x$. Therefore, if $F$ be known in terms of $x$, the work done in moving the particle from one point to another can be calculated.

As an example of this, we will calculate the work done in stretching an elastic string. Let $a$ be the natural length of the string, and suppose we want to find the amount of work done in stretching it from length $a+b$ to length $a+c$. The tension of such a string is given by Hooke's Law, which states that the tension is proportional to the extension. When the stretched length is $a+x$, the extension is $x$, and the most convenient way of expressing this law is: $T=\lambda x / a$, where $\lambda$ is a constant. [If $x=a$, this gives $T=\lambda$, so that the constant $\lambda$ is the weight which, suspended at the end, would cause the string to hang in equilibrium stretched to twice its natural length, supposing this law contınues to hold good.]
Hence we have $\quad d W / d x=T=\lambda x / a$.
Therefore the work done in increasing $x$ from $b$ to $c$

$$
=\int_{b}^{0} \frac{\lambda x}{a} d x=\frac{\lambda}{a}\left[\frac{1}{2} x^{2}\right]_{b}^{0}=\frac{1}{2} c^{c^{2}-b^{2}}{ }^{2} .
$$

If $T_{b}, T_{c}$ denote the tensions at lengths $a+b, a+c$ respectively, $T_{b}=\lambda b / a$ and $T_{c}=\lambda c / a$; therefore the work required
$=\frac{1}{2} \lambda(c+b)(c-b) / a=\frac{1}{2}\left(T_{0}+T_{b}\right)(c-b)$

- the extension $\times$ the mean of the initial and final tensions.


## 184. Graphical method.

If $x$ is the distance of a moving body from a fixed point $O$ in its line of motion, and if the values of the force acting on the body for different values of $x$ are known, either by calculation from a formula or as the result of observations, then, by plotting these values, we may obtain a curve whose ordinate at any point $(x, y)$ represents the force $F$ acting upon the body when at distance $x$ from 0 .

The work done in moving the body from $x_{1}$ to $x_{2}=\int_{x_{1}}^{x_{2}} F d x$, and since $F$ is represented by the ordinate of the curve, this is represented by the area between the curve, the axis of $x$ and the ordinates $x=x_{1}$ and $x=x_{2}$. This area may be calculated by Simpson's Rule or measured by a planimeter, and thus the amount of work done is approximately obtained.

This is the principle of the 'indicator diagram' of an engine, which registers mechanically the pressure in the cylinder at different parts of the stroke; the area of the diagram which is drawn gives the amount of work done during the stroke.

A similar method can be used to estimate the distance travelled in a given interval of time, if the velocities at different instants be known, and to estimate the change of velocity in a given interval, if the accelerations at different instants be known, for

$$
\frac{d s}{d t}=v, \quad \therefore \quad s=\int_{t_{1}}^{t_{2}} v d t ; \quad \text { and } \frac{d v}{d t}=f, \quad \therefore \quad v=\int_{t_{1}}^{t_{2}} f d t
$$

## 185. Work done by an expanding gas.

Imagine the gas contained within a right circular cylinder of cross-section $A$ sq. ft. and length $h$ feet, in which a piston just fits and slides freely, and suppose that a slight expansion of the gas from volume $v$ to volume $v+\delta v$ moves the piston a distance $\delta h$. The pressure on the end of the piston is $p A$, if $p$ be the intensity of pressure of the gas. Hence, if $\delta W$ be the work done by the gas in the expansion, $\delta W=p A \delta h=p \delta v$, and $\delta W / \delta v=p$. Therefore if $\delta v \rightarrow 0, d W / d v=p$, and the work done in a finite expansion is obtained by integration. It can be shown that this relation is true whatever be the shape of the vessel which contains the gas. If $v_{1}$ be the original volume and $v_{2}$ the final volume, the total work done by the gas in the expansion $=\int_{v_{2}}^{v_{2}} p d v$. If the gas is compressed,
this is the amount of work which must be done to reduce the volume from $v_{2}$ to $v_{1}$. If the expansion be supposed to take place isothermally, i.e. without altcration of temperature, the relation between $p$ and $v$ is given by Boyle's Law, $p v=$ constant ; if the expansion is adiabatic, i.e. if no heat is taken from or supplied to the gas, the relation between $p$ and $v$ is given by the law $p v^{\gamma}=$ constant. [See Art. 236.] The pressure $p$, volume $v$, and absolute temperature $T$ of a 'perfect gas' are connected by the relation $p v=k T$.

We will take an example of each case.

## Examples:

(i) In an aircompressor; air is draun in at atmospheric pressure 14.7 lb . wt. per sq. inch, and is compressed until the pressure is 50 lb . wt. perer sq. inch. Find the work done per minute and the horse-pouer, if the machine mukes 100 strokice per minute and draws in 2 cubic feet at each strole, supposing the compression isothermal.
The total work done against the gas in reducing the volume from $v_{1}$ to $v_{s}$

$$
\begin{aligned}
& =\int_{v_{2}}^{v_{1}} p d v=\int_{v_{2}}^{v_{1}} \underset{v}{k} d v=k[\log v]_{v_{2}}^{v_{1}} \\
& =k\left(\log v_{1}-\log v_{2}\right)=p_{1} v_{1} \log \left(v_{1} / v_{2}\right)=p_{1} v_{1} \log \left(p_{2} / p_{1}\right)
\end{aligned}
$$

$v_{1}=$ the initial volume of the air compressed $=100 \times 2=200 \mathrm{cu} . \mathrm{ft}$.;
$p_{1}=$ the initial pressure $=14.7 \times 144 \mathrm{lb}$. wt. per sq. ft. ;
$p_{2} / p_{1}=50 / 14 \cdot 7=3 \cdot 401$.
$\therefore$ the work done $=14.7 \times 144 \times 200 \times \log 3.401$

$$
=331,500 \mathrm{ft} . \mathrm{lb} . \text { per minute },
$$

and the necessary H. P. is a little more than 10.
(ii) A quantity of dry air at temperature $40^{\circ} \mathrm{F}$. is compressed adiabatically until its volume is one-third of its original volume; find the amount of work done and the change of temperature.

Taking the general case, the work which must be done

$$
\begin{aligned}
& =\int_{v_{2}}^{v_{1}} p d v=\int_{v_{2}}^{v_{1}} \frac{k}{v^{\gamma}} d v=\left[\frac{k v^{\gamma+1}}{-\gamma+1}\right]_{v_{2}}^{v_{1}}=\frac{1}{-(\gamma-1)}\left[\frac{k}{v_{1}^{\gamma-1}}-\frac{k}{v_{2}^{\gamma-1}}\right] \\
& =-\frac{1}{\gamma-1}\left[\frac{p_{1} v_{1}^{\gamma}}{v_{1}^{\gamma}}{ }^{\gamma-1}-\frac{p_{2} v_{2}^{\gamma}}{v_{2}^{\gamma-1}}\right]=\frac{1}{\gamma-1}\left(p_{2} v_{2}-p_{1} v_{1}\right) .
\end{aligned}
$$

This result may be expressed in the form

$$
\frac{p_{1} v_{1}}{\gamma-1}\left(\frac{p_{2} v_{2}}{p_{1} v_{1}}-1\right), \text { and } \frac{p_{2}}{p_{1}}=\binom{v_{1}}{v_{2}}^{\gamma} ;
$$

$\therefore$ the work required $\left.=\frac{p_{1} v_{1}}{\gamma-1}\left[\begin{array}{l}\prime v_{1} \\ v_{3}\end{array}\right)^{\gamma-1}-1\right]$.
In the given example, $v_{1} / v_{2}=3 ; \quad \therefore$ the work $=\frac{p_{1} v_{1}}{\gamma^{-1}}\left(3^{\gamma-1}-1\right)$.

If there were originally 60 cubic feet of air at atmospheric pressure, $p_{1}=147 \times 144, v_{1}=60$, and $\gamma$ is, for air, 1404 .
Therefore the amount of work required

$$
=\frac{14.7 \times 144 \times 60}{404}\left(3^{\cdot 64}-1\right)=\frac{14 \cdot 7 \times 8640}{404} \times 559=175700 \mathrm{ft} . \mathrm{lb} .
$$

To find the change of temperature, we have $p_{1} n_{1}=k T_{1}, p_{2} v_{2}=k T_{2}$.

$$
\therefore \frac{T_{2}}{T_{1}}=\stackrel{p_{2} n_{2} n_{2}}{p_{1} n_{1}}=\binom{v_{1}}{v_{2}}^{\gamma} \times \frac{v_{2}}{v_{1}}=\binom{n_{1}}{v_{2}}^{\gamma-1} .
$$

Taking the absolute zero of temperature as $461^{\circ} \mathrm{F} ., T_{1}=461^{\circ}+40^{\circ}=501^{\prime}$;

$$
\therefore \quad T_{2}=501^{\circ} \times 3^{\gamma-1}=501^{\circ} \times 3^{-404}=781^{\circ} .
$$

Hence the temperature rises on compression to $320^{\circ} \mathrm{F}$.

## VIRTUAL WORK

188. Virtual work.

It is proved in lext-books on Statics that, if a body or system of bodies be in equilibrium, the work done by the external forces in any small displacement (consistent with the geometrical conditions) which the system may be imagined to take (i.e. in any virtual displacement) is zero. More strictly speaking, if the displacement be an infinitesimal of the first order, the work done in any such displacement from a position of equilibrium will be an infinitesimal of the second order. In many cases we can, by the principles of the differential calculus, write duwn at once the work done by the forces in a small displacement, and then, by equating it to zero, find the position of equilibrium, or oltain relations between the forces in the position of equilibrium. The following examples illustrate the melhod.

## Examples:

(i) A uniform rod of weight W (Fig. 142) rests between the ground AC and a vertical wall BC , both smooth, and is kept from slipping by a horizontal string attached to the lower end of the rod and supporting a weight P hanging freely; find the position of equilibrium.

Let $2 l$ be the length of the rod, $\theta$ its inclination to the ground when in equilibrium, and $b$ the length of the string. Inagine the weight $P$ to descend a little, so that $\theta$ is increased by a small amount $\delta \theta$. The reactions at $A, B$, and $C$ do no work, since the displacements at $A, B$, and $C$ are


Fig. 143.
perpendicular to them. If $z$ be the height of the middle point of the rod above $A C$, and $x$ the depth of $P$ below $C$, the work done by $W$ is $-W \delta \varepsilon$, and the work done by the weight $P$ is $P \delta x$.

Hence, by the principle of virtual work,
$-W \delta z+P \delta x=0$.
Now $z=l \sin \theta, x=b-2 l \cos \theta ; \quad \therefore($ Art. 24) $\delta z=l \cos \theta \delta \theta, \delta x=2 l \sin \theta \delta \theta$.
Hence, substituting and dividing by $\delta \theta, W l \cos \theta=P 2 l \sin \theta$,

$$
\text { or } \quad \tan \theta=W / 2 P
$$

This gives the position of equilibrium.
(ii) A frame ABC (Fig. 143) consists of 3 light rous, of which $\mathrm{AB}, \mathrm{AC}$ are of length a and BC of length $\frac{3}{2} \mathrm{a}$, freely jointed together; it rests with BC horizontal, A below BC , and the rods $\mathrm{AB}, \mathrm{AC}$ over two smooth fixed pegs E and F in the same horizontal line, distance 2 b apart. A weight W is suspended from A ; find the thrust on the rod BC .

Denote the angle $B A H$ by $\theta$. Imagine $A$ to descend a little, and that the $\operatorname{rod} B C$ is slightly shortened. The only forces which do work are the


Fig. 143.
weight $W$ and the thrust $T$. The work done by $W$ is $W \delta\left(K_{R}\right)$, and the work done by $T$ is $T \delta(B C)$.

IIence

$$
W \delta(K A)+T \delta(B C)=0
$$

Since we are supposing $B C$ to alter its length a little, we must find its length in terms of the variable $\theta$.

$$
\begin{gathered}
K A=b \cot \theta, \quad \text { and } \quad B C=2 a \sin \theta ; \quad \therefore \delta(K A)=-b \operatorname{cosec}^{2} \theta \delta \theta, \quad \text { and } \\
\delta(B C)=2 a \cos \theta \delta \theta .^{*} \\
\text { Hence } \quad-W b \operatorname{cosec}^{2} \theta \delta \theta+T \cdot 2 a \cos \theta \delta \theta=0, \\
\therefore T=W \cdot \frac{b}{2 a} \frac{\operatorname{cosec}^{2} \theta}{\cos \theta} .
\end{gathered}
$$

* If $A$ descends, $\theta$ diminishes, $\therefore \delta \theta$ is negative; this makes $\delta(K A)$ positive, and $\delta(B C)$ negative.

Since

$$
\begin{gathered}
B C=\frac{8}{2} a, \sin \theta=B H / B A=\frac{8}{1}, \text { and } \cos \theta=\frac{1}{4} \sqrt{ } 7 ; \\
\therefore \quad T=W \frac{b}{2 a} \cdot \frac{64}{9 \sqrt{ } 7}=\frac{32}{9 \sqrt{ } 7} \cdot \frac{3}{a} W .
\end{gathered}
$$

If the weights of the various bodies of the system be the only forces which do work in the displacemont, and if $y$ be the height of the centre of gravity of the system above a fixed horizontal line, the principle of virtual work tells us that $W \delta y$, and therefore $\delta y$ (since the weight $W$ of the system is finite), is of the second order of small quantities. If $y$ be expressed in terms of some variable 0 , then, to the first order of small quantities,

$$
\delta y=\frac{d y}{d \bar{\theta}} \delta \theta \text { (Art. 24). }
$$

Hence, since $i y$ is of the second order, we have $d y / d 0=0$, i.e. $y$ is a maximum or minimum (provided $d^{2} y / d d^{2}$ is not zero). Hence the system is in a position of equilibrium when the height of its centre of gravity is a maximum or a minimum. The equilibrium will be stable (i.e. if slightly displaced, the system will tend to return to its original position) if the height of the centre of gravity be a minimum, i. e. if $d^{2} y / d \theta^{2}$ is positive; and unstable (i.e. if slightly displaced, the system will tend to move still further away from the position of equilibrium) if the height of the centre of gravity be a maximum, i. $\theta$. if $d^{2} y / d \theta^{2}$ is negative.

## Examples:

(i) A rod rests with one end against a smooth pertical plane AB (Fig. 144), and the other on a smooth inclined plane AC of angle $\alpha$; find the position of equilibrium.

Let $\theta$ be the inclination of the rod to the horizontal, and $l$ the length of the rod. The height $y$ of the C. G. alove $A$

$$
\begin{aligned}
& =A N+\frac{1}{2} N B=N C \tan \alpha+\frac{1}{2} l \sin \theta \\
& =l \cos \theta \tan \alpha+\frac{1}{2} l \sin \theta .
\end{aligned}
$$

To find the maximum and minimum values of this, we have

$$
d y / d \theta=-l \sin \theta \tan \alpha+\frac{1}{2} l \cos \theta,
$$

which is equal to 0 when $\sin \theta \tan \alpha=\frac{1}{2} \cos \theta$, i.e. when $\cot \theta=2 \operatorname{tin} \alpha$. This gives the position of equilibrium.

Since $\quad d^{2} y / d \theta^{2}=-l \cos \theta \tan \alpha-\frac{1}{2} l \sin \theta$, which is negative, $\theta$ being acute, $y$ is a maximum, and the equilibrium is unstable.


Fig. 144.
(ii) A uniform rod AB (Fig. 145) of length 2 a is hinged at A ; a string atlached to the middle point G of the rod passes over a smooth pulley at C at height a vertically alowe $\Lambda$, and supports a uright P hanging freely; find the positions of equilibrium.

Let $\theta$ be the inclination of the rod to the vertical, therefore $\frac{1}{2} \theta$ is the inclination of the string $C G$ to the vertical, since $A C=A G$. Let $l$ be the length of the string.

The depth of $G$ below $C=a+a \cos \theta$, and the


Fig. 145. depth of $P=l-C G=l-2 a \cos \frac{1}{2} \theta$.

Hence, if $y$ be the depith of the C. G. of the system,

$$
(P+W) y=P\left(l-2 a \cos \frac{1}{2} \theta\right)+W a(1+\cos \theta) .
$$

This is to be a maximun or minimum. Differen. tiating with respect to $\theta$,

$$
(P+W) d y_{i}^{\prime} d \theta=P\left(a \sin _{2}^{1} \theta\right)+W a(-\sin \theta)
$$

Hence $d y / d \theta=0$ when $P \sin \stackrel{1}{2} \theta=W \sin \theta$

$$
=2 W \sin \frac{1}{2} \theta \cos \frac{1}{2} \theta
$$

i.e. when $\sin \frac{7}{2} \theta=0$, or when $\cos \frac{1}{2} \theta=P / 2 \mathrm{~W}$.

Differentiating a sccond time, we havo

$$
\begin{aligned}
(P+W) \frac{d^{\prime} y}{d c^{2}} & =P a \cdot \frac{1}{2} \cos \frac{1}{2} \theta-W a \cos \theta \\
& =W a\left[\frac{P}{2 W} \cos \frac{1}{2} \theta-\cos \theta\right] \\
& =W a\left[\frac{P}{2} \bar{W} \cos \frac{1}{2} \theta-2 \cos ^{2} \frac{1}{2} \theta+1\right]
\end{aligned}
$$

If $\sin \frac{1}{2} \theta=0, \theta=0$ and $\cos \frac{3}{2} \theta=1 ; \quad \therefore(P+W) \frac{d^{2} y}{d v^{2}}=W a\left[\frac{P}{2 W}-1\right]$,
which is + or - according as $P>$ or $<2 H^{\circ}$.
Hence,
if $P>2 W$, the depth $y$ is a minimum, and the position $\theta=0$ is unstable; if $P<2 W$, the depth $y$ is a maximum, and the position $\theta=0$ is stable.
The second solution, $\cos \frac{1}{2} \theta=P / 2 W$, is only possible when $P<2 W$, and then

$$
(P+W) \frac{d^{2} y}{d U^{2}}=W a\left[\frac{P^{2}}{4 W^{2}}-2 \cdot \frac{P^{2}}{4 W^{\prime 2}}+1\right]=a \cdot \frac{4 W^{2}-P^{2}}{4 W}
$$

which is + , since $P<2 W$. The depth $y$ is then a minimum, and the position given by $\cos \frac{1}{2} \theta=P / 2 W$ is unstable.

## Ezamples LXXVI.

1. Find the work done in stretching an elastic string of natural length 6 ft . from length 7 ft . to length 8 ft ., $\lambda$ being 4 lb . weight.
2. Find the work done in stretching a string to three times its natural length, $\lambda$ being $\frac{1}{2}$ lb. weight.
3. The resultant pressures on the piston of a steam-engine at distances $0,2,4,6,8,10,12,14,16$ inches from the beginning of the stroke are respectively $18,000,18,500,18.400,18,000,16,500,14,200,11,100,7200$, 1800 ; find the work done during the stroke of 16 inches.
4. The pressures of a gas at volumes $1,2,3,4,5,6,7$ cubic feet are 400,240 , $170,120,85,70,65 \mathrm{lb}$. weight per square inch. Find the work done during the expansion from 1 to 7 cubic feet.
5. A gas expands according to the law $p v=$ constant. When its volume is 2 cubic feet, the pressure is 350 lb . weight per square inch. Find the work done as the gas expands to a volume of 5 culic feet.
Find the work done as the gas exprancis until its pressure is 55 lb . weight per square inch.
6. A quantity of air expands according to the law $p v^{14}=$ constant. The pressure is 250 lb . weight per square inch when the volume is 3 cubic feet. Find the work done when it expands to a volume of 7 cubic feet. Find how much work is required to compress it to a volume of 2 cubic feet.
7. A body of mass 100 lb . is drawn along a rough horizontal plane ( $\mu=x \cdot 3$ ) by means of a rope which passes over a smooth pulley 6 feet above the plane. If it be originally 10 feet distant from the pulley, find the work done in pulling it very slowly a distance of 5 feet along the ground.
8. A chain 500 feet long hange vertically, and it mass varies uniformly from 10 lb . per foot at its upper end to 7 lb . per foot at its lower end. Find the work lone in winding it up.
9. A circular well, 6 feet in diameter and 200 feet deep, is full of water. Find the amount of work done in pumping all the water to the top. At what rate is the level of the water sinking when it is (i) 100 feet, (ii) 150 feet below the ground, supposing the engine works at uniform rate and empties the well in 80 minutes?
10. A quantity of dry air at temperature $50^{\circ} \mathrm{F}$. and atmospheric pressure is compressed adiabatically from volume 20 cubic feet to volume 5 cubic feet; find the amount of work done and the change of temperature.
11. Three cubic feet of saturated steam, pressure 150 lb . weight per square inch. expand to volume 8 culic feet. Find the wort done, the law of expansion being $p v^{1 \cdot 00}=$ constant.
12. A uniform rod, weight $W$, rests with the lower end on a smooth horizontal plane $A B$, and the upper end against a vertical plane $B C$; it is kept from slipping by a horizontal string attached to a point on the rod distant one-third of its length from the lower end, which passes over a smooth pulley and supports a weight $\frac{1}{2} W$ hanging freely. Find the position of equilibrium.
13. If the lower end of the rod in Question 12 be supported by a string attached to $B$ (and the other string be removed), find the tension of the string when the rod is inclined at $80^{\circ}$ to the vertical.
14. Four equal uniform rods, each of weight $W$, are smoothly jointed together; $\mathcal{B}$ and $D$ are kept apart by a rod of negligible weight of such length that $A B C D$ is a square, and the whule is suspended from $A$. Find the thrust in the rod $B D$.
15. If, in the preceding question, the rod $B D$ is taken away, and the figure kept in shape by an inextensible string $A C$, find the tension in the string.
16. If in Question 14 the string be elastic, of natural length equal to the length of the rods, and such that the weight of all the rods would just stretch it to double its natural length, find the inclination of the rods to the vertical when in equilibrium.
17. A string passes over two smooth pegs $A, B, 2$ feet apart in a horizontal line, and has masses 5 lb . suspended at each end, and 6 lb . at its middle point. Find the position of equilibrium of the 6 lb . mass.
18. A uniform heavy rod, 6 feet long, rests over a smooth peg and against a smooth wall, from which the peg is 1 foot distant. Find the position of equilibrium, and whether it is stable or unstable.
19. A uniform rod rests with its ends on two smooth inclined planes of angles $35^{\circ}$ and $50^{\prime}$ which have a common foot. Find the position of equilibrium, and whether it is stable or unstable.
20. A parallelogram $A B C D$ of four uniform rods freely jointed has the side $A B$ fixed horizontally and hangs in a vertical plane. $A$ is attached to $C$ by a light string of length equal to $A B$, and $\alpha$ is the acute angle of the parallelogram. Find the tension of the string.
21. Four rods of length $a$ and negligible weight are freely jointed; the system rests with $A C$ vertical, and $B C, C D$ against two smooth pegs in the same horizontal line, distant $c$ apart, $B$ and $I$ ) being kept apart by a light rod of length a. Find the thrust in $B D$ when a weight $W$ is placed on $A$.
22. A ladder of mass 100 lb . rests with one end on the ground and the other against a mooth vertical wall. It is kept from slipping by a horizontal string attached to its lower end. Find the tension of the string when the ladder is inclined to the horizontal at an angle $\alpha$.
23. In the preceding question, find the work done in pulling the ladder from inclination $60^{\circ}$ to inclination $70^{\circ}$, its length being 40 feet.
24. A cube of wood of side 2 feet and specific gravity 6 floats in water with its base horizontal. Find the work done in pushing it down until its top is level with the surface of the water.

## RECTILINEAR MOTION OF A PARTICLE

## 187. Motion of a particle in a straight line.

We will next consider some applications of the integral calculus to the motion of a particle in a straight line.

Expressions for the velocity and acceleration of a moving point have already been given (Art. 62), together with a few simple examples in which the acceleration is a given function of the time (Arts. 63 and 78).

We will now discuss some cases in which the force acting on the particle is given as a function of the position of the particle.

In the first place, since the force acting on a particle in any direction is equal to the product of its mass and its acceleration in that direction, it follows that the acceleration of the particle will follow the same law as the force which produces it.
(1) Simple Harmonic Motion. We commence with the well-known case of simple harmonic motion.

A particle moves in a straight line under the influence of a force which is directed towards a fixed point in the line, and varies as the distance from that point. To find the motion.

Let the particle start from rest at distance $a$ from the fixed point $O$ (Fig. 146). When at $P$, at distance $x$ from $O$, its acceleration in the


Fig. 146.
direction $O P$ (i. e. away from $O$ ) is $\ddot{x}$ or $v d v / d x$. [Since $v d v / d x=\frac{1}{2}$ the d.c. of $v^{2}$ with respect to $x$, it is + when $v^{2}$ increases as $x$ increases.] Taking the latter form, since the force and therefore the acceleration varies as $x$, and is towards $O$, we have

$$
v d v / d x=-\mu x
$$

where $\mu$ is a constant whose value can be found if the mass of the particle and the magnitude of the force acting upon it in any position are given.

Integrating with respect to $x, \frac{1}{2} v^{2}=-\mu \cdot \frac{1}{2} x^{2}+C$.
Since the particle starts from rest at $A$, we have $v=0$ when $x=a$,

$$
\therefore \quad 0=-\frac{1}{2} \mu a^{2}+C, \quad \text { and } \quad C={ }^{1} \mu a^{2} .
$$

Substituting this value of $C, v^{2}=\mu\left(a^{2}-x^{2}\right)$,

$$
\therefore \quad v= \pm \sqrt{ }\left\{\mu\left(a^{2}-x^{2}\right)\right\} .
$$

This gives the velocity in any position; the double sign indicates that, at distance $x$ from 0 , the particle is moving sometimes towards $O$ and sometimes away from $O$; the magnitude of the velocity is the same in either case. This equation may be written
i. e.

$$
\begin{aligned}
d x / d t=v & = \pm \sqrt{ } \mu \sqrt{ }\left(a^{2}-x^{2}\right) \\
\frac{1}{\sqrt{ }\left(a^{2}-x^{2}\right)} \frac{d x}{d t} & = \pm \sqrt{ } \mu .
\end{aligned}
$$

Integrating with respect to $t, \quad \sin ^{-1}(x / a)= \pm t \sqrt{ } \mu+C$.
If $t$ be measured from the instant when the particle starts, we have $x=a$ when $t=0$.
$\therefore \sin ^{-1} 1=C$, and $C=\frac{1}{2} \pi ; \quad \therefore \sin ^{-1}(x / a)=\frac{1}{2} \pi \pm t \sqrt{ } \mu$, or $\quad x / a=\sin \left(\frac{1}{2} \pi \pm t \sqrt{ } \mu\right)$, and $x=a \cos t \sqrt{ } \mu$.

This gives the distance of the particle from $O$ (not the distance travelled from A) after time $t$.

The velocity at any instant is obtained by differentiating this with respect to $t$. This gives

$$
v=d x / d t=-a \sqrt{ } \mu \sin t \sqrt{ } \mu
$$

If $t \sqrt{ } \mu$ is increased by $2 \pi$, both $x$ and $v$ are unchanged in magnitude and sign, i.e. all the circumstances of the motion are repeated
without any alteration when $t$ is increased by $2 \pi / \sqrt{ } \mu$; hence the motion is oscillatory, and the time of a complete oscillation, or the period, $=2 \pi / \sqrt{ } \mu$. This is independent of $a$, the amplitude.
(2) Law of Gravitation. Next, let us take an example of the law of gravitation.

A particle moves in a straight line under the action of a force towards a fixed point in the line varying inversely as the square of the distance from that point; find the motion, and, as particular cases, find (i) with what velocity a metcorite would reach the earth after moving from a very great distance under the in.fluence of the cartl's attraction, and (ii) how long it would takie the moon, if suddenly stopped in its orbil, to reach the earth.

As in the preceding case, the acceleration at distance $x$ from 0 is $v d v / d x$ in the direction $O P, \quad \therefore v d v / d x=-\mu / x^{2}$.
Integrating with respect to $x, \quad \frac{1}{2} v^{2}=\mu / x+C$.
If the particle starts from rest at distance $a, v=0$ when $x=a$.
hence

$$
\therefore 0=\mu / a+C, \text { and } C=-\mu / a ;
$$

This gives the velocity of the particle in any position.
In the case of the meteorite starting at a very great distance, we may take $v=0$ when $x=\infty ; \therefore C=0$, and $v^{2}=2 \mu / x$. At the earth's surface, the distance $\boldsymbol{x}$ of the particle from the centre of the earth * is equal to $r$, the radius of the earth; hence, neglecting the retarding effect of the earth's atmosphere, the velocity on reaching the earth's surface is given by $v^{2}=2 \mu / r$. We can find $\mu$ in this case, because we know the acceleration of a particle at the earth's surface due to the attraction of the earth; it is approximately 32 ft.-secs. per sec., therefore $\mu / r^{2}=32$.
Hence $v^{2}=2 \mu / r=64 r=64 \times 4000 \times 5280$, taking $r$ as 4000 miles. This gives the value of $v$ as approximately 7 miles per second.
Conversely, if we suppose the direction of motion reversed, a stone projected vertically upwards from the earth's surface with this (or any greater) velocity would (neglecting the effect of the atmosphere) never return, but would recede to an infinite distance.
The retardation due to the resistance of the earth's atmosphere has here been neglected. As a matter of fact, this is so enormous that few meteorites ever reach the earth's surface. They are usually dissipated by the heat generated by their passage through the air. If in the preceding formula we take $r=4050$ miles, the result will not be very different, and this would give the velocity at a point 50 miles distant from the earth's surface; at this distance the atmosphere of the earth will be extremely rare, and its retarding force very slight.

[^24]Returning to the general case, we have

$$
d x / d l=v=-\sqrt{ }\{2 \mu(1 / x-1 / a)\}=-\sqrt{ }\{2 \mu(a-x) / a x\}
$$

taking the $-\operatorname{sign}$ since $x$ decreases as $t$ increases.
i.e.

$$
\sqrt{ }\left(\frac{a x}{u-x}\right) \frac{d x}{d t}=-\sqrt{ }(2 \mu) ;
$$

$\therefore$ integrating with respect to $t, \int \sqrt{ }\left(\frac{a x}{a-x}\right) d x=-\sqrt{ }(2 \mu) t+C$.
The expression on the left-hand side is rationalized by putting $x=a \cos ^{2} \theta$;
then $\quad C-\sqrt{ }(\because \mu) t=\int \sqrt{ }\left(\frac{a^{2} \cos ^{2} \theta}{a \sin ^{2} \theta}\right) \times-2 a \cos \theta \sin \theta d \theta$

$$
\begin{aligned}
& =-a^{\frac{3}{2}} \int 2 \cos ^{2} \theta d \theta \\
& =-a^{\frac{2}{2}} \int(1+\cos 2 \theta) d \theta \\
& =-a^{\frac{1}{2}}\left(\theta+\frac{1}{2} \sin 2 \theta\right) .
\end{aligned}
$$

Whon $t=0, x=a$, and therefore $\cos \theta=1$ and $0=0$; hence $C=0$.

$$
\therefore \quad \sqrt{ }(2 \mu) t=a^{\frac{3}{2}}\left(0+\frac{1}{2} \sin 2 \theta\right),
$$

and

$$
\begin{aligned}
t & =a^{\frac{3}{2}}(0+\sin \theta \cos \theta)^{\prime} \downarrow^{\prime}(2,) \\
& \left.=\frac{a^{\frac{n}{2}}}{\sqrt{ }(2 \mu)}\left[\cos ^{-1} \sqrt{\frac{x}{a}}+\sqrt{\left\{\frac{x}{a}\right.}\left(1-\frac{x}{a}\right)\right\}\right] .
\end{aligned}
$$

This gives the time to reach a point distant $x$ from 0 , after starting from rest at distance $a$ from 0 . The time to reach the origin is found by putting $x=0$, which gives $t=\frac{a^{\frac{3}{2}}}{\sqrt{(2 \mu)}} \cdot \frac{\pi}{2}$.

Taking the particular case mentioned above, if the moon be supposed to describe a circle of radius $a$ about the earth with angular velocity $\omega$, its acceleration towards the earth's centre is $\omega^{2} a$ (Art. 68); but at distance $a$, the acceleration due to the earth's attraction is $\mu / a^{2}$ towards the earth's centre; $\therefore \omega^{2} a=\mu / a^{2}$, and $\omega=\sqrt{ } \mu / a^{\frac{3}{3}}$.

Hence the time of a complete revolution of the moon $=2 \pi / \omega=2 \pi a^{\frac{3}{2}} / \sqrt{ } \mu$. Therefore

$$
\frac{\text { time to reach the earth }}{\text { time of a revolution about the earth }}=\frac{1}{4 \sqrt{ } 2}=\frac{\sqrt{ } 2}{8}=\cdot 1768 \ldots \text { nearly. }
$$

The time of a revolution of the moon about the earth is 27 days $7 \frac{3}{4}$ hours nearly; hence the time it would take the moon to reach the earth is 1768 of 27 days 73 hours, i.e. a little less than 4 days 20 hours.
This supposes the moon to reach the centre of the earth, i. e. it neglects their radii in comparison with their initial distance apart.
188. Motion of a particle suspended by an elastic string.

Let $O A(=a)$ (Fig. 147) be the natural length of the
 string (whose mass is neglected), and suppose a mass $m$ to be gently attached to $A$, and then let go ; it will begin to descend. Let $x$ be the length of the string after time $t$. The forces on the particle are its weight $m g$ vertically downwards, and the tension of the string vertically upwards. The tension of the string is given by Hooke's Law (Art. 183) ; in this case the tension is $\lambda(x-a) / a$, $x$ being the total length.

Let $v$ be the velocity when the length of the string is $x$; therefore the acceleration is $v d v / d x$ downwards.

The equation of motion is
$m v \frac{d v}{d x}=$ the force downwards $=m g-T=m g-\frac{\lambda(x-a)}{a} ;$
i.e.

$$
v \frac{d v}{d x}+\frac{\lambda}{m a}\left(x-a-\frac{m a g}{\lambda}\right)=0
$$

If $x-a-m a g / \lambda$ be denoted by $z$,* then

$$
\frac{d v}{d x}=\frac{d v}{d z} \cdot \frac{d z}{d x}=\frac{d v}{d z}
$$

Fig. 147.
and the equation may be written

$$
v \frac{d v}{d z}+\frac{\lambda}{m a} z=0
$$

This is the same equation as was obtained and solved in Art. 187, (1), with $\lambda / m a$ instead of $\mu$. The initial conditions in this case are that when $t=0, v=0$ and $x=a$, therefore $z=-m a g / \lambda$. Hence, substituting these values in the result there obtained, we have

$$
s=-(m a g / \lambda) \cos \{t \sqrt{ }(\lambda / m a)\}
$$

i. $\theta$.

$$
x=a+(m a g / \lambda)[1-\cos \{t \sqrt{ }(\lambda / m a)\}]
$$

The maximum value of $x$ (when $t \sqrt{ }(\lambda / m a)=\pi$ ) is $a+2 m a g / \lambda$, and the minimum value (when $t=0$ ) is $a$; hence the particle descends a distance $2 \mathrm{mag} / \lambda$, then rises to its original position again, and continues to oscillate between these two positions with simple harmonic motion. The centre of the oscillation is the position of equilibrium of the particle, which is at a depth $a+m a g / \lambda$ below 0 . The time of a complete oscillation is $2 \pi \sqrt{ }(\mathrm{ma} / \lambda)$.

[^25]
## Examples LXXVII.

1. A particle starts from rest and moves towards a fixed point $O$ under the influence of a force directed towards $O$, and varying as the distance from 0 ; if the particle was initially 4 feet from $O$, and the force on it was then equal to twice its weight, find (i) the velocity when 2 feet from $O$, (ii) the velocity at $O$, (iii) the distance from $O$ after half a second, (iv) the time of a complete oscillation.
2. If in the preceding question all the circumstances are the same except that, instcad of starting from rest, the particle is projected towards $O$ with a velocity of 8 loot-seconds, find the corresponding velocities, distance, and time.
3. Supposing the earth suddenly stopped in its orbit round the sun, how long would it then take to fall into the sun?
4. A particle moves in a straight line under the influence of a force towards a fixed point $O$ in the line, which varies inversely as the square of the distance from that point; it starts from rest at distance 4 feet from $O$, and the force at starting is four times its weight; find (i) the velocity when 1 foot from $O$, (ii) the time to reach $O$, (iii) the time to reach a point 1 foot from 0 .
5. If a particle could move in a straight line from the surface of the earth to its centre, how long would it take, starting from rest, to reach the centre, and what velocity would it have on arriving there? [See Art. 179, Ex. (iv).] After what time would it return to the startingpoint?
6. Find the velocity of a particle which bas moved from rest at a distance of 1000 miles under the influence of the earth's attraction, when it arrives at a distance of 100 miles from the earth's surface.
7. If a particle were projected vertically upwards with a velocity of 1 milo per second from a point on the earth's surface, find how far it would go under the influence of the earth's attraction (neglecting the effect of the at mosphere).
8. With what velocity would a stone have to be projected from the surface of the moon in order not to return? The radius of the moon is about 1100 miles, and the value of $g$ at its surface about $5 \frac{1}{\mathrm{~g}} \mathrm{ft}$.-secs. per sec.
9. A particle starts from rest and moves towards a fixed point $O$ with an acceleration which varies as the square of the distance from 0 , and which is 16 ft .-secs. per sec. when the particle is 4 tt . from $O$; find the velocity with which it arrives at 0 , if it was originally 10 feet from 0 .
10. Suppose that in the preceding question all the circumstances are the same except that the acceleration varies inversely as the distance; find the velocity of the particle when it is 1 foot from 0 .
11. Find the velocity in any position when a particle moves from an infinitely great distance under the action of a force which varies inversely as the cube of the distance.
12. A particle of mass $\frac{1}{2} \mathrm{oz}$. is attached to the end of an elastic string 2 fect long which hangs vertically from a fixed point, and is then let go; find (i) the greatest depth it reaches, (ii) the time of oscillation, (iii) the velocity at depth of 2.5 feet, (iv) the time to reach depth 2.8 feet, (v) the depth after half a second, supposing that a mass 1 oz . hangs in equilibrium with the string 4 feet long.
13. A particle is repelled from a point $O$ with a force which varies as the distance from $O$; if it starts with velocity $u$ from $O$, find its velocity at any distance from $O$, and the time it takes to reach a given distance from 0 .
14. Answer the same questions if the particle starts from rest at distance $a$.
15. Answer the same questions if the repulsive force varies inversely as the square of the distance.
16. A particle moves towards a fixed point $O$ with an acceleration which varies as its distance from $O$; its velocity when 4 fect from $O$ is 20 footseconds, and its acceleration is then 62 foot-seconds per second; at what distance from $O$ did it start from rest?
17. A particle moves towards a point $O$ with an acceleration which varies inversely as the cube of the distance from $O$; find the time to reach $O$, supposing it starts from rest at distance $a$.
18. A particle attached to the end of an elastic string of natural length 3 feet hangs in equilibrium with the string stretched to a length of 4 feet; if the particle is held with the string at its natural length and then let go, find (i) the time to reach the greatest depth, (ii) the maximum velocity, (iii) the velocity after 1 second, (iv) the depth after 3 seconds.
19. If in the preceding question the particle is held with the string stretched to a length of $4 \frac{1}{2}$ feet, and let go, find the values of (ii)-(iv).
20. A particle on a smooth horizontal plane is attached to two horizontal elastic strings, each of natural length 2 feet, which are in the same straight line, and have their other ends attached to fixed points 6 feet apart; the particle is in equilibrium with each string stretched to a length of 3 feet, and the modulus of elasticity $\lambda$ is twice the weight of the particle for each string. If the particle is displaced a distance of 1 foot, so that the strings are 2 and 4 feet long, and then let go, find the time of a complete oscillation, and the position of the particle at any time.
21. Answer the same question when the strings are stretched vertically between two points 8 feet apart, and the particle is displaced 1 foot upwards from the position of equilibruum.

## MOTION IN A RESISTING MEDIUM

## 189. Resistance proportional to velocity.

We now proceed to discuss several cases of the motion of a particle in a medium whose resistance is a function of the velocity of the particle.

A particle falls from rest in a medium uchose resistance varies as the velocity; find the velocity at any subsequent instant and the distance fallen.

Let $m$ be the mass of the particle. It is convenient to take the resistance as $k m v$; this varies as $v$, since $m$ is supposed constant during the motion of the particle.

Taking the acceleration in the form $d v / d t$ (since we want to find $v$ in terms of $t$ ), the equation of motion is

$$
m d v / d t=\text { force vertically downwards }=m g-m k v
$$

i.e. $\quad \frac{d v}{d t}=g-l v$, which may be written $\frac{1}{g-l v v} \cdot \frac{d v}{d t}=1$.

Integrating,

$$
\{\log (g-k v)\} /(-k)=t+C
$$

Since the particle starts from rest, $v=0$ when $t=0$,

$$
\therefore \quad-(\log g) / k=C \text {; }
$$

hence, substituting this value of $C$, and multiplying by $-k$,

$$
\log (g-k v)=-k t+\log g
$$

$$
\therefore \log \frac{g-k v}{g}=-k t, \text { or } 1-\frac{k}{g} v=e^{-k t},
$$

whence

$$
v=\frac{g}{k}\left(1-e^{-k t}\right) .
$$

As $t$ increases, $v \rightarrow$ the limiting value $g / k$, since $e^{-k t} \rightarrow 0$.
This is called the terminal velocity; its value can be obtained at once from the equation of motion, for it is clear that so long as the weight of the particle is greater than the resistance, the velocity continues to increase, and therefore the resistance continues to increase, and the resultant force on the particle tends to become zero; the acceleration then tends to zero, and the velocity tends to a constant value. The acceleration $\dot{v}$ is zero when $g-k v=0$, i.e. when $v=g / k$. This then is the terminal velocity, the limit to which the velocity of the particle tends.
The velocity rapidly approaches the terminal velocity (unless $k$ be very small) since the term $e^{-k t}$ diminishes rapidly. For suppose the terminal velocity is 96 foot-seconds, i.e. $g / k=96$, and therefore $k=\frac{1}{8}$. The velocity after 9 seconds $=(g / k)\left(1-e^{-k l}\right)=96\left(1-e^{-3}\right)=96 \times 95$ nearly; i. e. after 9 seconds, the velocity is only about 5 per cent. short of the terminal velocity.

The distance fallen in time $t$ is now obtained by writing

$$
\begin{aligned}
& \quad \frac{d s}{d t}=v=\frac{g}{k}\left(1-e^{-k t}\right) . \\
& \therefore \quad \text { integrating, } \quad s=\frac{g}{k}\left(t-\frac{e^{-k t}}{-k}\right)+C . \\
& s=0 \text { when } t=0, \quad \therefore 0=\frac{g}{k}\left(\frac{1}{k}\right)+C,
\end{aligned}
$$

i. $e$.

$$
C=-g / k^{2}
$$

Hence $\quad s=\frac{g}{\dot{k}}\left(t+\frac{1}{k} e^{-k t}\right)-\frac{g}{k^{2}}=\frac{g t}{k}-\frac{g}{k^{2}}\left(1-e^{-k t}\right)$.
190. Resistance proportional to square of velocity.

In this case, if we take a particle falling from rest, the equation of motion becomes

$$
d v / d t=g-k v^{2}, \text { which may be written } k\left(g / k-v^{2}\right)
$$

or, putting $c^{2}$ instead of $g / k$ for convenience, $d v / d t=k\left(c^{2}-v^{2}\right)$,

$$
\therefore \frac{1}{c^{2}-v^{2}} \frac{d v}{d t}=k
$$

Integrating with respect to $t, \quad \frac{1}{2 c} \log \frac{c+v}{c-v}=k t+C$.
When $t=0, v=0$, since the particle starts from rest;

$$
\begin{gathered}
\therefore 0=C, \text { and } \log \frac{c+v}{c-v}=2 c k t ; \\
\therefore \frac{c+v}{c-v}=e^{2 c k t}, \text { whence } v=c \cdot \frac{e^{2 c k t}-1}{e^{2 c k t}+1}=c \tanh c k t .
\end{gathered}
$$

As $t$ increases indefinitely, $\tanh c k t \rightarrow 1($ ( rt. 93) and $v \rightarrow c$, i.e. $\sqrt{ }(g / k)$. This is the 'terminal velocity', as is likewise evident from the equation of motion.

The distance fallen through in any time $t$ is at once obtained from the preceding result, for

$$
d x / d t=v=c \tanh c l i t
$$

$\therefore \quad x=c \int \tanh c k t . d t=c \int \frac{\sinh c k t}{\cosh c k t} d t=\frac{c}{c k} \log \cosh c k t+C$.
When $t=0, x=0$, and $\cosh c k t=1 ; \quad \therefore \quad \log \cosh c l c t=0$.
Hence $C=0$, and $x=\frac{1}{k} \log \cosh c k t=\frac{1}{k} \log \cosh \sqrt{ }(g k) t$.
To find the height attained by a particle projected vertically upwards with velocity $u$, we take the acceleration as $v d v / d x$. The equation of motion is then

$$
v d v / d x=-g-k v^{2}
$$

i. $\theta$.

$$
\frac{v}{g+k v^{2}} \frac{d v}{d x}=-1
$$

Integrating, $\quad(1 / 2 k) \log \left(g+k v^{2}\right)=-x+C$.
Initially, $v=u$ and $x=0, \quad \therefore \quad(1 / 2 k) \log \left(g+k u^{2}\right)=C$.
$\therefore \quad x=\frac{1}{2 k} \log \left(g+k u^{2}\right)-\frac{1}{2 k} \log \left(g+k v^{2}\right)=\frac{1}{2 k} \log \frac{g+k u^{2}}{g+k v^{2}}$.
At the highest point, $v=0$, and $x=\frac{1}{2 k} \log \left(1+\frac{k}{g} u^{2}\right)$.
This gives the greatest height attained.

## 101. Numerical examples.

(i) A particle is projected vertically upwards with a velocity of 80 foot-seconds in a medium whose resistance varies as the square of the velocity; with what velocity will the particle return to the starting-point, given that the terminal velocity of the particle falling in the same medium is 80 foot-seconds? Find also the time which elapses before it returns to the starting-point.

The acceleration of the particle when falling is $g-k v^{2}$, and this is zero when $v$ is the terminal velocity, i.e. $32-k .6400=0$; hence $k=\frac{1}{2} \frac{1}{2}$.

When the particle is ascending, the equation of motion is

$$
v \frac{d v}{d x}=-g-k v^{2}=-32-\frac{v^{2}}{200}=-\frac{1}{20}\left(6400+v^{2}\right) .
$$

1.e.

$$
\frac{2 v}{6400+v^{2}} \frac{d v}{d x}=-1^{\frac{2}{0} \sigma} .
$$

Integrating,

$$
\log \left(6400+v^{2}\right)=-I_{1 \delta \delta}^{1} x+C
$$

$$
v=80 \text { when } x=0 ; \quad \therefore \log 12800=C,
$$

and $\quad \frac{1}{100} x=\log 12800-\log \left(6400+v^{2}\right)=\log \left\{12300 /\left(6400+v^{2}\right)\right\}$.
At the highest point, $\quad v=0 ; \quad \therefore \quad x=100 \log 2$.
We now have to find the velocity of the particle after falling this distance from rest.

When descending, $v d v / d x=g-k v^{2}=\frac{2}{2} \delta \sigma\left(6400-v^{2}\right)$,
whence, as above, $\quad \log \left(6400-v^{2}\right)=-16 \sigma x+C$.

$$
\begin{aligned}
& v=0 \text { when } x=0 ; \quad \therefore \log 6400=C . \\
& \therefore \log \left(6400-v^{2}\right)=-10 \delta x+\log 6400 .
\end{aligned}
$$

Hence, when $x=100 \log 2$, we have

$$
\begin{gathered}
\log \left(6400-v^{2}\right)=-\log 2+\log 6400=\log 3200 ; \\
\therefore \quad 6400-v^{2}=3200, \\
v=\sqrt{ } 3200=40 \sqrt{ } 2=56.56 \text { foot-seconds }
\end{gathered}
$$

and
To find the time, we take the acceleration in the form $d v / d t$.
When ascending, $\frac{d v}{d t}=-\frac{1}{200}\left(6100+v^{2}\right), \quad \therefore \frac{1}{6400+v^{2}} \frac{d v}{d t}=-\frac{1}{2} \frac{1}{20}$.
Integrating, $\quad \frac{1}{0} \tan ^{-1}{ }_{8}^{1} v v=-\frac{2}{2} \frac{1}{} t+C$.
When $t=0, \quad v=80 ; \quad \therefore \quad C={ }_{8}^{\gamma} \tan ^{-1} 1={ }_{8} \frac{1}{20} \pi$,
and

$$
\frac{1}{80} \tan ^{-1}{ }_{8}^{1} v=\frac{1}{8 \frac{1}{2} \sigma} \pi-\frac{1}{2} \delta \sigma t .
$$

At the highest point, $v=0 ; \quad \therefore \quad t=\frac{5}{8} \pi=1.96$ seconds.
When descending, $\frac{d v}{d t}=\frac{1}{200}\left(6400-v^{2}\right), \quad \therefore \frac{1}{6400-v^{2}} \frac{d v}{d t}=\frac{1}{200}$.
Integrating,

$$
\text { Tto } \log \frac{80+v}{80-v}=\frac{t}{200}+C .
$$

When $t=0, v=0 ; \quad \therefore \quad C=0$, and $t=\frac{5}{4} \log \frac{80+v}{80-\theta}$.

If we now use the result obtained above, that $v=40 \sqrt{ } 2$ on reaching the starting-point again, we have

$$
t=\frac{8}{8} \log \frac{80+40 \sqrt{ } 2}{80-40 \sqrt{ } 2}=\frac{5}{2} \log \frac{\sqrt{ } 2+1}{\sqrt{ } 2-1}=\frac{5}{4} \log (3+2 \sqrt{ } 2)=\frac{5}{4} \log 5 \cdot 83=2 \cdot 2
$$

Hence the total time which elapses is 4.16 seconds approximately.
(ii) A toboggan descends a uniform slope of 1 in 5 which is a hundred yards in length. The coefficient of friction is $\frac{1}{20}$, and the resistance of the air varies as the square of the velocity, and is 2 lb . weight per square foot of surface exposed to it when the velocity is 20 foot-seconds. If the toboggan when loaded weighs 200 lb ., and presents a surface of 4 square feet to the air-resistance, find its velocity when it reaches the foot of the incline and the time it takes to descend. Show that, however long the incline may be, the velocity can never exceed about $26 \frac{1}{2}$ miles per hour.

The resolved part of the weight down the incline

$$
=200 \sin \alpha=200 \times \xi=40 \mathrm{lb} . \text { weight (Fig. 148). }
$$

The friction $=\frac{1}{20} R=\frac{1}{20} \times 200 \cos \alpha=10 \times \frac{4.9}{5}=9.8 \mathrm{lb}$. weight.
The air-resistance per square foot $=k v^{2}$, and is equal to 2 lb . weight when $v=20$;


Fig. 148.

$$
\therefore 2=k .400, \text { and } k=\frac{\pi}{2} 1 \sigma .
$$

Hence, since the surface exposed to it is 4 square feet, the total air-resistance $-\frac{1}{60} v^{2} \mathrm{lb}$. weight.

Therefore the equation of motion of the toboggan is

$$
200 v d v / d s=\left(40-9 \cdot 8-\int_{8}^{1} \sigma v^{2}\right) g .
$$

$$
\therefore \quad v d v / d s=\frac{32}{2} \sigma_{\sigma}\left(30 \cdot 2-\frac{1}{80} v^{2}\right)=\frac{3^{3} 2}{10^{2} \sigma \sigma}\left(1510-v^{2}\right),
$$

i. e.

$$
\frac{v}{1510-v^{2}} \frac{d v}{d s}=\frac{82}{100^{2} 00, \text { or } \frac{-2 v}{1510-v^{2}} \frac{d v}{d s}=-0064 . .03 . .03}
$$

Integrating,

$$
\log \left(1510-v^{2}\right)=-\cdot 0064 s+C
$$

Now $v=0$ at starting, i.e. when $s=0 ; \quad \therefore \log 1510=C$;

$$
\therefore \quad \log \left(1510-v^{2}\right)=\log 1510-00648
$$

Hence

$$
1510-v^{2}=1510 e^{-0004},
$$

and

$$
v^{2}=1510\left[1-e^{-0084}\right] .
$$

At the foot of the incline, $s=300$, and $e^{-0004 t}=e^{-1 \cdot 92}=1466$,

$$
\therefore \quad v^{2}=1510 \times 8534 \text { and } v=35 \cdot 9 \text { foot-seconds. }
$$

Hence the toboggan reaches the bottom with a velocity of $35 \cdot 9$ foot-seconds, or $24 \frac{1}{2}$ miles an hour very nearly.

As $s$ increases indefinitely, $v^{2} \rightarrow 1510$ and $v \rightarrow 38.9$. Therefore, however long the incline may be, the velocity will never exceed $38 \cdot 9$ feet per second, or roughly $26 \frac{1}{2}$ miles per hour.

To find the time of descent, we may, in the equation of motion, take the acceleration as $d v / d t$ instead of $v d v / d s$, and proceed as in the last example; it will be found that, when $v=35^{\circ} 9, t=13$ nearly, so that the time of descent is approximately 13 seconds.
(iii) Find the horizontal distance travelled in 1 second by a body projected horizontally with velocity 1000 foot-seconds, assuming the resistance of the air varies as the cube of the velocity (which is found by experiment to be approximately the case for large velocities).

The equation of motion is $v \frac{d v}{d x}=-k \cdot v^{3}, \quad$ i. e. $\quad-\frac{1}{v^{2}} \frac{d v}{d x}=k ;$

$$
\begin{aligned}
& \therefore \text { integrating, } \\
& 1 / v=k x+C . \\
& \text { Initially, } v=1000 \text {, and } x=0 ; \quad \therefore C=\frac{1}{1000} \text {, } \\
& \text { and } \quad 1 / v=k x+{ }_{10}{ }^{1} \sigma \sigma, \quad \text { i. e. } d t / d x=k x+\frac{100 \sigma}{}{ }^{1} . \\
& \text { Integrating again, } \quad t=\frac{1}{2} l x^{2}+\frac{1}{1000} x+C \text {. } \\
& \text { Initially both } t \text { and } x \text { are } 0 ; \quad \therefore \quad C=0 \text {, } \\
& \text { and } \quad \frac{1}{2} k x^{2}+\text { ¹ }^{3} \sigma \pi x-t=0 \text {. } \\
& \text { Taking } t=1, \quad 500 k x^{2}+x-1000=0 \text {; } \\
& \therefore x=[-1 \pm \sqrt{ }(1+4.500 k .1000)] / 1000 k .
\end{aligned}
$$

The positive root of this equation gives the distance required; it is found by experiment that $k=4.45 \times 10^{-8}$ nearly. Substituting this value, we find $x=976$ feet approximately.

## MOTION IN A CURVE

## 192. Motion in an ellipse.

We have discussed (Art. 187) the motion of a particle in a straight line when attracted to a fixed point in the line by a force which varies as the distance from the point. Let us now determine the motion of a particle under a similar force, when projected in a different direction. Suppose it is projected from a point $A$, at a distance $a$ from the fixed point $O$ towards which the force acts, with velocity $u$ in the direction perpendicular to OA (Fig. 149).

Let $(x, y)$ be the coordinates of the position $P$ of the particle at the end of time $t$, referred to rectangular axes $O A, O B$, and let $(r, \theta)$ be the polar coordinates of $P$. The force on the particle at $P$ may be written in the form $\mu m r$,


Fig. 149. and the accelerations of $P$ parallel to the axes are $v d v / d x$ and $v^{\prime} d v^{\prime} / d y$, where $v$ and $v^{\prime}$ are the components of the velocity of $P$ parailel to the axes respectively.

Resolving parallel to the axes, we have the equations

$$
\begin{aligned}
& m v d v / d x=-\mu m r \cos \theta=-\mu m x, \\
& m v^{\prime} d v^{\prime} / d y=-\mu m r \sin \theta=-\mu m y,
\end{aligned}
$$

i. e.

$$
v d v / d x=-\mu x, \quad \text { and } \quad v^{\prime} d v^{\prime} / d y=-\mu y
$$

together with the initial conditions $x=a, y=0, v=0, \quad v^{\prime}=u$.
These are the equations of simple harmonic motion obtained in Art. 187, and the equations can be solved as in that article. Hence the motion of the particle is compounded of two simple harmonic motions in directions at right angles and having the same period, since $\mu$ is the same in both.

The equation of simple harmonic motion can also be solved in another way as follows: Taking the above equations, they may be written in the forms $\ddot{x}=-\mu x$, and $\ddot{y}=-\mu y$.

If we ask ourselves what kind of function satisfies an equation of this type, we remember that the second differential coefficients of $\sin m t$ and $\cos m t$ with respect to $t$ are $-m^{2} \sin m t$ and $-m^{2} \cos m t$; hence, if $x=\sin t \sqrt{ } \mu$ or $\cos t \sqrt{ } \mu$, it follows that $\ddot{x}=-\mu x$, and therefore the same result is true if $x=A \sin t \sqrt{ } \mu+B \cos t \sqrt{ } \mu$, where $A$ and $B$ are constants. This therefore is a solution of the equation, and it will be seen later that it is the most general solution.

Hence $x=A \sin t \sqrt{ } \mu+B \cos t \sqrt{ } \mu ; y=C \sin t \sqrt{ } \mu+D \cos t \sqrt{ } \mu$, and it remains to determine the constants $A, B, C, D$.

Differentiating,

$$
\begin{aligned}
& d x / d t, \text { i.e. } v,=A \sqrt{ } \mu \cos t \sqrt{ } \mu-B \sqrt{ } \mu \sin t \sqrt{ } \mu \\
& d y_{/}^{\prime} d t, \text { i.e. } v^{\prime},=C \sqrt{ } \mu \cos t \sqrt{ } \mu-D \sqrt{ } \mu \sin t \sqrt{ } \mu
\end{aligned}
$$

Substituting in these four equations for $x, y, d x / d t, d y / d t$ the initial values $x=a, v=0, y=0, v^{\prime}=u$ when $t=0$, we get

$$
a=B ; 0=A \sqrt{ } \mu, \quad \text { and } \quad 0=D, u=C \sqrt{ } \mu
$$

$\therefore x=a \cos t \sqrt{ } \mu$ [as in Art. 187], and $y=(u / \sqrt{ } \mu) \sin t \sqrt{ } \mu$.
Eliminating $t$, we have as the equation of the path of $P$

$$
\frac{x^{2}}{a^{2}}+\frac{y^{2}}{u^{2} / \mu}=\cos ^{2} t \sqrt{ } \mu+\sin ^{2} t \sqrt{ } \mu=1
$$

which is the equation of an ellipse whose centre is the origin, and whose axes lie along the axes of coordinates (p.19), and are of lengths $2 a$ and $2 u / \sqrt{ } \mu$.

Hence the path of the attracted particle is an ellipse described about the ' centre of force' as centre.

If $u^{2}-\mu a^{2}$, the axes are equal and the path of the particle is a circle. In this case $\dot{x}=-a \sqrt{ } \mu \sin t \sqrt{ } \mu$ and $\dot{y}=a \sqrt{ } \mu \cos t \sqrt{ } \mu . \quad \therefore \dot{x}^{2}+\dot{y}^{2}=a^{1} \mu$, and the resultant velocity of the moving point is constant and equal to $a \sqrt{ } \mu$, i. e. the moving point describes a circle of radius $a$ with uniform angular velocity $\sqrt{ } \mu$. Uniform circular motion may therefore be regarded as the resultant of two simple harmonic motions at right angles of equal periods and amplitudes, one of which is a quarter oscillation ahead of the other. This follows at once geometrically, if we draw perpendiculars $P N, P M$ from a point $P$ on the circle to two diameters at right angles, and consider the motion of $N$ and $M$.
183. Motion of a particle along a smooth curve in a vertical plane.

Let $u$ and $v$ be the velocities of the particle at $A$ and $P$ respectively, and $s$ the length of the arc $A P$ (Fig. 160).


Fig. 150.
The acceleration of the particle along the tangent at $P$ is $v d v / d s$; therefore, resolving along the tangent,

$$
m v d v / d s=-m g \sin \psi=-m g d y / d s \quad \text { (Art. 82). }
$$

Integrating with respect to $s, \quad \frac{1}{d} v^{2}=-g y+C$.
If $y_{0}$ be the ordinate of $\Lambda$, then $v=u$ when $y=y_{0}$.

$$
\therefore \quad \frac{1}{2} u^{2}=-g y_{0}+C .
$$

Hence, by subtraction, $\quad \frac{1}{2}\left(v^{2}-u^{2}\right)=-g\left(y-y_{0}\right)$
i. $e$.

$$
\begin{equation*}
v^{2}=u^{2}-2 g h, \tag{i}
\end{equation*}
$$

if $h$ be the vertical distance between $A$ and $P$.
Therefore, if a particle moves along a smooth curve under the action of gravity, the change in its velocity depends only upon the vertical distance it travels.

Multiplying equation (i) by $m$, it may be written

$$
\frac{1}{2} m u^{2}-\frac{1}{2} m v^{2}=m g y-m g y_{0},
$$

i.e. the decrease in the kinetic energy of the particle is equal to the increase in its potential energy; hence the sum of the kinetic and potential energies is constant.

## Examples IXXVIII.

1. A particle is projected with velocity $u$, and moves horizontally in a medium whose resistance varies as the velocity. Find (i) the velocity after travelling a given distance, (ii) the velocity after a given time, (iii) the distance travelled in a given time, (iv) when it comes to rest, (v) where it comes to rest.
2. A particle is projected with velocity 1000 foot-seconds, and moves horizontally in a medium whose resistance to mass $m$ moving with velocity $v$ is $\frac{1}{1} m v^{3}$. Find (i) the velocity after travelling a distance $x$, (ii) the velocity after $t$ seconds.
3. A particle is projected vertically upwards with velocity 80 foot-seconds in a medium whose resistance varies as the square of the velocity, and is equal to $\frac{{ }^{2} 0 \pi}{20} m v^{2}$ poundals in the case of mass $m \mathrm{lb}$. moving with velocity $v$ foot-seconds. Find (i) the time to the highest point, (ii) the greatest height, (iii) the velocity alter 2 seconds, (iv) the velocity at height 20 feet.
4. Answer the first three questions of Ex. 3, if all the conditions are the same except that the resistance is equal to $\frac{1}{2} \sigma \mathrm{mr}$ poundals.
5. A particle falls from rest in a medium whose resistance varies as the velocity. The resistance is $\frac{1}{10}$ of the weight when the velocity is 10 footseconds. Find (i) the terminal velocity, (ii) the velocity after 5 seconds, (iii) the distance fallen in 4 seconds.
6. Answer the same questions if all the conditions are the same except that the resistance varies as the square of the velucity. Find also the velocity after falling 40 feet.
7. A particle falls from rest in a medium whose resistance varies as the cube of the velocity. If the terminal velocity be 16 foot-seconds, find the resistance to a mass of 2 lb . moving with velocity 10 foot-seconds.
8. A particle is projected vertically upwards with velocity 40 foot seconds in a medium whose resistance varies as the square of the velocity, and is equal to $\frac{1}{4}$ of the weight of the particle at starting. Find (i) the time to the highest point, (ii) the greatest height, (iii) the velocity on reaching the ground again, (iv) the time taken to fall to the ground again.
9. A particle is projected vertically upwards with velocity 80 foot-seconds; find its velocity after rising 10 feet, if the resistance produces a retardation ${ }^{\circ} 00005 v^{4}$ ft.-secs. per sec., where $v$ is the velocity of the particle.
10. Find the terminal velocity if a particle falls in a medium whose resistance varies as the $n^{\text {th }}$ power of the velocity.
11. A particle is projected vertically upwards with velocity $u$ in a medium whose resistance varies as the velocity. Find the time to the highest point and the greatest height.
12. In the preceding question, find the time to the highest point if the resistance varies as the square of the velocity.
13. A particle of mass 4 lb . starts with velocity 100 foot-seconds, and moves horizontally against a resistance $v^{4} / \mathfrak{2}^{8} \mathrm{lb}$. weight. Find (i) its velocity after travelling 20 feet, (ii) the distance travelled in 1 second, (iii) how far it travels before its velocity is reduced to one-half of its original value.
14. A particle of mass $n \mathrm{lb}$. moves horizontally in a medium whose resistance $=m \sqrt{ } v / k \mathrm{lb}$. weight. Find the time before the particle comes to rest and the distance travelled, if it starts with velocity $u$.
15. A man descends from a balloon by means of a parachute. How large should the parachute be in order that, whatever be the height from which he starts, his velocity on reaching the ground may not exceed 20 foot-seconds? The total mass of the man and parachute is 160 lb . and the resistance of the air varies as the square of the velocity, and is equal to 1 lb . weight per square foot of surface exposed to it when the velocity is 20 foot-seconds.
16. Steam is shut off, and the brakes are applied to a train running at 60 miles per hour. If the brakes exert a constant retarding force equal to $\frac{1}{1}$ of the weight of the train, and if the other resistances are proportional to the velocity and equal to 180 of the weight of the train when the velocity is 60 miles per hour, find the time and the distance travelled before the train comes to rest.
17. Two particles move in the same vertical straight line in a medium whose resistance varies as the velocity. One is projected vertically upwards with velocity $u$, and starting at the same time the other falls from rest at a height $h$. After what time will they meet?
18. An inclined plane is half a mile long and has a vertical fall of 300 feet. A toboggan of mass 200 lb . slides down it. If the coefficient of friction is 05 , and the air-resistance varies as the square of the velocity and is equal to 5 ll . weight when the velocity is 40 foot-seconds, find the velocity at the bottom of the incline and the time of descent. Show that the velocity will never exceed 64 foot-seconds, however long the incline be.
19. In Ex. 15, find how long and how far the man falls before his velocity is 19.5 foot-seconds.
20. $O A, O B$ are two equal straight lines at right angles; a particle is projected from $A$ in the direction $A B$ with velocity 20 foot-seconds, and is attracted to $O$ by a force which varies as the distance from $O$. If $O A$ be 5 feet, and if the initial acceleration of the particle be 20 foot-seconds per second, find its path.
21. Determine the path, if, in the preceding question, the direction of projection is inclined to $O A$ at an angle $\sin ^{-1} \frac{8}{8}$, the other circumstances of the motion being unaltered.
22. Find the coordinates of the particle at the end of time $t$, and deduce the equation of the path, if in the theorem of Art. 192, the force is repulsive instead of attractive.
23. A particle moves in a parabola under the action of a force parallel to its axis; prove that the force must be constant.
24. A particle moves under the action of an attractive force which is perpendicular to a given straight line and varies as the distance from it; show that it describes a sine-curve.

## MOTION OF A PENDULUM

194. The simple pendulum.

A particle of mass m is attached by a string of length 1 to a fixed point and makes oscillations in a vertical plane. Io find the time of a small oscillation.

If $\theta$ be the angle which the string


Fig. 151. $O P$ makes with the vertical at time $t$, the acceleration of $m$ along the tangent at $P$ in the direction in which $\theta$ increases is $l d^{2} \theta / d t^{2}$ or $l d \omega / d t$ (Art. 68), if $\omega$ be the angular velocity. Hence, resolving along the tangent,

$$
\begin{aligned}
m l \frac{d^{2} \theta}{d t^{2}} & =-m g \sin \theta \\
\frac{d^{2} \theta}{d t^{2}} & =-\frac{g}{l} \sin \theta
\end{aligned}
$$

This equation cannot be integrated in finite terms so as to give $\theta$ in terms of $t$. A first integral which gives the relation between the angular velocity $\omega$ and the angle $\theta$ can however be found. For

$$
\frac{d^{2} \theta}{d t^{2}}=\frac{d \omega}{d t}=\frac{d \omega}{d \theta} \times \frac{d \theta}{d t}=\omega \frac{d \omega}{d \dot{\theta}}
$$

Hence the equation may be written $\omega d \omega / d \theta=-(g / l) \sin \theta$.
Integrating with respect to $\theta, \quad \frac{1}{2} \omega^{2}=(g / l) \cos \theta+C$.
If the particle be held with the string inclined at an angle $\alpha$ to the vertical and then let go, we have $\omega=0$ when $\theta=\alpha$,

$$
\therefore \quad C=-(g / l) \cos \alpha ; \text { and } \omega^{2}=2(g / l)(\cos \theta-\cos \alpha)
$$

which gives the angular velocity in any position.
This result may also be written down at once from Art.193. (In this case the tension of the string replaces the normal reaction of the curve.) For the kinetic energy of the particle is $\frac{1}{2} m(l \omega)^{2}$, and the vertical distance it descends while the inclination of the string changes from $\alpha$ to $\theta$ is $l \cos \theta-l \cos \alpha$.

$$
\begin{aligned}
\therefore \quad & \frac{1}{2} m l^{2} \omega^{2}=m g(l \cos \theta-l \cos \alpha) \\
& \omega^{2}=2(g / l)(\cos \theta-\cos \alpha), \text { as befor } \theta
\end{aligned}
$$

i. $\theta_{0}$

Returning now to the original equation, it may be written

$$
\omega \frac{d \omega}{d \theta}=-\frac{g}{l} \sin \theta=-\frac{g}{l} \theta \times \frac{\sin \theta}{\theta} .
$$

If $\theta$ be small, $(\sin \theta) / \theta$ is nearly 1 , and therefore the motion is represented approximately by the equation

$$
\omega d \omega / d \theta=-(g / l) \theta .
$$

This is the same equation as was obtained and solved in Art. 187, with $\omega, \theta$, and $g / l$ instead of $v, x$, and $\mu$ respectively. Using the result obtained there, we have $\theta=\alpha \cos t \sqrt{ }(g / l)$. The particle moves along the arc with simple harmonic motion, and the time of a complete oscillation is $2 \pi \sqrt{ }(l / g)$.

If we try to find the time taken to swing through any angle $\theta$, not very small, we get

$$
d \theta / d t=\omega= \pm \sqrt{ }\{(2 g / l)(\cos \theta-\cos \alpha)\} .
$$

Since (in the first swing) $\theta$ decreases as $t$ increases, the - sign must be taken. Using the formula $\cos 2 A=1-2 \sin ^{2} A$, we get

$$
d \theta / d t=-\sqrt{ }\left\{(2 g / l)\left(2 \sin ^{2} \frac{1}{2} \alpha-2 \sin ^{2} \frac{1}{2} \theta\right)\right\} .
$$

To simplify this, since $\theta>\alpha$, we may put $\sin \frac{1}{2} \theta=\sin \frac{1}{2} \alpha \sin \phi$;

$$
\begin{aligned}
& \therefore \quad \frac{1}{2} \cos \frac{1}{2} \theta \frac{d \theta}{d t}=\sin \frac{1}{2} \alpha \cos \phi \frac{d \phi}{d t} ; \\
& \therefore \quad \frac{2 \sin \frac{1}{2} \alpha \cos \phi}{\cos \frac{1}{2} \theta} \frac{d \phi}{d t}=-\sqrt{\left[\frac{4 g}{l} \sin ^{2} \frac{1}{2} \alpha\left(1-\sin ^{2} \phi\right)\right]} \\
&=-2 \sqrt{\frac{g}{l} \sin \frac{1}{2} \alpha \cos \phi ;} \\
& \frac{1}{\cos \frac{1}{2} \theta} \frac{d \phi}{d t}=-\sqrt{\frac{g}{l}} ; \text { i.e. }-\sqrt{\sqrt{ }\left(1-\sin ^{2} \frac{1}{2} \alpha \sin ^{2} \phi\right)} \frac{d \phi}{d t}=-\sqrt{\frac{g}{l}} .
\end{aligned}
$$

When $\theta=\alpha, \sin \phi=1$ and $\phi=\frac{1}{2} \pi$; therefore the time from the initial position to any position $\phi$ is given by the equation

$$
t=\sqrt{\frac{l}{g}} \int_{\phi}^{\frac{l}{2} \pi} \frac{d \phi}{\sqrt{ }\left(1-\sin ^{2} \frac{1}{2} \alpha \sin ^{2} \phi\right)} .
$$

This cannot be integrated in finite terms of functions hitherto considered, but it can be expanded by the Binomial Theorem, and an approximate value of the integral can be found, as in Art. 160, in obtaining the length of an arc of an ellipse. Since $\phi=0$ when $\theta=0$, and $\phi=\frac{1}{2} \pi$ when $\theta=\alpha$, the time of a complete oscillation will be four times the value of the integral from $\phi=0$ to $\phi=\frac{1}{2} \pi$. If we neglect $\sin ^{2} \frac{1}{2} \alpha$, we get the approximation above, viz. :

$$
\begin{gathered}
t=4 \sqrt{\frac{l}{g}} \int_{0}^{l i \pi} d \phi=4 \sqrt{\frac{l}{g}} \cdot \frac{\pi}{2}=2 \pi \sqrt{\frac{l}{g}} . \\
\text { oc } 2
\end{gathered}
$$

If we expand by the Binomial Theorem, we get a closer approximation to the time of oscillation. This gives

$$
\begin{aligned}
t & =4 \sqrt{\frac{l}{g}} \int_{0}^{\frac{1}{2} \pi}\left(1-\sin ^{2} \frac{1}{2} \alpha \sin ^{2} \phi\right)^{-\frac{1}{2}} d \phi \\
& =4 \sqrt{\frac{l}{g}} \int_{0}^{\frac{1}{2} \pi}\left(1+\frac{1}{2} \sin ^{2} \frac{1}{2} \alpha \sin ^{2} \phi+\frac{1.3}{2 \cdot 4} \sin ^{4} \frac{1}{2} \alpha \sin ^{4} \phi+\ldots\right) d \phi \\
& =4 \sqrt{\frac{l}{g}}\left(\frac{1}{2} \pi+\frac{1}{2} \sin ^{2} \frac{1}{2} \alpha \cdot \frac{1}{2} \cdot \frac{1}{2} \pi+\frac{1.3}{2 \cdot 4} \sin ^{4} \frac{1}{2} \alpha \cdot \frac{3 \cdot 1}{4 \cdot 2} \cdot \frac{1}{2} \pi+\ldots\right) \\
& =2 \pi \sqrt{\frac{l}{g}}\left(1+\frac{1^{2}}{2^{2}} \sin ^{2} \frac{1}{2} \alpha+\frac{1^{2} \cdot 8^{2}}{2^{2} \cdot 4^{2}} \sin ^{4} \frac{1}{2} \alpha+\ldots\right) .
\end{aligned}
$$

If $\alpha=30^{\circ}$, the first two terms give the period as $2 \pi \sqrt{ }(l / g) \times 1.016$.
195. The cycloidal pendulum.

The foregoing result $2 \pi \sqrt{ }(l / g)$ for the time of a complete oscillation is not exact, because it has been obtained only by.taking $(\sin \theta) / \theta$ equal to unity ; since this is only approximately true for small values of $\theta$, the time of oscillation is only approximately constant. If, however, the particle be made to move along an arc of an inverted cycloid, instead of an arc of a circle as it does when suspended by an inextensible string, it can be shown that the time of oscillation is quite constant, whether $\theta$ be small or large.

For it has been shown (Art. 82) that, if $s$ be the length of an are of a cycloid measured from the vertex 0 ,

$$
d s / d \theta=-2 a \sin \frac{1}{2} \theta
$$

$$
\therefore s=-2 a \int \sin \frac{1}{2} \theta d \theta=4 a \cos \frac{1}{2} \theta+C ;
$$

$s=0$ at the vertex where $\theta=\pi, \quad \therefore 0=C$, and $s=4 a \cos \frac{1}{2} \theta$. (i)


Fig. 152.
If the particle moves along the arc towards 0 , then resolving along the tangent at $P$ (Fig. 152),

$$
m d^{2} s / d t^{2}=-m g \sin P T N=-m g \cos P T G=-m g \cos \frac{1}{2} \theta ;
$$

$$
\therefore \quad d^{2} s / d t^{2}=-g \cos \frac{1}{2} \theta=-(g / 4 a) s, \quad \text { from }(\mathrm{i}) .
$$

This is the equation of simple harmonic motion again. Hence the particle moves along the arc with simple harmonic motion, and the time of a complete oscillation is $2 \pi \sqrt{ }(4 a / g)$.

Here no approximation has been made, and the result is true whatever be the length of the are in which the particle oscillates.
100. The compound pendulum.

The following investigation shows how the moment of inertia of a rigid body enters in dynamical problems:

A rigid bolly swings frecly about a fixed horizontal axis; to find the equation of motion, and the time of a small oscillation.

Let Fig. 153 represent a section of the body by a plane through the oentre of gravity $G$ perpendicular to the axis of rotation which meets this plane in 0 . Consider the position in which the plane through $G$ and the axis is inclined at an angle $\theta$ to the vertical. Let $\delta m$ be an element of mass of the body situated at $P$, and let the perpendicular from $P$ to the axis be of length $r$ and make an angle $\phi$ with the vertical. Let $O G=h$.

The accelerations of $\delta m$ at $P$ are $r \ddot{\phi}$ perpendicular to $O P$ in the direction in which $\phi$ increases, and $r \dot{\phi}^{2}$ along $P O$. (Art. 68.)

Hence the resultant forces on $\delta m$ are
(i) $\delta m \cdot r \ddot{\phi}$ perpendicular to $P O$,
(ii) $\delta m . r \dot{\phi}^{2}$ along $P O$;
therefore the sum of the moments about the axis of the forces on $\delta m$ $=\delta m . r \phi \times r$ (since the moment of (ii) is $z e r o)=\delta m \cdot r^{2} \ddot{\phi}$.

Therefore, for the whole body, the sum of the moments about the axis of the forces on all the elements of mass

$$
=\Sigma\left(\delta m r^{\mathrm{s}} \ddot{\phi}\right) .
$$

Now, if $\alpha$ be the angle between the planes through $O P$ and $O G$ perpendicular to the plane of the paper,


Fig. 153. $\phi=\theta+\alpha$, and if the body be rigid, the angle $\alpha$ will be constant; therefore, differentiating twice with respect to the time, $\ddot{\phi}=\ddot{\theta}$, and is the same for every element $\delta \mathrm{m}$.

Hence the sum of the moments about the axis of the forces on all the different elements of mass
$=\ddot{\theta} \Sigma\left(r^{2} \delta m\right)=\ddot{\theta} \times$ M. I. of the body about the axis $=\ddot{\theta} . M k^{2}$, where $k$ is the radius of gyration about the axis.

The aggregate of the forces on all the elements $\delta m$ of the body consiats of the external forcea acting on the body and the mutual
actions and reactions of the elements among themselves. It may be taken as a consequence of the laws of motion that the latter are in equilibrium among themselves.* Assuming this, it follows that the quantity obtained alove as the sum of the moments of all the forces about the axis is equal to the sum of the moments about the axis of the external forces on the body.

This gives $\quad M k^{2} \ddot{\theta}=-M g h \sin \theta, \quad \therefore \ddot{\theta}=-\left(g h / k^{2}\right) \sin \theta$.
This is the same equation as was obtained in the case of the simple pendulum in Art. 194, with $l$ replaced by $k^{2} / h$. Therefore, using the results of that article, a first integral gives

$$
\dot{\theta}^{2}=2 g h(\cos \theta-\cos \beta) / k^{2},
$$

if the body starts from rest with $O G$ inclined at an angle $\beta$ to the vertical; and if the oscillation be through a small angle only, the time of oscillation is approximately constant and equal to $2 \pi \sqrt{ }\left(k^{2} / g h\right)$.

A nearer approximation can be obtained exactly as in the case of the simple pendulum.

These results are the same as if the whole mass were concentrated at a point distant $k^{2} / h$ from the axis, i.e. they are the same as in the case of a simple pendulum of length $k^{2} / h$. Hence $k^{2} / h$ is called the length of the simple equivalent pendulum, $k$ being the radius of gyration of the body about the axis round which the body rotates, and $h$ the distance of the C. G. of the body from that axis.

We have, above, deduced the equation for $\dot{\theta}$ from the equation for $\ddot{\theta}$ by integration. This process can be reversed, if we assume the principle of energy for a rigid body. For the element $\delta m$ is moving with velocity $r \dot{\phi}$, i.e. $r \dot{\theta}$, perpendicular to $O P$; therefore its kinetic energy is $\frac{1}{2} \delta m \cdot r^{2} \dot{\theta}^{2}$, and the kinetic energy of the whole body

$$
=\Sigma\left(\frac{1}{2} \delta m \cdot r^{2} \dot{\theta}^{2}\right)=\frac{1}{2} \dot{\theta}^{2} \Sigma\left(r^{2} \delta m\right)=\frac{1}{2} M k^{2} \dot{\theta}^{2} .
$$

The only force which does work during the motion is the weight of the body, and the work done in turning from inclination $\beta$ to inclination $\theta$ to the vertical
$=M g \times$ vertical displacement of C.G. $=M g(h \cos \theta-h \cos \beta)$.
Hence, since the increase in the kinetic energy is equal to the work done by the weight,

$$
\frac{1}{2} M k^{2} \dot{\theta}^{2}=M g h(\cos \theta-\cos \beta),
$$

and

$$
\dot{\theta}^{2}=2 g h(\cos \theta-\cos \beta) / k^{2}, \quad \text { as above. }
$$

The equation of motion can now be obtained by differentiating this result, which gives
i.e.

$$
2 \dot{\theta} \frac{d \dot{\theta}}{d t}=\frac{2 g h}{k^{2}}(-\sin \theta \times \dot{\theta}),
$$

$$
\ddot{\theta}=-\left(g h / k^{2}\right) \sin \theta, \quad \text { as before }
$$

[^26]
## Examples:

(i) A circular dise swings through a small angle about a tangent; find the time of oscillation.

In this case, $h=r$, and $k^{2}=r^{2}+\frac{1}{6} r^{2}=\frac{5}{4} r^{2}$ (Art. 177. II);
$\therefore$ the period $=2 \pi \sqrt{ }\left(\frac{5}{4} r^{2} / g r\right)=\pi \sqrt{ }\left({ }_{3}^{5} 2 r\right)$.
(ii) If the disc swings about a line through a point on its edge perpen dicular to its plane, $h=r$, and $k^{2}=r^{2}+\frac{1}{2} r^{2}=\frac{3}{2} r^{2}$.
$\therefore$ in this case, the period $=2 \pi \sqrt{ }\left(\frac{3}{2} r^{2} / g r\right)=\frac{1}{4} \pi \sqrt{ }(3 r)$.
(iii) A cube makes small oscillations about one edge which is fixed horizontally.

If $a$ be the length of an edge, $h=a / \sqrt{2}$, and $k^{2}=\frac{2}{3} a^{2}$ (Art. 177).
$\therefore$ the period $=2 \pi \sqrt{ }\left(\frac{3}{3} \sqrt{ } 2 a^{2} / g a\right)=\frac{1}{2} \pi \sqrt{ }\left(\frac{1}{3} \sqrt{ } 2 a\right)$.
(iv) An elliptic lamina of eccentricity $\frac{1}{2}$ makes small oscillations about a latus rectum which is fixed horizontally.

If $C$ be the centre and $S$ the focus through which the fixed latus rectum passes, $h=C S=a e=\frac{1}{2} a$ (p.19), and the M.I. about the latus rectum
$=$ M.I. about the minor axis $+M . C S^{2}$
$=M \cdot \frac{1}{4} a^{2}+M a^{2} e^{2}=\frac{1}{2} M a^{2}$.
$\therefore$ the pariod $=2 \pi \sqrt{ }\left(\frac{1}{2} a^{2} / \frac{1}{2} g a\right)=2 \pi \sqrt{ }(a / g)$.

## Examples LXXIX.

1. A heavy particle is attached to a fixed point by a string a yard long; it is held with the string tight and horizontal, and then let go. Find its angular velocity in any subsequent position, and express as a definite integral the time it takes to fall into its lowest position.
2. A particle attached to a fixed point by a string 8 feet long is held with the string at $5^{\circ}$ to the vertical and let go. Find the inclination of the string to the vertical (i) after $\frac{1}{3} \pi$ seconds, (ii) after 2 seconds.
3. A bead slides on a smooth wire in the form of an inverted cycloid with its base horizontal ; the radius of the generating circle is 2 feet, and the bead starts from rest at the top. Find
(i) the time of oscillation,
(ii) the velocity at the lowest point,
(iii) the velocity when half-way down (measured along the arc),
(iv) the distance from the vertex after 1 second,
(v) the time to reach a point distant 2 feet from the vertex,
(vi) where it is when its velocity is 8 foot-seconds,
(vii) the velocity after 1 second,
(viii) when its velocity is first 12 foot-seconds downwards.
4. A rod of mass 2 lb . and length 4 feet swings freely about one end which is fixed; it is held in a horizontal position and let go. Determine its angular velocity in any position, and express as a definite integral the time it takes to reach the vertical position.
5. Answer the same questions in the case of an isosceles triangle of height 2 feet swinging about its base fixed horizontally.
6. Also in the case of the same triangle swinging about a line through the vertex parallel to the base, and starting with its plane horizontal.
7. Also in the case of a semicircular lamina swinging about its bounding diameter which is horizontal.
8. Also in the case of a cube swinging about one edge which is horizontal, and starting with the lower face through that edge vertical.
9. Find the time of a small oscillation of a rectangular lamina about
(i) a side,
(ii) an axis in its plane through an angular point,
(iii) an axis through an angular point perpendicular to its plane,
(iv) a horizontal line through the middle points of two adjacent sides.
10. A uniform solid sphere of radius 6 inches swings about a point 3 feet above its centre. Find the time of a small oscillation.
11. A circular disc of radius 1 inch swings about a horizontal axis perpendicular to its plane 9 inches from its centre. Find the time of a small oscillation.
12. Retaining the second term in the expansion at the end of Art. 194, find the time of oscillation of a uniform rod 4 feet long swinging about one end in a vertical plane through an angle $10^{\circ}$ on either side oi the vertical.
13. Using the same approximation, find the time of oscillation of an equilateral triangle swinging through $20^{\circ}$ on either side of the vertical about one side which is horizontal.
14. For what value of $h$ will the time of oscillation of a compound pendulum be a minimum?
15. A uniform rod of length 10 feet is bent into the form of the arc of one arch of a cycloid, and oscillates about a horizontal line joining its extremities. Find the length of the simple equivalent pendulum.
16. The motion of a magnetic needle is given by the equation $J \ddot{\phi}=-G \sin \phi$. Find the motion, and the time of oscillation when the magnet makes small oscillations.

## THE CATENARY

## 197. The catenary.

A heavy uniform string or chain hangs in equilibrium in a vertical plane with its ends attached to two fixed points A and B ; to find the equation of the curve in which it hangs.

Let the axis of $x$ be parallel to the tangent at the lowest point $C$ (Fig. 154), and let the vertical through $C$ be the axis of $y$; let $s$ be the length of the arc measured from $C$ to any point $P$, and let $w$ be the weight of the string per unit length.

Consider the equilibrium of the portion $C P$. The forces on it are the tension $T$ at $P$ along the tangent at $P$, the horizontal tension $T_{0}$ at $C$, and the weight ws. Therefore, resolving horizontally and vertically,

$$
T \cos \psi=T_{0}, \quad \text { and } \quad T \sin \psi=w s
$$

whence, by division, $w s / T_{0}=\tan \psi=d y / d x$.

If $T_{0}$ be written in the form $w a$, i. $e$. if the tension at the lowest point be equal to the weight of a length $a$ of the string, we have

$$
d y / d x=s / a
$$

Now

$$
\begin{gathered}
\frac{d s}{d x}=\sqrt{ }\left[1+\left(\frac{d y}{d x}\right)^{2}\right]=\sqrt{ }\left(1+\frac{s^{2}}{a^{2}}\right)=\frac{\sqrt{ }\left(a^{2}+s^{2}\right)}{a} \\
\therefore \frac{1}{\sqrt{ }\left(a^{2}+s^{2}\right)} \frac{d s}{d x}=\frac{1}{a}
\end{gathered}
$$



Fig. 154.
Integrating,

$$
\sinh ^{-1}(s / a)=x / a+A
$$

Since $s=0$ when $x=0$, we have $A=0$;

$$
\begin{gathered}
\therefore \quad \sinh ^{-1}(s / a)=x / a, \text { i. e. } s / a=\sinh (x / a) ; \\
\therefore d y / d x=s / a=\sinh (x / a) .
\end{gathered}
$$

Integrating,

$$
y=a \cosh (x / a)+A
$$

The depth of the axis of $x$ below $C$ has not yet been chosen; it is convenient to take it so that $A$ may be zero.
When $x=0, \cosh (x / a)=1$, and $y=a+A$. Therefore $A$ will be 0 if $y=a$, i. e. if the axis of $x$ be taken at a depth $a$ below $C$.

The equation of the curve is then $y=a \cosh (x / a)$.
If a string of length $2 l$ feet is suspended between 2 points $A$ and $B$ distant $2 b$ apart in the same horizontal line, then, putting $x=b$ and $s=l$ in the preceding expressions for $y$ and $s$, we have, if $y_{\Delta}$ denote the ordinate of $A$,

$$
y_{A}=a \cosh (b / a) \text {, and } l=a \sinh (b / a) .
$$

These are two equations for $y_{A}$ and $a$, whose difference is the depth below $A B$ of the middle point of the string; they cannot be solved in finite terms however.
If the string is stretched tightly between $A$ and $B$, the depth of $C$ below $A B$ is small, so that $y_{A}$ and $a$ are nearly equal ; hence $\cosh (b / a)$ is nearly
equal to 1 , and therefore $b / a$ is small. In this case, an approximate solution of the equation $l=a \sinh (b / a)$ may be obtained, either graphically or by the use of Tables. [See also Art. 198.]

## Example:

A chain 52 feet long is suspended between two points 50 feet apart; find the depth of its middle point.
In this case the equation for $a$ is $26=a \sinh (25 / a)$.
Let $25 / a=z$, and the equation becomes $\sinh z=26 / a=\frac{28}{2} z=1.04 z$.
The abscissa of the point of intersection of the graphs of $\sinh z$ and $1.04 z$ can be found by plotting these graphs carefully, and this will give an approximate solution.

If a table of hyperbolic functions be used, it is found, on tabulating values of $1 \cdot 04 z$ and $\sinh z$, that when $z=\cdot 5,1 \cdot 04 z=\cdot 520$, and $\sinh z=\cdot 521$; hence $z=\cdot 5$ is an approximate solution.

Hence, since $25 / a=z={ }^{\circ} 5, a=50$;
$\therefore y_{A}=a \cosh (b / a)=50 \cosh \frac{1}{2}=50 \times 1 \cdot 128=56.4$.
Hence the depth of the midale point of the chain below $A B=y_{A}-a=6.4$ feet nearly.


Fig. 155.

## 198. Suspension bridge.

Suppose that a uniform horizontal load is suspended from a chain by numerous vertical chains or rods, and that the weights of the chains and rods are small compared with the load.

Then, considering the equilibrium of a portion $C P$ of the chain (Fig. 155), the only difference between this case and that of the preceding article is that the weight supported is $w x$ instead of $w s$, where $w$ is the weight of the horizontal load per unit length.

Hence, in this case, we get $d y / d x=x / a$, where $w a$ is the tension at the lowest point.

$$
\therefore \text { integrating, } \quad y=\frac{1}{2} x^{2} / a+A
$$

If $C$ be taken as origin, $y=0$ when $x=0$;

$$
\therefore \quad A=0, \text { and } y=\frac{1}{2} x^{2} / a
$$

The form of the chain is in this case a parabola.

If a uniform heavy chain is suspended tightly between two fixed points (as in the case of a telegraph wire), then, in the preceding article, $s$ and $x$ are very nearly equal, and the equation $d y / d x=s / a$ there obtained may be replaced by $d y / d x=x / a$, so that in this case the form of the curve will differ but very little from the parabola $y=\frac{1}{2} x^{2} / a$. In this case the dip of the chain at any point is easily found, and thence the tension at the lowest or any other point.
The same result may be deduced from the equation of the catenary ; for, using the expansion of Art. 92, we have

$$
y=a \cosh \frac{x}{a}=a\left[1+\frac{x^{2}}{2} \frac{x^{2}}{a^{2}}+\frac{x^{4}}{a^{4} 4!}+\ldots\right] .
$$

Therefore, neglecting $4^{\text {th }}$ and higher powers of $x / a, y=a+\frac{1}{2} x^{2} / a$, which, when the origin is moved to the point $C(0, a)$, becomes $y=\frac{1}{2} x^{2} / a$.

## Example:

If 200 feet 6 inches of wire are stretched between two points 200 feet apart, find the maximum dip and the tension at any point.

The equation of the curve assumed by the wire may be taken as $y=\frac{1}{2} x^{2} / a$.
Now

$$
\frac{d y}{d x}=\underset{a}{x}, \text { and } \frac{d s}{d x}=\sqrt{\left.\left[1+\left(\frac{d y}{d x}\right)^{2}\right]=\sqrt{[1+} \frac{x^{2}}{a^{2}}\right] . ~}
$$

Since the wire is nearly horizontal, $d y_{i} / d x$ is very small; $\therefore x / a$ is small, and hence we may expand $\sqrt{ }\left(1+x^{2} / a^{2}\right)$ by the Binomial Tbeorem, and neglect all terms after the first two (i.e. neglect the $4^{\text {th }}$ and higher powers of $x / a$.
This gives $d s / d x=1+\frac{1}{2} x^{2} / a^{2}$, whence $s=x+\frac{1}{8} x^{3} / a^{2}+A$.
Measuring from the vertex $C, s=0$, when $x=0 ; \therefore A=0$, and $s=x+\frac{1}{8} x^{8} / a^{2}$.

At an end of the wire, $s=100 \frac{1}{1}, x=100 ; \quad \therefore \quad 100 \frac{1}{1}=100+\frac{1}{6} \cdot 100^{3} / a^{2}$, which gives $a^{2}=\frac{2}{3} \times 100^{3}$ and therefore $a=816.3$.
The maximum dip of the wire is evidently the value of $y$ at one end, i.e. when $x=100$, and is therefore equal to

$$
100^{2} / 2 a=100^{2} \div 1632 \cdot 6=6 \cdot 1 \text { feet. }
$$

The tension at the lowest point $=w a=816 \cdot 3 w=$ the weight of $816 \cdot 3$ feet of the wire.
The tension at any other point, say at $P, 40$ feet from one of the posts [ $\therefore x=60$ ], is found from the equation $T \cos \theta=T_{0}$.
$\therefore T=T_{0} \sec \theta=T_{0} \cdot \frac{d s}{d x}=T_{0}\left(1+\frac{1}{2} x^{\frac{1}{2}}\right)=816.3 w\left[1+\frac{60^{2}}{\frac{1}{3} \times 100^{3}}\right]=818 \frac{1}{2} w$.

## Examples LXXX.

1. A chain 102 feet long is suspended from two points $A$ and $B, 100$ feet apart; find the depth of the middle point of the chain below $A B$.
2. Three hundred and one feet of wire, weighing 1 lb . per yard, are suspended between two posts 300 feet apart. Find the tension (i) at the middle point, (ii) at one end, (iii) at a point 50 feet from a post.
3. Prove that the resultant tension at any point of a chain is equal to wy.
4. Prove that the C.G. of an arc of a catenary is vertically above the point of intersection of the tangents at the extremities of the arc.
5. Find the distance between the points where the ordinate $x=4$ cuts the catenary $y=8 \cosh \frac{1}{8} x$ and the parabola $y=8+\frac{1}{18} x^{2}$.
6. A wire hangs in the catenary $y=200 \cosh 005 x$ ( $x$ and $y$ being measured in feet); find the length of the wire and the sag at the midule point, if the points of suspension be 100 feet apart.
7. Calculate the length and the sag if the form of the wire in the preceding question be taken as the parabola $y=200+a \frac{1}{60} x^{2}$.
8. If $l$ be the length of an arc of a catenary, show that the difference of the slopes at the extremities of the are is equal to $l / a, a$ being the parameter of the catenary.
9. A uniform string of length $l$ is suspended from two points $A$ and $B$ in the same horizontal line at distance $h$ apart; if $h$ and $l$ be nearly equal, prove that $a^{2}=2_{2}^{1} h^{3} /(l-h)$.
10. A uniform chain of length 100 yards is stretched across a river so that the middle point just touches the surface of the water, and each end is 2 feet above the edge of the water. Find the difference between the length of the chain and the width of the river.

## CHAPTER XX

## CURVATURE

## 199. Radius and circle of curvature.

Let $P T, Q T$ be the tangents at two points $P$ and $Q$ on a continuous curve, and let them make angles $\psi$ and $\psi+\delta \psi$ respectively with a given line, so that $\delta \psi$ is the angle between the tangents (Fig. 156).


Fig. 156
If $\delta s$ be the length of the arc $P Q$, then $\delta \psi / \delta s$ is called the 'average curvature' of the arc $I Q$. The curvature at $P$ is defined as the limit to which this quantity tends when $\delta s$ is indefinitely diminished, i.e. the curvature at $P$ is equal to $d \psi / d s$.

If $P Q$ be an arc of a circle of radius $r$, the angle $\delta \psi$ between the tangents at $P$ and $Q$ is equal to the angle subtended at the centre of the circle by the arc $P Q$, and therefore $\delta s=r \delta \psi$; hence $\delta \psi / \delta s$, and ultimately $d \psi / d s,=1 / r$. The curvature is constant at all points of a circle, and the radius $r=d s / d \psi$, the reciprocal of the curvature. In any curve, the value of $d s / d \psi$ at any point is called the length of the radius of curvature at that point; it is the reciprocal of the curvature, and is usually denoted by the letter $\rho$. It follows from the result immediately preceding that it is the radius of the circle which has the same curvature as the given curve at the point.

The circle with this radius, which has the same tangent at $P$ and lies on the same side of that tangent as the given curve, is called the circle of curvature at $P$, its centre is called the centre of curvature, and its radius the radius of curvature.

The length of the radius of curvature at any point in terms of the rectangular coordinates of the point is obtained as follows:

If the angle $\psi$ be measured from the axis of $x$, we have

$$
\rho=\frac{d s}{d \psi}=\frac{d s}{d \cdot x} \cdot \frac{d x}{d \psi}=\sec \psi \frac{d x}{d \psi}
$$

Also

$$
\tan \psi=d y / d x
$$

$\therefore$ differentiating with respect to $x, \quad \sec ^{2} \psi \frac{d \psi}{d x}=\frac{d^{2} y}{d x^{2}}$.
$\therefore \rho=\sec \psi \frac{d x}{l \psi}=\operatorname{soc} \psi \frac{\sec ^{2} \psi}{\frac{d^{2} y}{d x^{2}}}=\frac{\left(1+\tan ^{2} \psi\right)^{3 / 2}}{\frac{d y}{d x^{2}}}=\frac{\left[1+\left(\frac{d y}{d x}\right)^{2}\right]^{3 / 2}}{\frac{d^{2} y}{d x^{2}}}$.


Fig. 157.
If the positive value of the root in the numerator be taken, the sign of $\rho$ will be the same as the sign of $d^{2} y / d x^{2}$, i. $\theta$. positive if the curve is above the tangent and negative if below it (Art. 53). At a point of inflexion, $d^{2} y / d x^{2}$ is zero, and therefore $\rho$ becomes infinite ; i. e. the curvature at a point of inflexion is zero.

The coordinates of the centre of curvature can be obtained at once by drawing a figure. In Fig. 157, $d y / d x$ and $\rho$ are both positive.

Let $\psi$ be measured from the axis of $x$, and let $(\xi, \eta)$ be the coordinates of $C$, the centre of curvature, then

$$
\begin{aligned}
& \xi=x-\rho \sin \psi=x-\frac{d s}{d \psi} \frac{d y}{d s}=x-\frac{d y}{d} \bar{\psi}, \\
& \eta=y+\rho \cos \psi=y+\frac{d s}{d \psi} \frac{d x}{d s}=y+\frac{d x}{d \psi} .
\end{aligned}
$$

In terms of $x, y$, and $d y / d x$, we have,
since $\quad \sin \psi=\frac{\frac{d y}{d x}}{\left[1+\left(\frac{d y}{d x}\right)^{2}\right]^{1 / 2}}$ and $\cos \psi=\frac{1}{\left[1+\left(\frac{d y}{d x}\right)_{2}\right]^{1 / 2}}$,

$$
\xi=x-\frac{\frac{d y}{d x}\left[1+\left(\frac{d y}{d x}\right)^{2}\right]}{\frac{d^{2} y}{d x^{2}}} ; \quad \eta=y+\frac{1+\left(\frac{d y}{d x}\right)^{2}}{\frac{d^{2} y}{d x^{2}}}
$$

Examples:
(i) Find the radius of curvature and the coordinates of the centre of curvature at the point $(3,4)$ of the rectangular hyperbola $\mathrm{xy}=12$.
Here $\quad y=\frac{12}{x}, \quad \frac{d y}{d x}=-\frac{12}{x^{2}}, \quad \frac{d^{2} y}{d x^{2}}=\frac{24}{x^{3}}$;
$\therefore$ at the given point $(3,5), \quad \frac{d y}{d x}=-\frac{4}{3}, \quad \frac{d^{2} y}{d x^{2}}=\frac{8}{9}$.

$$
\begin{aligned}
& \therefore \quad \rho=\left(1+\frac{30}{8}\right)^{3 / 2} \div 8=\frac{123}{23} . \\
& \xi=3+\frac{1}{8}\left(1+\frac{18}{8}\right) / \frac{8}{8}=\frac{18}{8} ; \quad \eta=4+\left(1+\frac{18}{8}\right) / 8{ }_{8}={ }_{8}^{57} .
\end{aligned}
$$

The centre of curvature is the point ( $\frac{43}{6}, \frac{57}{8}$ ) and the radius of curvature is $\frac{125}{24}$. Hence the equation of the circle of curvature is

$$
\left(x-\frac{43}{8}\right)^{2}+\left(y-\frac{5_{8}^{2}}{8}\right)^{2}=\left(\frac{1252}{25}\right)^{2} .
$$

(ii) Find the radius of curvature at any point of the ellipse $x^{2} / a^{2}+y^{2} / \Omega^{2}=1$.

Here $y=\frac{b}{a} \sqrt{ }\left(a^{2}-x^{2}\right), \quad \frac{d y}{d x}=-\frac{b}{a} \cdot \frac{x}{\sqrt{\left(a^{2}-x^{2}\right)}}$,

$$
\begin{gathered}
\quad \frac{d^{2} y}{d x^{2}}=-\frac{b}{a} \cdot \frac{\sqrt{ }\left(a^{2}-x^{2}\right)+x \times x / \sqrt{ }\left(a^{2}-x^{2}\right)}{a^{2}-x^{2}}=-\frac{b}{a} \cdot \frac{a^{2}}{\left(a^{2}-x^{2} j^{3 / 2}\right.} ; \\
\therefore \quad \rho=\left(1+\frac{b^{2}}{a^{2}} \cdot \frac{x^{2}}{a^{2}-x^{2}}\right)^{3 / 2} / \frac{-a b}{\left(a^{2}-x^{2}\right)^{3 / 2}}=-\frac{1}{a^{4} \bar{b}}\left[a^{4}-\left(a^{2}-b^{2}\right) x^{2}\right]^{3 / 2} \\
=-\frac{1}{a^{4} b} \cdot a^{3}\left(a^{2}-e^{2} x^{2}\right)^{3 / 2}\left[\text { since } a^{2}-b^{2}=a^{2} e^{2}(\text { p. 19 })\right]=-\frac{1}{a b}\left(a^{2}-e^{2} x^{2}\right)^{5 / 2} .
\end{gathered}
$$

The result is negative, since we have taken the positive value of $y$, and for such values the curve at any point is below the tangent at the point.
(iii) Find the radius of curcature at the point $(2,1)$ of the curve

$$
x(x+y)=x^{3}-2 y^{3}
$$

The evaluation of $d y / d x$ and $d^{2} y / d x^{2}$ should be specially noticed in this example.
The given equation is $x^{2}+x y=x^{3}-2 y^{3}$.
Differentiating with respect to $x, 2 x+x \frac{d y}{d x}+y=3 x^{2}-6 y^{2} \frac{d y}{d x}$;
$\therefore$ at the point $(2,1), \quad 4+2 \frac{d y}{d x}+1=12-6 \frac{d y}{d x}$, whence $\frac{d y}{d x}=\frac{\pi}{8}$.

Differentiating equation (i) again with respect to $x$,

$$
2+\left(x \frac{d^{2} y}{d x^{2}}+\frac{d y}{d x}\right)+\frac{d y}{d x}=6 x-6\left(y^{2} \frac{d^{2} y}{d x^{2}}+\frac{d y}{d x} \cdot 2 y \frac{d y}{d x}\right)
$$

Substituting the values of $x, y$, and $d y / d x$, we have

$$
\begin{gathered}
2+2 \frac{d^{2} y}{d x^{2}}+\frac{7}{8}+\frac{7}{8}=12-6 \frac{d^{2} y}{d x^{2}}-12 . \frac{4}{8} 2, \text { whence } \frac{d^{2} y}{d x^{2}}=-1_{125}^{15} \\
\therefore \rho=\left(1+\frac{4}{8}\right)^{3 / 2} /\left(-\frac{18}{188}\right)=-20 \text { nearly. }
\end{gathered}
$$

(iv) Find the radius of curvature at any point of a cycloid.

It has been shown (Art. 50) that, in the cycloid, $s=4 a \cos \frac{1}{2} \theta$, and $\frac{1}{2} \theta=\angle P T G=90-\psi$, if $\psi$ be the inclination of the tangent to $O N$; therefore ${ }^{*} s=4 a \sin \psi$.

From this equation the radius of curvature is obtained at once, for

$$
\rho=d s / d \psi=4 a \cos \psi=4 a \sin P T G=2 P G(\text { see Fig. 152 })
$$

i. e. the radius of curvature at any point of a cycloid is double the length of the normal at that point.

If the equation of a curve is given by expressing $x$ and $y$ in terms of a third variable $\theta$, we may proceed as in the following example:
(v) The equation of an ellipse is given in the form $\mathrm{x}=\mathrm{a} \cos \theta, \mathrm{y}=\mathrm{b} \sin \theta$; find the radius of curvature at any point in terms of $\theta$.

$$
\begin{aligned}
& \text { We have } \quad \rho=\frac{d s}{d \psi}=\frac{d s}{d \theta} \frac{d \theta}{d \psi} . \\
& \begin{aligned}
\left(\frac{d s}{d \theta}\right)^{2}=\left(\frac{d x}{d \theta}\right)^{2}+\left(\frac{d y}{d \theta}\right)^{2}\left[\text { Art. 82] }=a^{2} \sin ^{2} \theta+b^{2} \cos ^{2} \theta\right. & =a^{2}-\left(a^{2}-b^{2}\right) \cos ^{2} \theta \\
& =a^{2}\left(1-e^{2} \cos ^{2} \theta\right) .
\end{aligned} \\
& \text { Also } \quad \tan \psi=\frac{d y}{d x}=\frac{d y}{d \theta} / \frac{d x}{d \theta}=\frac{b \cos \theta}{-a \sin \theta}=-\frac{b}{a} \cot \theta ;
\end{aligned}
$$

$$
\therefore \text { differentiating with respect to } \psi, \sec ^{2} \psi=\frac{b}{a} \operatorname{cosec}^{2} \theta \frac{d \theta}{d \psi}
$$

whence $\quad \frac{d \theta}{d \psi}=\frac{a}{b} \sin ^{2} \theta \sec ^{2} \psi=\frac{a}{b} \sin ^{2} \theta\left(1+\frac{b^{2}}{a^{2}} \cot ^{2} \theta\right)$

$$
\begin{aligned}
& =\left(a^{2} \sin ^{2} \theta+b^{2} \cos ^{2} \theta\right) / a b \\
& =(a / b)\left(1-c^{2} \cos ^{2} \theta\right), \text { as befor } ;
\end{aligned}
$$

$\therefore \quad \rho= \pm a \sqrt{ }\left(1-e^{2} \cos ^{2} \theta\right) \times(a / b)\left(1-e^{2} \cos ^{2} \theta\right)= \pm\left(a^{2} / b\right)\left(1-e^{2} \cos ^{2} \theta\right)^{5 / 2}$, which agrees with the result of Example (ii).

The sign depends upon the sign of $d s / d \theta$, i.e. upon the direction in which $s$ is measured.
*The equation which connects $s$ and $\psi$ in any curve is called the intrinsic equation of the curve.

## Tramples LXXXI.

Find the radius of curvature in the following cases, 1-21:

1. At $(1,1)$ on the curve $y=x^{2}$. Find also the equation of the circle of curvature.
2. At $(2,4)$ on the curve $y^{2}=2 x^{3}$. Find also the equation of the circle of curvature.
3. At $\left(\frac{1}{8} \pi, \frac{1}{2}\right)$ on the curve $y=\sin x$.
4. At $(3,4)$ on the curve $x^{2}+y^{2}=25$.
5. At any point $(x, y)$ on the rectangular hyperbola $x y=c^{3}$.
6. At an end of a latus rectum of the ellipse $x^{2}+4 y^{2}=4 a^{2}$.
7. At an end of the latus rectum of the parabola $y^{2}=4 a x$. Find also the equation of the circle of curvature. Find where this circle cuts the curve again.
8. At the vertex of the catenary $y=c \cosh (x / c)$.
9. At any point $(x, y)$ on the rectangular hyperbola $x^{2}-y^{2}=a^{2}$.
10. At the point on the curve $a^{2} y=x^{3}$ whose abscissa is $\frac{1}{2} a$.
11. At any point $(x, y)$ of the astroid $x^{9 / 3}+y^{2 / 3}=a^{2 / 3}$.
12. At the point $(-4,0)$ on the curve $x y^{2}=16(x+4)$.
13. At the origin on the curve $y^{2}=x(x-3)^{2}$. Find also the equation of the circle of curvature.
14. At the point $(2,2)$ on the curve $x^{3}+y^{3}=4 x y$.
15. At any point of the cycloid, in terms of $\theta$.
16. At the point $(0, a)$ on the curve $y\left(x^{2}+y^{2}\right)=a\left(y^{2}-x^{2}\right)$.
17. At the origin on the curve $x^{3}+y^{3}+2 x^{2}-4 y+3 x=0$.
18. At any point of the curve $y=a \log \sin (x / a)$.
19. At any point of the curve $x=a \cos ^{8} \theta, y=a \sin ^{3} \theta$.
20. At any point of the catenary $s=c \tan \psi$, in terms of $\psi$. Prove that the radius of curvature is equal to the length of the normal between the curve and the axis of $x$.
21. At any point of the catenary $y=a \cosh (x / a)$. Where is it a minimum?
22. Show that in the curve in which $s=a \log \sin \psi$ (this curve is called the tractrix) the radius of curvature varies inversely as the normal.
23. If $x$ and $y$ are given as functions of a variable $t$, prove that

$$
\rho=\left(x^{\prime 2}+y^{\prime 2}\right)^{3 / 2} /\left(x^{\prime} y^{\prime \prime}-x^{\prime \prime} y^{\prime}\right),
$$

where the accents denote differential coefficients with respect to $t$.
24. Prove that the radius of curvature at an end of the major axis of an ellipse is equal to the semi-latus rectum.
25. Find the condition that the centre of curvature at one end of the minor axis of an ellipse may coincide with the other end.
28. Prove that the radius of curvature of a conic varies as the cube of the normal.
27. Find the radius of curvature of the curve given by the equations

$$
x=a \sin 2 \theta(1+\cos 2 \theta), \quad y=a \cos 2 \theta(1-\cos 2 \theta) .
$$

28. Prove that the curvature

$$
-\frac{d}{d x}\left(\frac{d y}{d s}\right)=-\frac{d}{d y}\left(\frac{d x}{d s}\right)=\left\{\left(\frac{d^{2} x}{d y^{2}}\right)^{2}+\left(\frac{d^{2} y}{d v^{2}}\right)^{2}\right\}
$$

29. Where is the curvature a maximum or minimum in the following curves? (i) $y=x^{2}$, (ii) $y=x^{3}$, (iii) $y^{2}=x^{3}$.
30. Prove that the radius of curvature at any point $(a \cos \theta, b \sin \theta)$ of an ellipse is equal to $C D^{3} / a b$, where $C D$ is the semi-diameter conjugate to $C P$.
[N.B. $D$ is the point $(a \sin \theta,-b \cos \theta)$.]
31. Prove that in the equiangular spiral $r=a e^{\theta 00 t} \alpha$ (Art. 163), the radius of curvature is equal to $r \operatorname{cosec} \alpha$, and hence show that it subtends a right angle at the origin.
32. Find the radius of curvature at any point of the curve

$$
x=a\left(\log \cot \frac{1}{2} \theta-\cos \theta\right), \quad y=a \sin \theta
$$

## BENDING OF BEAMS

200. Approximate value for the radius of curvature. Application to beams.

If at a point $P$ on a curve the tangent is nearly parallel to the axis of $x, d y / d x$ is small, and if $d y / d x$ be regarded as a small quantity of the first order, $(d y / d x)^{2}$ will be of the second order (Art. 24); hence, neglecting it in the expression for $\rho$, we have approximately

$$
\rho=1 / \frac{d^{2} y}{d x^{2}}
$$

The same result may also be obtained directly from the definition of the radius of curvature as follows :

$$
\frac{1}{\rho}=\frac{d \psi}{d s}=\frac{d \psi}{d x} \cdot \frac{d x}{d s}=\frac{d \psi}{d x} \cos \psi
$$

When $\psi$ is very small, $\tan \psi$ is approximately equal to $\psi$, and $\cos \psi$ to unity.
$\therefore$ approximately, $\frac{1}{\rho}=\frac{d \psi}{d x}=\frac{d}{d x}(\tan \psi)=\frac{d}{d x}\left(\frac{d y}{d x}\right)=\frac{d^{2} y}{d x^{2}}$, as before.
This approximation is important in questions dealing with the deflection of beams. It is shown in the theory of bending of beams that, if $\rho$ be the radius of curvature at any point of a deflected beam, the bending moment at that point is equal to $E I / \rho$, where $E$ is Young's modulus, and $I$ the moment of inertia of the section through the point about a line through its C. G. perpendicular to the plane of bending. Generally the deflection is so small that the approximation just mentioned for $\rho$ is sufficient, and in this case we have
$E I d^{2} y / d x^{2}=$ the bending moment at the point $(x, y)$,
where $y$ is the vertical deflection of the point, and the axis of $x$ is the horizontal straight line through a fixed point of the beam.

## Examples:

(i) A uniform beam of length 1 rests with its ends on two supports in the same horizontal line and has a weight W suspended from its middle point. Find the maximum deflection.

Suppose the weight of the beam negligible compared with $W$. Then the upward pressure at each end will be $\frac{1}{2} W$ (Fig. 158), and therefore the bending moment at a point distant $x\left(<\frac{1}{2} l\right)$ from one end is $\frac{1}{2} W x$.

$$
\therefore \quad E I d^{2} y / d x^{2}=-\frac{1}{2} W x
$$

The negative sign is taken, since at the point $P$ the curve is above the tangent, and the positive direction of $y$ is downwards; therefore $d^{2} y / d x^{2}$ is [cf. Art. 59].

Integrating, $\quad E I d y / d x=-\frac{1}{4} W x^{2}+C$.


Fig. 158.
The tangent to the beam is, from symmetry, horizontal at the middle point, i.e. $d y / d x=0$ when $x=\frac{1}{2} l$.

$$
\therefore \quad 0=-\frac{1}{4} W \cdot \frac{1}{1} l^{2}+C, \text { and } C=\frac{1}{16} W l^{2} ;
$$

i.e.

$$
E I d y / d x=-\frac{1}{4} W x^{2}+\frac{1}{18} W l^{2}
$$

Integrating again, $E I y=-\frac{1}{12} W x^{3}+\frac{1}{18} W l^{2} x+D$.
Since $y=0$ when $x=0$, it follows that $D=0$, and

$$
y=\frac{W}{4 E I}\left(\frac{1}{2} l^{2} x-\frac{1}{3} x^{3}\right)=\frac{W}{48 E I} x\left(3 l^{2}-4 x^{2}\right) .
$$

The maximum deflection is at the centre where $x=\frac{1}{2} l$, and is therefore equal to $\lambda_{8}^{\lambda} W l^{3} / E I$.
(ii) Let the beam be fixed at one end and uniformly loadcd.

Let the load be $w$ per unit length. (This includes the case of a heavy beam bending under its own weight.)

If $P$ (Fig. 159) be a point distant $x$ from the fixed end, the weight of the portion between $P$ and the free end is $w(l-x)$, and therefore the bending moment is $w(l-x) \times \frac{1}{2}(l-x)$.

Hence in this case, EI $d^{2} y / d x^{2}=+\frac{1}{2} w(l-x)^{2}=\frac{1}{2} w\left(l^{2}-2 l x+x^{2}\right)$.
Integrating,
$E I d y / d x=\frac{1}{2} w\left(l^{2} x-l x^{2}+\frac{1}{3} x^{3}\right)+C$.
At the fixed end, where $x=0$, the beam has no slope, i. e. $d y / d x=0$;

$$
\therefore \quad C=0, \text { and } E I d y / d x=\frac{1}{2} w\left(l^{2} x-l x^{2}+\frac{1}{8} x^{3}\right) .
$$

D d 2

Integrating again, $E I y=\frac{1}{2} w\left(\frac{1}{2} l^{2} x^{2}-\frac{1}{8} l x^{3}+\frac{1}{12} x^{4}\right)+D$,
and $y=0$ when $x=0 ; \quad \therefore \quad D=0$, and

$$
y=\frac{20}{24 E I} x^{2}\left(6 l^{2}-4 l x+x^{2}\right)
$$

The greatest deflection is at the free end where $x=l$, and is equal to

$$
\frac{v}{24 E I} l^{2}\left(3 l^{2}\right)=\frac{W l^{3}}{8 E I} \text {, if } W \text { be the total weight } \tau o l .
$$



Fig. 159.
If a beam be either supported at both ends or clamped at one end or both ends, and subject only to a load and the reactions at the ends, the result of differentiating the fundamental equation (EI $d^{2} y / d x^{2}$ $=$ the bending moment) twice with respect to $x$ is always

$$
E I d^{4} y / d x^{4}=w
$$

where $w$ is the load per unit length.
For the only term in the bending moment which contains $x^{2}$ is (as in the preceding example) $\frac{1}{2} w x^{2}$; this, when differentiated twice, gives $w$, and the other terms of the bending moment disappear after two differentiations.

From this equation, the form assumed by the beam and the deflection at any point of the beam under given conditions can be found. This is a very good illustration of the part played by the constants of integration. In all the various cases the equation we start with is the same, but the different initial conditions in the several cases give us different constants and, of course, quite different final results.

We here work out two cases.
(iii) A uniformly loaded bcam rests upon supports at its extremities; to find the equation of the curve assumed by the beam and the maximum deflection.

Let the line joining the ends of the beam and its perpendicular bisector be taken as axes of $x$ and $y$ respectively, and let $l$ be the length of the beam.

The initial conditions are
(i) $y=0$ at each end, i.e. when $x= \pm \frac{1}{2} l$;
(ii) since the ends are free, there is no curvature there, i.e. $d^{2} y / d x^{2}=0$ when $x= \pm \frac{1}{2} l$.

Integrating the equation
we have
and integrating again,

$$
\begin{aligned}
& E I d^{4} y / d x^{4}=v \\
& E I d^{3} y / d x^{3}=w x+A \\
& E I d^{2} y / d x^{2}=\frac{1}{2} w x^{2}+A x+B
\end{aligned}
$$

Substituting initial values (ii), $0=\frac{1}{2} w \cdot \frac{1}{\frac{1}{2}} l^{2}+\frac{1}{2} l A+B$,

$$
0=\frac{1}{2} w \cdot \frac{1}{4} l^{2}-\frac{1}{2} l A+B ;
$$

whence, subtracting, $A=0$, and adding, $B=-\frac{1}{8} w l^{2}$;

$$
\therefore \quad E I d^{2} y / d x^{2}=\frac{1}{2} w x^{2}-\frac{1}{8} u l^{2}=\frac{1}{2} w\left(x^{2}-\frac{1}{2} l^{2}\right) .
$$

Integrating twice again, $E I d y / d x=\frac{1}{2} v\left(\frac{1}{3} x^{3}-\frac{1}{4} l^{2} x\right)+C$,

$$
E I y=\frac{1}{5} w\left(\frac{1}{1} 2 x^{4}-\frac{1}{8} l^{2} x^{2}\right)+C x+D .
$$

Substituting initial values (i), $\quad 0=\frac{1}{2} w\left(\frac{1}{12} \cdot \frac{1}{13} l^{4}-\frac{1}{32} l^{4}\right)+C \cdot \frac{1}{2} l+D$,

$$
0=\frac{1}{2} w\left(1_{1}^{1} \cdot 1_{2}^{1} l^{4}-3_{2}^{1} l^{4}\right)-C \cdot \frac{1}{2} l+D ;
$$

whence, subtracting, $C=0$, and adding, $D=-\frac{1}{2} w\left(\mathbb{1}_{1}^{1} \frac{1}{2} l^{4}-3^{\frac{1}{2}} l^{4}\right)={ }_{5}^{5} \frac{5}{8} w v^{4}$;

$$
\therefore \quad E I y=\frac{1}{2} w\left(\frac{1}{1} 2 x^{4}-\frac{1}{8} l^{2} x^{2}\right)+\frac{3}{3} 4 u l^{4}={ }_{3}^{1} \leq 4 w\left(16 x^{4}-24 x^{2} l^{2}+5 l^{4}\right) .
$$

This gives the deflection at any point, and is the equation of the curve taken by the beam. The maximum deflection is at the centre where $x=0$; therefore $E I y=y_{8}^{5} \int_{T} w l^{4}$, i.e. the maximum deflection is ${ }^{5} 8_{8}^{5} w l^{4} / E I$.
(iv) Let the beam be clamped at both ends; to find the forn it takes and the maximum deflection.

The initial conditions are in this case
(i) $y=0$ at both ends, i.e. when $x= \pm \frac{1}{2} l$;
(ii) since the beam is now horizontal at both ends, $d y / d x=0$ when

$$
x= \pm \frac{1}{2} l
$$

Integrating the general equation three times, we have

$$
\begin{aligned}
& E I d^{3} y / d x^{3}=w x+A \\
& E I d^{2} y / d x^{2}=\frac{1}{2} w x^{2}+A x+B, \\
& E I d y / d x=\frac{1}{8} u x^{3}+\frac{1}{8} A x^{2}+B x+C .
\end{aligned}
$$

Substituting $d y / d x=0$ when $x= \pm \frac{1}{2} l$, we have

$$
\begin{aligned}
& 0=\frac{1}{\delta_{8}} w l^{3}+\frac{1}{8} A l^{2}+\frac{1}{2} B l+C \\
& 0=-\lambda_{8}^{1} w l^{3}+\frac{1}{8} A l^{2}-\frac{1}{2} B l+C
\end{aligned}
$$

whence, on subtracting, $0=\frac{x_{2}}{2} w l^{3}+B l$, and $B=-\frac{x^{2}}{2} w l^{2}$, and adding, $\quad 0=\frac{1}{2} A l^{2}+2 C ; \quad \therefore \quad C=-\frac{1}{8} A l^{2}$.

Integrating again (after substituting the values of $B$ and $C$ ),

$$
E I y=\frac{1}{24} w x^{4}+\frac{1}{8} A x^{3}-\frac{1}{2} \frac{1}{2} w l^{2} \cdot \frac{1}{2} x^{2}-\frac{1}{8} A l^{2} x+D
$$

Substituting $y=0$ when $x= \pm \frac{1}{2} l$,

$$
\begin{aligned}
& 0=\frac{1}{2} z^{w} \cdot \frac{1}{1} l^{4}+\frac{1}{8} A \cdot \frac{1}{8} l^{3}-\frac{1}{2_{8}} w l^{2} \cdot \frac{1}{2} l^{2}-\frac{1}{16} l^{3} A+D, \\
& 0=\frac{1}{d 2} w \cdot \frac{1}{18} l^{4}-\frac{1}{8} A \cdot \frac{1}{8} l-\frac{1}{l^{2}} w l^{2} \cdot \frac{1}{2} l^{2}+\frac{1}{1} b^{3} A+D .
\end{aligned}
$$

Subtracting, $0=\frac{1}{2} A l^{3}-\frac{1}{8} A l^{3}$, whence $A=0$;

Substituting in the integrated equation, we have

This gives the deflection at any point, and is the equation of the curve assumed by the beam. The maximum deflection is at the centre, where $x=0$; therefore $E I y={ }_{5}^{\frac{1}{1}} \boldsymbol{b}^{2} w l^{4}$, i. e. the maximum deflection $={ }_{3} \frac{1}{84} w l^{4} / E I$.
Comparing this result with that of the preceding example, it follows that the naximum deflection when the beam is free at the ends is five times as great as when it is fixed at the ends.

## Examples LXXXII.

1. A uniform beam of length $l$ and negligible weight is fixed at one end and has a weight $W$ suspended from the other end. Find the equation of the curve assumed by the beam and its maximum deflection.
2. Obtain the result for a beam uniformly loaded and supported at both ends from the equation $E 1 d^{2} y / d x^{2}=$ the bending moment.
3. Obtain the result for a beam uniformly loaded, fixed at one end and free at the other, from the equation $E I d^{4} y / d x^{4}=w$.
4. A uniform heavy beam is fixed at one end and free at the other; a weight equal to the total weight of the beam is suspended from the free end. Find the deflection at any point, and the maximum deflection.
5. Compare the deflections of two beams of the same material and length and similarly loaded, one with a square section of side $a$, the other with a circular section of diameter $a$.
6. In the case of a light beam with a weight at the end or at the middle point, prove that if the length of the beam be doubled, the maximum deflection is increased eightfold.
7. In the case of a heavy beam under the action of its own weight, prove that if the length be doubled, the maximum deflection is increased sixteenfold.
8. Find the deflection at a point distant one quarter of the length from one end in the case of a heavy beam supported at the ends.
9. Find the deflection at the same point if the beam is clamped horizontally at the ends.
10. Find the deflection at any point in the case of a heavy beam clamped horizontally at one end and supported at the other. Where is the deflection greatest?
11. Find the deflection at the centre of a light beam with a weight $W$ suspended at the middle point, the beam being supported at one end and at a point distant one quarter of the length from the other end.
[Find expressions for $y$ on both sides of the centre, and notice that both must give the same values of $y$ and $d y / d x$ at the centre.]
12. A bar 1 yard long and cross-section 1 inch square is fixed at one end and loaded at the other with 2 cwt .; find the deflection of the free end, neglecting the weight of the bar, and taking Young's modulus as $8 \times 10^{7} \mathrm{lb}$. weight per square inch.
13. Intersection of consecutive normals.

The centre of curvature is the limiting position of the point of intersection of the normals at two points when one point approaches indefinitely near to the other.

Let the normals at $P$ and $Q$ meet at $C$. The angle $P C Q$ is equal to the angle $\delta \psi$ between the tangents at $P$ and $Q$ (Fig. 160). Join $P Q$.

Then

$$
\begin{aligned}
& \frac{C P}{P Q}=\frac{\sin C Q P}{\sin P^{\prime} C Q} ; \\
& C P=P Q \times \frac{\sin C Q P}{\sin \delta \psi}=\frac{P Q}{\delta s} \times \frac{\delta s}{\delta \psi} \times \frac{\delta \psi}{\sin \delta \psi} \times \sin C Q P \\
&=1 \times d s / d \psi \times 1 \times 1, \text { when } \delta s \text { and } \delta \psi \rightarrow 0\left[\operatorname{since} C Q P \rightarrow \frac{1}{2} \pi\right], \\
&=\rho, \text { the radius of curvature. }
\end{aligned}
$$

$\therefore \quad C$ is the centre of curvature at $P$.


Fig. 160.


Fig. 161.

Also the circle of curvature at $P$ is the limiting position of the circle which passes through three points $Q, P, Q^{\prime}$ on the curve when $Q$ and $Q^{\prime}$ approach indefinitely near to $P$, or, as it is often expressed, the circle of curvature is the circle which passes through three consecutive points on the curve.

Let $Q$ and $Q^{\prime}$ be two points on the curve near $P$ (Fig. 161), one on either side of it, and let the perpendicular bisectors of $P Q, P Q^{\prime}$ meet in $C$, so that $C$ is the centre of the circle through $Q P Q^{\prime}$. Let $Q$ and $Q^{\prime}$ move indefinitely near to $P$; then $P Q$ and $P Q^{\prime}$ become ultimately two consecutive tangents to the curve, and their perpendicular bisectors become two consecutive normals; hence their point of intersection $C$ is ultimately the centre of curvature, and the circle becomes the circle of curvature.

The circle which passes through three consecutive points on a curve is called the osculating circle; since it cuts the curve in three points, it follows that in general it will cross the curve at the point of contact.
202. Radius of curvature in tangential-polar coordinates.

If the equation of a curve be given in tangential-polar coordinates (Art. 165), a very simple expression can be found for the radius of curvature, viz. :

$$
\rho=r \frac{d r}{d p}
$$

For, let two consecutive normals $P C, P^{\prime} C$ meet in $C$ (Fig. 162).


Fig. 162.
Ultimately, as $P^{\prime}$ approaches $P, C$ is the centre of curvature at $P$, and $P C, P^{\prime} C$ are each of length $\rho$.

From the triangle $O C P$ we have

$$
\begin{aligned}
O C^{2} & =\rho^{2}+r^{2}-2 \rho r \cos O P C \\
& =r^{2}+r^{2}-2 \rho r \sin \phi \\
& =\rho^{2}+r^{2}-2 \rho p .
\end{aligned}
$$

Similarly, if $r+\delta r$ be the radius vector of $P^{\prime}$, and $p+\delta p$ the perpendicular from $O$ to the tangent at $P^{\prime}$, we have

$$
O C^{2}=\rho^{2}+(r+\delta r)^{2}-2 \rho(p+\delta p)
$$

Subtracting, we get $0=2 r i r+(\delta r)^{2}-2 \rho \delta p$;

$$
\therefore \quad \rho=\frac{\delta r}{\delta p}\left(r+\frac{1}{2} \delta r\right) .
$$

Hence, in the limit when $P^{\prime}$ is indefinitely near $P$,

$$
\rho=r d r / d p .
$$

## Examples:

In the cardioid, $r^{s}=2 a p^{2}$ (Art. 165);
$\therefore$ differentiating with respect to $p, 3 r^{2} d \gamma / d p=4 a p$.

$$
\therefore \rho=r \frac{d r}{d p}=\frac{4 a p}{3 r}=\frac{4 a}{3 r} \cdot \sqrt{\frac{r^{3}}{2 a}}=z \sqrt{ }(2 a r) .
$$

In the lemniscate, $r^{3}=a^{2} p$;
$\therefore$ differentiating,

$$
3 r^{2} d r / d p=a^{2}
$$

$$
\therefore \quad \rho=r d r / d p=a^{2} / 3 r
$$

A formula can be found also for the radius of curvature in polar coordinates (see Ex. LXXXIII. 10), but it is not very often used. If the equation of a curve is given in polar coordinates, it is often advisable to obtain the tangential-polar equation as in Art. 165, and then use the simple expression obtained above.


Fig. 169.
203. Application to mechanics.

If a point is moving in a plane curve, it is often convenient to resolve its velocity and acceleration along the tangent and normal to the curve.

Let $v$ be the velocity when the moving point is at $P$, where the tangent makes an angle $\psi$ with a given line, and let $s$ be the length of the arc measured from a fixed point of the curve to $P$; let $v+\delta v$ be the velocity at $Q$, where the inclination of the tangent and the length of the arc are $\psi+\delta \psi$ and $s+\delta s$ (Fig. 163).

The velocity $v$ is the rate at which the point is describing the arc $s$, and therefore is equal to $d s / d t$ or $\dot{s}$. The components of the velocity at $Q$ in the directions of the tangent and normal at $P$ are $(v+\delta v) \cos \delta \psi$ and $(v+\delta v) \sin \delta \psi$.

Hence the acceleration in the direction of the tangent at $P$
$=$ rate of change of velocity along the tangent at $P$

$$
\begin{aligned}
& =\text { Lt } \frac{(v+\delta v) \cos \delta \psi-v}{\delta t} \text { when } \delta t \rightarrow 0 \\
& =L^{\frac{\delta v}{\delta} t} \text {, since } \cos \delta \psi \text { differs from } 1 \text { by a small quantity of } \\
& \text { the second order, as } \delta \psi \rightarrow 0 \\
& =d v / d t, \text { i.e. } \dot{v} \text { or } \ddot{s} \text { or } v d v / d s .
\end{aligned}
$$

The acceleration in the direction of the normal at $P$

$$
\begin{aligned}
& =L_{t} \frac{(v+\delta v) \sin \delta \psi}{\delta t} \text { as } \delta t \rightarrow 0 \\
& =L_{t}(v+\delta v) \times \frac{\sin \delta \psi}{\delta \psi} \times \frac{\delta \psi}{\delta s} \times \frac{\delta s}{\delta t} \\
& =v \times 1 \times(1 / \rho) \times v \\
& =v^{2} / \rho, \text { where } \rho \text { is the radius of curvature at } R \text {. }
\end{aligned}
$$

Of course, in the case of the circle, $\rho$ is equal to the radius $r$, and we have the well-known result that the acceleration towards the centre in circular motion is $v^{2} / r$ (Art. 68).
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204. Motion in an orbit.

An important application of this result is to the motion of a particle which describes an orbit about a fixed point under the action of a force to that point which is a function of the distance.

Let $m$ be the mass of the particle, and $m f$ the force towards 0 under the influence of which the particle is moving (Fig. 164).

Then, resolving along the tangent and normal,

$$
\begin{align*}
m v d v / d s & =-m f \cos \phi=-m f d r / d s, \\
m v^{2} / p & =m f \sin \phi=m f \cdot p / r . \tag{i}
\end{align*}
$$

The first equation gives $f=-v \frac{d v}{\bar{d} s} / \frac{d r}{d s}=-v \frac{d v}{d r}$.
The second gives $\quad v^{2}=f \cdot \frac{p}{r} \rho=f \cdot \frac{p}{r} \cdot r \frac{d r}{d p}$, from Art. 202,

$$
\begin{equation*}
=f p \frac{d r}{d p} \tag{ii}
\end{equation*}
$$

$\therefore \quad$ eliminating $f, \quad v^{2}=-v \frac{d v}{d r} \cdot p \frac{d r}{d p}=-v p \frac{d v}{d p}$,
i.e.

$$
v+p \frac{d v}{d p}=0
$$

The left-hand side is the d.c. of $p v$ with respect to $p$. Therefore, integrating, $\quad p v=h$, a constant.

Substituting this value for $v$ in equation (ii), we have

$$
f=\frac{v^{2}}{p} \frac{d p}{d r}=\frac{l^{2}}{p^{3}} \frac{d p}{d r} .
$$

From this equation, we can, if the tangential-polar equation of a curve be given, find the value of $f$, i.e. the equation gives the 'law of force' under the influence of which the particle would describe the given curve.

If the law of force be given, i.e. the expression for $f$ in terms of $r$, then by integration we obtain the tangential-polar equation of the path in which the particle travels under the influence of the force.

It should be noticed that, by integrating equation (i), we get an expression for the velocity of the particle in any position when under the action of a given force, viz.:

$$
\int f d r=-\frac{1}{2} v^{2}+\frac{1}{2} C, \quad \therefore \quad v^{2}=C-2 \int f d r .
$$

When $f$ is given in terms of $r$, this can be integrated, and the constant $C$ will be determined from the initial conditions.

If $A$ be the area swept out in time $t$ by the radius vector starting from some fixed position, and if $Q$ be a point on the path very near $P$,

$$
\delta A=\triangle O P Q=\frac{1}{2} P Q \times p, \quad \text { ultimately }=\frac{1}{2} p \delta s
$$

$\therefore \frac{\delta A}{\delta t}=\frac{1}{2} p \frac{\delta s}{\delta t}$; and when $\delta t \rightarrow 0, \frac{d A}{d t}=\frac{1}{2} p \frac{d s}{d t}=\frac{1}{2} p v=\frac{1}{2} h$.
Hence $A=\frac{1}{2} h t$, since $h$ is constant, and $A=0$ when $t=0$.

Hence the constant $h$ is twice the area described by the radius vector in unit time, and we have the important law : the radius vector describes equal areas in equal times.

## Examples:

(i) Let the force vary inversely as the square of the distance.

In this case, $f=\mu / r^{3}$, and the above equation gives $\frac{\mu}{r^{2}}=\frac{h^{2}}{p^{3}} \frac{d p}{d r}$.
Integrating,

$$
-\mu / r=-\frac{1}{2} h^{2} / p^{2}+C .
$$

This is the tangential-polar equation of a conic referred to its focus as pole, and represents an ellipse, parabola, or hyperbola according as $C$ is negative, zero, or positive. [Cf. this equation, $\frac{1}{2} h^{2} / p^{2}=\mu / r+C$, with the tangential-polar equations of the conics obtained in Art. 165.]
Since this is the law of gravitation obeyed by the heavenly bodies, it follows that the orbit of the earth relative to the sun is a conic (it is an ellipse) with the sun at a focus.
The velocity at any point of the orbit is obtained from the equation

$$
v^{2}=C-2 \int \frac{\mu}{r^{2}} d r=C+\frac{2 \mu}{r} .
$$

If the particle have velocity $v_{0}$ when at distance $r_{0}, v_{0}{ }^{3}=C+2 \mu / r_{0}$.

$$
\therefore v^{2}-v_{0}^{2}=2 \mu\left(1 / r-1 / r_{0}\right) .
$$

(ii) Find the law of force to the pole under which a particle will describe an equiangular spiral.
In the equiangular spiral (Art. 163, Ex. ii), $p=r \sin \alpha$.

$$
\therefore f=\frac{h^{2}}{p^{3}} \frac{d p}{d r}=\frac{h^{2}}{r^{2} \sin ^{3} \alpha} \cdot \sin \alpha=\frac{h^{2}}{r^{3} \sin ^{2} \alpha} .
$$

Hence the force varies inversely as the cube of the distance from the pole.
205. Differential equation of the orbit in polar coordinates.

This equation can be deduced from the tangential-polar equation by aid of the Theorem of Art. 165, viz.:

$$
1 / p^{2}=u^{2}+(d u / d \theta)^{2}, \quad \text { where } u=1 / r
$$

For, differentiating this equation with respect to $r$, we get

$$
\begin{aligned}
-\frac{2}{p^{3}} \frac{d p}{d r} & =\frac{d}{d r}\left[u^{2}+\left(\frac{d u}{d \theta}\right)^{2}\right]=\frac{d}{d u}\left[u^{2}+\left(\frac{d u}{d \theta}\right)^{2}\right] \frac{d u}{d r} \\
& =\left[2 u+2 \frac{d u}{d \theta} \cdot \frac{d^{2} u}{d \theta^{2}} \times \frac{d \theta}{d u}\right] \times-\frac{1}{r^{2}} \\
& =-2 u^{2}\left(u+\frac{d^{2} u}{d \theta^{2}}\right) . \\
\therefore \quad & f=\frac{h^{2}}{p^{3}} \frac{d p}{d r}=h^{2} u^{2}\left(u+\frac{d^{2} u}{d \theta^{2}}\right),
\end{aligned}
$$

i.e. $\quad \frac{d^{2} u}{d \theta^{2}}+u=\frac{f}{h^{2} u^{2}}$, which is the equation required.

Substituting the value of $f$ in terms of $u$ and integrating, the polar equation of the orbit is obtained.

## Examples LXXXIII.

[See Art. 165 for Tangential-Polar Equations].

1. Find the radius of curvature at any point of the parabola $p^{2}=a r$.
2. Find the radius of curvature in the lemniscate (i) at the vertex, (ii) at a point where $\theta=30^{\circ}$.
3. Find the radius of curvature in the cardioid (i) at the vertex, (ii) at the point furthest from the axis, (iii) at a point of contact of the double tangent perpendicular to the axis.
4. Find the radius of curvature at any point of an ellipse in terms of the distance of the point from a focus.
5. Prove that the radius of curvature at any point of the rectangular hyperbola $r^{2} \cos 2 \theta=a^{2}$ varies as the cube of the radius vector. What is its value at the end of the latus rectum?
Find the radius of curvature at any point of the four curves:
6. $r=a \theta$.
7. $r=a / \theta$.
8. $r^{n}=a^{n} \cos n \theta$.
9. $r=a \sin ^{3} \frac{1}{2} \theta$.
10. Deduce the formula for radius of curvature in polar coordinates from

$$
\begin{aligned}
& \qquad \frac{1}{\rho}=\frac{d \psi}{d s}=\frac{d \phi}{d s}+\frac{d \theta}{d s}=\frac{d \theta}{d s}\left(1+\frac{d \phi}{d \theta}\right), \\
& \text { together with } \quad\left(\frac{d s}{d \theta}\right)^{2}=r^{2}+\left(\frac{d r}{d \theta}\right)^{2}, \text { and } \tan \phi=r / \frac{d r}{d \theta} .
\end{aligned}
$$

11. Prove that $\rho=p+d^{2} p / d \psi^{2}$.
12. In Art. 204, prove that $r^{2} \dot{\theta}=k$.
13. Taking the tangential-polar equation of an ellipse, prove that the force to a focus under the influence of which a particle describes the curve varies inversely as the square of the distance.
14. Find the law of force to a point on the circumference of a circle under which the particle describes that circle.
15. Find the velocity at any point of a particle which is describing an equiangular spiral under the action of a force to the pole.
16. Find the law of force to the pole under which a particle describes a cardioid.
17. Find the law of force to the pole under which a particle describes a lemniscate.
18. A particle is moving in a curve under the action of a force to a fixed point which produces an acceleration $\mu /(\text { distance })^{7}$; initially,$p=r=a$ and $\mu=3 a^{4} h^{2}$. Find the curve which the particle is describing.
19. In the case of an ellipse described under the action of a force to the focus, prove that $h^{2}=\mu$ (semi-latus rectum), and that the velocity at any point is given by the equation $v^{2}=\mu(2 / r-1 / a)$.
20. Find the corresponding results in the case of a hyperbola described under the action of a repulsive force varying inversely as the square of the distance from a focus.

## 206. Envelopes.

Let $f(x, y, \alpha)=0$ be the equation of a curve, where $x$ and $y$ are rectangular coordinates of a point and $\alpha$ a constant, depending it may be on the size or position of the curve. If we tale different values for $\alpha$, we shall get different curves of the same kind; the equation $f(x, y, \alpha)=0$, when different values are assigned to the constant $\alpha$, is said to represent a system or family of curves.

For instance, the equation $y^{2}=4 a x$, for different values of $a$, represents a family of parabolas with a common vertex and axis: a variation in the value of $a$ alters the length of the latus rectum.

The equation $(x-h)^{2}+y^{2}=r^{2}$, for different values of $h, r$ remaining constant, represents a family of equal circles (radius $r$ ) with their centres at puints on the axis of $x$; if $h$ is fixed and $r$ varied, the equation represents a family of concentric circles, centre ( $h, 0$ ), with different radii. If only one of the two constants $h$ and $r$ be varied, we get a singly-infinite system of curves; if both $h$ and $r$ be varied, we get a doubly-infinite system, consisting of all circles which have their centres on the axis of $x$.

If, in $f(x, y, \alpha)=0$, we take the curves corresponding to two values of $\alpha$ which only differ by a small amount, these curves will in general intersect.* If one of these two values of $\alpha$ be made to approach indefinitely near the other, the points of intersection will generally tend to limiting positions; and the locus of these limiting positions of the points of intersection is called the envelope of the family of curves.
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For instance, in the case of the circles mentioned above, when $r$ is constant and $h$ varies, the points of intersection of consecutive circles tend to coincide with the ends of diameters perpendicular to the axis of $x$, and the envelope consists of two straight lines parallel to the axis of $x$ and distant $r$ from it (Fig. 165).

Again, if the equation of a straight line be written in the form

$$
x \cos \theta+y \sin \theta=a
$$

it is easily seen geometrically that, whatever the value of $\theta$, the perpendicular distance of the straight line from the origin is $a$, therefore all the

[^27]straight lines of the family are tangents to a circle whose centre is the origin and radius $a$; hence, any two consecutive lines being consecutive tangents to this circle, their point of intersection tends to coincide with a point on the circle, and the circle is therefore the envelope of the lines
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(Fig. 166). If the lines are drawn for values of $\theta$ which differ by only small amounts, it will be seen that the points of intersection and the parts of the tangents between them are almost indistinguishable to the eye from a circle of radius $a$.

The property which is seen to be true in these cases is true generally, viz. the envelope of a system of curves touches at each of its points the corresponding curve of the system.

For, of three consecutive curves of the family, let the first and secoud meet in $P_{1}$ and the second and third in $P_{2}$ (Fig. 167). Then ultimately $P_{1}$ and $P_{\chi}$ are consecutive points on the envelope, and
(3)
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they are also on the second curve; therefore, when they move up indefinitely near together, $P_{1} P_{2}$ becomes a tangent both to the envelope and to the second curve. Hence, since they have a common
tangent at a common point, the envelope touches the second curve, and similarly it touches each other curve of the system.

## 207. Analytical method of finding envelopes.

Let $f(x, y, \alpha)$ and $f(x, y, \alpha+h)$ be two curves of the system for which the values of $\alpha$ differ by a small amount $h$.

The second equation may, from the mean-value theorem of Art. 117, be written in the form

$$
f(x, y, \alpha)+h f^{\prime}(x, y, \alpha+\theta h)=0
$$

where $|\theta|<1$, and $f^{\prime}$ denotes the differential coefficient with respect to $\alpha, x$ and $y$ being regarded as constants.

At a point of intersection both equations are satisfied, therefore by subtraction

$$
h f^{\prime}(x, y, \alpha+\theta h)=0
$$

Therefore, since $h$ is not 0 (it is very small, but not zero, otherwise the two curves would coincide altogether), it follows that

$$
f^{\prime}(x, y, \alpha+\theta h)=0
$$

Therefore in the limit, at the points of ultimate intersection, when $h \rightarrow 0$,

$$
f^{\prime}(x, y, \alpha)=0
$$

Hence, to find the locus of these points for different values of $\alpha$, we have to eliminate $\alpha$ from the two equations

$$
f(x, y, \alpha)=0, f^{\prime}(x, y, \alpha)=0
$$



Fig. 168.

## Examples:

(i) Find the envelope of the straight lines $\mathrm{y}=\mathrm{mx}+\mathrm{a} / \mathrm{m}$, for different values of $m$.

Differentiate with respect to $m$ (regarding $x$ and $y$ as constants).

$$
0=x-a / m^{2}, \text { whence } m= \pm \sqrt{ }(a / x)
$$

Substituting this valne of $m$ in the given equation,

$$
\begin{gathered}
y= \pm x \sqrt{ }(a / x) \pm a \sqrt{ }(x / a)- \pm 2 \sqrt{ }(a x) . \\
\therefore y^{2}=4 a x, \text { a parabola. }
\end{gathered}
$$

Hence the given family of straight lines consists of the tangents to the parabola $y^{2}=4 a x$ (Fig. 168).
(ii) Find the envelope of the concentric ellipses which have their axes coincident in direction, and the sum of the axes constant.

Taking the axes of the ellipses as axes of coordinates, and the sum of the semi-axes as $c$, the lengths of the semi-axes may be written $a$ and $c-a, a$ being the variable parameter.
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The equation of the ellipses is

$$
\frac{x^{2}}{a^{2}}+\frac{y^{2}}{(c-a)^{2}}=1 \quad[p .19]
$$

Differentiating with respect to $a,-\frac{2 x^{2}}{a^{3}}+\frac{2 y^{2}}{(c-a)^{3}}=0$;

$$
\therefore \frac{a^{3}}{(c-a)^{3}}=\frac{x^{2}}{y^{2}}, \text { and } \frac{a}{c-a}=\frac{x^{2 / 3}}{y^{2 / 3}} ;
$$

whence

$$
\frac{a}{c}=\frac{x^{2 / 3}}{x^{2 / 3}+y^{2 / 3}}, \text { and } \frac{c-a}{c}=\frac{y^{2 / 3}}{x^{2 / 3}+y^{2 / 3}}
$$

Substituting these values of $a$ and $c-a$ in the equation of the ellipse, it becomes

$$
\begin{aligned}
& x^{2} \frac{\left(x^{2 / 3}+y^{2 / 3}\right)^{2}}{c^{2} x^{4 / 3}}+y^{2} \frac{\left(x^{2 / 3}+y^{2 / 3}\right)^{2}}{c^{2} y^{4 / 3}}=1 ; \\
\therefore \quad & x^{2 / 3}\left(x^{2 / 3}+y^{2 / 3}\right)^{2}+y^{2 / 3}\left(x^{2 / 3}+y^{2 / 3}\right)^{2}=c^{2}
\end{aligned}
$$

i.e.

$$
\begin{aligned}
& \left(x^{2 / 3}+y^{2 / 3}\right)^{3}=c^{1} \\
& x^{2 / 3}+y^{2 / 3}=c^{2 / 3}
\end{aligned}
$$

Hence the envelope is the curve called the astroid (Fig. 169).
208. Erolute of a curve.

The locus of the centres of curvature of a curve is called the evolute of the curve. The coordinates $(\xi, \eta)$ of the centre of curvature have been obtained in Art. 199. If $\xi$ and $\eta$ can be expressed in terms of a single variable, then, by oliminating this variable, the equation of the evolute will be obtained, as in the example below.

The normals to a curve are tangents to its evolute, for, if $R, P, Q$ (Fig. 170) be three points very near together on a curve, and if the normals at $R, P$ meet in $C^{\prime}$ and


Fig. 170. the normals at $P, Q$ in $C$, then in the limit when $R$ and $Q$ move indefinitely near $P, C$ and $C^{\prime}$ become two consecutive centres of curvature, i.e.two consecutive points on the evolute, and both are on the normal at $P$; hence the normal at $P$ goes through two consecutive points on the evolute, and therefore touches the evolute.

Therefore the evolute of a curve is the envelope of the normals to the curve. It is generally easier to deduce the equation of the evolute as the envelope of the normals rather than as the locus of the centres of curvature. The following example illustrates both methods in the case of the parabola.

## Example:

Find the equations of the circle of curvature and the evolute of a parabola.
The coordinates of any point on the parabola $y^{2}=4 a x$ may be written in the form ( $a \mathrm{~m}^{\mathbf{2}}, 2 \mathrm{am}$ ) (Art. 50).

Hence

$$
\frac{d y}{d x}=\frac{d y}{d m} / \frac{d x}{d m}-\frac{2 a}{2 a m}=\frac{1}{m} .
$$

$$
\frac{d^{2} y}{d x^{2}}=\frac{d}{d x}\left(\frac{1}{m}\right)=-\frac{1}{m^{2}} \frac{d m}{d x}=-\frac{1}{m^{2}} \cdot \frac{1}{2 a m}=-\frac{1}{2 a m^{2}} .
$$

The radius of curvature

$$
\rho=\left\{1+\left(\frac{d y}{d x}\right)^{2}\right\}^{3 / 2} / \begin{aligned}
& d^{2} y \\
& d x^{2}
\end{aligned}
$$

$$
-\left(1+\frac{1}{m^{2}}\right)^{3 / 3} / \frac{-1}{2 a m^{3}}=-2 a\left(1+m^{2}\right)^{3 / 2}
$$

$$
\left(\frac{d s}{d x}\right)^{2}=1+\left(\frac{d y}{d x}\right)^{2}=1+\frac{1}{m^{2}} ; \quad\left(\frac{d s}{d y}\right)^{2}=1+\left(\frac{d x}{d y}\right)^{2}=1+m^{2}
$$

Since, if $s$ be measured from the vertex, $d s / d x$ and $d s / d y$ are both + , we have $\quad d s / d x=\sqrt{ }\left(1+m^{2}\right) / m ; \quad d s / d y=\sqrt{ }\left(1+m^{2}\right)$.

[^28]The coordinates of the centre of curvature are (Art. 199)

$$
(x-\rho d y / d s, \quad y+\rho d x / d s)
$$

i.e. $\left\{a m^{2}+2 a\left(1+m^{2}\right)^{3 / 2} \frac{1}{\sqrt{ }\left(1+m^{2}\right)} ; 2 a m-2 a\left(1+m^{2}\right)^{3 / 2} \frac{m}{\sqrt{ }\left(1+m^{2}\right)}\right\}$,
i.e.
i.e.

$$
\left\{a m^{2}+2 a\left(1+m^{2}\right) ; 2 a m-2 a m\left(1+m^{2}\right)\right\}
$$

Hence the equation of the circle of curvature at any point is

$$
\left(x-3 a m^{2}-2 a\right)^{2}+\left(y+2 a m^{3}\right)^{2}=4 a^{2}\left(1+m^{2}\right)^{3}
$$

To find the evolute as the locus of the centres of curvature, we have to eliminate $m$ from $\quad x=3 a m^{2}+2 a ; y=-2 a m^{3}$, which gives $\quad(x-2 a)^{3}=27 a^{3} m^{6}=27 a^{3} \cdot y^{2} / 4 a^{2}={ }_{4}^{27} a y^{2}$.
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To find the evolute as the envelope of the normals, the equation of the normal at ( $a m^{2}, 2 a m$ ) is (Art. 47), since $d y / d x=1 / m$,
i.e.

$$
x-a m^{2}+(y-2 a m) / m=0,
$$

Differentiating this with respect to $m, x-2 a-3 a n \iota^{2}=0$.
Eliminating $m$, we have from the last equation, $m=\left(\frac{x-2 a}{3 a}\right)^{1 / 2}$;
$\therefore y=a m^{3}-m(x-2 a)=a m^{3}-m .3 a m^{2}=-2 a m^{3}=-2 a\left(\frac{x-2 a}{3 a}\right)^{3 / 2}$, whence, squaring,

$$
y^{2}=\frac{4}{27}(x-2 a)^{3} / a
$$

which is the same equation as before.
The parabola and its evolute are shown in Fig. 171; PA is the parabola, $D B C$ the evolute, $P Q$ the circle of curvature at $P, P C$ the normal at $P$ E $\operatorname{e} 2$
touching the evolute at $C$, which is the centre of curvature for the point $P$; the length of PC is the radius of curvature.

## Examples LXXXIV.

Find and draw the envelope of the following, 1-26:

1. Chords of a circle of constant length.
2. A system of equal circles with their centres on the circumference of a given circle.
3. A straight line which moves so that the sum of its perpendicular distances from two fixed points is constant.
4. A straight line which moves so that the product of its intercepts on the coordinate axes is constant.
5. A straight line which moves so that the sum of the intercepts on the axes is constant.
6. A straight line which moves so that the part intercepted between the axes is of constant length.
7. A system of concentric ellipses, with their axes along the coordinate axes, and of constant area.
8. The circles on double ordinates of a fixed parabola as diameters.
9. The parabolas $y^{2}=4 m(x-m)$.
10. The parabolas $y^{2}=m^{2}(x-m)$.
11. The straight lines $m^{5} x-m y=a$, for different values of $m$.
12. The straight lines $y=m x+a \sqrt{ }\left(1+m^{2}\right)$.
13. The straight lines $x+y \sin \theta=a \cos \theta$, for different values of $\theta$.
14. The straight lines $y=m^{2} x+a m$, for different values of $m$.
15. The straight lines $x \sin \theta+y \cos \theta=\frac{1}{2} c \sin 2 \theta$, for different values of $\theta$.
16. The parabolas $m^{2} x^{2}+2 m y+1=0$.
17. The conics $x^{2} \sin \alpha+y^{2} \cos \alpha=a^{2}$, for different values of $\alpha$.
18. The circles whose diameters are chords of a fixed circle through a fixed point on its circumference.
19. The circles on central radii of a rectangular hyperbola as diameters.
20. The circles described with double ordinates of an ellipse as diameters.
21. A straight line which rotates with uniform angular velocity about one of its points which moves uniformly along a fixed straight line.
22. The paths, for different angles of elevation, of particles projected from a fixed point with given velocity.
[If $\theta\left(=\tan ^{-1} m\right)$ be the eleration and $\sqrt{ }(2 g h)$ the velocity, the equation of the path, referred to horizontal and vertical axes through the fixed point, is $y=m x-\frac{1}{2} x^{2}\left(1+m^{2}\right) / h$.]
23. Ellipses with their axes along two fixed straight lines and the sum of squares of the axes constant.
24. Circles which have their centres on a fixed circle and which pass through a fixed point.
25. Circles which touch the axis of $x$ and have their centres on the parabola $y=x^{2}$.
26. Circles through the origin which have their centres on $x y=1$.
27. Parallel rays of light fall on the inner surface of a cylindrical mirror in a plane perpendicular to its axis; find the envelope of the reflected rays (which make the same angle with the normal as the incident rays). This envelope is called the caustic by reflexion at a circle.
28. Rays of light proceed from a point on the inner surface of a bright circular ring, and are reflected from the surface; find the envelope of the reflected rays.
Find the evolute of the following curves, 29-34:
29. The cycloid.
30. The ellipse.
31. The astroid $x=a \cos ^{3} \theta, \quad y=a \sin ^{8} \theta$.
32. The rectangular hyperbola $x y=c^{2}$.
33. The hyperbola $x=a \cosh u, y=b \sinh u$.
34. The curve $x=a(\cos \theta+\theta \sin \theta), y=a(\sin \theta-\theta \cos \theta)$.
35. $S$ is a fixed point and $P$ any point on a fixed straight line; find the envelope of lines drawn from $P$ perpendicular to $S P$.
36. Find the envelope of a straight line which moves so that the product of its perpendicular distances from two fixed points is constant.

## CHAPTER XXI

## ELEMENTARY DIFFERENTIAL EQUATIONS

## 209. Definitions.

A relation between two variables $x, y$, and differential coefficients of $y$ with respect to $x$ is called an ordinary differential equation.

The order of the differential equation is that of the highest differential coefficient which occurs in the equation.

The degree of the differential equation is the degree of the highest power of the highest differential coefficient in the equation when rationalized and cleared of fractions.
E.g. $\quad x_{d x}^{d y}+y=a$ is of the first order and of the first degree,
$x \frac{d^{2} y}{d x^{2}}+y=\left(\frac{d y}{d x}\right)^{3}$ is of the second order and of the first degree,
$x\left(\frac{d y}{d x}\right)^{2}+y=a$ is of the first order and of the second degree, $\left(\frac{d^{2} y}{d x^{2}}\right)^{2}+y \frac{d y}{d x}=0$ is of the second order and of the second degree, and, generally, $\left(\frac{d^{n} y}{d x^{n}}\right)^{r}$ +any function of $x, y$, and lower d. c.'s than the $n^{\text {th }}$ is of the $n^{\text {th }}$ order and of the $r^{\text {th }}$ degree.
210. Formation of differential equations.

Let us consider one of the ways in which differential equations can be formed.

## Examples:

(i) If $y=m x+c$, we have, by differentiating, $d y / d x=m$, and, by differentiating again, $\quad d^{2} y / d x^{2}=0$.
The first differentiation eliminates $c$, and therefore gives a result which is true for all values of $c$. The second differentiation eliminates $m$, and gives a result true for all values of $m$ and $c$.
The geometrical interpretation of this should be carefully noticed. $y=m x+c$ is the equation of any straight line. The first equation $d y / d x=m$ expresses a property common to all the atraight lines obtained
by taking different values of $c$, viz. that their inclination to the axis of $x$ is $\tan ^{-1} m$. The second equation $d^{2} y / d x^{2}=0$ expresses a property true for all values of $m$ and $c$, i.e. a property common to all straight lines, viz. (Art. 199) that the curvature is zero.

The equation $d^{2} y / d x^{2}-0$ is said to be the differential equation of all straight lines.
(ii) If $y^{2}=4 a x+c$, we have, by differentiating,

$$
2 y d y / d x=4 a
$$

and, by differentiating again,

$$
y \frac{d^{2} y}{d x^{2}}+\frac{d y}{d x} \cdot \frac{d y}{d x}=0
$$

The given equation represents a system of parabolas with their axes along the axis of $x$. The first equation $y d y / d x=2 a$ states that all these parabolas have their subnormal equal to $2 a$, whatever be the value of $c$. The second equation states that the differential coefficient of this subnormal is zero, i.e. that, for any individual parabola of the family $y^{2}-4 a x+c$, the portion of the axis of $x$ intercepted between the normal and the ordinate at any point is constant.

The second equation is called the differential equation of all parabolas which have their axes along the axis of $x$.
(iii) If $(x-a)^{2}+(y-b)^{2}-r^{2}$, then, differentiating and dividing by 2 , we have

$$
\begin{equation*}
x-a+(y-b) d y / d x=0 \tag{i}
\end{equation*}
$$

This eliminates $r$. Differentiating again,

$$
1+(y-b) \frac{d^{2} y}{d x^{2}}+\frac{d y}{d x} \cdot \frac{d y}{d x}=0
$$

This eliminates $a$, and gives

$$
\begin{equation*}
y-b=-\left[1+\left(\frac{d y}{d x}\right)^{2}\right] / \frac{d^{2} y}{d x^{2}} \tag{ii}
\end{equation*}
$$

If this be now differentiated again, wo get a differential equation of the third order, from which all the three constants $a, b, r$ which occurred in the original equation have disappeared.

If the result of (ii) be substituted in (i), we have

$$
x-a=-(y-b) \frac{d y}{d x}=\frac{d y}{d x}\left[1+\left(\frac{d y}{d x}\right)^{2}\right] / \frac{d^{2} y}{d x^{2}}
$$

If these results be now substituted in the original equation, it becomes

$$
\begin{equation*}
\left\{1+\left(\frac{d y}{d x}\right)^{2}\right\}^{3} /\left(\frac{d^{2} y}{d x^{2}}\right)^{2}=r^{2} \tag{iii}
\end{equation*}
$$

If this be differentiated again, we shall again get the differential equation of the third order which contains none of the three constants $a, b, r$.

Geometrically, the original equation represents any circle.

Equation (i), which does not contain $r$, expresses a property common to all circles with centre ( $a, b$ ), whatever the radius, viz. that

$$
d y / d x=-(x-a) /(y-b) ;
$$

i.e. if $P$ be any point $(x, y)$ on a circle, centre $A(a, b)$, the inclination of the tangent at $P$ to the axis of $x$ exceeds by $90^{\circ}$ the inclination of $A P$ to the axis of $\boldsymbol{x}$. This is obvious geometrically, since (Fig. 172)

$$
d y / d x=\tan \psi=-\cot M P T=-\cot M A P=-A M / M P=-(x-a) /(y-b) .
$$



Fig. 172.
Equation (ii), which does not contain $a$ or $r$, expresses a property common to all circles, whatever the radius and the abscissa of the centre. Comparing it with the expression for $\eta$ in Art. 199, it gives $\eta=b$, which is obviously true for all such circles since the centre of curvature is the centre of the circle.

Equation (iii), which does not contain $a$ or $b$, expresses a property common to all circles of radius $r$, viz. that the radius of curvature [the left-hand side of (iii) is the square of the value obtained for $\rho$ in Art. 190] is at all points on such circles equal to $r$, which again is obvious geometrically.

The result of differentiating (iii), which reduces to

$$
\left\{1+\left(\frac{d y}{d x}\right)^{2}\right\} \frac{d^{3} y}{d x^{4}}=3 \frac{d y}{d x}\left(\frac{d^{2} y}{d x^{2}}\right)^{2},
$$

and which contains neither $a, b$, nor $r$, expresses a property common to all circles, viz. that the d.c. of the radius of curvature is zero, and hence is equivalent to the statement that for any individual circle the radius of curvature, and therefore also the curvature, is constant.

These examples show that differential equations may be formed by eliminating the constants from a given equation. The given equation, by taking different values for the constants, represents a family of curves. The successive differential equations express geometrical properties common to certain sets of these curves, and the final differential equation from which all the constants are eliminated expresses some property common to all curves of the family.

It will be noticed that, in these examples, the order of the differential equation when all the constents are eliminated is equal
to the original number of constants. This is always the case, for if the original equation contains $n$ constants, then by differentiating it $n$ times a differential equation of the $n^{\text {th }}$ order is finally obtained; the results of these $n$ successive differentiations together with the given equation form a system of $n+1$ equations, and it is proved in works on Algebra that, in general, from $n+1$ equations, $n$ of the quantities they contain can be eliminated. Hence the $n$ constants can be eliminated, and the result is a differential equation of the $n^{\text {th }}$ order.
211. Solution of a differential equation.

Conversely, in finding the integral of a differential equation of the $n^{\text {th }}$ order, we should expect the most general solution to be a relation between the variables containing $n$ arbitrary constants, and it can be proved that, in general, this is the case. Reversing the above process, and finding the most general relation between the variables $x$ and $y$, which leads to a given differential equation, is called 'integrating' or 'solving the equation'. The result, which must contain a number of arbitrary constants equal to the order of the differential equation, is called the complete or the general integral or the complete primitive. Any simpler solution which satisfies the equation is called a particular solution, e.g. the general interral of the equation $d^{2} y / d x^{2}=0$ is $y=A x+B$, containing the arbitrary constants $A$ and $B ; y=2 x$, $y=-3, y=4 x-5$, \&c., are particular solutions (obtained by giving definite numerical values to $A$ and $B$ ).

Geometrically, the process of solving a differential equation consists in finding a system of curves which possess a specified property. Since the general solution contains $n$ arbitrary constants, a curve of the system can be made to satisfy $n$ conditions.

If the differential equation be of the first order, the solution will contain one arbitrary constant $c$, and will be of the form $f(x, y, c)=0$, which for different values of $c$ represents a family of curves. If in this equation we substitute for $x$ and $y$ the coordinates of some definite point, we have an equation to find $c$, which determines the curves of the family that pass through the given point. If the differential equation be $F(x, y, d y / d x)=0$, then, on substituting in this equation the coordinates of the same point as before, we have an equation for $d y / d x$, which gives the directions at the point of those curves of the family that pass through the given point. Hence the differential equation specifies the curves of the system which pass through a given point by means of their slope; the integral equation specifies the same curves by means of the parameter $a$.

## Examples:

(i) Find the equation of the straight line which goes through $(3,2)$ and makes an angle tan ${ }^{-1} \frac{8}{8}$ with the axis of $\mathbf{x}$.

The differential equation of all straight lines is $d^{2} y / d x^{2}=0$ (since this expresses that the curvature is zero).

The first integration gives $d y / d x-A$. Since $d y / d x$ is given to be $\frac{8}{8}$, wo have $A=$

Integrating again,

$$
\begin{aligned}
\therefore 5 d y / d x & =3 . \\
5 y & =3 x+c .
\end{aligned}
$$

Since the line is to go through $(3,2)$, it follows that $10=9+C$, and $C=1$.
$\therefore$ the equation is $\quad 5 y=3 x+1$.
This is a ' particular solution' of the equation $d^{2} y / d x^{2}=0$.
(ii) Find the equation of the parabola which has its axis along the axis of x , passes through the point (4, 2), and has the slope $\frac{1}{8}$ at that point.

The subnormal of such a parabola is constant, $\quad \therefore y d y / d x=a$.
Integrating,

$$
y^{2}=2 a x+b
$$

Substituting the given values of $y$ and $d y / d x$ in the first equation, we have $2 \times \frac{1}{8}=a$; substituting the coordinates of the given point in the second equation, we have $4=8 a+b=\frac{2 \pi}{3}+b$, whence $b=-\frac{4}{3}$.
$\therefore$ the required equation is $y^{2}=\frac{4}{3} x-\frac{4}{8}$, i.e. $3 y^{2}=4 x-4$.
Before proceeding to the various methods of solving differential equations, the student should work some examples in the formation of differential equations by eliminating constants.

## Examples LXXXV.

1. Eliminate $c$ from the equation $x y=c^{2}$.

Give the geometrical meaning of the result (see p. 103, Ex. v).
2. Eliminate $m$ from the equation $y=m x+a / m$.

Explain the result geometrically. $[y-x d y / d x$ is the intercept on the axis of $y$.]
8. Eliminate (i) $p$ alone, (ii) $\alpha$ alone, (iii) both $p$ and $\alpha$ from the equation $x \cos \alpha+y \sin \alpha=p$. [This equation represents a straight line such that the perpendicular to it from the origin is of length $p$ and inclined to the axis of $x$ at an angle $\alpha$.]
Explain each result geometrically.
4. Eliminate (i) $A$, (ii) both $A$ and $b$ from the equation $y=A e^{b x}$. What is the geometrical meaning of the first result?
5. If $y=c \cosh (x / c)+A$, prove that $d y / d x=\sqrt{ }\left(y^{2}-c^{2}\right) / c$.

What is the geometrical meaning of this result? [See Art. 197.]
6. Eliminate $m$ from the equation $y=m x \pm a \sqrt{ }\left(1+m^{2}\right)$. Explain the result geometrically.
7. Eliminate the constants from $y=A x^{2}+B x+C$.
8. Prove that if $y=A \cos m x+B \sin m x$, or if $y=A \sin (m x+\alpha)$, then $d^{2} y / d x^{2}+m^{2} y=0$. [See Art. 192.]
9. Eliminate $A$ and $B$ from $y=A e^{m x}+B e^{-m x}$, and from $y=\Lambda \cosh (m x+\alpha)$.
10. Eliminate the constants from the equation $A x^{2}+B y^{2}=1$.
11. Prove that, if $y=e^{-\frac{1}{k} t}(A \cos n t+B \sin n t)$, then

$$
\ddot{y}+k \dot{y}+\left(n^{2}+\frac{1}{4} k^{2}\right) y=0 .
$$

12. Eliminate $A$ and $B$ from the equation $y=e^{-\frac{1}{2} k t}\left(A e^{n t}+B e^{-n t}\right)$.
13. Eliminate $A$ and $B$ from the equation $A x+B=x y$.
14. Verify that $y=A \log x+B$ is the solution of the differential equation $x . d^{2} y / d x^{2}+d y / d x=0$.
15. Verify that $y=(A+B t) e^{n t}$ is the solution of $i j-2 n \dot{y}+n^{2} y=0$.
16. Show that the differential equation of all parabolas which have their axes parallel to the axis of $y$ is $d^{3} y / d x^{3}=0$.
17. If $y=\Delta \sin ^{-1} x+B$, prove that $\left(1-x^{2}\right) \frac{d^{2} y}{d x^{2}}-x \frac{d y}{d x}=0$.
18. If $y=\left(\sin ^{-1} x\right)^{2}+A \sin ^{-1} x+B$, prove that $\left(1-x^{2}\right) \frac{d^{2} y}{d x^{2}}-x \frac{d y}{d x}=2$.
19. If $y=(A+B x) \sin m x+(C+D x) \cos m x$, prove that

$$
\frac{d^{4} y}{d x^{4}}+2 m^{2} \frac{d^{2} y}{d x^{2}}+m^{4} y=0
$$

20. Find the differential equation of all conics which have their axes along the ares of coordinates.
21. Find the differential equation of all circles which touch both coordinate axes.
22. Find the differential equation of all circles which have their centres on the axis of $y$.
23. If $y=\left(A e^{m x}+B e^{-m x}\right) / x$, prove that $\frac{d^{2} y}{d x^{2}}+\frac{2}{x} \frac{d y}{d x}-m^{2} y=0$.
24. Eliminate $A$ and $B$ from the equation $y=A \cos (\log x)+B \sin (\log x)$.

## 212. Differential equations of the first order.

We have several times in the preceding chapters, especially in Chapter XIX, met with differential equations, and have solved them. We now proceed to collect together and consider the more common methods of solving such equations, and commence with equations of the first order and of the first degree. Such equations involve $d y / d x$ and one or both of the quantities $x$ and $y$, and the solution will involve one arbitrary constant. There is no method which will solve the equation in its most general form, but various particular cases will be considered.

## I. Let $y$ be absent.

We have then $d y / d x=f(x), \quad \therefore \quad y=\int f(x) d x+A$.
This is merely the evaluation of an ordinary indefinite integral, which, as already pointed out (Art. 72), involves an arbitrary constant.

Example. $x^{2} \cdot d y / d x=1+x$.
Here $\quad d y / d x=1 / x^{2}+1 / x ; \quad \therefore y=-1 / x+\log x+4$.
II. Let $x$ be absent. In this case $d y^{\prime} d x=f(y)$,
which may be written $\quad \frac{1}{f(y)} \frac{d y}{d x}=1$.
Integrating with respect to $x$, and remembering that
$\int F^{\prime}(y) \frac{d y}{d x} d x=\int F(y) d y$ [Art. 131], we have $\int \frac{1}{f(y)} d y=x+A$.
Example. Find a function of $\mathbf{x}$ which has the values 10 and 20 when $\mathrm{x}=0$ and 1 respectively, and such that its rate of change is proportional to the square of its value.
Here $\frac{d y}{d x}=k y^{2}, \quad \therefore \frac{1}{y^{2}} \frac{d y}{d x}=k$.
Integrating, $\quad-1 / y=k x+C$.
Substituting the given values,

$$
-\frac{1}{10}=C, \text { and }-\frac{1}{2} 0=k+C, \quad \therefore \quad C=-\frac{1}{10}, \quad k=+\frac{1}{20} ;
$$

and the equation is $\quad-1 / y=\frac{1}{20} x-\frac{1}{10}=\frac{1}{20}(x-2)$, whence $y=20 /(2-x)$, which is the required function.
III. Let the variables be separable. This is the case if $d y / d x$ is equal to an expression which can be resolved into factors containing $x$ only or $y$ only. It includes the two preceding forms as particular cases.

The factors which involve $y$ only can be put on one side of the equation with the $d y / d x$, and those that contain $x$ only on the other side, so that the equation takes the form

$$
f(y) \frac{d y}{d x}=F(x)
$$

Integrating with respect to $x, \int f(y) d y=\int F(x) d x+A$.
Examples:
(i) $x . d y / d x+y^{2}=1$.
i. e. $\quad x \frac{d y}{d x}=1-y^{2}$, which may be written $\frac{1}{1-y^{2}} \frac{d y}{d x}=\frac{1}{x}$.

Integrating,

$$
\begin{equation*}
\frac{1}{2} \log \frac{1+y}{1-y}=\log x+\log A \tag{i}
\end{equation*}
$$

It should be noticed that, if all or most of the terms of the integral are $\log a r i t h m s$, it is best to take the constant in the form $\log A$ instead of $A$ (since the logarithm admits of all values from $-\infty$ to $+\infty$, this is just as general as $A$ ). A simpler result is then obtained if we pass to the equation which yields the preceding equation on taking logarithms, viz. in this case,

$$
\sqrt{\left(\frac{1+y}{1-y}\right)}=4 x
$$

[If logarithms of both sides be taken, equation (i) is obtained.] Therefore $(1+y) /(1-y)=\boldsymbol{A}^{3} x^{1}$, which is the required solution.
(ii) In what curves does the subtangent bear a constant ratio to the abscissa? The subtangent $=y \cot \psi=y / \frac{d y}{d x}$.

$$
\begin{gathered}
\therefore y / \frac{d y}{d x}=n x, \quad \text { i. e. } \frac{n}{y} \frac{d y}{d x}=\frac{1}{x} . \\
n \log y=\log x+\log C, \\
y^{n}=C x .
\end{gathered}
$$

Integrating, whence

These are the curves which possess the property mentioned.
If $n=2$, we have the parabolas $y^{2}=C x$, showing that such parabolas are the only curves which possess the property proved in Art. 46, Ex. iv.

Many equations which are not of this type can be reduced to it by making a simple substitution.

For example, in the equation $d y / d x=x+y$, the variables are not separable, but, if we put $x+y=z$, the variables in the resulting equation for $z$ are separable; for since $y=z-x$, we have $d y / d x=d z / d x-1$, and the equation becomes $\frac{d z}{d x}-1=z ; \quad$ i. e. $\frac{1}{1+z} \frac{d z}{d x}=1$.
Therefore $\quad \log (1+z)=x+\log A$, whence $\quad 1+z=A e^{x}$, or, returning to $y, 1+x+y=A e^{x}$.

Most of the equations we have hitherto met with have belonged to one or other of these three types.

## Examples LXXXVI.

1. Find the curves in which the subnormal is constant, and equal to $a$.
2. Find the curves in which the subtangent is constant, and equal to $a$.
3. Find the function of $x$ whose rate of change with respect to $x$ is always proportional to its own value.
4. In what curves is the subtangent double the abscissa?
5. In what curves is the subnormal three times the abscissa?
6. In what curves is the portion of the tangent between the axes bisected at the point of contact?
7. In what curves is the portion of the tangent between the axes divided in a given ratio $m: n$ at the point of contact?
8. In what curves are the lengths of the normal and of the radius vector al ways numerically equal?
e. Find the curves in which (i) the polar subtangent, (ii) the polar subnormal, is constant.
9. Find the general equation of all curves in which the tangent makes a constant angle $\alpha$ with the radius vector.
Solve the equations:
10. $(x+a) \frac{d y}{d x}=y+b$.
11. $x^{3} \frac{d y}{d x}=2 x+3$.
12. $x y \frac{d y}{d x}=1+y^{2}$.
13. $\frac{d y}{d x}+a y+b=0$.
14. $x y\left(1+x^{2}\right) \frac{d y}{d x}-y^{2}=1$.
15. $\frac{d y}{d x}+a x+b=0$,
16. $\frac{d y}{d x}=2 x(y+b)$.
17. $\frac{d y}{d x}=a x+b y$.
18. $x(y+2)+y(x+2) \frac{d y}{d x}=0$.
19. $x \frac{d y}{d x}-y=x y$.
20. $x+y \frac{d y}{d x}=x^{2}+y^{2}$.
21. $\frac{d y}{d x}=\tan y \cot x$.
22. $\frac{d y}{d x}=\cos (x+y)$.
23. $\frac{d y}{d x}+1=x y+x-y$.
24. Find a function which is equal to 1 when $x=0$, and to 2 when $x=1$, and whose rate of change is proportional to the cube of its value.
25. Find a function which is equal to 0 when $x=1$, and to 1 when $x=4$, and whose rate of change is inversely proportional to its value.
26. IV. Homogeneous equations.

The equation $P \frac{d y}{d x}=Q$ is said to be homogeneous if $P$ and $Q$ are homogeneous functions of $x$ and $y$ of the same degree.

The equation may be reduced to the preceding form by substituting $y=z x$, and therefore $\quad \frac{d y}{d x}=s+x \frac{d z}{d x}$.

It will be found that, after dividing out by $x^{n}$, where $n$ is the degree of $P$ and $Q$, the variables are separable.

Example.

$$
\left(x^{2}-x y\right) d y / d x=x y+y^{2}
$$

Making the substitution just mentioned, the equation becomes

$$
\left(x^{2}-z x^{2}\right)(z+x . d z / d x)=z x^{2}+z^{2} x^{2}
$$

Therefore, after removing the factor $x^{2}$ from both sides,
i.e.

$$
z+x \frac{d z}{d x}=\frac{z+z^{2}}{1-z}
$$

$$
\begin{gathered}
x \frac{d z}{d x}=\frac{z+z^{2}}{1-z}-z=\frac{2 z^{2}}{1-z}, \\
\frac{1-z}{z^{2}} \frac{d z}{d x}=\frac{2}{x}
\end{gathered}
$$

which may be written

$$
\text { Integrating, } \quad-1 / z-\log z=2 \log x+\log A
$$

$$
\therefore e^{-1 / x} \div z=A x^{2}
$$

i.e.

$$
e^{-x / y}=A x^{2} \times y / x=A x y
$$

The equation $(a x+b y+c) \frac{d y}{d x}=a^{\prime} x+b^{\prime} y+c^{\prime}$ is not homogeneous, but it can be reduced to one or other of the preceding forms in the following manner:
(i) Let $a^{\prime} / a=b^{\prime} / b=k$, so that $a^{\prime}=k a, b^{\prime}=k b$.

Then the equation can be written

$$
(a x+b y+c) d y / d x=k(a x+b y)+c^{\prime}
$$

Let $a x+b y=s$; therefore $a+b d y / d x=d z / d x$,
and the equation becomes $(s+c) \frac{1}{b}\left(\frac{d z}{d x}-a\right)=k z+c^{\prime}$,
i.e. $\quad \frac{d z}{d x}-a=b \cdot \frac{k z+c^{\prime}}{z+c}$, which is of the form II.
(ii) Let $a^{\prime} / a \neq b^{\prime} / b$.

The equation may be written $\frac{d y}{d x}=\frac{a^{\prime} x+v^{\prime} y+c^{\prime}}{a x+b y+c}$.
Let $a^{\prime} x+b^{\prime} y+c^{\prime}=\boldsymbol{X}$ and $a x+b y+c=\boldsymbol{Y}$, so that the equation becomes $d y / d x=X / Y$.
Then $\frac{d Y}{d \ddot{X}}=\frac{d Y}{d x} / \frac{d X}{d x}=\frac{a+b d y / d x}{a^{\prime}+b^{\prime} d y / d x}=\frac{a+b X / Y}{a^{\prime}+b^{\prime} X / Y}=\frac{a Y+b X}{a^{\prime} Y+b^{\prime} X} ;$
and this equation is homogeneous in $X$ and $Y$ and therefore can be solved as above.

Example. Solve $(2 x+y-1) d y / d x=2 x-2 y+1$.
Let $2 x+y-1=X$ and $2 x-2 y+1-Y$. Then the given equation takes the form $d y / d x=Y / X$.

$$
\frac{d Y}{d X}=\frac{d Y}{d x} / \frac{d X}{d x}=\frac{2-2 d y / d x}{2+d y / d x}=\frac{2-2 Y / X}{2+Y / X}, \text { which is homogeneous. }
$$

Let $Y=X z, \quad \therefore \frac{d Y}{d X}=z+X \frac{d z}{d X}$.
The preceding equation now becomes
i.e.

$$
\begin{gathered}
z+X \frac{d z}{d X}-\frac{2-2 z}{2+z} ; \\
\therefore \quad X \frac{d z}{d X}-\frac{2-2 z}{2+z}-z=\frac{2-4 z-z^{2}}{2+z}, \\
\frac{2+z}{2-4 z-z^{2}} \frac{d z}{d X}=\frac{1}{X} .
\end{gathered}
$$

Since $2+z=-\frac{1}{2}$ (d.c. of $2-4 z-z^{2}$ ), this equation gives on integration $\log \left(2-4 z-z^{2}\right)=-2 \log X+\log C$;

$$
\therefore \quad 2-4 z-z^{2}=C / X^{3}
$$

$$
2 X^{2}-4 z X^{2}-z^{2} X^{2}=C
$$

i.e. $\quad 2 X^{2}-4 X Y-Y^{2}=C$,
i.e. $\quad 2(2 x+y-1)^{2}-4(2 x+y-1)(2 x-2 y+1)-(2 x-2 y+1)^{2}=C$.

This reduces to $\quad 2 x^{2}-4 x y-y^{2}+2 x+2 y=A$,
[after multiplying out, dividing by -6 , and writing $A$ instead of $\frac{1}{8}(5-C)$ ].
It should be noticed that in this particular case the solution can be obtained more readily as follows:

If all the terms are collected on the left-hand side, the given equation becomes

$$
2 x \frac{d y}{d x}+2 y+y \frac{d y}{d x}-\frac{d y}{d x}-2 x-1=0
$$

The first two terms together are the d.c. of $2 x y$, and all the other terms can be integrated at once. Hence, on integration, we get

$$
2 x y+\frac{1}{2} y^{2}-y-x^{2}-x=C,
$$

i.e., changing the signs,

$$
2 x^{2}-4 x y-y^{2}+2 x+2 y=-2 C,
$$

as before.
The integral can be obtained in this simple manner whenever $b^{\prime}=-a$ in the general equation. [See also Art. 216.]

## 214. V. Linear equation of the first order.

A differential equation is said to be linear when it is of the first degree in $y$ and the differential coefficients of $y$ with respect to $x$.

Hence the general linear equation of the first order can be written in the form

$$
\frac{d y}{d x}+P y=Q
$$

where $P$ and $Q$ are functions of $x$ only, since the coefficient of $d y / d x$ can always be made unity by division.

First take the particular case when $Q=0$. The variables are then separable, and the equation may be put in the form

$$
\frac{1}{y} \frac{d y}{d x}+P=0
$$

Integrating, $\quad \log y+\int P d x=\log C$, i.e. ye $\int^{\int P d x}=C$.
If we test this by differentiation, we get the original differential equation with the addition of the factor $e^{\int P d x}$, for we have, on differentiating with respect to $x$,*
i.e.

$$
y \times e^{\int R d x} \times P+e^{\int P d x} \times \frac{d y}{d x}=0
$$

This gives the clue to the solution in the general case when $Q \neq 0$. The left-hand side, when multiplied by the 'integrating factor' $e^{\int P d x}$, becomes the differential coefficient of ye $\int^{P d x}$, and the right-hand side becomes QesPdx.

Hence, on integration, we have

$$
y e^{\int P d x}=\int Q e^{\int P d x} d x+C
$$

*The d.c. with respect to $x$ of $e^{\int P d x}=$ the d. c. of $e^{u}$, where $u=\int P d x$
which is the required solution. The equation is now to be regarded as solved, whether we are able to perform the actual integrations or not.

In particular cases, the results should not be written down by substituting in this general solution, but by finding in each case the integrating factor $e^{\int P d x}$; this often turns out to be a simple algebraical or trigonometrical function, which in many cases can be seen by inspection. The following examples illustrate the process.

## Examples:

(i) $\sin x . d y / d x+y \cos x=x^{2}$.

In this case it is evident that the left-hand side is, as it stands, the d.c. of $y \sin x$;
$\therefore$ we have $\quad y \sin x=\int x^{2} d x=\frac{1}{8} x^{3}+C$.
(ii) $x^{2} \cdot d y / d x+3 x y=1$.

Since $3 x^{2}$ is the d.c. of $x^{s}$, it is evident that the left-hand side, if multiplied by $x$, will become the d. c. of $x^{3} y$.

Then

$$
x^{3} \cdot d y / d x+3 x^{2} y=x
$$

$$
\therefore \quad x^{3} y=\int x d x=\frac{1}{2} x^{2}+C .
$$

(iii)

$$
\begin{equation*}
\left(1+x^{2}\right) \frac{d y}{d x}+x y=x, \quad \text { i. e. } \frac{d y}{d x}+\frac{x}{1+x^{2}} y=\frac{x}{1+x^{2}} \tag{i}
\end{equation*}
$$

Here $P=x /\left(1+x^{2}\right)$; therefore

$$
\begin{gathered}
\int P d x=\int \frac{x}{1+x^{2}} d x-\frac{1}{2} \int \frac{2 x}{1+x^{2}} d x-\frac{1}{8} \log \left(1+x^{2}\right)=\log \sqrt{ }\left(1+x^{2}\right) \\
\therefore \quad \text { es } d x=\sqrt{ }\left(1+x^{2}\right)
\end{gathered}
$$

Hence, multiplying (i) by $\sqrt{ }\left(1+x^{2}\right)$, the equation becomes

Integrating,

$$
\sqrt{ }\left(1+x^{2}\right) \frac{d y}{d x}+\frac{x}{\sqrt{\left(1+x^{2}\right)}} y=\frac{x}{\sqrt{\left(1+x^{2}\right)}}
$$

i. e.

$$
(y-1) \sqrt{ }\left(1+x^{2}\right)-C, \quad \text { or } \quad(y-1)^{2}\left(1+x^{2}\right)=C^{2}
$$

(iv) A particle moves horizontally in a medium whose resistance varies as the velocity, and is also subject to another retarding force which is proportional to the time; find the velocity at the end of time $t$.

If $v$ be the velocity at time $t$, the equation of motion is $d v / d t=-k v-b t$, where $k$ and $b$ are constants [i.e. $d v / d t+k v=-b t$ ].

To integrate, multiply by $e^{s k d t}$, i.e. $e^{k t}$. Then

$$
\begin{gathered}
e^{k t} \cdot d v / d t+v \cdot k e^{k t}=-b t e^{k t} ; \\
\therefore v e^{k t}=-b \int t e^{k t} d t+C .
\end{gathered}
$$

[^29]Integrating by parts, $\int t e^{k t} d t=t \cdot \frac{e^{k t}}{k}-\int 1 \cdot \frac{e^{k t}}{k} d t=\frac{t}{k} e^{k t}-\frac{1}{k c^{2}}{ }^{e k t}$;

$$
\therefore \quad v e^{k t}=-b e^{k t}\left(t / k-1 / k^{2}\right)+C .
$$

Initially, when $t=0, v=u$, the velocity of projection;

$$
\therefore u=-b\left(-1 / k^{2}\right)+C, \text { and } C=u-b / k^{2}
$$

$\therefore$ dividing by $e^{k t}$ and inserting the value of $C$,

$$
v=\frac{b}{k^{2}}(1-k t)+\left(u-\frac{b}{k^{2}}\right) e^{-k t} .
$$

The example from Electricity given in Art. 182 is also an example of this type of equation.

The more general equation

$$
\frac{d y}{d x}+P y=Q y^{n}
$$

where $P$ and $Q$ are functions of $x$, can be reduced to the preceding form by dividing by $y^{n}$ and putting $1 / y^{n-1}=z$; the resulting equation is linear in $z$.

Example. Solve the equation $x \cdot d y / d x+y=x y^{3}$.
Dividing by $y^{3} x, \frac{1}{y^{3}} \frac{d y}{d x}+\frac{1}{x y^{2}}=1$.
Let $\frac{1}{y^{2}}-x ; \quad \therefore \quad-\frac{2}{y^{5}} \frac{d y}{d x}=\frac{d z}{d x}$,
and the equation becomes $-\frac{1}{2} \frac{d z}{d x}+\frac{1}{x} z=1$, i. e. $\frac{d z}{d x}-\frac{2}{x} z=-2$.
This is linear in $z$. In this case $P=-2 / x$,

$$
\int P d x=\int-\frac{2}{x} d x=-2 \log x=\log \frac{1}{x^{2}} ; \quad \therefore \quad Q^{S P d x}=\frac{1}{2^{2}} .
$$

Multiplying by the integrating factor $\frac{1}{x^{4}}, \quad \frac{1}{x^{2}} \frac{d z}{d x}-\frac{2}{x^{3}} z=-\frac{2}{x^{4}}$.
Integrating,

$$
\frac{1}{x^{2}} z=\frac{2}{x}+C, \text { i. e. } z=2 x+C x^{2},
$$

which, since $\varepsilon=1 / v^{2}$. giveal $1-2 x y^{2}+C x^{3} y^{3}$.

## 215. Another method of solution.

In both of the cases considered in the preceding article, the solution can also be obtained by substituting $y=u v$, and choosing $u$ so that the coefficient of $v$ in the resulting equation may be zero; we shall then have for $v$ an equation in which the variables are separable. As an illustration, let us solve the last equation of the preceding article by this method:

Example. Solve $x \cdot d y / d x+y=x y^{2}$.
Let $y=u v$; therefore, since $\frac{d y}{d x}=u \frac{d v}{d x}+v \frac{d u}{d x}$,
the equation becomes $\quad x u \frac{d v}{d x}+\left(x \frac{d u}{d x}+u\right) v=x u^{3} v^{3}$.
The function $u$ may be any function, and is quite at our disposal; hence we are at liberty to choose $u$ so that the coefficient of $v$ may be zero,
i.e. so that

$$
x \frac{d u}{d x}+u=0, \quad \therefore \quad \frac{1}{u} \frac{d u}{d x}+\frac{1}{x}=0
$$

Integrating, $\log u+\log x=0, \quad \therefore u x=1, \quad$ and $u=1 / x$.
[We are not finding the general solution of the equation at this stage, but we want the simplest form of $u$ which will satisfy our object of making the coefficient of $v$ zero, hence we take the constant of integration as 0 instead of in the arbitrary form C.]

Now substituting $u=\frac{1}{x}$ in (i), we get $\frac{d v}{d x}=\frac{1}{x^{2}} v^{3}$,

$$
\therefore \frac{1}{v^{4}} \frac{d v}{d x}=\frac{1}{x^{2}}, \quad \text { i e. }-\frac{1}{2 v^{2}}=-\frac{1}{x}+C
$$

Sinco $v=y / u=y x$, we have

$$
-\frac{1}{2 y^{2} x^{3}}=-\frac{1}{x}+C, \quad \text { i.e. } \quad 1=2 x y^{2}-2 C x^{2} y^{2}
$$

This is the same solution as before, except that the arbitrary constant occurs as $-2 C$ instead of $+C$, which is immaterial.

## Examples LXXXVII.

Solve the following equations:
0. $(x+y+1) \frac{d y}{d x}=x-y+1$.

1. $x y \frac{d y}{d x}+x^{2}+y^{2}=0$.
2. $x^{2} \frac{d y}{d x}+x y=y^{2}$.
3. $\left(y^{8}-8 x y^{2}\right) \frac{d y}{d x}=y^{3}+x^{3}$.
4. $\frac{d y}{d x}=\frac{2 x+y}{2 y-x}$.
5. $x \frac{d y}{d x}+\sqrt{ }\left(x^{2}+y^{2}\right)=y$.
6. $\left(x^{3}-y^{2}\right) \frac{d y}{d x}=2 x y$.
7. $\frac{d y}{d x}=\frac{y(y-2 x)}{x(x-2 y)}$.
8. $x \frac{d y}{d x}+y+x=0$.
9. $(3 x+y-5) \frac{d y}{d x}=2 x+2 y-2$.
10. $\frac{d y}{d x}-y \tan x=\cos x$.
11. $(x+y) \frac{d y}{d x}=x+y-2$.
12. $(3 x-5 y) \frac{d y}{d x}=x-3 y+2$.
13. $x \frac{d y}{d x}+y=x^{3}$.
14. $x \frac{d y}{d x}+4 y=x$.
15. $\frac{d y}{d x}+y \cot x=\operatorname{cosec} x$.
16. $\frac{d y}{d x}+y=e^{2}$.
17. $\frac{d y}{d x}=y \tan x-y^{2} \sec x$
18. $x \frac{d y}{d x}+y=x^{3} y^{4}$.
19. $x \frac{d y}{d x}-y=x y^{2}$.
20. $\frac{d y}{d x}+y=y^{n}$.
21. $\frac{d y}{d x}+a y=\cos b x$.
22. In what curves is the subnormal at any point equal to half the sum of the coordinates of the point?
23. The current $i$ in an electric circuit of resistance $R$, self-induction $L$, and E. M.F. $E$ satisfies the equation $L d i / d t+R i=E$. Find $i$ in terms of $t$ when $L=05, R=10, E=100 \sin 500 t$.
24. A particle of mass 1 lb . moving horizontally in a medium whose resistance is 1 olb . weight is subject to an accelerating force which at time $t$ is equal to $4 t \mathrm{lb}$. weight. Find its velocity after 1 second, if it starts from rest.

## 216. VI. Exact equations.

The equation

$$
P \frac{d y}{d x}+Q=0
$$

is said to be an exact equation if the left-hand side is the differential coefficient of some function $f(x, y)$ with respect to $x$. When this is the case, the integral is obviously $f(x, y)=C$.

The condition which must be satisfied by $P$ and $Q$ in order that the equation may be exact will be investigated in Chapter XXIII, where we deal with partial differentiation. In the meantime, it can often be seen by inspection whether the equation is exact or not. In some cases, too, an integrating factor which will render the equation exact can be seen by inspection. Such a factor always exists, and there are various rules for finding it, but it is frequently very difficult to find.

## Examples:

(i) $a x+h y+g+(h x+b y+f) \frac{d y}{d x}=0$.

This equation may be written $a x+h\left(y+x \frac{d y}{d x}\right)+b y \frac{d y}{d x}+g+f \frac{d y}{d x}=0$.
Integrating, i. e.

$$
\begin{gathered}
\frac{1}{2} a x^{2}+h x y+\frac{1}{2} b y^{2}+g x+f y=C \\
a x^{2}+2 h x y+b y^{2}+2 g x+2 f y=2 C
\end{gathered}
$$

(ii) $2 y+x d y / d x=x^{2}$.

This becomes exact if multiplied by $x$, for then $2 x y+x^{2} d y / d x=x$. The left-hand side is now the d. c. of $y x^{2} ; \quad \therefore$ integrating, $y x^{2}=\frac{1}{2} x^{4}+C$.
(iii) $1+x^{3} y+x^{3} d y / d x=0$.

This becomes exact if multiplied by $1 / x^{2}$, for then $1 / x^{2}+y+x d y / d x=0$, whence, on integration, $\quad-1 / x+x y=C$.
(iv) $x \frac{d y}{d x}-y=2 x^{2} y \frac{d y}{d x}$.

This becomes exact if multiplied by $\frac{1}{x^{2}}$; for then $\left[x \frac{d y}{d x}-y\right] / x^{2}=2 y \frac{d y}{d x}$. The left-hand side is the d.c. of $y / x$ with respect to $x$;
$\therefore$ integrating, $y / x=y^{2}+C$, i. o. $y=x y^{2}+C x$.
217. VII. Equations of the first order, but not of the first degree.

If the equation is of the second degree in $d y / d x$, it can be solved as a quadratic for $d y / d x$, and the resulting simpler equations may be integrable by one of the preceding methods.

Examples :
(i) Solve the equation $\quad x(d y / d x)^{2}=y+a$.

Taking the square root, $\sqrt{ } x \cdot d y / d x= \pm \sqrt{ }(y+a)$,

$$
\therefore \frac{1}{\sqrt{ }(y+a)} \frac{d y}{d x}= \pm \frac{1}{\sqrt{ } x} .
$$

Integrating,

$$
\begin{aligned}
& 2 \sqrt{ }(y+a)= \pm 2 \sqrt{ } x+2 C \\
\therefore \quad & y+a=(C \pm \sqrt{ } x)^{2}
\end{aligned}
$$

Since $C$ is arbitrary, and may be + or - , there is no need to retain the double sign in this case. This also follows from the fact that $\left(C_{ \pm} \sqrt{x}\right)^{2}$ is the same as $\left(\sqrt{ } x_{ \pm} C\right)^{2}$, from which it is obvious that the double sign is unnecessary.

Hence the solution is $\quad y+a=(C+\sqrt{x})^{2}$.
(ii) Solve

$$
\frac{d y}{d x}\left(\frac{d y}{d x}+x\right)=y(y+x)
$$

i. 0.

$$
\left(\frac{d y}{d x}\right)^{2}-y^{1}=-x\left(\frac{d y}{d x}-y\right)
$$

On factorizing, either $\frac{d y}{d x}-y=0$ or $\frac{d y}{d x}+y=-x$.
The first of these equations when solved gives $y=C e^{x}$; the second gives $1+x+y=\Delta e^{x} \quad$ [see the last example of Art. 212].

These two equations constitute the complete solution; whatever value be assigned to $C$ or $\boldsymbol{A}$ in either of these two equations, the resulting function catisfie the differential equation.

Geometrically, if we assign values to $x$ and $y$, the differential equation, being a quadratic in $d y / d x$, gives two values of $d y / d x$, i. e. at any point $(x, y)$ there are two directions for the tangent; in other words, two curves or two branches of one curve out of the system of curves given by the complete solution pass through any specified point in the plane (provided the values of $d y / d x$ are real at that point)

In the example just worked out, one curve of the system $y=C e^{x}$ and one curve of the system $1+x+y=A e^{x}$ will pass through any given point $(x, y)$; the values of $d y / d x$ are always real in this case. For example, if we take the point $(0,1)$, we find, on sulstituting these values in the solutions, $1=C$ and $2=A$; hence the curves $y=e^{x}$ and $1+x+y=2 e^{x}$ pass through the point ( 0,1 ). The values of $d y / d x$ at this point are (i) $d y / d x=1$, (ii) $d y / d x+1=0$; hence the tangents to the two curves are inclined to the axis of $x$ at angles $45^{\circ}$ and $135^{\circ}$ respectively. The two curves therefore cut at right angles at the point $(0,1)$.
(iii) Find the equation of the curve which goes through the point $(a, 0)$ and has a normal of constant length c .

The normal $=y \sec \psi=y \sqrt{ }\left[1+(d y / d x)^{2}\right]$ [Art. 48],

$$
\therefore \quad y^{2}\left[1+(d y / d x)^{2}\right]=c^{8} .
$$

Hence

$$
\left(\frac{d y}{d x}\right)^{2}=\frac{c^{2}}{y^{2}}-1, \text { and } \frac{y}{\sqrt{\left(c^{2}-y^{2}\right)}} \frac{d y}{d x}= \pm 1
$$

Integrating, $\quad-\sqrt{ }\left(c^{2}-y^{2}\right)= \pm(x+A)$;

$$
\therefore \quad c^{2}-y^{2}=(x+A)^{2}, \quad \text { i.e. } \quad(x+A)^{2}+y^{2}=c^{2}
$$

which represents a family of circles with their centres on the axis of $x$, and of radius $c$.

The fact that the curve is to go through ( $a, 0$ ) enables the value of $A$ to be found, for substituting $x=a, y=0$, we have $a+A= \pm c$ and $A= \pm c-a$.

Hence there are two circles satisfying the given conditions, viz.: $(x \pm c-a)^{2}+y^{2}=c^{2}$, agreeing with what was stated in the preceding example, since the differential equation is of the second degree in $d y / d x$. In this case, the result is obvious geometrically.

## 218. VIII. Clairaut's form.

This is the name given to the equation which takes the form

$$
\begin{equation*}
y=x \frac{d y}{d x}+f\left(\frac{d y}{d x}\right) \tag{i}
\end{equation*}
$$

where $f(d y / d x)$ denotes any function of $d y / d x$ only, i.e. a function not containing $x$ or $y$ explicitly.

It is usual, in differential equations, to denote $d y / d x$ by $p$, so that the equation may be written $y=x p+f(p)$.

If the equation be differentiated with respect to $x$, we have

$$
\rho=x \frac{d p}{d x}+p+f^{\prime}(p) \frac{d p}{d x}
$$

i.e.

$$
\begin{equation*}
\frac{d p}{d x}\left[x+f^{\prime}(p)\right]=0 \tag{ii}
\end{equation*}
$$

Therefore either $d p / d x=0$ or $x+f^{\prime}(p)=0$.
In the first case, $p=a$ constant $c$, and therefore, substituting in the given equation, we get $y=c x+f(c)$.

In the second case, another solution is obtained by eliminating $p$ between equations (i) and (ii). Since the $p$ is to be eliminated, it is immaterial what value it has, and therefore the result of the elimination is the same as the result of eliminating $c$ between the equations $y=c x+f(c)$ and $x+f^{\prime}(c)=0$. But this refult gives the envelope of the system $y=c x+f(c)$ [4rt. 207] (since the second of the two equations is obtained by differentiating the first with respect to $c$ ).

Hence, the first solution represents a family of straight lines $y=c x+f(c)$, obtained by varying the arbitrary parameter $c$; the second solution represents their envelope. The latter is called a singular solution ; it contains no arbitrary constant, neither can it be obtained from the general solution by assigning a particular value to the arbitrary constant $c$.

Geometrically, it is easily seen from Fig. 173 that $y-x d y / d x$ is the intercept made by the tangent on the axis of $y$. For

$$
\begin{array}{r}
O T^{\prime}=N P-K P=y-T^{\prime \prime} K \tan P T^{\prime} K \\
=y-x \tan \psi=y-x d y / d x .
\end{array}
$$

Hence the given differential equation may be interpreted geometrically as expressing the length of this intercept in terms of the slope. It is obvious that the given property is, at any point $P$, equally true for the curve itself and for the tangent to it at $\boldsymbol{P}$ (since the tangent and the curve have the same slope at $P$ ), i.e. it is true for


Fig. 173. the family of straight lines formed by the tangents and for the curve, their envelope

Example. Solve the equation $y \frac{d y}{d x}=x\left(\frac{d y}{d x}\right)^{2}+a$,
i. $\theta^{\text {. }}$

$$
y=x \frac{d y}{d x}+a / \frac{d y}{d x}=x p+a / p
$$

Differentiating with respect to $p$, we have $p=\frac{d y}{d x}=x \frac{d p}{d x}+p-\frac{a}{p^{2}} \frac{d p}{d x}$;

$$
\therefore \quad \frac{d p}{d x}\left(x-\frac{a}{p^{2}}\right)=0, \text { whence } \frac{d p}{d x}=0 \text { or } x=\frac{a}{p^{2}}
$$
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$$
p=c \text { or } p= \pm \sqrt{ }(a / x)
$$

Eliminating $p$, in the first case we have $y=c x+a / c$, and in the second case

$$
y= \pm x \sqrt{ }(a / x) \pm a \sqrt{ }(x / a)= \pm 2 \sqrt{ }(a x), \quad \text { i. e. } \quad y^{2}=4 a x .
$$

This is the singular solution; it is a parabola which is touched by all the straight lines of the family $y=c x+a / c$, which constitutes the general solution (Art. 211). The equation being of the second degree, two curves of the family pass through a given point, viz. the two tangents to the parabola from that point.

## Examples LXXXVIII.

Solve the equations:

1. $x \frac{d y}{d x}+y=x^{2}$.
2. $x \frac{d y}{d x}+y=y \frac{d y}{d x}$.
3. $\left(x^{3}+y^{2}\right) \frac{d y}{d x}+2 x y=0$.
4. $x \frac{d y}{d x}+n y=x$.
5. $y^{2}+2 x y \frac{d y}{d x}=x$.
e. $x^{x} \frac{d y}{d x}+x^{2} y=1$.
6. $x \frac{d y}{d x}-y=x^{3}$.
7. $x \frac{d y}{d x}=y+x^{2}$.

ө. $x \frac{d y}{d x}=x^{2} \frac{d y}{d x}+y$.
10. $3 x^{2}-2 x y+y+\left(x-x^{2}-2 y^{2}\right) \frac{d y}{d x}=0$.
11. $\left(x+2 y^{2}\right)_{d x}^{d y}=y$.
12. $y-x \frac{d y}{d x}=x^{2} y+x y^{2} \frac{d y}{d x}$.
13. In Ex. (i) of Art. 217, find the equations of the two curves of the system which go through the point ( $4 a, 8 a$ ), and find their slopes.
Solve the equations:
10. $\left(\frac{d y}{d x}\right)^{2}=x^{2}$.
14. $\left(\frac{d y}{d x}\right)^{2}-7 \frac{d y}{d x}+12=0$.
15. $\left(\frac{d y}{d x}\right)^{2}=a^{2} y^{2}$.
17. $\left(\frac{d y}{d x}\right)^{2}=x \frac{d y}{d x}$.
18. $x\left(\frac{d y}{d x}\right)^{2}-2 y \frac{d y}{d x}-x=0$.
19. $(2 x+3)\left(\frac{d y}{d x}\right)^{2}=1$.
20. Solve the equation $x y\left(\frac{d y}{d x}\right)^{2}-\left(x^{2}+y^{2}\right) \frac{d y}{d x}+x y=0$. [Factorize.]

Give the geometrical meaning of the answer. Find the equations of the curves which go through ( 3,5 ), and find their slopes at that point. Prove that the tangent to the curve and the straight line of the system which go through any point make complementary angles with the axis.
21. Solve the equation $\quad \frac{d y}{d x}\left(\frac{d y}{d x}+y\right)=x(x+y)$.

Find the equations of the two curves of the system which pass through the origin, and their slopes at the origin.
22. Solve the equation $\quad x y\left(\frac{d y}{d x}\right)^{2}-\left(x^{2}-y^{2}\right) \frac{d y}{d x}-x y=0$.

Give the geometrical meaning of the answer, and find the curves which go through the point (3, 2). Prove that the two curves which go through any point cut at right angles.
23. Solve $x\left(\frac{d y}{d x}\right)^{2}+y \frac{d y}{d x}=x-y$, and explain the geometrical meaning of the result; at what angle do the two curves of the system intersect which pass through the point $(2,5)$ ?
24. Find the curve in which the tangent cuts off from the coordinate axes a triangle of constant area $A$.
25. Find the curves in which the perpendicular from the foot of the ordinate to the tangent is constant and equal to $a$.
28. Find the curve in which the perpendicular from the origin to a tangent is constant and equal to $a$.
27. Find the curve, which goes through the origin, in which the square of the subnormal is equal to the rectangle contained by the abscissa and a line of given length $a$.
 Explain the result geometrically.
29. Solve $y-x \frac{d y}{d x}=\left(\frac{d y}{d x}\right)^{2}$.
80. Solve $\left(y-x \frac{d y}{d x}\right)^{2}=4 \frac{d y}{d x}$.
31. Solve $y \frac{d y}{d x}+a=x\left(\frac{d y}{d x}\right)^{\prime}$.
82. Find the curve in which the rectangle contained by the intercepts made on the axes by a tangent is constant $\left(a^{2}\right)$.
83. Find the curve in which the sum of the squares of these intercepts is constant $\left(a^{4}\right)$.
84. Find the curve in which the sum of these intercepts is constant (a).
35. Find the curve in which the intercept made by the tangent on the axis of $y$ varies inversely as the slope.
38. Find the curve in which the intercept made by the tangent on the axis of $x$ varies as the slope.

## 219. Equations of the second order.

We will now consider some of simpler types of equations of the second order.
I.

$$
\frac{d^{2} y}{d x^{2}}=f(x), \text { a function of } x \text { only. }
$$

In this case two direct integrations give the solution.
The first gives $\quad d y / d x=\int f(x) d x+A=F(x)+A$, say.
The second gives $\quad y=\int F(x) d x+A x+B$.
This is the general solution containing two arbitrary constants $A$ and $B$.

Example. If $d^{2} y / d x^{4}=\sin x$,
then $d y / d x=-\cos x+A$, and $y=-\sin x+\Delta x+B$.
II.

$$
\frac{d^{2} y}{d x^{2}}=f(y), \text { a function of } y \text { only. }
$$

Simple equations of this type have already been solved in Chapter XIX.

Denoting $d y / d x$ by $p, d^{2} y / d x^{2}$ will be $d p / d x$, which may be written

$$
\frac{d p}{d y} \times \frac{d y}{d x}, \text { i. e. } p \frac{d p}{d y} .
$$

Hence the equation may be written $p d p / d y=f(y)$, which, on being integrated with respect to $y$, gives $\frac{1}{2} p^{2}=\int f(y) d y+A$.

$$
\therefore d y / d x=p=\left[2 . \int f(y) d y+2 A\right]^{\frac{1}{2}}=F(y), \text { say, }
$$

i. $\cdot$.

$$
\frac{1}{F^{\prime}(y)} \frac{d y}{d x}=1
$$

Integrating again with respect to $x$, this gives

$$
\int \frac{d y}{F^{\prime}(y)}=x+B
$$

This is the complete solution, containing two arbitrary constants, the $A$ involved in the $\boldsymbol{F}^{\prime}(y)$, and $B$.

The first stage of the solution may be put in the following form:
Since the d. c. of $\left(\frac{d y}{d x}\right)^{2}=2 \frac{d y}{d x} \times$ d. c. of $\frac{d y}{d x}=2 \frac{d y}{d x} . d^{2} y x^{2}$, multiply the given equation by $2 d y / d x$; this gives

$$
2 \frac{d y}{d x} \cdot \frac{d^{2} y}{d x^{2}}=2 f(y) \frac{d y}{d x}
$$

Therefore, integrating with respect to $x$,

$$
(d y / d x)^{2}=2 \int f(y) d y+A, \text { as before }
$$

Example. $d^{1} y / d x^{2}+a^{2} y=0$. [See Arts. 187, 192.]
Multiply by $2 \frac{d y}{d x}$; then $2 \frac{d y}{d x} \cdot \frac{d^{2} y}{d x^{2}}+a^{2} \cdot 2 y \frac{d y}{d x}=0$.
Integrating, $\quad(d y / d x)^{2}+a^{2} y^{2}=C=a^{2} c^{2}$, say.
This is a more convenient form, $c$ being now the arbitrary constant;
i.e.

$$
\therefore d y / d x= \pm a \sqrt{ }\left(c^{3}-y^{3}\right),
$$

$$
\begin{gathered}
\frac{1}{\sqrt{ }\left(c^{2}-y^{2}\right)} \frac{d y}{d x}= \pm a \\
\sin ^{-1}(y / c)= \pm a x+\alpha, \\
\therefore \quad y=c \sin ( \pm a x+\alpha) .
\end{gathered}
$$

Integrating again.
This is the general solution containing the two arbitrary constants $c$ and $\alpha$. The solution may be written in the form

$$
\begin{gathered}
y= \pm c \sin a x \cos \alpha+c \cos a x \sin \alpha, \\
y=\Delta \sin a x+B \cos a x,
\end{gathered}
$$

i.e.
replacing the two arbitrary constants $\pm c \cos \alpha$ and $c \sin \alpha$ by $A$ and $B$.
III. A differential equation containing $d^{2} y_{i}^{\prime} d x^{2}, d y / d x$, and one only of the variables $x$ and $y$ can be reduced to one of the first order (which may then admit of being integrated by one of the methods of Arts. 212-218) by making use of the substitution mentioned above, $p$ for $d y / d x$, as shown in the following examples:

## Examples:

(i) Let $y$ be absent.

Solve

$$
x \frac{d^{2} y}{d x^{2}}+\frac{d y}{d x}+1=0 .
$$

Putting $\frac{d y}{d x}=p, \frac{d^{2} y}{d x^{2}}=\frac{d p}{d x}$, the equation becomes $x \frac{d p}{d x}+p+1=0$, an equation between $p$ and $x$ of the first order with the variables separable.

It may be written $\quad \frac{1}{p+1} \frac{d p}{d x}=-\frac{1}{x}$;

$$
\begin{aligned}
\therefore \log (p+1)= & -\log x+\log C, \text { or } p+1=C / x \\
& \therefore \frac{d y}{d x}=p=\frac{C}{x}-1, \\
\text { ating again, } \quad & y=C \log x-x+A .
\end{aligned}
$$

and integrating again,
(ii) Let $\boldsymbol{x}$ be absent.

Solve

$$
y \frac{d^{2} y}{d x^{2}}+\left(\frac{d y}{d x}\right)^{2}+a^{2}=0
$$

Putting $\frac{d y}{d x}=p$, and $\frac{d^{2} y}{d x^{2}}=\frac{d p}{d x}=\frac{d p}{d y} \cdot \frac{d y}{d x}=p \frac{d p}{d y}$, the equation becomes $y p \frac{d p}{d y}+p^{2}+a^{2}=0$, in which the variables are separable.
It may be written

$$
\frac{2 p}{p^{2}+a^{2}} \cdot \frac{d p}{d y}=-\frac{2}{y} .
$$

$$
\begin{aligned}
& \therefore \log \left(p^{2}+a^{2}\right)=\log C-2 \log y, \text { or } p^{2}+a^{2}=C / y^{2} . \\
& \therefore \quad \frac{d y}{d x}=p= \pm \sqrt{ }\left(\frac{C}{y^{2}}-a^{2}\right)= \pm \frac{\sqrt{ }\left(C-a^{2} y^{2}\right)}{y},
\end{aligned}
$$

i. e.

$$
\frac{y}{\sqrt{ }\left(C-a^{2} y^{2}\right)} \frac{d y}{d x}= \pm 1
$$

Integrating again, $\quad-\sqrt{ }\left(C-a^{2} y^{2}\right) / a^{2}= \pm x+A ;$
$\therefore C-a^{2} y^{2}=a^{4}(x+A)^{2}$, the $\pm$ sign being unnecessary ;
or, if the first constant be written as $C a^{2}$ instead of $C$,

$$
C=y^{2}+a^{2}(x+A)^{2} .
$$

(iii) Find the culves in which the radius of curvature is double the normal and on the same side of the curve.
The length of the normal $=y\left[1+\left(\frac{d y}{d x}\right)^{2}\right]^{1 / 2} \quad[$ Art. 48]; the radius of curvature, $\rho,=\left[1+\left(\frac{d y}{d x}\right)^{2}\right]^{3 / 2} / \frac{d^{2}}{d x^{2}}$, and is ponitive when the curve is
above the tangent. Since the radius of curvature and the normal are on the same side of the curve, the curve must be concave towards the axis of $x$. If the curve is on the positive side of the axis of $x, y$ and the length of the normal will be positive (taking the positive root), and $\rho$, being below the tangent, will be negative; if the curve be on the negative side of the axis of $x, y$ and the length of the normal will be negative, and the radius of curvature will be above the tangent and positive. Hence in both cases the signs of the lengths of the normal and the radius of curvature are different, and we have

$$
\left[1+\left(\frac{d y}{d x}\right)^{2}\right]^{3 / 2} / \frac{d^{2} y}{d x^{2}}=-2 y\left[1+\left(\frac{d y}{d x}\right)^{2}\right]^{1 / 2}
$$

Dividing by $\left[1+\left(\frac{d y}{d x}\right)^{2}\right]^{1 / 2}$, and putting $\frac{d y}{d x}=p, \quad \frac{d^{2} y}{d x^{2}}=p \frac{d p}{d y}$, we get

$$
1+p^{2}=-2 y p_{d p}^{d y} ; \quad \therefore \quad \frac{2 p}{1+p^{2}} \frac{d p}{d y}=-\frac{1}{y}
$$

Integrating, $\log \left(1+p^{2}\right)=-\log y+\log a$, whence $1+p^{2}=a / y$,
and

$$
\frac{d y}{\bar{d} \cdot x}=p=\sqrt{\left(\frac{a}{y}-1\right)}=\sqrt{\left(\frac{a-y}{y}\right)} .
$$

To rationalize this, put $y=a \sin ^{2} \theta ; \quad \therefore \quad \frac{d y}{d x}-2 a \sin \theta \cos \theta \frac{d \theta}{d x}$, and the equation becomes
i.e.

$$
2 a \sin \theta \cos \theta \frac{d \theta}{d x}=\sqrt{\left(\frac{a \cos ^{2} \theta}{a \sin ^{2} \theta}\right)}= \pm \frac{\cos \theta}{\sin \theta},
$$

$$
2 a \sin ^{2} \theta \frac{d \theta}{d x}= \pm 1, \quad \text { or } a(1-\cos 2 \theta) \frac{d \theta}{d x}= \pm 1
$$

Integrating again, $\quad a\left(\theta-\frac{1}{2} \sin 2 \theta\right)= \pm x+A$;
therefore $\quad \pm x+A=\frac{1}{2} a(2 \theta-\sin 2 \theta)$;
also

$$
y=a \sin ^{2} \theta=\frac{1}{2} a(1-\cos 2 \theta)
$$

These two equations give the coordinates of any point on a cycloid [Art. 50]. Hence the curves which possess the given property are cycloids. [See Art. 199, Ex. (iv).]

The $\theta$ in these equations is half the angle turned through by the radius through the tracing-point on the rolling circle. A change in the value of $a$, the first arbitrary constant, alters the radius of this circle and therefore the size of the cycloid and, with it, the actual lengths of the normal and radius of curvature. A change in the value of the other arbitrary constant $A$ slides the cycloid along the axis of $x$, an operation which obviously would not affect the lengths of the normal and the radius of curvature.

## Examples LXXXIX.

Solve the following equations:

1. $\frac{d^{2} y}{d x^{4}}=x^{n}$.
2. $x \frac{d^{2} y}{d x^{2}}=1$.
3. $\frac{d^{2} y}{d x^{6}}=4 y$.
4. $e^{3 y} \frac{d^{2} y}{d x^{2}}=a^{2}$.
5. $\frac{d^{2} y}{d x^{2}}=\frac{a}{y^{2}}$.
6. $\frac{d^{2} y}{d x^{2}}=a^{2} \sin ^{2} x_{0}$
7. $x \frac{d^{2} y}{d x^{2}}=\frac{d y}{d x}$.
8. $y \frac{d^{y} y}{d x^{2}}=2\left(\frac{d y}{d x}\right)^{2}$.
9. $\frac{d^{2} V}{d r^{2}}+\frac{1}{r} \frac{d V}{d r}=0$.
10. $x \frac{d^{2} y}{d x^{2}}+\frac{d y}{d x}=2 x$.
11. $y \frac{d^{2} y}{d x^{2}}+\left(\frac{d y}{d x}\right)^{2}=a^{2}$.
12. $y \frac{d^{2} y}{d x^{2}}+\left(\frac{d y}{d x}\right)^{2}=2 y^{2}$.
13. $1+\left(\frac{d y}{d x}\right)^{2}=x \frac{d y}{d x} \cdot \frac{d^{2} y}{d x^{2}}$.
14. $\left(\frac{d^{2} y}{d x^{2}}\right)^{2}=4 \frac{d y}{d x}$.
15. $\frac{d^{2} y}{d x^{2}}=\frac{d y}{d x}$.
16. $y^{3} \frac{d^{2} y}{d x^{2}}-1$.
17. $a \frac{d^{3} y}{d x^{2}}+\left(\frac{d y}{d x}\right)^{2}=0$.
18. $x \frac{d^{9} y}{d x^{2}}+\frac{d y}{d x}+1=x$.
19. $8 \frac{d y}{d x} \cdot \frac{d^{2} y}{d x^{2}}=9$.
20. $\frac{d^{2} u}{d \theta^{2}}+u=\frac{k}{h^{2} u^{3}}$.
21. Find the curves in which the radius of curvature is constant.
22. Find the curves in which the radius of curvature is equal to the normal, but on the opposite side of the curve.
23. Find the curves in which the radius of curvature varies as the cube of the normal.
24. Find the curves in which the radius of curvature is double the normal, and on the opposite side of the curve.
25. Linear equation of the second order, with constant coefficients.

This equation is

$$
a \frac{d^{2} y}{d x^{2}}+b \frac{d y}{d x}+c y=P
$$

where $a, b, c$ are constants, and $P$ is a function of $x$.
We shall commence by proving one or two general theorems about the solutions of such equations. These theorems express properties which are true for linear equations of any order, and which are also true when the coefficients are functions of $x$. It will be obvious that the following proofs will hold when $a, b, c$ are functions of $x$ just as when they are constants; no assumption is made as to their nature in the working except that they do not contain $y$. The method of proof is also exactly the same for equations of higher order, but in that case the equations will contain more terms.
I. If $u+v$ be substituted for $y$ in the equation, it becomes

$$
a \frac{d^{2} u}{d x^{2}}+b \frac{d u}{d x}+c u+a \frac{d^{2} v}{d x^{2}}+b \frac{d v}{d x}+c v=P
$$

If $v$ be any solution of the given equation (not the general solution, but any particular solution, the simpler the better), so that

$$
a \frac{d^{2} v}{d x^{2}}+b \frac{d v}{d x}+c v=P
$$

then we have, by subtraction,

$$
a \frac{d^{2} u}{d x^{2}}+b \frac{d u}{d x}+c u=0
$$

i. e. $u$ satisfies the original equation with the right-hand side $P$ replaced by zero. The general solution of this equation will contain two arbitrary constants. If then this general solution $u$ can be found, and also the particular solution $v$ of the original equation just mentioned, $y=u+v$ will give the general solution of the original equation.

Of these two functions, $v$ is called the particular integral, and $u$ the complementary function.

The problem is now reduced to finding any solution whatever of the given equation, and the general solution of this equation with its right-hand side replaced by zero.
II. Next, if $u_{1}$ and $u_{2}$ be any two independent particular solutions of the equation $a \frac{d^{2} y}{d x^{2}}+b \frac{d y}{d x}+c y=0$, then $y=A u_{1}+B u_{2}$, where $\Delta$ and $B$ are arbitrary constants, will also be a solution. For, substituting $A u_{1}+B u_{2}$ for $y$ in the left-hand side of the equation, it becomes
i.e.

$$
\begin{gathered}
a\left(A \frac{d^{2} u_{1}}{d x^{2}}+B \frac{d^{2} u_{2}}{d x^{2}}\right)+b\left(A \frac{d u_{1}}{d x}+B \frac{d u_{2}}{d x}\right)+c\left(A u_{1}+B u_{2}\right), \\
A\left(a \frac{d^{2} u_{1}}{d x^{2}}+b \frac{d u_{1}}{d x}+c u_{1}\right)+B\left(a \frac{d^{2} u_{2}}{d x^{2}}+b \frac{d u_{2}}{d x}+c u_{2}\right) .
\end{gathered}
$$

Since $u_{1}$ and $u_{2}$ are both particular solutions, the contents of each bracket are equal to zero, and therefore the equation is satisfied;

$$
\therefore y=A u_{1}+B u_{2}
$$

is a solution. This will be the complementary function.
Hence, summing up the results of these two theorems, it follows that, if $v$ be a particular solution of the given equation, and $u_{1}, u_{3}$ particular independent solutions of the equation when the right-hand side $P$ is replaced by zero, the complete solution is $y=A u_{1}+B u_{2}+v$, where $A$ and $B$ are arbitrary constants.

Similarly, in the linear equation of the $n^{\text {th }}$ order, if $v$ be a particular solution of the given equation, and if $u_{1}, u_{2} \ldots u_{n}$ be $n$ independent
particular solutions of the equation with the right-hand side zero, the complete solution will be

$$
y=A u_{1}+B u_{2}+\ldots+K u_{n}+v .
$$

The methods of finding the complementary function and the particular integral will now be considered.
221. Method of finding the complementary function [C.F.].

The equation to be solved is

$$
a \frac{d^{2} y}{d x^{2}}+b \frac{d y}{d x}+c y=0
$$

Two particular solutions are needed. Try $y=e^{m x}$.
[This substitution is suggested by noticing that each term of the equation will then become a multiple of $e^{m x}$, and by suitably choosing $m$, the sum of the coefficients of $e^{m x}$ after the substitution may be made to vanish, and the equation will then be satisfied.

Moreover, in the corresponding equation of the first degree,

$$
a \frac{d y}{d x}+b y=0, \text { we have } \frac{1}{y} \frac{d y}{d x}+\frac{b}{a}=0 .
$$

$\therefore \log y+b x / a=\log C$, whence $y e^{b x / a}=C$, and $y=C e^{-b x / a}$, a solution of the above type.]

The equation becomes $\left(a m^{2}+b m+c\right) e^{m x}=0$, which is satisfied if $a m^{2}+b m+c=0$.

This equation for $m$ is often referred to as the auxiliary equation. In this, and in the general case of an equation of the $n^{\text {th }}$ order, it can be written down at once by substituting $1, m, m^{2}, \ldots m^{n}$ for $y, \frac{d y}{d x}, \frac{d^{2} y}{d x^{2}}, \ldots \frac{d^{n} y}{d x^{n}}$ respectively in the given differential equation.

In this case we have a quadratic which gives two values of $m$ for which $e^{m x}$ is a solution. There are three cases which may arise.
(i) Let the roots be real and different, $m_{1}$ and $m_{2}$, say.

Then $e^{m_{1} x}$ and $e^{m_{2} x}$ are particular solutions of the equation; hence the C.F. is

$$
y=A e^{m_{1} x}+B e^{m_{2} x} .
$$

(ii) Let the roots be real and equal, each $m_{1}$.

The preceding result becomes $y=A e^{m_{1} x}+B e^{m_{1} x}=(A+B) e^{m_{1} x}$, which is no longer the general solution, because $A+B$ is equivalent merely to a single arbitrary constant $C$; but it suggests that $e^{m_{1} x}$ may be a factor of the solution. Therefore try the substitution $y=e^{m_{1}} x_{z}$, where $z$ of course is a function of $x$.

The quadratic whose roots are both $m_{1}$ is $m^{2}-2 m_{1} m+m_{1}{ }^{2}=0$; hence the corresponding differential equation is

$$
\frac{d^{2} y}{d x^{2}}-2 m_{1} \frac{d y}{d x}+m_{1}^{2} y=0 .
$$

Substitute $y=e^{m_{1} x} z ; \quad \therefore \quad \frac{d y}{d x}=e^{m_{1} x} \frac{d z}{d x}+z m_{1} e^{m_{1} x}$,
and

$$
\frac{d^{2} y}{d x^{2}}=e^{m_{1} x} \frac{d^{2} \varepsilon}{d x^{2}}+\frac{d z}{d x} m_{1} e^{m_{1} x}+\frac{d z}{d x} m_{1} e^{m_{1} x}+z m_{1}^{2} e^{m_{1} x}
$$

The differential equation becomes
i. e.

$$
\begin{gathered}
e^{m_{1} x}\left[\frac{d^{2} z}{d x^{2}}+2 m_{1} \frac{d z}{d x}+m_{1}^{2} z-2 m_{1} \frac{d z}{d x}-2 m_{1}^{2} z+m_{1}^{2} z\right]=0, \\
e^{m_{1} x} \frac{d^{2} z}{d x^{2}}=0, \quad \text { whence } \frac{d^{2} z}{d x^{2}}=0 .
\end{gathered}
$$

Therefore, integrating twice, $\quad z=A x+B$;
and the C.F. is $\quad y=e^{m_{1} x} z=e^{m_{1} x}(A x+B)$.
Similarly, if, in solving a differential equation of higher order, the auxiliary equation has three equal roots, three of the particular solutions will coalesce, and it follows, by exactly similar reasoning, that the corresponding part of the C.F. is

$$
e^{m_{1} x}\left(A x^{2}+B x+C\right) .
$$

Similarly for any number of equal roots.
(iii) Let the roots be imaginary, $m_{1} \pm m_{2} i$ (where $i=\sqrt{ }-1$ ), say.

Then the C. F. takes the form

$$
y=A e^{m_{1} x+m_{2} i x}+B e^{m_{1} x-m_{2} i x} .
$$

This expression, involving imaginaries, is an inconvenient form, especially in practical applications, and the result can be expressed otherwise as follows:

It is clear that $e^{m_{1} x}$ is a factor of this solution, therefore, as in the preceding case, put $y=e^{m_{1} x} z ; z$ will be a function of $x_{0}$

The quadratic whose roots are $m_{1} \pm m_{2} i$ is

$$
m^{2}-2 m_{1} m_{1}+m_{1}^{2}+m_{2}^{2}=0 ;
$$

hence the corresponding differential equation is

$$
\frac{d^{2} y}{d x^{2}}-2 m_{1} \frac{d y}{d x}+\left(m_{1}^{2}+m_{2}{ }^{2}\right) y=0
$$

Substituting $y=e^{m_{1} x} z$, and the values of $d y / d x$ and $d^{2} y / d x^{2}$, as in the preceding case, we get

$$
e^{m_{1} x}\left[\frac{d^{2} z}{d x^{2}}+2 m_{1} \frac{d z}{d x}+m_{1}{ }^{2} z-2 m_{1} \frac{d z}{d x}-2 m_{1}^{2} z+m_{1}^{2} z+m_{2}^{2} z\right]=0,
$$

i. .

$$
\begin{aligned}
& e^{m_{1} x}\left[\frac{d^{2} z}{d x^{2}}+m_{2}^{2} \mathcal{z}\right]=0 \\
& \therefore \quad \frac{d^{2} z}{d x^{2}}+m_{2}^{2} z=0
\end{aligned}
$$

The general solution of this equation is (Art. 219 II)

$$
\varepsilon=C \sin \left(m_{2} x+\alpha\right), \quad \text { or } \quad s=A \sin m_{2} x+B \cos m_{2} x
$$

and therefore the C.F. is

$$
y=e^{m_{1} x} z=C e^{m_{1} x} \sin \left(m_{2} x+\alpha\right)
$$

Hence, summing up these results:
(i) If the roots of the auxiliary equation are real and different, $m_{1}$ and $m_{2}$, the C.F. is $y=A e^{m_{1} x}+1 B e^{m_{2} x}$;
(ii) If the roots of the auxiliary equation are equal, each $m_{1}$, the C.F. is

$$
y=e^{m_{1} x}(A x+B)
$$

(iii) If the roots of the auxiliary equation are imaginary, $m_{1} \pm m_{2} i$, the C.F. is

$$
\begin{aligned}
y & =e^{m_{1} x}\left(A \sin m_{2} x+B \cos m_{2} x\right) \\
& =C e^{m_{1} x} \sin \left(m_{2} x+\alpha\right) \text { or } C^{\prime} e^{m_{1} x} \cos \left(m_{2} x-\alpha^{\prime}\right)
\end{aligned}
$$

Examples:
(i) $\frac{d^{2} y}{d x^{2}}-7 \frac{d y}{d x}+12 y=0$.

The auxiliary equation is $m^{2}-7 m+12=0$, whence $m=3$ or 4 , and the solution is

$$
y=A e^{3 x}+B e^{4 x}
$$

(ii) $\frac{d^{2} y}{d x^{2}}+4 \frac{d y}{d x}+4 y=0$.

The auxiliary equation is $m^{2}+4 m+4=0$, which has two roots, each -2 . Hence the solution is $\quad y=e^{-9 x}(A+B x)$.
(iii) $\frac{d^{2} y}{d x^{2}}+2 \frac{d y}{d x}+5 y=0$.

The auriliary equation is $m^{2}+2 m+5=0$, whence $m=-1 \pm 2 i$.
Hence the solution is $y=e^{-x}(A \sin 2 x+B \cos 2 x)=C e^{-x} \cos (2 x-\alpha)$.
(iv) $2 \frac{d^{2} y}{d x^{2}}-3 \frac{d y}{d x}+4 y=0$.

The auxiliary equation is $2 m^{2}-3 m+4=0$, which has the roots

$$
8 \pm \frac{1}{2} \sqrt{ }-23, \quad \text { i.e. } \quad 3 \pm 1 i \sqrt{ } 23 ;
$$

hence the solution is $y=C e^{\frac{7}{2}} \cos \left(\begin{array}{l}1 \\ 4 \\ \\ 23 x-\alpha\end{array}\right)$
(v) $\frac{d^{3} y}{d x^{2}}+2 \frac{d^{2} y}{d x^{2}}+\frac{d y}{d x}=0$.

The auxiliary equation is $m^{3}+2 m^{2}+m=0$, which has roots $0,-1,-1$;
hence the solution is $y=A e^{0 x}+e^{-x}(B+C x)=A+e^{-x}(B+C x)$.

$$
G g
$$

(vi) $\frac{d^{4} y}{d x^{4}}+4 \frac{d^{y} y}{d x^{2}}=0$.

The auxiliary equation is $m^{4}+4 m^{2}=0$, which has roots $0,0, \pm 2 i$. Hence, combining the results of (ii) and (iii), the solution is

$$
\begin{aligned}
y & =e^{0 x}(A+B x)+e^{0 x}(C \sin 2 x+D \cos 2 x) \\
& =A+B x+E \cos (2 x-\alpha)
\end{aligned}
$$

## Examples XC.

Solve, by aid of the summary given above, the equations:

1. $\frac{d^{2} y}{d x^{2}}-10 \frac{d y}{d x}+16 y=0$.
2. $\frac{d^{2} y}{d x^{2}}-16 y=0$.
3. $\frac{d^{2} y}{d x^{2}}-10 \frac{d y}{d x}+25 y=0$.
4. $\frac{d^{2} y}{d x^{2}}+6 \frac{d y}{d x}+9 y=0$.
5. $\frac{d^{2} y}{d x^{2}}+6 \frac{d y}{d x}+10 y=0$.
6. $\frac{d^{2} y}{d x^{2}}+\frac{d y}{d x}+y=0$.
7. $\frac{d^{2} y}{d x^{2}}+3 \frac{d y}{d x}-10 y=0$.
8. $4 \frac{d^{2} v}{d x^{2}}-9 y=0$.
9. $4 \frac{d^{2} y}{d x^{2}}+\frac{d y}{d x}-5 y=0$.
10. $4 \frac{d^{2} y}{d x^{2}}+12 \frac{d y}{d x}+9 y=0$.
11. $\frac{d^{3} y}{d x^{3}}=\frac{d y}{d x}$.
12. $\frac{d^{3} y}{d x^{3}}+\frac{d y}{d x}=0$.
13. $\begin{aligned} & d^{4} y \\ & d x^{4}\end{aligned}=16 y$.
14. $\frac{d^{4} y}{d x^{4}}=\frac{d y}{d x}$.
15. $\frac{d^{3} y}{d x^{3}}+\frac{d^{2} y}{d x^{2}}=0$.
16. $\frac{d^{2} y}{d x^{2}}+6 y=2 \frac{d y}{d x}$.
17. Method of finding the particular integral [P.I.].

We have to find any particular solution of the equation

$$
a \frac{d^{2} y}{d x^{2}}+b \frac{d y}{d x}+c y=P
$$

Frequently a solution can be found by trial, as shown in the following examples, which include some of the simplest and most useful cases.
(i) Let $P$ be a constant, $C$.

Then a particular solution is obviously $y=C / c$, since all the d.c.'s of this are zero.
(ii) Let $P$ be a rational integral function of $x$, i. e. let $P$ be of the form $p+q x+r x^{2}+\ldots$, where $p, q, r \ldots$ are constants.

The only functions of $x$ whose differential coefficients are positive integral powers of $x$ are themselves positive integral powers of $x_{0}$ Hence assume

$$
y=A+B x+C x^{2}+\ldots
$$

Clearly, the degree of the expression assumed for $y$ must (if $c \neq 0$ ) be equal to the degree of $P$, since $d y / d x, d^{2} y / d x^{2}, \ldots$ are of lower degree than $y$, and hence the highest power of $x$ in $y$ cannot be cancelled out, and therefore must occur in $P$. Substituting this value of $y$ in the differential equation and comparing the coefficients of the different powers of $x$, equations are obtained from which the values of the coefficients $A, B, \ldots$ can be found. If $c=0, d y / d x$ must be of the same degree as $P$, and so on.

Example. Solve the equation $\frac{d^{2} y}{d} x^{2}-3 \frac{d y}{d x}+2 y=3-2 x^{2}$.
Since the right-hand side is of the second degree in $x$, take

$$
y=A+B x+C x^{2}
$$

Substituting in the differential equation, we get

$$
2 C-3(B+2 C x)+2\left(A+B x+C x^{2}\right)=3-2 x^{2} .
$$

Comparing (i) coefficients of $x^{2}: \quad 2 C=-2, \quad \therefore \quad C=-1$;
(ii) coefficients of $x$ : $\quad-6 C+2 B=0, \quad \therefore B=-3$;
(iii) constant terms: $\quad 2 C-3 B+2 A=3, \quad \therefore A=-2$.

Hence

$$
y=-2-3 x-x^{2}
$$

satisfies the equation, and this is the particular integral. The C.F. is, by Art. 221, $A e^{x}+B e^{2 x}$, and therefore the complete solution of the given equation is

$$
y=A e^{x}+B e^{2 x}-2-3 x-x^{4} .
$$

(iii) Let $P$ be of the form $C e^{m x}$.

Since all the d.c.'s of $e^{m x}$ are multiples of $e^{m x}$, we assume $y=k c^{m x}$.
Substituting in the differential equation, it becomes

$$
\begin{gathered}
\left(a m^{2}+b m+c\right) k e m x=C e^{m x}, \\
k=C /\left(a m^{2}+b m+c\right) .
\end{gathered}
$$

whence
This fails if $e^{m x}$ be a term of the C.F., for then the coefficient of $k$ in the preceding equation becomes zero. In this case, substitute $y=k x e^{m x}$; this fails in a similar manner if $x e^{m x}$ be a term of the C.F. If this be so, substitute $y=k x^{2} e^{m x}$, and so on.

## Examples:

(i) Solve $\frac{d^{2} y}{d x^{2}}-3 \frac{d y}{d x}+2 y=2 e^{-3 x}$.

The C.F. is $y=A e^{x}+B e^{2 x}$, and the right-hand side of the given equation is not a term of this expression; therefore put $y=k e^{-8 x}$.

This gives, on substitution in the differential equation,

$$
\begin{aligned}
& 4 k e^{-2 x}-3(-2 k) e^{-2 x}+2 k e^{-2 x}=2 e^{-2 x} ; \\
& \therefore \quad 12 k=2, \text { and } k=\frac{1}{8} .
\end{aligned}
$$

Hence the P. I. is $\frac{1}{8} e^{-2 x}$, and the complete solution is

$$
\begin{gathered}
y=A e^{x}+B e^{i x}+\frac{b}{} e^{-3 x} . \\
\\
G g 2
\end{gathered}
$$

## ELEMENTARY DIFFERENTIAL EQUATIONS

(ii) Let the right-band side of the preceding equation be $2 e^{2 \pi}$.

Since this is a term of the C.F., we put $y=k x e^{2 x}$;

$$
\therefore \quad d y / d x=k\left(2 x e^{3 x}+e^{2 x}\right) ; \quad d^{2} y / d x^{2}=k\left(4 x e^{2 x}+2 e^{3 x}+2 c^{2 x}\right) .
$$

Substituting these in the differential equation, it becomes

$$
k e^{2 x}[4 x+4-6 x-3+2 x]=2 e^{2 x},
$$

whence $k=2$, and the P.I. is $2 x e^{2 x}$.
The complete solution of the equation is

$$
y=A e^{x}+B e^{2 x}+2 x e^{2 x} .
$$

(iii) Solve the equation $\frac{d^{2} y}{d x^{2}}-2 \frac{d y}{d x}+y=e^{x}$.

The C.F. is $y=e^{x}(A+B x)$.
Since $e^{x}$ and $x e^{x}$ are both terms of the C.F., to find the P.I. we must substitute $y=k x^{2} e^{x}$; therefore

$$
d y / d x=k\left(x^{2} e^{x}+2 x e^{x}\right), \text { and } d^{2} y / d x^{2}=k\left(x^{2} e^{x}+2 x e^{x}+2 x e^{x}+2 e^{x}\right) .
$$

The equation becomes

$$
k e^{x}\left[x^{2}+4 x+2-2 x^{2}-4 x+x^{2}\right]=e^{x}, \text { whence } k=\frac{1}{2} .
$$

The P.I. is $\frac{1}{2} x^{2} e^{x}$, and the complete solution is

$$
y=e^{x}(A+B x)+\frac{1}{2} x^{2} e^{x}=e^{x}\left(A+B x+\frac{1}{2} x^{2}\right) .
$$

(iv) Let $P$ be of the form $C \sin n x+D \cos n x$ [either $C$ or $D$ may be zero].
Since all the differential coefficients of $\sin n x$ and $\cos n x$ are multiples of either $\sin n x$ or $\cos n x$, we assume $y=k \sin n x+l \cos n x$. Substituting in the differential equation and comparing coefficients of $\sin n x$ and $\cos n x$ on both sides, we get two equations to determine $k$ and $l$. As in the preceding case, if the C.F. contains terms of the form $A \sin n x+B \cos n x$, the substitution fails and, as before, we then put $y=k x \sin n x+l x \cos n x$.

## Examples:

(i) Solve $\frac{d^{9} y}{d x^{2}}-3 \frac{d y}{d x}+2 y=5 \sin 2 x$.

The C.F. is $A e^{x}+B e^{2 x}$.
To find the P. I., put $y=k \sin 2 x+l \cos 2 x$. The equation becomes
$-4 k \sin 2 x-4 l \cos 2 x-3[2 k \cos 2 x-2 l \sin 2 x]+2[k \sin 2 x+l \cos 2 x]$

$$
=5 \sin 2 x
$$

i. e. $\quad \sin 2 x[-4 k+6 l+2 k]+\cos 2 x[-4 l-6 k+2 l]=5 \sin 2 x$.

Comparing coefficients of $\sin 2 x$ and $\cos 2 x$,

$$
-2 k+6 l=5, \quad-2 l-6 k=0 ; \text { whence } k=-\frac{1}{2} \text { and } l=\frac{9}{4} .
$$

The P. I. is $-\frac{1}{4} \sin 2 x+\frac{3}{4} \cos 2 x$, and the complete solution is

$$
=A e^{x}+B e^{2 x}-\frac{1}{2} \sin 2 x+\frac{3}{4} \cos 2 x
$$

(ii) Solve $d^{2} y / d x^{2}+4 y=\cos 2 x$.

The C. F. is $A \cos 2 x+B \sin 2 x$.
Since $\cos 2 x$ is a term of the C. F., put $y=k x \sin 2 x+l x \cos 2 x$.

$$
\therefore \quad d y / d x=2 k x \cos 2 x+k \sin 2 x-2 l x \sin 2 x+l \cos 2 x,
$$

and $\quad d^{2} y / d x^{2}=-4 k x \sin 2 x+4 k \cos 2 x-4 l x \cos 2 x-4 l \sin 2 x$.
Substituting in the differential equation, it becomes
$-4 k x \sin 2 x+4 k \cos 2 x-4 l x \cos 2 x-4 l \sin 2 x+4 k x \sin 2 x+4 l x \cos 2 x$ $=\cos 2 x$.
Comparing coefficients of $\sin 2 x$ and $\cos 2 x, 4 l=0,4 k=1 ; l=0$ and $k=\frac{1}{2}$.
Hence the P. I. is $\frac{1}{} x \sin 2 x$, and the complete solution is

$$
y=A \cos 2 x+B \sin 2 x+\frac{1}{2} x \sin 2 x .
$$

(v) Let $P$ be the sum of several terms of the preceding types.

To find the P. I. in this case, find the part of it corresponding to each term separately, and add the results together.
223. Applications of the preceding results. Damped harmonic motion.
The equation

$$
\frac{d^{2} x}{d t^{2}}+k \frac{d x}{d t}+\mu x=a \cos (n t+\alpha)
$$

is of considerable inportance in dynamics and electricity. It is a linear equation of the second order with constant coefficients.
If the right-hand side is zero, it is the equation of motion of a simple pendulum making small oscillations under gravity in a medium of which the resistance varies as the velocity. For if, in Art. 194, the motion be supposed to take place in such a medium, and if the resistance to a particle of mass $m$ be written in the form $k m v$, i.e. $k \mathrm{ml} d \theta / d t$, the equation there given becomes

$$
m l \frac{d^{2} \theta}{d t^{2}}=-k m l \frac{d \theta}{d t}-m g \sin \theta,
$$

i.e.

$$
\frac{d^{2} \theta}{d t^{2}}+k \frac{d \theta}{d t}+\frac{g}{l} \sin \theta=0 ;
$$

which, when $\theta$ is so small that $(\sin \theta) / \theta$ may be taken as unity, becomes

$$
\frac{d^{2} \theta}{d t^{2}}+k \frac{d \theta}{d t}+\frac{g}{l} \theta=0 .
$$

It is convenient to write $n^{2}$ for $g / l$, so that the equation may be written

$$
\frac{d^{2} \theta}{d t^{2}}+k \frac{d \theta}{d t}+n^{2} \theta=0 .
$$

The same equation also represents the motion of the needle of a galvanometer, the resistance of the air being supposed proportional to the velocity, which is approximately true when the velocity is not very large.

Since the right-hand side is zero, there is no P.I. To find the C.F., the auxiliary equation is

$$
m^{2}+k m+n^{8}=0 \text {, of which the roots are } m=-\frac{1}{2} k \pm \sqrt{ }\left(\frac{1}{2} k^{2}-n^{2}\right) \text {. }
$$

The nature of the motion depends upon the value of $\frac{1}{4} h^{2}-n^{2}$.
(i) If $\frac{1}{4} k^{2}>n^{2}$, the roots are real and different; denoting them by $m_{1}$ and $m_{2}$, the solution of the equation is

$$
\theta=A e^{m_{1} t}+B e^{m_{2} t} .
$$

Since $k$ is + and $\frac{1}{4} k^{2}-n^{2}<\frac{1}{\frac{1}{3}} k^{2}$, and therefore $\sqrt{ }\left(\frac{1}{d} k^{2}-n^{2}\right)<\frac{1}{2} k$, it follows that $m_{1}$ and $m_{2}$ are both -.
$\therefore \quad e^{m_{1} t}$ and $e^{m_{2} t}$ both $\rightarrow 0$ as $t$ increases, and therefore $\theta \rightarrow 0$ as $t$ increases. The particle does not oscillate but gradually approaches the position of equilibrium.*
Suppose the particle starts from rest with $\theta$ initially equal to $\alpha$.
Then, since $\theta=\alpha$ when $t=0, \alpha=A+B$.
Now $\quad d \theta / d t=A m_{1} e^{m_{1} t}+B m_{2} e^{m} t$;
and $d \theta / d t=0$ when $t=0 . \quad \therefore 0=A m_{1}+B m_{2}$.
From these two equations, $A=\frac{m_{2} \alpha}{m_{2}-m_{1}}$ and $B=\frac{-m_{1} \alpha}{m_{2}-m_{1}}$.

$$
\therefore \quad \theta=\frac{\alpha}{m_{2}-m_{1}}\left(m_{3} e^{\left.m_{1} t-m_{1} e^{m_{2}} t\right) . . . . . .}\right.
$$



Fig. 174.
If we denote $+\sqrt{ }\left(\frac{1}{k} k^{2}-n^{2}\right)$ by $p, m_{9}=-\frac{1}{2} k+p, m_{1}=-\frac{1}{2} k-p$, and $m_{2}-m_{1}=2 p$.

$$
\begin{aligned}
\therefore \theta & =\frac{\alpha}{2 p}\left[\left(-\frac{1}{2} k+p\right) e^{-\frac{1}{1} k t-p t}-\left(-\frac{1}{2} k-p\right) e^{-\frac{1}{1} k t+p t}\right] \\
& =\frac{\alpha e^{-\frac{1}{b} k t}}{2 p}\left[\left(\frac{1}{2} k+p\right) e^{p t}-\left(\frac{1}{2} k-p\right) e^{-p}\right] .
\end{aligned}
$$

Since $p$ and $k$ are + , it follows that $\frac{1}{2} k+p>\frac{1}{2} k-p$ and $e^{p l}>e^{-p t}$; therefore the first term in the bracket is greater than the second, so that $\theta$ is always + , and $\rightarrow 0$. In this case the particle never passes through the position of equilibrium given by $\theta=0$. It gradually approaches it but never quite reaches it.

[^30]If we draw the displacement-time graph of the motion, the curve starts at the point $(0, \alpha)$ and constantly descends towards the axis of $t$, which is an asymptote (Fig. 174).

The motion is of this nature if $k^{2}>4 n^{2}$, i.e. if $k>2 n$; i. e., in the case of the pendulum mentioned above, if $k>2 \sqrt{ }(g / l)$. This is also the character of the motion in the case of a dead-beat galvanometer.
(ii) If $\frac{1}{4} k^{2}=n^{2}$, the roots are real and equal ; each is $-\frac{1}{2} k$.

$$
\therefore \quad \theta=e^{-\frac{1}{\frac{1}{2} t t}}(A+B t)
$$

If the particle starts from rest with $\theta=\alpha$, then substituting $\alpha$ for $\theta$ and 0 for $t$ in this equation, we have $\alpha=A$.

Also $\quad \dot{\theta}=e^{-\frac{1}{\frac{1}{2}} k t} B-\frac{1}{2} k e^{-\frac{1}{2} h t}(A+B t)=e^{-\frac{1}{2} k t}\left[B-\frac{1}{2} k A-\frac{1}{2} k B t\right]$.
Since $\quad \dot{\theta}=0$ when $t=0, \quad 0=B-\frac{1}{2} k A ; \quad \therefore \quad B=\frac{1}{2} k \alpha$.
Therefore $\quad \theta=e^{-\frac{1}{2} k t}\left(\alpha+\frac{1}{2} k \alpha t\right)=\alpha e^{-\frac{1}{2} k t}\left(1+\frac{1}{2} k t\right)$.
Hence, in this case too, $\theta$ tends to the value 0 , but never reaches it, since $e^{-\frac{1}{2} k t}$ and $1+\frac{1}{2} k t$ are always + .

The graph of the motion is similar to that in the preceding case.
(iii) If $\frac{1}{2} k^{2}<n^{2}$, the roots are imaginary. Denoting $n^{2}-\frac{1}{4} k^{2}$ by $p^{2}$, they may be written in the form $-\frac{1}{2} k \pm \sqrt{ }-p^{2}$, i.e. $-\frac{1}{2} k \pm p i$, where $i=\sqrt{ }-1$.

In this case the solution of the equation is (Art. 221)

$$
\begin{equation*}
\theta=C e^{-\frac{1}{2} k t} \cos (p t-\epsilon) \tag{i}
\end{equation*}
$$

The particle passes through the position of equilibrium, $\theta=0$, when $\cos (p t-\epsilon)=0$, i. e. when $p t-\epsilon$ is equal to any odd multiple of $\frac{1}{2} \pi$.

When $p t-\epsilon=\frac{1}{2} \pi$, the position of equilibrium is reached for the first time; when $\quad p t-e=\frac{3}{2} \pi$, for the second time, moving in the opposite direction; when $p t-\epsilon=\frac{5}{2} \pi$, for the third time, moving in the original direction, and so on. Hence, after passing through the position of equilibrium, the particle reaches the position of equilibrium again, moving in the same direction, when $p t-c$ increases by $2 \pi$, i. e. when $t$ increases by $2 \pi / p$. Therefore it makes oscillations about the position of equilibrium in the periodic time $2 \pi / p$, and, owing to the presence of the continually decreasing factor $e^{-\frac{1}{2} k t}$, the amplitudes of the successive oscillations continually diminish. In order to find their values, we have $\theta$ a maximum or minimum when $\dot{\theta}$ is zero, i. e. when the velocity is zero.

Now

$$
\begin{aligned}
\dot{\theta} & =C e^{-\frac{1}{2} k t}\{-p \sin (p t-\epsilon)\}-\frac{1}{2} k \cdot C e^{-\frac{1}{2} k t} \cos (p t-\epsilon) \\
& =-C e^{-\frac{1}{2} k t}\left[p \sin (p t-\epsilon)+\frac{1}{2} k \cos (p t-\epsilon)\right] .
\end{aligned}
$$

This is zero when $p \sin (p t-\epsilon)=-\frac{1}{2} k \cos (p t-\epsilon)$,
i.e. when
$\tan (p t-\epsilon)=-\frac{1}{2} k / p=\tan \beta$, say,
2.e. When $\quad p t-\epsilon=n \pi+\beta$, where $n$ is any integer,
i. e. when $\quad t=\frac{n \pi}{p}+\frac{\epsilon+\beta}{p}=\frac{n \pi}{p}+\gamma$, if $\gamma$ denote $\frac{\epsilon+\beta}{p}$.

Taking first $n=0$, i. e. $t=\gamma$, we have $\theta=C e^{-\frac{1}{2} k \gamma} \cos \beta=\alpha$, say. (iii)
Next, when $n=1$, i.e. $t=\pi / p+\gamma$,

$$
\theta=C e^{-\frac{1}{2} k(\gamma+\pi / p)} \cdot \cos (\pi+\beta)=-C c^{-\frac{1}{2} k \gamma} \cdot e^{-k \pi / 2 p} \cos \beta=-\alpha e^{-k \pi^{\prime} 2 p} ;
$$

when $n=2$, i. e. $t=2 \pi / p+\gamma$,

$$
\theta=C e^{-\frac{1}{k} k(\gamma+2 \pi / p)} \cdot \cos (2 \pi+\beta)=C e^{-\frac{1}{2} k \gamma} \cdot e^{-k \pi / p} \cos \beta=\alpha e^{-k \pi / p}
$$

when $n=3$, i.e. $t=3 \pi / p+\gamma, \quad \theta$ becomes $=-\alpha e^{-3 k \pi / 2 p}$, and so on.
Hence the successive amplitudes form a descending geometrical progression whose common ratio is $-e^{-k \pi / 2 p}$.

If the particle starts from rest * with $\theta=\alpha$, then substituting in (i) we get $\alpha=C \cos (-\epsilon)$, whence $C=\alpha \sec \epsilon$.
Also since $\dot{\theta}=0$ when $t=0$, we have, on substituting in (ii),

$$
\begin{aligned}
& 0=-C\left[-p \sin \epsilon+\frac{1}{2} k \cos \epsilon\right] \text {, whence } \tan \epsilon=\frac{1}{2} k / p \text {. } \\
& \therefore \quad \theta=\alpha \text { sec } \epsilon, e^{-\frac{1}{8} k t} \cos (p t-\epsilon) \text {, where } \epsilon=\tan ^{-1}\left(\frac{1}{2} k / p\right) \text {. }
\end{aligned}
$$



Fig. 175.
In this case, the displacement-time graph consists of an undulating curve like a sine-curve with constantly decreasing maximum and minimum ordinates (Fig. 175). It meets the curve $y=C e^{-\frac{1}{2} h t}$ at points where $\cos (p t-\epsilon)=1$, i.e. $p t-\epsilon=2 n \pi$; and it meets $y=-C e^{-\frac{1}{1} k t}$ where $p t-\epsilon=(2 n+1) \pi$. It can easily be proved that at their common points, which do not coincide with the maxima and minima, the curves have the same slope, and therefore touch each other. (Cf. Art. 105, Er. iii.)

If there be no damping, i.e. if $k$ be zero, the equation of motion ia $\theta+n^{2} \theta=0$, and the period is $2 \pi / n$. It has just been proved that in the

[^31]present case the period is $2 \pi / p$. Since $p<n\left[p^{2}=n^{2}-\frac{1}{4} k^{2}\right]$, it follows that the effect of the damping is to increase the time of oscillation.

If $k$ be amall,

$$
\frac{2 \pi}{p}=\frac{2 \pi}{\left(n^{2}-\frac{1}{4} k^{2}\right)^{\frac{1}{2}}}=\frac{8 \pi}{n}\left(1-\frac{k^{2}}{4 n^{2}}\right)^{-\frac{1}{2}}=\frac{2 \pi}{n}\left(1+\frac{k^{9}}{8 n^{2}}\right) \text { nearly [Art. 28]; }
$$

hence the time of oscillation is increased by a small quantity of the second order.

If the oscillations be forced, i.e. if the pendulum be subject to a force which prevents the oscillations from dying away, there will be an additional term on the right-hand side of the equation. For instance, the general equation at the beginning of this article is the equation of motion of a pendulum in a medium whose resistance varies as the velocity, and acted upon by a force which is a periodic function of the time. In this case, the C.F. is as before, and it remains to find the P.I. This is obtained by the method of Art. 222 (iv), as in the example which follows.

## 224. An example from Electricity.

If an electromotive force $E$ is applied to a circuit of resistance $R$ and coefficient of elf-induction $L$, containing a condenser of capacity $K$, then it is proved in books on Electricity that the charge $q$ in the condenser at time $t$ satisfies the equation

$$
L \frac{d^{2} q}{d t^{2}}+R \frac{d q}{d t}+\frac{q}{K}=E
$$

This is a linear equation of the second order with constant coefficients.
First, taking a numerical example, let the condenser be initially uncharged, and let $R=100$ ohms, $L={ }^{\circ} 005$ henry, $K=1$ microfarad $-10^{-6}$ farad, and $E=1000$ volts.

The equation becomes $\quad 005 \frac{d^{2} q}{d t^{2}}+100 \frac{d q}{d t}+10^{c} q=1000$.
By Art. 222 (i), the P.I. $=1000 / 10^{\circ}=001$.
To find the C.F., we have the auxiliary equation

$$
005 m^{2}+100 m+10^{8}=0
$$

whence $m=\frac{-100 \pm \sqrt{ }\left(10^{4}-4 \times 005 \times 10^{6}\right)}{01}=\frac{-100 \pm \sqrt{ }-10^{4}}{01}=10^{4}(-1 \pm i)$.
Therefore the C.F. is $q=A e^{-10^{4} t} \cos \left(10^{4} t-\epsilon\right)$, and the complete solution is

$$
q=001+A e^{-10^{4} t} \cos \left(10^{4} t-\epsilon\right)
$$

To find the constants $A$ and $\epsilon$, we have $q=0$ and $\dot{q}=0$ when $t=0$, since the charge and the current are both initially zero.

$$
\dot{q}=A e^{-10^{4} t}\left[-10^{4} \sin \left(10^{4} t-\epsilon\right)\right]-A \cdot 10^{4} e^{-10^{4} t} \cos \left(10^{4} t-\epsilon\right)
$$

Substituting the initial conditions, $0=001+A \cos \epsilon ;$

$$
0=A \cdot 10^{4} \sin \epsilon-A \cdot 10^{4} \cos \epsilon
$$

whence $\tan \in=1 ; \therefore \in-\frac{1}{2} \pi$, and $A=-001$ sec $\epsilon=-001414$.
Hence

$$
q=\cdot 001-001414 e^{-10^{4} t} t \cos \left(10^{4} t-\frac{1}{4} \pi\right)
$$

This gives the charge in coulombs at the end of time $t$.
Next, returning to the general equation, let $E=0$, and let us find the condition that the discharge may be oscillatory.

The auxiliary equation is $L m^{2}+R m+1 / K-0$, the roots of which are

$$
m=\frac{-R_{ \pm} \sqrt{ }\left(R^{2}-4 L / K\right)}{2 L}
$$

As in the preceding article, the discharge will be oscillatory if the roots are imaginary, i.e. if $4 L / K>R^{2}$, i.e. if $4 L>K R^{2}$. In this case, if we denote $\left(R^{2}-4 L / K\right) / 4 L^{2}$ by $-\mu^{2}$, the roots take the form $-\frac{1}{2} R / L \pm \mu \sqrt{ }-1$, and the C. F. is

$$
q=\Delta e^{-t R / 2 L} \cos (\mu t-c)
$$

as in Case (iii) of the last article. The time of a complete oscillation is

$$
\frac{2 \pi}{\mu}=2 \pi \div \frac{\sqrt{ }\left(4 L / K-R^{2}\right)}{2 L}=\frac{4 \pi L}{\sqrt{ }\left(4 L / K-R^{2}\right)} .
$$

If the initial charge in the condenser be $q_{0}$, the constants $A$ and e are found from the conditions that when $t=0, q=q_{0}$ and the current $\dot{q}=0$.

If the right-hand side of the general equation be $E \sin p t$, i.e. if the E. M. F. be a periodic function of the time, then we have in addition to find the P.I.

Assuming $q-A \sin p t+B \cos p t$ [Art. 222 (iv)], and substituting in the differential equation, we get

$$
\begin{aligned}
& L\left[-A p^{2} \sin p t-B p^{2} \cos p t\right]+R[p A \cos p t-p B \sin p t] \\
&+ {[A \sin p t+B \cos p t] / K=E \sin p t ; }
\end{aligned}
$$

whence, comparing coefficients of $\sin p t$ and $\cos p t$, we have

$$
\left.\begin{array}{r}
-A\left(L p^{2}-1 / K\right)-B \cdot R p=E \\
A \cdot R p-B\left(I p^{2}-1 / K\right)=0
\end{array}\right\}
$$

Multiplying by $L p^{2}-1 / K$ and $R p$ respectively and subtracting, we get

$$
-A\left[\left(L p^{2}-1 / K\right)^{2}+R^{2} p^{2}\right]=E\left(L p^{2}-1 / K\right) ;
$$

$\therefore A=\frac{-E\left(L p^{2}-1 / K\right)}{\left(L p^{2}-1 / K\right)^{2}+R^{2} p^{2}}$, and $B=\frac{R p}{L p^{2}-1 / K}, A=\frac{-E \cdot R p}{\left(L p^{2}-1 / K\right)^{2}+R^{2} p^{2}}$.
Hence the particular integral is

$$
\frac{-E}{\left(L p^{2}-1 / K\right)^{2}+R^{2} p^{2}}\left[\left(L p^{2}-1 / K\right) \sin p t+R p \cos p t\right]
$$

Putting $L p^{2}-1 / K=r \sin \phi$ and $R p=r \cos \phi$ [as in Art. 182], this becomes

$$
\frac{-E r}{\left(L p^{2}-1 / K\right)^{2}+R^{2} p^{2}}[\sin \phi \sin p t+\cos \phi \cos p t]
$$

which, since $r^{2}=\left(L p^{2}-1 / K\right)^{2}+R^{2} p^{2}$, may be written

$$
\frac{-E}{\sqrt{\left[\left(L p^{2}-1 / K\right)^{2}+R^{2} \nu^{2}\right]}} \cos (p t-\phi)
$$

Hence, adding the C.F. and the P. I., the charge $q$ in the condenser at the end of time $t$ is given by the equation

$$
q=A e^{-t R / 2 L} \cos \left[\sqrt{ }\left(\frac{1}{K L}-\frac{R^{2}}{4 L^{2}}\right) t-\epsilon\right]-\frac{E \cos (p t-\phi)}{\sqrt{ }\left[\left(L p^{2}-1 / K\right)^{2}+R^{2} p^{2}\right]} ;
$$

where $\phi=\tan ^{-1} \frac{L p^{2}-1 / K}{L i p}$, and the constants $A$ and e are found from the initial conditions.
The first term rapidly decreases as $t$ increases on account of the factor $e^{-t R / 2 L}$, unless $L$ be very great compared with $R$, and therefore $q$ approaches the value given by the P.I. Hence the current $i$, which is equal to $\dot{q}$, approaches the value $\frac{p E \sin (p t-\phi)}{\sqrt{ }\left[\left(L p^{2}-1 / K^{\prime}\right)^{2}+R^{2} p^{2}\right]}$, which may be written

$$
\frac{E \sin (p t-\phi)}{\left.\left.\sqrt{\left[R^{2}+(p L\right.}-1 / p K\right)^{2}\right]}, \text { where } \phi=\tan ^{-1}\left(p L-\frac{1}{p \tilde{K}}\right) / R .
$$

## Examples XCI.

1. $\frac{d^{2} y}{d x^{2}}-5 \frac{d y}{d x}+6 y=12$.
2. $\frac{d^{2} y}{d x^{2}}-5 \frac{d y}{d x}+6 y=x^{2}$.
3. $\frac{d^{2} y}{d x^{2}}-5 \frac{d y}{d x}+6 y=-3 \sin x$.
4. $\frac{d^{2} y}{d x^{2}}-5 \frac{d y}{d x}+6 y=e^{-x}$.
5. $\frac{d^{2} y}{d x^{2}}+8 \frac{d y}{d x}+12 y=0$.
e. $\frac{d^{2} y}{d x^{2}}+8 \frac{d y}{d x}+12 y=4$.
6. $\frac{d^{2} y}{d x^{2}}-4 y=10$.
7. $\frac{d^{2} y}{d x^{2}}-4 y=\sin x$.
8. $\frac{d^{2} y}{d x^{2}}-4 y=e^{n}$.
9. $\frac{d^{2} y}{d x^{2}}-4 y=e^{9 x}$.
10. $\frac{d^{2} y}{d x^{2}}+4 \frac{d y}{d x}+5 y=a$.
11. $\frac{d^{2} y}{d x^{2}}+4 \frac{d y}{d x}+5 y-2 \cos 2 x$.
12. $\frac{d^{3} y}{d x^{3}}-\frac{d^{2} y}{d x^{2}}-6 \frac{d y}{d x}=0$.
13. $\frac{d^{3} y}{d x^{3}}+\frac{d y}{d x}=2$.
14. $\frac{d^{2} y}{d x}-6 \frac{d y}{d x}+9 y=0$.
15. $\frac{d^{2} y}{d x^{2}}-3 \frac{d y}{d x}-10 y=4-e^{-2 x}$.
16. $\frac{d^{2} y}{d x^{2}}+5 \frac{d y}{d x}+7 y=0$.
17. $\frac{d^{2} x}{d t^{2}}+2 k \frac{d x}{d t}+k^{2} x=0$.
18. $\frac{d^{2} x}{d t^{2}}+2 k \frac{d x}{d t}+\left(k^{2}+n^{2}\right) x=\cos p t$.
19. $\frac{d^{2} y}{d x^{2}}+4 \frac{d y}{d x}+5 y=3 x-2$.
20. $\frac{d^{2} y}{d x^{2}}+4 \frac{d y}{d x}+5 y=\frac{1}{2} \sin x+1$.
21. $\frac{d^{3} y}{d x^{3}}-\frac{d^{2} y}{d x^{2}}-6 \frac{d y}{d x}=x^{2}-3 x-2$.
22. $\frac{d^{3} y}{d x^{3}}+\frac{d y}{d x}=\cos x$.
23. $\frac{d^{2} y}{d x^{2}}-6 \frac{d y}{d x}+9 y=\epsilon^{3 x}$.
24. $\frac{d^{4} y}{d x^{4}}-4 y=0$.
25. $\frac{d^{3} y}{d x^{3}}-3 \frac{d^{2} y}{d x^{2}}+3 \frac{d y}{d x}-y=e^{-x}$
26. $\frac{d^{2} x}{d t^{2}}+2 k \frac{d x}{d t}+\left(k^{2}+n^{2}\right) x=0$.
27. $\frac{d^{2} x}{d t^{2}}+a^{2} x=k \sin (p t+\alpha)$.
28. A particle moves in a straight line so that its distance $x$ from the origin at the end of time $t$ satisfies the equation $\ddot{x}+\dot{x}+x=0$; if it starts from the origin with velocity 60 foot-seconds, what will its distance from the origin be after $\pi / \sqrt{ } 3$ seconds, and what will its velocity and acceleration then be? When will it first come to rest?
29. A particle moves in a straight line under the action of a force to a fixed point $O$ in the line, which varies as the distance from $O$ and is equal to $\frac{1}{2}$ of the weight of the particle at distance 10 feet from $O$; it starts from rest at distance of 20 feet from $O$, and moves against a resistance, which varies as the velocity, and is equal to $\frac{1}{2}$ of the weight when the velocity is 50 foot-seconds. Find the distance from $O$ at the end of time $t$. Find the time taken to reach $O$ for the first time, and the velocity at that instant. Find also the distance to which the particle first goes on the other side of 0 .
30. In the case of a pendulum making damped oscillations as in Art. 223, and starting from rest at an inclination $\alpha$ to the vertical, prove that

$$
\theta=\alpha e^{-\frac{1}{2} h t}\left[\cos p t+\left(\frac{1}{2} k / p\right) \sin p t\right] .
$$

32. In the preceding example, find the successive anfular velocities when the particle is passing through its equilibrium position.
33. A pendulum starts from rest at an inclination $20^{\circ}$ to the vertical, and first comes to rest at an inclination $15^{\circ}$ on the other side of the vertical after the lapse of one second. Assuming that its displacement follows the law $\theta=C e^{-\frac{1}{2}} k l \cos (p t-\epsilon)$, find the values of the constants $p, k, \epsilon$, and $C$. Find the ratio of the successive maximum displacements and of successive angular velocities when passing through the position $\theta=0$.
Find its inclination to the vertical after 10 seconcls, and its angular velocity when passing through the equilibrium position for the tenth time. Draw the displacement-time graph of the motion.
34. A point moves in a straight line according to the law

$$
x=C e^{-\frac{1}{2} k t} \cos (p t-\epsilon) .
$$

It starts at a point 6 inches to the right of a certain point $A$, moves to a point 5 inches to the left of $A$ and then back to a point 4 inches to the right of $A$. Find the distance from $A$ of the position of equilibrium (the point from which $x$ is measured). If an interval of 3 seconds was observed to elapse between the first and third of the positions mentioned above, find the values of the constants $p, k, \epsilon$, and $C$. Find the distance of the point from its equilibrium position and also from $A$ at the end of 15 seconds.
Draw the displacement-time graph of the motion.
85. A particle rests on a rough horizontal table ( $\mu=\frac{1}{3}$ ) and is attached to a fixed point on the table by an elastic string of natural length 20 inches, and modulus equal to the weight of the particle. If the particle is drawn out to a distance of 30 inches from the fixed point and then let go, where will it finally come to rest?
80. The motion of a ballistic galvanometer needle is given by the equation

$$
I \ddot{\theta}+K \dot{\theta}+h \theta=0
$$

where $I$ is the moment of inertia of the needle, $h$ the twisting moment per unit angular displacement due to the torsion of the fibre and the magnetic field, and $K$ the retarding moment (per unit angular velocity) of the bath used to damp the motion.
If initially $\theta=\frac{1}{8} \pi$ and $\dot{\theta}=0$, find the value of $\theta$ in terms of $t$ when $h=\cdot 2, I=\cdot 5, K=\cdot 6$. Draw a graph of the motion.
37. Answer the preceding question, if $h=4, I=\cdot 5, K=9$. Draw a graph of the motion.
38. A constant E.M.F. of 2000 volts is applied to a circuit of resistance 500 ohms and self-induction 01 henry, containing a condenser of capacity $2 \times 10^{-6}$ farads; find the value of the current $\dot{q}$ in terms of the time.
Represent the result graphically.
29. Answer the preceding question when the resistance is 200 ohms, the self-induction 02 benry, and the capacity $10^{-6}$ farad.
40. A mass $m$ is supported by a vertical spring which stretches a distance $h$ when supporing 1 lb .; if the resistance of the air be proportional to the velocity, the equation of motion is

$$
m \ddot{x}+k \dot{x}+g x / h=0
$$

Find $x$ in terms of $t$, if $m=\frac{1}{2} \mathrm{lb}, h=1$ foot, and $k=.05 \mathrm{lb}$. wt.
41. If in the preceding question $m=\frac{1}{2} \mathrm{oz} ., h=3$ inches, and $k=25 \mathrm{lb}$. wt., find $x$ in terms of $t$.
42. A simple unresisted pendulum is acted upon by a force which is a simple harmonic function of the time represented by $l e \cos p t$. Find an expression for $\theta$ in terms of $t$, if the length of the pendulum is 8 feet and its mass unity, (i) when $p=3$, (ii) when $p=2$.
225. Solution of linear equation of the second order when a particular solution of the equation with the right-hand side replaced by zero is known.

Taking the equation in the form

$$
\frac{d^{2} y}{d x^{2}}+I^{\prime} \frac{d y}{d x}+Q y=R
$$

where $P, Q, R$ are functions of $x$, let $u$ be any solution of the equation

$$
\begin{equation*}
\frac{d^{2} y}{d x^{2}}+P \frac{d y}{d x}+Q y=0 \tag{i}
\end{equation*}
$$

In some cases such a solution can be found by inspection.
Substitute $y=u z$ in the given equation;

$$
\begin{aligned}
\therefore \frac{d y}{d x} & =u \frac{d z}{d x}+z \frac{d u}{d x} \\
\frac{d^{2} y}{d x^{2}} & =u \frac{d^{2} z}{d x^{2}}+2 \frac{d u}{d x} \cdot \frac{d z}{d x}+z \frac{d^{2} u}{d x^{2}} .
\end{aligned}
$$

The equation becomes, on substitution,
i. e. $\quad u \frac{d^{2} z}{d x^{2}}+\frac{d \varepsilon}{d x}\left(2 \frac{d u}{d x}+P u\right)+\varepsilon\left(\frac{d^{2} u}{d x^{2}}+P \frac{d u}{d x}+Q u\right)=R$.

Since $u$ is a solution of the equation (i), the coefficient of $\varepsilon$ is 0 ;
hence we have

$$
u \frac{d^{2} s}{d x^{2}}+\frac{d z}{d x}\left(2 \frac{d u}{d x}+P u\right)=R .
$$

If $d z / d x$ be replaced by $q$, this becomes, on dividing by $u$,

$$
\frac{d q}{d x}+q\left(\frac{2}{u} \frac{d u}{d x}+P\right)=\frac{R}{u} .
$$

This is a linear equation of the first order for $q$, and can be solved by the method of Art. 214.

Having found $q$, a further integration with respect to $x$ gives $z$, and then $y=u z$ will be the solution of the given equation.
Example. $\quad x^{2} \frac{d^{2} y}{d x^{2}}+x \frac{d y}{d x}-y=x$.
A particular solution of $x^{2} \frac{d^{2} y}{d x^{2}}+x \frac{d y}{d x}-y=0$ is obviously $y=x$.
Therefore substitute $y=x z$ in the given equation.

$$
\frac{d y}{d x}=x \frac{d z}{d x}+z ; \frac{d^{2} y}{d x^{2}}=x \frac{d^{2} z}{d x^{2}}+2 \frac{d z}{d x} .
$$

Hence, on substitution, $x^{8} \frac{d^{2} z}{d x^{2}}+2 x^{2} \frac{d z}{d x}+x^{2} \frac{d z}{d x}+x z-x z=x$,
i.e.

$$
x^{d^{3}} \frac{d^{2} z}{d x^{2}}+3 x^{2} \frac{d z}{d x}=x
$$

The left-hand side is the d. c. of $x^{3} d z / d x$,

Integrating again, $z=\frac{1}{2} \log x-\frac{1}{2} A / x^{2}+B$,
and therefore the solution of the given equation is

$$
y-x z=\frac{1}{2} x \log x-\frac{1}{2} A / x+B x .
$$

If $u$ is not a particular solution of (i), the substitution $y=u z$ will still in some cases solve the given equation. For $u$ may be chosen so that the coefficient of $d z / d x$ in equation (ii) shall be zero (i.e. so that $2 d u / d x+P u=0$, an equation for $u$ which is at once soluble], and the resulting equation may then admit of solution.

Example: As an illustration of this method, let us take an equation which occurs in various branches of Physics:

$$
\frac{d^{2} \phi}{d r^{2}}+\frac{2}{r} \frac{d \phi}{d r}+k^{2} \phi=0
$$

Substitute $\phi=u z$; the values of $d \phi / d r$ and $d^{2} \phi / d r^{2}$ are given above (with $y$ and $x$ replacing $\phi$ and $r$ respectively).
The equation becomes

$$
u \frac{d^{2} z}{d r^{2}}+2 \frac{d u}{d r} \cdot \frac{d z}{d r}+z \frac{d^{2} u}{d r^{2}}+\frac{2}{r} \cdot u \frac{d z}{d r}+\frac{2}{r} \cdot z \frac{d u}{d r}+k^{2} u z=0 .
$$

The coefficient of $\frac{d z}{d r}$ is $2 \frac{d u}{d r}+\frac{2 u}{r}$, which will be zero if $\frac{1}{u} \frac{d u}{d r}--\frac{1}{r}$, i.e. if $\log u=-\log r$, i.e. if $u=1 / r$.

The equation then becomes

$$
\frac{1}{r} \frac{d^{2} z}{d r^{2}}+z \frac{2}{r^{3}}+\frac{2 z}{r}\left(-\frac{1}{r^{3}}\right)+\frac{k^{2} z}{r}=0
$$

which reduces to

$$
\frac{d^{2} z}{d r^{2}}+k^{2} z=0
$$

Therefore
$\varepsilon=A \cos k r+B \sin k r$,
and the solution is $\quad \phi=u z=(A \cos k r+B \sin k r) / r$.

## Examples XCII.

Solve the equations:

1. $\left(1+x^{2}\right) \frac{d^{2} y}{d x^{2}}-2 x \frac{d y}{d x}+2 y=0$.
2. $\left(1-x^{2}\right) \frac{d^{2} y}{d x^{2}}-x \frac{d y}{d x}+y=0$.
3. $x^{2} \frac{d^{2} y}{d x^{2}}-x \frac{d y}{d x}+y=x^{2}$
4. $x \frac{d^{2} y}{d x^{2}}+2 \frac{d y}{d x}-k^{2} x y=0$.
5. $x^{2} \frac{d^{2} y}{d x^{2}}-x \frac{d y}{d x}+y=0$.
e. $x^{2} \frac{d^{2} y}{d x^{2}}-4 x \frac{d y}{d x}+6 y=0$.
6. $x \frac{d^{2} y}{d x^{2}}-2 x \frac{d y}{d x}+x y=e^{x}$.
7. $x^{2} \frac{d^{2} y}{d x^{2}}-3 x \frac{d y}{d x}+3 y=x^{2}$.

## CHAPTER XXII

## TAYLOR'S THEOREM

## 228. Form of the series.

It is impossible in a work like the present to give a full account and a rigorous investigation of this famous and important theorem. It will, however, not be out of place to indicate one way in which the theorem may be arrived at, especially as this method is but an extension of the mean value theorems of Arts. 117 and 119. It was there shown that, provided $f(x)$ and its first and second differential coefficients are continuous throughout the range of the independent variable from $x=a$ to $x=b$, then for any value of $x$ within that range,
(i) $f(x)=f(a)+(x-a) f^{\prime}\left(x_{1}\right)$,
(ii) $f(x)=f(a)+(x-a) f^{\prime}(a)+\frac{1}{2}(x-a)^{2} f^{\prime \prime}\left(x_{2}\right)$,
where $x_{1}$ and $x_{2}$ are between $a$ and $x$.
By adopting a method of proof similar to that used in obtaining these results, the expression on the right-hand side may be developed to any number of terms.

In the first place, assuming that $\mathrm{f}(\mathrm{x})$ can be expanded in an infinite series of ascending powers of $\mathrm{x}-\mathrm{a}$, and that the successive differential coefficients of $\mathrm{f}(\mathrm{x})$ are obtained by differentiating this series term by term,* it is easy to find the form which the series must take. For suppose

$$
f(x)=A_{0}+A_{1}(x-a)+A_{2}(x-a)^{2}+A_{3}(x-a)^{3}+A_{4}(x-a)^{4}+\ldots
$$

Differentiating,

$$
f^{\prime}(x)=A_{1}+2 A_{2}(x-a)+3 A_{3}(x-a)^{2}+4 A_{4}(x-a)^{3}+\ldots
$$

differentiating again,

$$
f^{\prime \prime}(x)=2 A_{2}+3 \cdot 2 \cdot A_{3}(x-a)+4 \cdot 3 \cdot A_{4}(x-a)^{2}+\ldots ;
$$

differentiating again,

$$
f^{\prime \prime \prime}(x)=3.2 . A_{3}+4.3 .2 . A_{4}(x-a)+\ldots .
$$

[^32]Substituting $x=a$ in these results, we have

$$
f(a)=A_{0} ; f^{\prime}(a)=A_{1} ; f^{\prime \prime}(a)=2 A_{2} ; f^{\prime \prime \prime}(a)=3.2 . A_{3}, \& \mathrm{c} .
$$

i. e. $A_{0}=f(a) ; A_{1}=f^{\prime}(a) ; A_{2}=\frac{1}{2} f^{\prime \prime}(a) ; A_{3}={ }_{2.3}^{1} f^{\prime \prime \prime}(a) ; \ldots$
and generally

$$
A_{n}=\frac{1}{n!} f^{(n)}(a)
$$

where $f^{(n)}(a)$ stands for the number oltained by differentiating $f(x) n$ times, and substituting $a$ for $x$ in the result.

## Hence

$$
f(x)=f(a)+(x-a) f^{\prime}(a)+\frac{(x-a)^{2}}{2!} f^{\prime \prime}(a)+\frac{(x-a)^{3}}{3!} f^{\prime \prime \prime}(a)+\ldots
$$

This of course is no proof that the expansion is possible, and takes no account of the conditions under which the series is convergent; it is only of value in showing what form the expansion takes if and when it does exist, and it gives the clue to the construction of the series (i) and the function $F(\boldsymbol{z})$ which occur in the next article.

## 227. Proof of Taylor's Theorem.

Let $f(x)$ and all its differential coofficients up to the $n^{\text {th }}$ be continuous throughout the range extending from $x=a$ to $x=b$, and consider any value of $x$ within the range.

Let the expression

$$
f(x)-f(a)-(x-a) f^{\prime}(a)-\frac{(x-a)^{2}}{2!} f^{\prime \prime}(a)-\ldots-\frac{(x-a)^{n-1}}{(n-1)!} f^{(n-1)}(a)
$$

be denoted by

$$
\begin{equation*}
\frac{(x-a)^{n}}{n!} R . \tag{i}
\end{equation*}
$$

This expression is the difference between the function $f(x)$ and the sum of the first $n$ terms of the series obtained in the preceding article. We want to find the form of $R$.

Consider the function

$$
\begin{aligned}
F^{\prime}(z) \equiv f(x)-f(z)-(x-z) f^{\prime}(z) & -\frac{(x-z)^{2}}{2!} f^{\prime \prime}(z)-\ldots \\
\ldots & -\frac{(x-z)^{n-1}}{(n-1)!} f^{(n-1)}(z)-\frac{(x-z)^{n}}{n!} R,
\end{aligned}
$$

where $s$ is between $a$ and $x . \quad x$, and therefore $R$, as defined above, are independent of $\boldsymbol{\varepsilon}$.
When $z=a, F(z)=0$, since the first $n+1$ terms on the righthand side then cancel out the last term, from equation (i).

When $s=x, F(z)=0$, since the first two terms on the right cancel out, and all the others vanish owing to the factor $x-z$.

Also, $F^{\prime}(z)$ and $F^{\prime}(z)$ are continuous within the given range, since every term in the value of $F(z)$ is continuous.

Hence, since $F(z)$ vanishes when $z=a$ and when $z=x$, it follows
(Art. 113) that its differential coefficient $F^{\prime}(z)$ must vanish for some value of $\varepsilon$ between $a$ and $x$.

Now, by differentiation with respect to $\varepsilon$ (and remembering that $x$ and $R$ are independent of $\varepsilon$ ), we have

$$
\begin{gathered}
F^{\prime}(z)=0-f^{\prime}(z)-\left[(-1) f^{\prime}(z)+(x-z) f^{\prime \prime}(z)\right] \\
\quad-\left[-(x-z) f^{\prime \prime}(z)+\frac{(x-z)^{2}}{2!} f^{\prime \prime \prime}(z)\right]-\ldots \\
\ldots-\left[-\frac{(x-z)^{n-2}}{(n-2)!} f^{(n-1)}(z)+\frac{(x-z)^{n-1}}{(n-1)!} f^{n)}(z)\right]-\left[-\frac{(x-z)^{n-1}}{(n-1)!} R\right] .
\end{gathered}
$$

In this expression, successive terms cancel in pairs with the exception of the last two ;

$$
\therefore \quad F^{\prime}(z) \equiv-\frac{(x-z)^{n-1}}{(n-1)!} f^{(n)}(z)+\frac{(x-g)^{n-1}}{(n-1)!} R=0
$$

for some value of $a$ between $a$ and $x$.
Any value of $\varepsilon$ between $a$ and $x$ may be written $a+\theta(x-a)$, where $0<\theta<1$.

Therofore, since $x-\varepsilon \neq 0$, we have

$$
-f^{(n)}(z)+R=0 \text { when } z=a+0(x-a)
$$

i.e.

$$
R=f^{(n)}[a+\theta(x-a)] .
$$

Hence, substituting in (i), and transferring all the terms except $f(x)$ to the right-hand side, we have

$$
\begin{aligned}
& f(x)=f(a)+(x-a) f^{\prime}(a)+\frac{(x-a)^{2}}{2!} f^{\prime \prime}(a)+\ldots \\
& \quad \ldots+\frac{(x-a)^{n-1}}{(n-1)!} f^{(n-1)}(a)+\frac{x^{n}}{n!} f^{(n)}[a+\theta(x-a)] .
\end{aligned}
$$

This result is known as Taylor's Theorem.
The last term on the right-hand side is known as Lagrange's form of the remainder after $n$ terms. This 'remainder after $n$ terms' can be put into various other forms. One of the most useful of them is obtained by taking the remainder in (i) in the form $(x-a) R$. $F^{\prime}(\boldsymbol{z})$ will then be equal to

$$
-\frac{(x-z)^{n-1}}{(n-1)!} f^{(n)}(z)+R, \text { and } R=\frac{(x-z)^{n-1}}{(n-1)!} f^{(n)}(z)
$$

for some value of $\boldsymbol{z}$ between $a$ and $x$. Taking this value in the form $a+\theta(x-a)$ as before, $x-z=x-a-\theta(x-a)=(x-a)(1-\theta)$, and

$$
R=\frac{(x-a)^{n-1}(1-\theta)^{n-1}}{(n-1)!} f^{(n)}\{a+\theta(x-a)\}
$$

so that the remainder after $n$ terms takes the form

$$
\frac{(x-a)^{n}(1-\theta)^{n-1}}{(n-1)!} f^{(n)}\{a+\theta(x-a)\}
$$

This is known as Cauchy's form of the remainder.

## 228. Other forms of the theorem.

A very important particular case is obtained by putting $a=0$. The theorem then becomes
$f(x)=f(0)+x f^{\prime}(0)+\frac{x^{2}}{2!} f^{\prime \prime}(0)+\ldots+\frac{x^{n-1}}{(n-1)!} f^{(n-1)}(0)+\frac{x^{n}}{n!} f^{(n)}(0 x)$, where $f(0), f^{\prime}(0), f^{\prime \prime}(0), \ldots$ are obtained by substituting 0 for $x$ in the successive differential coefficients of $f(x)$.

This form of the theorem is known as Maclaurin's Theorem.
If, in Taylor's Theorem, we substitute $x+h$ and $x$ for $x$ and $a$ respectively, the theorem takes the following form, which is often convenient,

$$
\begin{aligned}
f(x+h)=f(x)+h f^{\prime}(x)+\frac{h^{2}}{2!} f^{\prime \prime}(x)+\ldots+\frac{h^{n-1}}{(n-1)!} & f^{(n-1)}(x) \\
& +\frac{h^{n}}{n!} f^{(n)}(x+\theta h) .
\end{aligned}
$$

These theorems have been obtained on the supposition that $f(x)$ and all its differential coefficients up to the $n^{\text {th }}$ are continuous throughout the range from $a$ to $b$ within which $x$ lies. If in Taylor's Theorem we put $n=1$ and $n=2$, we get the mean-value theorem and its extension [Arts. 117 and 119].

If $n$ be increased indefinitely, the series becomes an infinite series and the theorem remains true in general, provided this series be convergent. If the remainder after $n$ terms $\frac{(x-a)^{n}}{n!} f^{(n)}\{a+\theta(x-a)\}$ tends to the limit zero as $n \rightarrow \infty$, the series converges to the value $f(x)$.

There are cases in which Taylor's series converges to a value other than $f(x)$. It may happen that the series converges and that the remainder does not tend to zero; in this case the value to which the series converges will not be $f(x)$.* Such cases do not occur in
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ordinary work, and it is beyond the scope of this book to consider them.

By Taylor's Theorem as first given, i.e. as an expansion of $f(x)$ in ascending powers of $x-a$, if we know the value of the function and its derivatives for any value $a$ of $x$, we can calculate the value of the function for any other value of $x$ within the range throughout which the function and its derivatives are continuous. If this value of $x$ is near $a$ so that $x-a$ is small, a few terms will generally suffice to give an approximate value of the function. For instance, if $y=f(x)$, and if $x$ be increased to $x+h, \delta y$ will be $f(x+h)-f(x)$; expanding the first term by 'Taylor's Theorem, we have

$$
\delta y=h f^{\prime}(x)+\frac{h^{2}}{2!} f^{\prime \prime}(x)+\ldots
$$

If we neglect squares and higher powers of $h$, this gives

$$
\delta y=h f^{\prime}(x)=\delta x \cdot \frac{d y}{d x} . \quad \text { [Cf. Art. 24.] }
$$

In calculating numerical values of a function, Maclaurin's Theorem is often extremely useful. If a function of $x$ admits of expansion by Maclaurin's Theorem, it is obtained as a series of positive integral powers of $x$ with constant coefficients, and, by taking a sufficient number of terms, the value of the function for any given value of the variable can be obtained to any required degree of accuracy. It must be remembered, however, that the general form of the $n^{\text {th }}$ differential coefficient of a function cannot be obtained as a rule, and therefore, in order that this method of calculating a function may be of value, it is necessary that the series should converge rapidly, and that a sufficient number of the successive differential coefficients of the function should admit of being worked out without excessive labour.

## 229. Particular cases and examples of Taylor's and Maclaurin's Theorems.

We now proceed to consider a number of important particular cases of these theorems.

It will be seen that many of the expansions with which the student is already familiar are included among them.

To expand a function of $x+h$ in a series of powers of $x$ or of $h$, and to expand a function of $x$ in powers of $x-a$, Taylor's Theorem is used ; to expand a function of $x$ in powers of $x$, the form known as Maclaurin's Theorem is used. In each case, the remainder after $n$ terms, and the conditions under which it tends to zero as $n \rightarrow \infty$, should be examined.

## Examples :

(i) Expand $\mathrm{e}^{\mathrm{x}}$ in poveers of x or of $\mathrm{x}-\mathrm{a}$.

All the differential coefficients of $f(x)$ in this case are equal to $e^{x}$; therefore $f(0), f^{\prime}(0) \ldots f^{(n-1)}(0)$ are all equal to unity.

Hence, by Maclaurin's Theorem, $c^{x}=1+x+\frac{x^{2}}{2!}+\frac{x^{3}}{3!}+\ldots$.
The remainder after $n$ terms, $\frac{x^{n}}{n!} f^{(n)}(\theta x)$, is equal to $\frac{x^{n}}{n!} e^{\theta x}$.
Whatever be the (finite) value of $x$, this $\rightarrow 0$ as $n \rightarrow \infty$, since the first factor then $\rightarrow 0$ (Art. 13 (6)) and the second is finite. Hence the series is convergent, the remainder tends to zero, and the expansion holds for all values of $x$.*

Again, to expand $e^{x}$ in a series of powers of $x-a$, we have $f(a), f^{\prime}(a)$, $\ldots, f^{(n-1)}(a)$ all equal to $e^{a}$; therefore, sulstituting in Taylor's Theorem, we get

$$
e^{x}=e^{a}+(x-a) e^{a}+\frac{(x-a)^{2}}{2!} e^{a}+\ldots+\frac{(x-a)^{n}}{n!} e^{a}+\ldots
$$

a result which can also be obtained by writing

$$
e^{x}=e^{a} \times e^{x-a}=e^{u}\left[1+(x-a)+\frac{(x-a)^{2}}{2!}+\ldots\right]
$$

as before.
(ii) Expand $\log (1+x)$ in a scrics of asccnding powers of x .

If $f(x)=\log (1+x), \quad f^{\prime}(x)=\frac{1}{1+x}, \quad f^{\prime \prime}(x)=-\frac{1}{(1+x)^{2}}$,

$$
f^{\prime \prime \prime}(x)=\frac{1.2}{(1+x)^{3}}, \ldots, f^{(n)}(x)=\frac{(-1)^{n-1}(n-1)!}{(1+x)^{n}},
$$

whence $f(0)=\log 1=0, f^{\prime}(0)=1, f^{\prime \prime}(0)=-1$,

$$
f^{\prime \prime \prime}(0)=1.2, \ldots f^{(n)}(0)=(-1)^{n-1}(n-1)!.
$$

Hence $\quad \log (1+x)=x-\frac{x^{2}}{2}+\frac{x^{3}}{3}-\ldots+(-1)^{n-1} \frac{x^{n}}{n}+\ldots$.
The remainder after $n$ terms,

$$
\frac{x^{n}}{n!} f^{n}(\theta x)=\frac{x^{n}}{n!}(-1)^{n-1} \frac{(n-1)!}{(1+\theta x)^{n}}=\frac{(-1)^{n-1}}{n}\left(\frac{x}{1+\theta x}\right)^{n} .
$$

If $x$ be positive and $<$ or $=1, x /(1+\theta x)<1$, and $1 / n \rightarrow 0$ as $n \rightarrow \infty$; hence the remainder tends to zero, and therefore the expansion holds for values of $x$ from $x=0$ to $x=1$, both inclusive.

If $x$ be negative, $x /(1+\theta x)$ is not necessarily $<1$ (numerically), and the preceding argument does not hold good.

In this case, taking Cauchy's form of the remainder, we get it in the form

$$
(-1)^{n-1} \frac{x^{n}(1-\theta)^{n-1}}{(n-1)!} \cdot \frac{(n-1)!}{(1+\theta x)^{n}} \text {, i.e. }(-1)^{n-1} \frac{x^{n}}{1+\theta x} \cdot\left(\frac{1-\theta}{1+\theta x}\right)^{n-1} \cdot
$$

If $|x|<1,1-\theta<1+\theta x$, therefore the last factor $\rightarrow 0$, as also does $x^{n}$ when $n \rightarrow \infty$; the other factor, $1+\theta x$, is finite, hence the remainder $\rightarrow 0$,

[^34]and the expansion holds if $|x|<1$. If $x=-1$, the series is divergent and the expansion does not hold.

The function $\log x$ cannot be expanded in a series of powers of $x$, since all its differential coefficients become infinite for $x=0$, but, by using Taylor's Theorem in the form first obtained, it can be expanded in a series of powers of $x-a$. For instance, to expand it in powers of $x-1$, we have

$$
\begin{aligned}
& f(x)=\log x, f^{\prime}(x)=\frac{1}{x}, \quad f^{\prime \prime}(x)=-\frac{1}{x^{2}}, \ldots, f^{(n)}(x)=(-1)^{n-1} \frac{(n-1)!}{x^{n}} ; \\
& \therefore \text { putting } x=1, f(1)=0, f^{\prime}(1)=1, f^{\prime \prime}(1)=-1, f^{\prime \prime \prime}(1)=1.2, \ldots, \\
& f^{(n)}(1)=(-1)^{n-1}(n-1)!
\end{aligned}
$$

Hence $\log x=(x-1)-\frac{1}{2}(x-1)^{2}+\frac{1}{3}(x-1)^{3}-\ldots+(-1)^{n-1} \frac{(x-1)^{n}}{n}+\ldots$.
This result can also be deduced from tho preceding expansion for $\log (1+x)$; for

$$
\log x=\log [1+(x-1)]-(x-1)-\frac{1}{2}(x-1)^{2}+\frac{1}{3}(x-1)^{3}-\ldots,
$$

by substituting $x-1$ for $x$ in the former expansion, and since that result is true when $x$ is between -1 and +1 or equal to +1 , the latter will be true when $x-1$ is between -1 and +1 or equal to +1 , i.e. when $x$ is between 0 and 2 or equal to 2 .
(iii) Expand $\sin \mathrm{x}$ in a series of powers of x .
$f(x)=\sin x, f^{\prime}(x)=\cos x, f^{\prime \prime}(x)=-\sin x, f^{\prime \prime \prime}(x)=-\cos x$,

$$
f^{\prime \prime \prime \prime \prime}(x)=\sin x, \& c
$$

$\therefore f(0)=0, f^{\prime}(0)=1, f^{\prime \prime}(0)=0, f^{\prime \prime \prime}(0)=-1, f^{\prime \prime \prime \prime}(0)=0, \& c$.
All the coefficients of even powers of $x$ are zero [as follows from the fact that $\sin x$ is an odd function of $x$ (Art. 5)], and the coefficients of the odd powers of $x$ are alternately +1 and -1 .

Hence, by Maclaurin's Theorem,

$$
\sin x=x-\frac{x^{3}}{3!}+\frac{x^{5}}{5!}-\frac{x^{7}}{7!}+\ldots
$$

The remainder after $n$ terms, $\frac{x^{n}}{n!} f^{(n)}(\theta x)= \pm \frac{x^{n}}{n!} \times$ a factor which is either $\sin \theta x$ or $\cos \theta x$. This factor cannot be numerically greater than 1, and the first factor $\rightarrow 0$ as $n \rightarrow \infty$ [Art. 13 (6)]. Therefore the series is convergent, the remainder $\rightarrow 0$, and the expansion holds for all values of $x$.
This result may be written $\frac{\sin x}{x}=1-\frac{x^{2}}{3!}+\frac{x^{4}}{5!}-\ldots$, from which it is obvious that as $x \rightarrow 0,(\sin x) / x \rightarrow 1$, since the right-hand side is equal to $1-x^{2} \times$ [a convergent series]. This is the limit obtained geometrically in Art. 13 (10), and in a number of cases in the preceding chapters we have taken $\sin x$ as approximately equal to $x$. We can now form some idea as to the amount of error involved in this approximation.

In the first place we notice that, since the terms of the series $x-\frac{x^{3}}{3!}+\frac{x^{5}}{5!}-\ldots$ are continually diminishing (provided $x>\frac{x^{8}}{3!}$, i.e. $x^{3}<6$ ) and are alternately + and - , the error involved in terminating the series at any term is numerically less than the next term, for if $u_{n}-u_{n+1}+u_{n+2}-\ldots$ represent the rest of the series, this may be written

$$
u_{n}-\left(u_{n+1}-u_{n+2}\right)-\left(u_{n+3}-u_{n+1}\right)-\ldots
$$

and this is less than $u_{n}$, since the contents of the brackets are all + .
Hence the error involved in taking $\sin x$ equal to $x$ is numerically $<\frac{z}{} x^{3}$.
Suppose that the angle is $5^{\circ}$; then $x=\pi / 36$, and the amount of error $<\pi^{8} /\left(6 \times 36^{3}\right)$, i. e. $<00011$. The proportional error is

$$
\frac{.00011}{\sin 5^{\circ}}=\frac{.00011}{0.0872}-00126, \text { or about } \frac{1}{1} \text { per cent. }
$$

If we want to find for what values of $x$ the substitution of $x$ for $\sin x$ will be correct to 3 places of decimals [i. e. so that the error may be <001], we put $\frac{1}{8} x^{3}<{ }^{\circ} 001$ numerically.
This gives $|x|<\sqrt[3]{ } \cdot 006$, i.e. $<\cdot 1817$, which is the circular measure of $10^{\circ} 4^{\circ}$.
Hence, if this degree of approximation is required, it is sufficient to substitute $x$ for $\sin x$, provided the angle is between $-10^{\circ}$ and $+10^{\circ}$. If the angle is larger than this, or if a higher degree of accuracy be required, we can take $x-\frac{1}{8} x^{5}$ instead of $\sin x$. The error involved in this case is numerically less than $x^{5} / 5$ !, i. e. $\frac{1}{2} \delta x^{5}$. Therefore this will give the result correct to 3 decimal places if ${ }_{1} \frac{1}{2} \delta x^{5}$ is numerically $<{ }^{\circ} 001$, i. e. if $|x|<\sqrt[\downarrow]{ } 12$, i. e. if $|x|<6543$, which is true for angles between $-37 \frac{1}{2}^{\circ}$ and $+37 \frac{12}{2}^{\circ}$. It will give the result correct to 4 decimal places if $\Gamma^{\frac{1}{2} \delta} x^{5}<\cdot 0001$, i. e. if $|x|<4129$, which is true for angles between $-23 \frac{1}{2}^{\circ}$ and $+23 \frac{1}{2}^{\circ}$.
(iv) Expand $\cos \mathrm{x}$ in a series of powcrs of x .
$f(x)=\cos x, f^{\prime}(x)=-\sin x, f^{\prime \prime}(x)=-\cos x, f^{\prime \prime \prime}(x)=\sin x$,

$$
f^{\prime \prime \prime \prime}(x)=\cos x, \& c .
$$

$\therefore f(0)=1, f^{\prime}(0)=0, f^{\prime \prime}(0)=-1, f^{\prime \prime \prime}(0)=0, f^{\prime \prime \prime \prime}(0)=1, \ldots$.
All the coefficients of odd powers of $x$ are 0 [as is evident from the fact that $\cos x$ is an even function of $x$ ], and the coefficients of the even powers of $x$ are alternately +1 and -1 .

Hence

$$
\cos x=1-\frac{x^{2}}{2!}+\frac{x^{4}}{4!}-\frac{x^{6}}{6!}+\ldots
$$

Exactly as in the last case the series is convergent, and the expansion holds for all values of $x$.

From this also it follows that as $x \rightarrow 0, \cos x \rightarrow 1$, and if a more accurate approximation be required, $1-\frac{1}{2} x^{2}$ may be substituted for $\cos x$ [Art. 13 (10)]. The range of values for which these substitutions agree with the value of $\cos x$ to any given degree of accuracy may be found as in the similar cases for $\sin x$.
(v) Expand $(\mathbf{1}+\mathrm{x})^{\mathrm{m}}$ in ascending powers of x .
$f(x)=(1+x)^{m}, f^{\prime}(x)=m(1+x)^{m-1}, f^{\prime \prime}(x)=m(m-1)(1+x)^{m-2}, \ldots$

$$
\ldots f^{(n)}(x)=m(m-1) \ldots(m-n+1)(1+x)^{m-n} .
$$

Hence $f(0)=1, f^{\prime}(0)=m, f^{\prime \prime}(0)=m(m-1), \ldots$

$$
\therefore \quad(1+x)^{m}=1+m x+\frac{m(m-1)}{2!} x^{2}+\ldots
$$

$$
\ldots f^{(n)}(0)=m(m-1) \ldots(m-n+1)
$$

$$
\ldots+\frac{m(m-1) \ldots(m-n+1)}{n!} x^{n}+\ldots,
$$

the well-known binomial series. This series is convergent if $|x|<1$ [Ex. XXXI. 9].
The remainder after $n$ terms is, using Cauchy's form,

$$
\begin{aligned}
& \frac{x^{n}}{(n-1)!} m(m-1) \ldots(m-n+1)(1+\theta x)^{m-n}(1-\theta)^{n-1} \\
& =m x \times \frac{(m-1)(m-2) \ldots(m-n+1)}{(n-1)!} x^{n-1} \times(1+\theta x)^{m-1} \times\left(\frac{1-\theta}{1+\theta x}\right)^{n-1} .
\end{aligned}
$$

Of these factors the first and third are finite, the second $\rightarrow 0$, being the $n^{\text {th }}$ term of a series, viz. $(1+x)^{m-1}$, known to be convergent if $|x|<1$, and the fourth cannot be more than 1 since $1-\theta$ cannot be $>1+\theta x$.

Hence, if $|x|<1$, the remainder tends to 0 , and the expansion holds.

By the use of Taylor's Theorem we can obtain the expansion of $(x+y)^{\boldsymbol{m}}$ when $m$ is a positive integer.
This being $f(x+y), f(x)=x^{m}, f^{\prime}(x)=m x^{m-1}, f^{\prime}(x)=m(m-1) x^{m-2}, \ldots$ $f^{(m)}(x)=m!$, and all higher differential coefficients are zero, so that the series terminates at this stage. Hence, using the form of the theorem given in Art. 228, and replacing $h$ by $y$,

$$
\begin{aligned}
(x+y)^{m} & =x^{m}+y \cdot m x^{m-1}+\frac{y^{2}}{2!} m(m-1) x^{m-2}+\ldots+\frac{y^{m}}{m!} \cdot m! \\
& =x^{m}+m x^{m-1} y+\frac{m(m-1)}{2!} x^{m-2} y^{2}+\ldots+y^{m} .
\end{aligned}
$$

(vi) Expand $\cos (\mathrm{x}+\mathrm{h})$ in a series of ascending powers of h .

Here $f(x+h)=\cos (x+h), f(x)=\cos x, f^{\prime}(x)=-\sin x$,

$$
f^{\prime \prime}(x)=-\cos x, f^{\prime \prime \prime}(x)=\sin x \ldots
$$

Therefore, by Taylor's Theorem,

$$
\cos (x+h)=\cos x-h \sin x-\frac{h^{2}}{2!} \cos x+\frac{h^{3}}{3!} \sin x+\ldots
$$

If we transfer the $\cos x$ to the left-hand side and divide by $h$, we get

$$
\frac{\cos (x+h)-\cos x}{h}=-\sin x-\frac{h}{2!} \cos x+\frac{h^{2}}{3!} \sin x+\ldots
$$

Hence, if $h$ is very small, $\frac{\cos (x+h)-\cos x}{h}$ is approximately equal to $-\sin x$ and tends to the limit $-\sin x$ as $h \rightarrow 0$, as in the differentiation of
$\cos x$ from first principles. Hence taking the (small) increase in $\cos x$ equal to $-\sin x \times$ the increase in $x$, as in Art. 43, Ex. (ii), is equivalent to expanding by Taylor's Theorem and retaining only the first two terms. We have, in Art. 43, evaluated $\cos 135^{\circ} 1^{\prime}$ in this way.

We can now find approximately the increase in the function due to a larger increase in the variable. E.g. to find $\cos 136^{\circ}$. If in the preceding result we put $x=135^{\circ}, h=$ the radian measure of $1^{\circ}=\frac{1}{1} \sigma \pi \pi$, and retain the first three terms, we get

$$
\begin{aligned}
\cos 136^{\circ} & =\cos 135^{\circ}-\frac{\pi}{180} \sin 135^{\circ}-\frac{\pi^{2}}{2.32400} \cos 135^{\circ} \\
& =-\cdot 707107-012341+000108 \\
& =-719340, \text { which is correct to } 6 \text { decimal places. }
\end{aligned}
$$

(vii) To expand $\tan ^{-1} \mathrm{x}$ in a series of powers of x .

This example is rather more difficult than those hitherto considered.
We have $f(x)=\tan ^{-1} x, f^{\prime}(x)=\frac{1}{1+x^{2}}, f^{\prime \prime}(x)=\frac{-2 x}{\left(1+x^{2}\right)^{2}}$, whence $f(0)=0, f^{\prime}(0)=1, f^{\prime \prime}(0)=0$. The successive differential coefficients calculated in this manner soon become very complicated; but their values for $x=0$ can be obtained by making use of Leibnitz's Theorem (Art. 111).

We first obtain a differential equation connecting any three consecutive differential coelficients.

We have $\quad\left(1+x^{2}\right) f^{\prime}(x)=1$;
differentiating this $n$ times, the result, by Art. 111, is

$$
\left(1+x^{2}\right) f^{(n+1)}(x)+n \cdot 2 x \cdot f^{(n)}(x)+\frac{n(n-1)}{2} \cdot 2 \cdot f^{(n-1)}(x)=0
$$

which is the differential equation.
Putting $x=0$ in this, we get $f^{(n+1)}(0)+n(n-1) f^{(n-1)}(0)=0$, i.e.

$$
f^{(n+1)}(0)=-n(n-1) f^{(n-1)}(0)
$$

Putting $n=2,3,4,5,{ }^{\circ} \ldots$ in turn, this gives
$f^{\prime \prime \prime}(0)=-2.1 f^{\prime}(0)=-2!;$
$f^{(5)}(0)=-4.3 f^{(3)}(0)=4!$;
$f^{(7)}(0)=-6.5 f^{(5)}(0)=-6!$;
All the even coefficients are zero; hence $\tan ^{-1} x$ consists only of odd powers of $x$, as is evident also from the fact that it is an odd function of $x$. Therefore, substituting in Maclaurin's Theorem, we get

$$
\tan ^{-1} x=x-2!\frac{x^{3}}{3!}+4!\frac{x^{5}}{5!}-\ldots=x-\frac{1}{3} x^{3}+\frac{1}{6} x^{5}-\frac{1}{7} x^{7}+\ldots
$$

The expansion holds if $x$ is between -1 and +1 , and for $\tan ^{-1} x$ we must take that value which lies between $-\frac{1}{4} \pi$ and $+\frac{1}{4} \pi$, since we have taken $\tan ^{-1} x$ as 0 when $x=0$.
[This important series can be otherwise obtained as follows:

$$
\begin{aligned}
\tan ^{-1} x=\int_{0}^{x} \frac{1}{1+x^{2}} d x & =\int_{0}^{x}\left(1+x^{2}\right)^{-1} d x=\int_{0}^{x}\left(1-x^{2}+x^{4}-\ldots\right) d x\left[\text { if } x^{4}<1\right] \\
& =x-\frac{1}{3} x^{3}+\frac{1}{8} x^{5}-\frac{1}{8} x^{7}+\ldots
\end{aligned}
$$

assuming that the conditions under which an infinite series can be integrated term by term are here satisfied.]

We omit the investigation of the remainder after $n$ terms.
As a numerical example, let us find, to 4 places of decimals, the value of $\tan ^{-1}(3)$. Substituting in the series just obtained, we have

$$
\begin{aligned}
\tan ^{-1}(\cdot 3) & =\cdot 3-\frac{1}{8} \times \cdot 027+\frac{1}{5} \times \cdot 00243-\frac{1}{7} \times \cdot 0002187 \\
& =\cdot 3-009+\cdot 000486-\cdot 00003 \\
& =2915 \text { radians. }
\end{aligned}
$$

This is about $16^{\circ} 42^{\prime}$.
A few further examples of less important kind, illustrating uses of Taylor's Theorem, will now be given.
(viii) Find the first four terms in the expansion of $\log \left(1+\mathrm{e}^{\mathrm{x}}\right)$ in ascending powers of $\mathbf{x}$.

In this case

$$
\begin{array}{rlrl}
f(x) & =\log \left(1+e^{x}\right) ; & & \therefore f(0)=\log 2 . \\
f^{\prime}(x) & =\frac{e^{x}}{1+e^{x}}, \text { which may be written } 1-\frac{1}{1+e^{x}} ; & \therefore f^{\prime}(0)=\frac{1}{2} . \\
f^{\prime \prime}(x) & =\frac{1}{\left(1+e^{x}\right)^{2}} \times e^{x} ; & & \therefore f^{\prime \prime}(0)=\frac{1}{2} \\
f^{\prime \prime \prime}(x) & =\frac{\left(1+e^{x}\right)^{2} e^{x}-e^{x} 2\left(1+e^{x}\right) e^{x}}{\left(1+e^{x}\right)^{4}}=\frac{e^{x}-e^{2 x}}{\left(1+e^{x}\right)^{3}} ; & & \therefore f^{\prime \prime \prime}(0)=0 . \\
f^{\prime \prime \prime \prime}(x) & =\frac{\left(1+e^{x}\right)^{3}\left(e^{x}-2 e^{2 x}\right)-\left(e^{x}-e^{2 x}\right) 3\left(1+e^{x}\right)^{2} e^{x}}{\left(1+e^{x}\right)^{6}} & & \\
& =\frac{\left(1+e^{x}\right)\left(e^{x}-2 e^{2 x}\right)-3 e^{x}\left(e^{x}-e^{2 x}\right)}{\left(1+e^{x}\right)^{4}} ; & & \therefore f^{\prime \prime \prime \prime}(0)=-\frac{1}{8} .
\end{array}
$$

Hence, using Maclaurin's Theorem,

$$
\log \left(1+e^{x}\right)=\log 2+\frac{1}{2} x+\frac{1}{8} x^{2}-1^{\frac{1}{2}} x^{4}+\ldots
$$

(ix) Expand $\sin \left(m \sin ^{-1} x\right)$ in a series of powers of $x$.

In this case, $f(x)=\sin \left(m \sin ^{-1} x\right)$;

$$
f^{\prime}(x)=\cos \left(m \sin ^{-1} x\right) \times \frac{m}{\sqrt{\left(1-x^{2}\right)}} ; \therefore f^{\prime}(0)=\cos 0 \times m=m .
$$

Again, $f(x)$ is an odd function of $x$, and therefore consists of odd powers of $x$ only. The $n^{\text {th }}$ differential coefficient cannot be obtained, but, as in Ex. (vii), a relation between successive differential coefficients can be obtained by Leibnitz's Theorem, from which their values when $x=0$ can easily be calculated.

We have

$$
\sqrt{ }\left(1-x^{2}\right) \cdot f^{\prime}(x)=m \cos \left(m \sin ^{-1} x\right)
$$

Differentiating again,

$$
\begin{gathered}
\sqrt{ }\left(1-x^{2}\right) \cdot f^{\prime \prime}(x)+f^{\prime}(x) \cdot \frac{-x}{\sqrt{ }\left(1-x^{2}\right)}=m \times-\sin \left(m \sin ^{-1} x\right) \cdot \frac{m}{\sqrt{ }\left(1-x^{2}\right)} \\
\therefore \quad\left(1-x^{2}\right) f^{\prime \prime}(x)-x f^{\prime}(x)=-m^{2} f(x)
\end{gathered}
$$

If this be differentiated $n$ times by Leibnitz's Theorem, we get

$$
\begin{aligned}
& {\left[\left(1-x^{2}\right) f^{(n+2)}(x)+n(-2 x) f^{(n+1)}(x)+\frac{n(n-1)}{2!} \cdot(-2) f^{(n)}(x)\right] } \\
&-\left[x f^{(n+1)}(x)+n \cdot f^{(n)}(x)\right]=-m^{2} f^{(n)}(x)
\end{aligned}
$$

Putting $x=0$, this becomes
i.e.

$$
f^{(n+2)}(0)-n(n-1) f^{(n)}(0)-n f^{(n)}(0)=-n^{2} f^{(n)}(0)
$$

$$
f^{(n+2)}(0)=-\left(m^{2}-n^{2}\right) f^{(n)}(0)
$$

If $n=1$, then $f^{\prime \prime \prime}(0)=-\left(m^{2}-1^{2}\right) f^{\prime}(0)=-m\left(m^{2}-1^{2}\right)$.
If $n=3$, then $f^{(5)}(0)=-\left(m^{2}-3^{2}\right) f^{\prime \prime \prime}(0)=+m\left(m^{2}-1^{2}\right)\left(m^{2}-3^{2}\right)$.
If $n=5$, then $f^{(7)}(0)=-\left(m^{2}-5^{2}\right) f^{(5)}(0)=-m\left(m^{2}-1^{2}\right)\left(m^{2}-3^{2}\right)\left(m^{2}-5^{2}\right)$.
Hence we have

$$
\sin \left(m \sin ^{-1} x\right)=m x-\frac{m\left(m^{2}-1^{2}\right)}{3!} x^{3}+\frac{m\left(m^{2}-1^{2}\right)\left(m^{2}-3^{2}\right)}{5!} x^{5}-\ldots
$$

Taylor's Theorem is often very useful in tabulating the values of a function for a series of values of the variable which are close together. For instance,
( x ) Calculate the values of the function $\mathrm{y}=\mathrm{x}^{2}\left(16-\mathrm{x}^{2}\right)$ from $\mathrm{x}=177$ to $\mathrm{x}=2 \cdot 3$ at intervals of $\cdot 1$.

Here $f(x)=16 x^{2}-x^{4}, \quad f^{\prime}(x)=32 x-4 x^{3}, \quad f^{\prime \prime}(x)=32-12 x^{2}$, $f^{\prime \prime \prime}(x)=-24 x, f^{\prime \prime \prime \prime}(x)=-24, \quad$ and all higher d. c.'s are zoro.
Now, by Taylor's Theorem,

$$
\begin{aligned}
f(2+h) & =f(2)+h f^{\prime}(2)+\frac{h^{2}}{2!} f^{\prime \prime}(2)+\frac{h^{3}}{3!} f^{\prime \prime \prime}(2)+\frac{h^{4}}{4!} f^{\prime \prime \prime \prime}( \\
& =48+h .32+\frac{h^{2}}{2}(-16)+\frac{h^{3}}{6}(-48)+\frac{h^{4}}{24}(-24) \\
& =48+32 h-8 h^{2}-8 h^{3}-h^{4} .
\end{aligned}
$$

If $h=-3, \quad f(1 \cdot 7)=48-9 \cdot 6-\cdot 72+\cdot 216-\cdot 0081=37 \cdot 8879$.
If $h=-2, \quad f(1 \cdot 8)=48-6 \cdot 4-32+\cdot 064-\cdot 0016=41 \cdot 3424$.
If $h=-\cdot 1, \quad f(1 \cdot 9)=48-3 \cdot 2-\cdot 08+\cdot 008-\cdot 0001=44 \cdot 7279$.
If $h=0, \quad f(2)=48$.
If $h=+\cdot 1, \quad f(2 \cdot 1)=48+3 \cdot 2-\cdot 08-\cdot 008-\cdot 0001=51 \cdot 1119$.
If $h=+\cdot 2, \quad f(2 \cdot 2)=48+6 \cdot 4-\cdot 32-\cdot 064-\cdot 0016=54 \cdot 0144$.
If $h=+\cdot 3, f(2 \cdot 3)=48+9 \cdot 6-72-\cdot 216-\cdot 0081=56 \cdot 6559$.

## 230. Failure of Taylor's Theorem.

The theorem was proved on the supposition that $f(x)$ and all its differential coefficients up to the $n^{\text {th }}$ are continuous throughout the range of the variable considered, and the expansion cannot be effected if any one of the differential coefficients becomes discontinuous for a value within this range. If the $n^{\text {th }}$ differential coefficient becomes infinite for a value of $x$ within the range, the function cannot be expanded in an infinite series, but the theorems of Arts. 227 and 228 still hold provided the series be terminated at the $(n+1)^{\text {th }}$ term.

For instance, neither $\log x$ nor $\operatorname{cosec} x$ can be expanded in a series of positive integral powers of $x$, for both are discontinuous when $x=0$; $f(0)=\infty$, and the series fails at the first term. But, as in Ex. (ii) of the preceding article, $\log x$ can be expanded in a series of powers of $x-a$. Also it can easily be proved that the function cosec $x-1 / x$ and its differential coefficients are continuous when $x=0$, and therefore $\operatorname{cosec} x-1 / x$ can be expanded in a series of positive integral powers of $x$.

Again, if we expand $(x+y)^{\frac{6}{2}}$ by Taylor's Theorem, we have

$$
\begin{gathered}
f(x)=x^{\frac{5}{2}}, \quad f^{\prime}(x)=\frac{5}{2} x^{\frac{3}{2}}, f^{\prime \prime}(x)=\frac{1}{4} x^{\frac{1}{2}}, \quad f^{\prime \prime \prime}(x)=\frac{15}{8} \cdot \frac{1}{x^{\frac{1}{2}}}, \ldots \\
\therefore \quad(x+y)^{\frac{5}{2}}=x^{\frac{5}{2}}+\frac{5}{2} x^{\frac{8}{2}} y+\frac{15}{4} x^{\frac{1}{2}} \cdot \frac{y^{2}}{2}+\frac{15}{8}-\frac{y^{3}}{x^{\frac{1}{2}} 3!}+\ldots
\end{gathered}
$$

But this ceases to hold if $x=0$, because then the third differential coefficient $f^{\prime \prime \prime}(x)$, and therefore the fourth term of the expansion, become infinite.

In this case the function expanded becomes $y^{\frac{5}{2}}$, and this, being a fractional power of $y$, cannot be expressed as a series of positive integral powers of $y$. But the result of Article 228 still holds if we terminate the series at the fourth term, for then

$$
(x+y)^{\frac{8}{8}}=x^{\frac{5}{2}}+\frac{5}{2} x^{\frac{3}{2}} y+\frac{18}{6} x^{\frac{1}{2}} y^{2}+\frac{15}{48} \cdot \frac{y^{3}}{(x+6 y)^{\frac{1}{3}}}
$$

If we put $x=0$ in this, we get

$$
y^{\frac{8}{3}}=0+0+0+\frac{5}{16} \frac{y^{3}}{(\theta y)^{\frac{1}{2}}},
$$

i. e. $y^{\frac{5}{2}}=\frac{5^{5}}{16} \cdot y^{\frac{5}{2}} / \theta^{\frac{3}{2}}$, which is true when $5=16 \theta^{\frac{1}{2}}$, i.e. when $\theta=\frac{28}{2 \frac{8}{5}}$,

## Examples XCIII.

Expand the following functions in series of ascending powers of $x$, giving the first 4 terms, and state for what values of $x$ they are convergent:

1. $e^{a x}$.
2. $\sin m x$.
3. $\cos m x$.
4. $\log (a+x)$.
5. $\log (a-x)$.
6. $2^{x}$.
7. $a^{m x}$.
8. $\sin ^{2} x$.
e. $\sinh x$.

Verify the following expansions:
10. $\sin (x+\alpha)=\sin \alpha+x \cos \alpha-\frac{x^{2}}{2!} \sin \alpha-\frac{x^{3}}{3!} \cos \alpha+\ldots$.
11. $\tan (x+\alpha)=\tan \alpha+x \sec ^{2} \alpha+x^{2} \sec ^{2} \alpha \tan \alpha+\ldots$.
12. $e^{\sin x}=1+x+\frac{1}{2} x^{2}-\frac{1}{8} x^{4}+\ldots$.
13. $\sin ^{-1} x=x+\frac{1}{2} \cdot \frac{x^{3}}{3}+\frac{1.3}{2.4} \cdot \frac{x^{5}}{5}+\frac{1.3 .5}{2.4 \cdot 6} \cdot \frac{x^{7}}{7}+\ldots$
14. $\log (1+\sin x)=x-\frac{1}{2} x^{2}+\frac{1}{8} x^{3}-\ldots$.
15. $e^{x} \sin x=x+x^{2}+\frac{2 x^{9}}{3!}-\frac{2^{2} x^{5}}{5!}-\frac{2^{9} x^{8}}{6!}-\frac{2^{3} x^{7}}{7!}+\ldots$
10. $e^{x} \cos x=1+x-\frac{2 x^{5}}{3!}-\frac{2^{2} x^{4}}{4!}-\frac{2^{2} x^{5}}{5!}+\frac{2^{3} x^{7}}{7!}+\ldots$.
17. $\tan x=x+\frac{1}{3} x^{3}+1_{15}^{2} x^{5}+{ }_{31}^{17} x^{7}+\ldots$.
18. $\sec x=1+\frac{1}{2} x^{2}+\frac{{ }^{8}}{24} x^{4}+{ }_{7}^{8}{ }_{2}^{1} \sigma x^{6}+\ldots$.
10. $x \cot x=1-\frac{1}{8} x^{2}-\frac{1}{2} x^{4}-{ }_{2}^{2}{ }_{2}^{5} x^{6}-\ldots$.
20. $x \operatorname{cosec} x=1+\frac{1}{8} x^{2}+{ }_{3}^{7}{ }_{0} x^{4}+\ldots$.
21. $x /\left(e^{x}-1\right)=1-\frac{1}{2} x+\frac{1}{12} x^{2}-7 \frac{1}{2} \delta x^{4}+\ldots$
22. $x /\left(e^{x}+1\right)=\frac{1}{8} x-\frac{1}{4} x^{2}+\frac{1}{8}-\frac{1}{8}-\ldots$
23. $e^{\pi \mathrm{Ain}-1} x=1+a x+\frac{a^{2} x^{2}}{2!}+\frac{a\left(a^{2}+1^{2}\right)}{3!} x^{3}+\frac{a^{2}\left(a^{2}+2^{2}\right)}{4!} x^{4}+\ldots$.
24. $\cos \left(m \sin ^{-1} x\right)=1-\frac{m^{2}}{2!} x^{2}+\frac{m^{2}\left(m^{2}-2^{2}\right)}{4!} x^{4}-\frac{m^{2}\left(m^{2}-2^{2}\right)\left(m^{2}-4^{2}\right)}{6!} x^{4}+\ldots$
25. $\log \left(1+x+x^{2}\right)=x+\frac{1}{2} x^{2}-\frac{2}{3} x^{3}+\frac{1}{4} x^{4}+\ldots$
26. $\sin x \cosh x=x+\frac{1}{3} x^{3}-\frac{1}{30} x^{5}-\ldots$.
27. $\cos x \sinh x=x-\frac{1}{3} x^{9}-{ }_{30}^{1} x^{5}+\ldots$.
28. $\log \sec x=\frac{1}{2} x^{2}+\frac{1}{1} x^{4}+{ }_{4}^{1} \frac{1}{5} x^{6}+\ldots$.
29. $\tan \left(\frac{1}{4} \pi+x\right)=1+2 x+2 x^{2}+\frac{8}{3} x^{3}+\frac{1}{3} x^{4}+\ldots$.
30. $\log (1+\cos x)=\log 2-\frac{1}{4} x^{2}-\frac{3}{96} x^{4}-\ldots$.
31. $\frac{1}{x+h}=\frac{1}{x}-\frac{h}{x^{2}}+\frac{h^{2}}{x^{3}}-\frac{h^{3}}{x^{4}}+\ldots$
32. $\tan ^{-1}(1+x)=\frac{1}{4} \pi+\frac{1}{2} x-\frac{1}{4} x^{2}+\frac{1}{12} x^{3}-\ldots$.
33. $\sinh ^{-1} x=\log \left\{x+\sqrt{ }\left(1+x^{2}\right)\right\}=x-\frac{1}{2} \cdot \frac{x^{3}}{3}+\frac{1.3}{2.4} \cdot \frac{x^{5}}{5}-\frac{1.3 .5}{2 \cdot 4 \cdot 6} \cdot x^{7}+\ldots$.
34. $\frac{1}{2}\left(\sin ^{-1} x\right)^{2}=\frac{1}{2!} x^{2}+\frac{2^{2}}{4!} x^{4}+\frac{2^{2} \cdot 4^{2}}{6!} x^{6}+\frac{2^{2} \cdot 4^{2} \cdot 6^{2}}{8!} x^{3}+\ldots$
85. $\tan ^{-1}(x+h)=\tan ^{-1} x+\frac{h}{1+x^{2}}-\frac{x h^{2}}{\left(1+x^{2}\right)^{2}}+\ldots$
38. $e^{2 x} \sin 3 x=3 x+6 x^{2}+\frac{8}{2} x^{3}-5 x^{4}+\ldots$.
87. $e^{a x} \cos b x=1+a x+\frac{1}{2}\left(a^{2}-b^{2}\right) x^{2}+\frac{1}{6} a^{3} x^{3}+\ldots$.
88. Show that $e^{a x} \cos b x$ may be expanded in the form

$$
1+x \cdot \cdot \cos \phi+\frac{x^{2} r^{2} \cos 2 \phi}{2!}+\ldots+\frac{x^{n} r^{n} \cos n \phi}{n!}+\ldots
$$

where $\phi=\tan ^{-1}(b / a)=\cos ^{-1}(a / r)$.
39. For what values of $x$ (in degrees) will the substitution of 1 for $\cos x$ be correct to 2 decimal places?
40. For what values will the substitution of $1-\frac{1}{2} x^{2}$ for $\cos x$ be correct to 3 decimal places?
41. For what values will the substitution of $x$ for $\tan ^{-1} x$ be correct to 2 decimal places?
42. For what values will the substitution of $x-\frac{1}{8} x^{3}$ for $\tan ^{-1} x$ be correct to (i) 2 decimal places, (ii) 3 decimal places?
43. Given $\cos 60^{\circ}={ }^{\circ} 5$, $\sin 60^{\circ}=86603$, find to 5 places of decimals the values of $\cos 61^{\circ}, \sin 61^{\circ}, \cos 62^{\circ}, \sin 62^{\circ}$.
44. Calculate from Maclaurin's Theorem the value to 4 places of decimals of $\sin 30^{\circ}, \sin 60^{\circ}, \cos 30^{\circ}, \cos 60^{\circ}$.
45. Find to 4 places of decimals the values of $\tan 15^{\circ}$ and $\tan 55^{\circ}$ (see Ex. 17 and 29).
48. Calculate, by aid of Art. 229 (ix) and Ex. 24 above, the value of $\sin \left(3 \sin ^{-1} \frac{1}{10}\right)$ and $\cos \left(2 \sin ^{-1} \frac{1}{5}\right)$.
47. Prove that the d. c. of $e^{x \cos \alpha} \cos (x \sin \alpha)=e^{x \cos \alpha} \cos (x \sin \alpha+\alpha)$. Hence find the $n^{\text {th }}$ differential coefficient.
Deduce the expansion of $e^{x \cos } \alpha \cos (x \sin \alpha)$ in a series of ascending powers of $x$.
48. Draw on the same diagram the graphs of $x, x-\frac{x^{3}}{3!}, x-\frac{x^{3}}{3!}+\frac{x^{8}}{5!}$, and compare with the graph of $\sin x$.
49. Draw on the same diagram the graphs of $x, x-\frac{1}{3} x, x-\frac{1}{3} x^{3}+\frac{1}{5} x^{5}$, from $x=-1$ to +1 , and compare with the graph of $\tan x$.
50. Deduce, by expanding $f(a+h)$ and $f(a-h)$ in powers of $h$, the conditions obtained for a maximum and minimum in Art. 58, that $f(x)$ is a maximum if $f^{\prime}(a)=0$ and $f^{\prime \prime}(a)$ is - , and a minimum if $f^{\prime}(a)=0$ and $f^{\prime \prime}(a)$ is + .
51. Prove, generally, that if the first of the quantities $f^{\prime}(a), f^{\prime \prime}(a), f^{\prime \prime \prime}(a), \ldots$, which does not vanish is of odd order, $f(a)$ is neither a maximum nor a minimum value of $f(x)$; and that if the first that does not vanish is of even order, $f(a)$ is a maximum or minimum according as the first nonvanishing function is - or + .
52. By putting $n=\frac{1}{2}(1 / x-1)$. [whence $x=1 /(2 n+1)$ ], and using Art. 229 (ii), deduce an expansion for $\log (1+1 / n)$ in a scries of negative powers of $2 n+1$.
Hence calculate to 4 places of decimals the logarithms to base $e$ of all integers from 1 to 20.
53. An arc of a circle subtends an angle of $2 x$ radians at the centre. If $a$ and $b$ be the lengths of the chords of the whole arc and half the are respectively, $a=2 r \sin x$ and $b=2 r \sin \frac{1}{2} x$. By expanding the sines by Maclaurin's Theorem, find the difference between $\frac{1}{3}(8 b-a)$ and the length of the arc.
This is known as Huyghen's approximation to the length of a circulararc. Show that, if this approximation be used to find the length of the arc which subtends an angle of $30^{\circ}$ at the centre of a circle of radius 100,000 feet, the error is only about 2 inches.
54. Show, by taking the remainder in (i), Art. 227, in the form $(x-a)^{p} R$, that the remainder after $n$ terms may be expressed in the form

$$
\frac{(x-a)^{n}(1-\theta)^{n-p}}{p}(n-1)!f^{(n)}\{a+\theta(x-a)\} .
$$

This is known as the 'Schlomilch-Roche form of the remainder'. Lagrange's and Cauchy's forms are obtained by taking $p=n$ and $p=1$ respectively.

## CHAPTER XXIII

## PARTIAL DIFFERENTIATION

231. Functions of more than one variable. Partial differential coefficients.

Hitherto we have dealt exclusively with functions of only a single variable such as $x$ or $t$, but functions of more than one variable frequently occur. For example, the area of a rectangle is a function of two variables, the length and the breadth; the volume of a rectangular parallelepiped is a function of three variables, the length, breadth, and thickness; the pressure of a given mass of gas depends upon its density and its temperature, and so on.

If $z$ be a function of two variables $x$ and $y$, a fact which is indicated Ly the notation $z=f(x, y)$, either $x$ alone or $y$ alone or both $x$ and $y$ simultaneously may be varied, and in each case a change in the value of $z$ will result. Generally the change in the value of $z$ will be different in each of these three cases, e.g. the area of a rectangle whose sides are 6 and 10 inches is 60 square inches; an increase of 1 inch in the length alone will increase the area by 6 square inches, an increase of 1 inch in the breadth alone will increase the area by 10 square inches, and an increase of 1 inch in both simultaneously will increase the area by 17 square inches.

If $x$ and $y$ be changed to $x+\delta x, y+\delta y$ respectively, the new value of $z$ will be denoted by $f(x+\delta x, y+\delta y)$.

The function $\varepsilon$ may be defined as continuous for any particular values of $x$ and $y$ if, when $x$ and $y$ have these values,

$$
\operatorname{Lt}[f(x+\delta x, y+\delta y)-f(x, y)]=0
$$

when $\delta x$ and $\delta y \rightarrow 0$ in any manner whatever.
Briefly, $\mathbb{E}$ is a continuous function of $x$ and $y$ if indefinitely small changes in either $x$ or $y$ separately, or in both together, produce only an indefinitely small change in $\boldsymbol{z}$.

Suppose that, when $x$ is changed to $x+\delta x$ and $y$ remains constant, $z$ becomes $z+\delta z$. The ratio $\delta z / \delta x$ will tend to a finite limit as $\delta x \rightarrow 0$, if $\varepsilon$ is continuous for these values of $x$ and $y$.

This limit is called the partial differential coefficient of with respect to $x$, and is denoted by the symbol $\partial z / \partial x$ [or sometimes $D_{x} z$, or $\partial f / \partial x$ or $f_{x}$, if $\&$ be written as $f(x, y)$ ].

Similarly, when $y$ is changed to $y+\delta y$ and $x$ remains constant, let $\varepsilon$ change to $z+\delta^{\prime} \varepsilon .^{*}$ The limit of $\delta^{\prime} z / \delta y$ as $\delta y \rightarrow 0$ is called the partial differential coefficient of $z$ with respect to $y$, and is denoted by the symbol $\partial z / \partial y$ [or sometimes $D_{y} z$, or $\partial f / \partial y$ or $f_{y}$, if $z$ be writton in the form $f(x, y)$ ]. A similar notation is used if $\boldsymbol{z}$ be a function of more than two variables.

If $s$ be written in the form $f(x, y)$, we may define $\partial z / \partial x$ as the limit, when $\delta x \rightarrow 0$, of $\frac{f(x+\delta x, y)-f(x, y)}{\delta x}$, and $\partial z / \partial y$ as the limit, when $\delta y \rightarrow 0$, of $\frac{f(x, y+\delta y)-f(x, y)}{\delta y}$.

Hence, to find $\partial z / \partial x$, differentiate $z$ with respect to $x$, regarding $y$ as constant.

To find $\partial z / \partial y$, differentiate $z$ with respect to $y$, regarding $x$ as constant.

## Examples:

(i) If $z=x^{3}+2 a x y+y^{3}, \quad \partial z / \partial x=3 x^{2}+2 a y, \quad \partial z / \partial y=2 a x+3 y^{2}$.
(ii) If $z=\tan ^{-1} \frac{x}{y}, \quad \frac{\partial z}{\partial x}=\frac{1}{1+x^{2} / y^{2}} \times \frac{1}{y}=\frac{y}{y^{2}+x^{2}}$,

$$
\frac{\partial z}{\partial y}=\frac{1}{1+x^{2} / y^{2}} \times-\frac{x}{y^{2}}=\frac{-x}{y^{2}+x^{2}} .
$$

(iii) The volume $V$ of a cylinder of radius $r$ and height $h$ is $\pi r^{2} h$.

$$
\therefore \partial V / \partial h=\pi r^{2} ; \partial V / \partial r=2 \pi r h,
$$

i.e. the rate of increase of the volume per unit increase of the height, the radius remaining constant, is $\pi r^{2}$; the rate of increase of the volume per unit increase of the radius, the height remaining constant, is $2 \pi$ rh. These results can be verified geometrically, for, when the radius remains constant and the height is increased by a small amount $\delta h$, the volume is increased by a thin circular slice added to one end, of volume $\pi r^{2} \delta h$,
i. e. $\quad \delta V=\pi r^{2} . \delta h$ and $\frac{\partial V}{\partial h}=$ L $^{t} \frac{\delta V}{\delta h}=\pi r^{2}$.

Similarly, if the radius is increased by a small amount $\delta r$, while the height remains constant, the volume is increased by a thin coating all over the curved surface, whose inner superficial area is $2 \pi r h$ and outer superficial area $2 \pi(r+\delta r) h$, and hence its volume

$$
\begin{array}{cc} 
& \delta V>2 \pi r h \delta r \text { and }<2 \pi(r+\delta r) h \delta r . \\
\text { Therefore } & \delta V / \delta r>2 \pi \imath h \text { and }<2 \pi(r+\delta r) h, \\
\text { and when } & \delta r \rightarrow 0, \quad \partial V / \partial r=2 \pi r h .
\end{array}
$$

* The change in $\kappa$ in this case will generally be different from the change in $s$ in the preceding case.

232. Geometrical representation of partial differential coefficients.

If values of $x$ and $y$ be taken as coordinates of a point in a plane $X O Y$, to each pair of simultaneous values of $x$ and $y$ corresponds a point $Q$ in the plane (Fig. 176). At $Q$ erect a perpendicular $Q P$ to the plane $X O Y$ to represent the corresponding value of $z$; then. if $x$ and $y$ vary continuously, and $s$ is a continuous function of $x$ and $y$, $\boldsymbol{p}$ traces out a surface.

$$
\text { For instance, if } z=\sqrt{ }\left(a^{2}-x^{2}-y^{2}\right), \quad z=Q P, \text { and } x^{2}+y^{8}=O Q^{2}
$$

$$
\therefore \quad Q P=\sqrt{ }\left(a^{2}-O Q^{2}\right), \quad \text { i. e. } \quad a^{2}=O Q^{2}+Q P^{2}=O P^{2}
$$

Hence $O P=a$, and the locus of $P$ is a sphere with centre $O$ and radius $a$.


Fig. 176.

Again, if $a z=x^{2}+y^{2}$, the coordinates of all the points $Q$, at which the height of the perpendicular $Q P$ is $b$, satisfy the equation $a b=x^{2}+y^{2}$, and this is the equation of a circle. centre $O$ and radius $\sqrt{ }(a b)$. Hence the locus of $P$ is a circle of radius $\sqrt{ }(a b)$ whose centre is on $O Z$ at height $b$ above $O$; therefore the section of the surface by a plane parallel to the plane $X O Y$ is a circle. Moreover, since $Q P=z=\left(x^{2}+y^{2}\right) / a=O Q^{2} / a$, i. $e . M P^{2}=a O M$ [cf. $y^{2}=a x$ ], it follows that if the plane QOM (Fig. 176) be fixed, all positions of $P$ in that plane are on a parabola, vertex $O$ and axis $O M$; hence the section by the plane $M O Q$, and similarly by any other plane through $O M$, is a parabola. Therefore the equation $a z=x^{2}+y^{2}$ represents the paraboloid of revolution formed by the rotation of this parabola about its axis OZ.

In the general case (Fig. 177), by taking $y$ constant and varying $x$ and therefore $z$, we get a section of the surface by a plane parallel to
the plane $X O Z$, the curve $E P F$ in the figure. Then, exactly as in Art. 23, $\partial z / \partial x$ is the slope of this curve at $P$, i.e. the tangent of the angle $\psi$, which the tangent to the curve $E P F$ at $P$ makes with the line $D I N$ in which the plane of the section cuts the plane XOY.

Similarly, by taking $x$ constant and varying $y$ and therefore $\varepsilon$, we get a section of the surface by a plane parallel to the plane $Y O Z$, the curve $H P K$ in the figure; and $\partial z / \partial y$ is the slope of this curve at $P$, i.e. the tangent of the angle $\psi^{\prime}$ which the tangent to the curve $H P K$ at $P$ makes with the line $D G$ in which the plane of the section cuts the plane XOY.


Fig. 177.
For example, in the first case mentioned above, where $z^{2}=a^{2}-x^{2}-y^{2}$. and $P$ moves on the surface of a sphere, centre $O$ and radius $a$, the partial differential coefficient of $z$ with respect to $x$ is given by

$$
2 z . \partial z / \partial x=-2 x, \quad \text { i. e. } \quad \partial z / \partial x=-x / 2
$$

This is easily verified geometrically, for the section EPF will in this case be a circle, centre $M$, and the angle $\psi$ which the tangent at $P$ makes with $M N$ is $90^{\circ}+P M Q$, since the tangent is now perpendicular to $M P$.
Hence $\tan \psi=-\cot Q M P=-M Q / Q P=-x / z$.
Similarly $\partial z / \partial y=-y / z$, which can be verified geometrically in exactly similar manner.

## Examples XCIV.

Find $\frac{\partial z}{\partial x}$ and $\frac{\partial z}{\partial y}$ in the following cases:
0. $z^{n}=x^{n}+y^{n}$.

1. $z=\tan (a x+b y)$.
2. $z=(x-y) /(x+y)$.
3. $z=a x^{2}+2 h x y+b y^{2}+2 g x+2 f y+c$.
4. $z=x y /(x+y)$.
5. $z=e^{p x+q y}$.
B. $z=\left(a x^{2}+b y^{2}\right)^{r}$.
6. $\sin ^{-1}(x / y)$.
7. $z^{2}=x^{2}-y^{2}$.
8. $z^{2}=\left(x^{2}-y^{2}\right) /\left(x^{2}+y^{2}\right)$.
9. $a x^{2}+b y^{2}+c z^{2}=1$.
10. $x y+y z=z x$.

Find $\partial V / \partial x, \partial V / \partial y, \partial V / \partial z$ in the following cases:
18. $V=x^{2}+y^{2}+z^{2}$.
15. $V=1 / \sqrt{ }\left(x^{2}+y^{2}+z^{2}\right)$.
14. $V=\tan ^{-1}\{(x+y) / z\}$.
10. $V=a x^{2}+b y^{2}+c z^{2}+2 h x y+2 f y z+2 g z x$.
17. Prove that, if $z=x^{3}-3 x^{2} y-2 y^{3}, \quad x \frac{\partial z}{\partial x}+y \frac{\partial z}{\partial y}=3 z$.
18. Prove that, if $z=\frac{x^{2}+y^{2}}{\sqrt{ }(x+y)}, \quad x \frac{\partial z}{\partial x}+y \frac{\partial z}{\partial y}=\frac{8}{2} z$.
10. Prove that, if $f^{\prime} z=\sin ^{-1} \frac{x-y}{x+y}, \quad x \frac{\partial z}{\partial x}+y \frac{\partial z}{\partial y}=0$.
20. Prove that, if $z=x f\left(\frac{x}{y}\right), \quad x \frac{\partial z}{\partial x}+y \frac{\partial z}{\partial y}=z$.
21. The last four examples are particular cases of 'Euler's Theorem of Homogeneous Functions', viz.: If $z$ be a homogeneous function of $x$ and $y$ of degree $n$, then $x \frac{\partial z}{\partial x}+y \frac{\partial z}{\partial y}=n z$. By writing such a function in the form $x^{n} f(y / x)$, prove this theorem.
22. Find the rate of increase of the volume of a right circular cone (i) when the radius of the base is constant and the height increases at the rate of 1 inch per second, (ii) when the height is constant and the radius of the base increases at the rate of 1 inch per second.
23. Find $\partial z / \partial x$ and $\partial z / \partial y$ if $z=x^{2}+y^{2}$. Verify the result geometrically.
24. The radius of a cylinder of volume $V$ and height $h$ is equal to $\sqrt{ }(V / \pi h)$. Find the rate of increase of the radius at the instant when $r$ is 4 inches and $h$ is 1 foot (i) if the height is constant and the volume increases at the rate of 10 cubic inches per second, (ii) if the volume is constant and the height decreases at the rate of 1 inch per second.
25. The area of the curved surface of a right circular cone, height $h$ and
 at the instant when $r$ is 6 inches and $h$ is 8 inches (i) if the radius is constant and the height is increasing at the rate of 1 inch per second, (ii) if the height is constant and the radius is increasing at the rate of $\frac{1}{2}$ inch per second.
20. Find $\partial z / \partial x$ and $\partial z / \partial y$ when $x^{2} / a^{2}+y^{2} / b^{2}+z^{2} / c^{2}=1$. Explain the result geometrically.
27. If $v$ be the volume, $T$ the absolute temperature, and $p$ the intensity of pressure of a given mass of a perfect gas, $p, v, T$ are connected by the relation $p v=k T$, where $k$ is a constant. Find (i) the rate of increase of the intensity of pressure per unit increase of temperature, supposing the volume to remain constant; (ii) the rate of increase of the intensity of pressure per unit increase of volume, the temperature being supposed to remain constant; (iii) the rate of increase of the volume per unit increase of temperature, the pressure being supposed to remain constant.
233. Total differential of a function of two variables.

If $\varepsilon$ be a continuous function of $x$ and $y$, and if $x$ and $y$ receive small increments $\delta x$ and $\delta y$ (which are usually quite independent of one another), will receive a small increment $\delta \Sigma$; to find the relation between $\delta \varepsilon, \delta x$, and $\delta y$.

If $x$ alone varies and $y$ remains constant, we know (Art. 24) that the resulting increment of $z$ is $\frac{\partial z}{\partial x} \cdot \delta x$ approximately, to the first order of small quantities; and if $y$ alone varies and $x$ remains constant, the resulting increment of $\varepsilon$ is $\frac{\partial z}{\partial y}$. $\delta y$ approximately. We shall now show that, when $x$ and $y$ vary simultaneously, the total resulting increment $\delta z$ is, to the first order of small quantities, equal to the sum of these two partial increments, i. e. the ratio of the total increment $\delta \varepsilon$ to the sum of these two partial increments $\rightarrow 1$, when $\delta x$ and $\delta y$ each $\rightarrow 0$.

If $z=f(x, y)$, we have the total increment

$$
\begin{aligned}
\delta z & =f(x+\delta x, y+\delta y)-f(x, y) \\
& =[f(x+\delta x, y+\delta y)-f(x, y+\delta y)]+[f(x, y+\delta y)-f(x, y)]
\end{aligned}
$$

By the Mean-Value Theorem (Art. 117) the expression in the first square brackets

$$
=\delta x \cdot f_{x}(x+0 \delta x, y+\delta y), \text { where } 0<\theta<1
$$

and $f_{x}$ denotes the partial d.c. with respect to $x$.
Similarly, the expression in the second square brackets

$$
=\delta y \cdot f_{y}\left(x, y+\theta^{\prime} \delta y\right), \text { where } 0<\theta^{\prime}<1
$$

and $f_{y}$ denotes the partial d. c. with respect to $y$.

$$
\therefore \delta z=\delta x \cdot f_{x}(x+\theta i x, y+\delta y)+\delta y \cdot f_{y}(x, y+\theta \delta y)
$$

Since $\approx$ and its differential coefficients are supposed continuous, $f_{x}(x+\theta \delta x, y+\delta y)$ tends to the limit $f_{x}(x, y)$, i.e. $\partial f / \partial x$, as $\delta x$ and $\delta y \rightarrow 0$, and therefore may be written $\partial f / \partial x+\epsilon$. Similarly, $f_{y}\left(x, y+\theta^{\prime} \delta y\right) \rightarrow$ the limit $\partial f / \partial y$, and may be written $\partial f / \partial y+\epsilon^{\prime}$, where $\epsilon$ and $\epsilon^{\prime} \rightarrow 0$ when $\delta x$ and $\delta y \rightarrow 0$;

$$
\begin{equation*}
\therefore \quad \delta z=\delta x\left(\frac{\partial f}{\partial x}+\epsilon\right)+\delta y\left(\frac{\partial f}{\partial y}+\epsilon^{\prime}\right) . \tag{i}
\end{equation*}
$$

Hence, since the terms $\epsilon \delta x$ and $\epsilon^{\prime} \delta y$ are of the second order of small quantities, and the other three terms of the first order, $\delta s$ tends to equality with $\frac{\partial f}{\partial x} \delta x+\frac{\partial f}{\partial y} \delta y$ as $\delta x$ and $\delta y \rightarrow 0$,
i.e.

$$
\begin{equation*}
\delta s=\frac{\partial f}{\partial x} \delta x+\frac{\partial f}{\partial y} \delta y \text { approximately } \tag{ii}
\end{equation*}
$$

This is called the total differential of $\boldsymbol{\varepsilon}$.
If $x$ and $y$, and therefore also $z$, are continuous functions of some other variable $t$, then, if $\delta x, \delta y$, and $\delta z$ be the increments of $x, y$, and $z$ due to an increment $\delta t$ of $t$, we have, by dividing (i) by $\delta t$,

$$
\frac{\delta z}{\delta t}=\left(\frac{\partial f}{\partial x}+\epsilon\right) \frac{\delta x}{\delta t}+\left(\frac{\partial f}{\partial y}+\epsilon^{\prime}\right) \frac{\delta y}{\delta t} ;
$$

hence, taking the limits, when $\delta t$ and therefore also $\delta x, \delta y, \delta z$ and therefore also $\epsilon$ and $\epsilon^{\prime} \rightarrow 0$,

$$
\frac{d z}{d t}=\frac{\partial f}{\partial x} \cdot \frac{d x}{d t}+\frac{\partial f}{\partial y} \cdot \frac{d y}{d t}
$$



Fig. 178.
234. Geometrical illustrations.

The relation (ii) of the preceding article may be obtained geometrically by the method of Art. 232.

Let $M, N$ (Fig. 178) be the points $(x, y)$ and $(x+\delta x, y+\delta y)$ in the plane $X O Y$, and let $M P, N Q$ be the corresponding perpendiculars $x$ and $\varepsilon+\delta z$

The curve $P P^{\prime}$ represents the path of $P$ as $x$ increases to $x+\delta x$, $y$ remaining constant; $P^{\prime} Q$ represents the path of $P$ as $y$ increases to $y+\delta y$, the abscissa remaining constant and equal to its increased value $x+\delta x$; then $E Q$ represents $\delta \varepsilon$, the total increase in $\varepsilon$.
$\delta z=E Q=D P^{\prime}+H Q=\delta x \cdot \tan P^{\prime} P D+\delta y \cdot \tan Q P^{\prime} H$.
Taking the limits, when $\delta x$ and $\delta y \rightarrow 0, \tan P^{\prime} P D$ becomes the slope of the section $P^{\prime} P$, i.e. $\partial f / \partial x$, and $\tan Q P^{\prime} H$ becomes the slope of the section $Q P^{\prime}$ which ultimately approaches coincidence with the section through $P$ parallel to $Y O Z$, whose slope is $\partial f / \partial y$.

Therefore we have, approximately,

$$
\delta z=\frac{\partial f}{\partial x} \cdot \delta x+\frac{\partial f}{\partial y} \cdot \delta y .
$$

Examples:
(i) Let $A$ be the area of a rectangle whose sides are $x$ and $y$ (Fig. 179); then $A=x y$.

$$
\begin{aligned}
\frac{\partial A}{\partial x} & =\coprod_{t} \frac{\text { increase in area }}{\text { increase in length } x}, \text { the breadth } y \text { remaining constant, } \\
& =L_{t} \frac{\text { area } F K}{E K}=L_{t} \frac{E F \cdot E K}{E K}=E F=y .
\end{aligned}
$$

$$
\frac{\partial A}{\partial y}=I_{t} \frac{\text { increase in area }}{\text { increase in breadth } y} \text {, the length } x \text { remaining constant, }
$$

$$
=L_{t} \frac{\text { area } H F}{G H}=L_{t} \frac{G F \cdot G H}{G H}=G F=x
$$



Fig 179.
If $x$ and $y$ are simultaneously increased to $D K$ and $D H$ respectively, $\delta A$, the resulting increase in area, $=H F+F K+F L=x \delta y+y \delta x+\delta x . \delta y$.

The last of these terms is ultimately indefinitely small compared with the others, being of the second order of small quantities; hence to the first order of small quantities,

$$
\delta A=y \partial x+x \delta y=\frac{\partial A}{\partial x} \cdot \delta x+\frac{\partial A}{\partial y} \cdot \delta y .
$$

(ii) Let $(x, y)$ be the rectangular coordinates of a point in a plane, and $(r, \theta)$ its polar coordinates; then $x$ and $y$ may each be regarded as functions of $r$ and $\theta$.


Fig. 180.
In Fig. 180, $P$ is the point whose polar coordinates are $(r, \theta)$. An increase $\delta \theta$ in $\theta, r$ remaining constant, would move $P$ to $Q^{\prime}$; an increase $\delta r$ in $r$, $\theta$ remaining constant, would move $P$ to $P^{\prime}$; the combined effect of both increases is to move $P$ to $Q$.

$$
\begin{aligned}
\frac{\partial x}{\partial \theta}=I_{\mathrm{t}}-\frac{M P}{\partial \theta}=-I_{\mathrm{t}} & \frac{I^{\prime} Q^{\prime} \sin M Q^{\prime} P}{\delta \theta} \\
& =-I_{\mathrm{t}} \frac{\operatorname{chard} P Q^{\prime}}{\operatorname{arc} P Q^{\prime}} \cdot \frac{\operatorname{arc} P Q^{\prime}}{\delta \theta} \cdot \sin M Q^{\prime} P
\end{aligned}
$$

as $\delta \theta \rightarrow 0$, (chord $\left.P Q^{\prime}\right) /\left(\operatorname{arc} P Q^{\prime}\right) \rightarrow 1$, the arc $P Q^{\prime}=r \cdot \delta \theta, M Q^{\prime} P \rightarrow$ the angle which the tangent at $P$ makes with the ordinate of $P$, i.e. $\theta$.

$$
\therefore \partial x / \partial \theta=-r \sin \theta
$$

Similarly,

$$
\begin{aligned}
& \frac{\partial y}{\partial \theta}=\mathrm{I}_{\mathrm{t}} \frac{M Q^{\prime}}{\partial \theta}-\mathrm{I}_{\mathrm{t}} \frac{\Gamma Q^{\prime} \cos M Q^{\prime} P}{\delta \theta}=\text { as in the preceding case, } r \cos \theta . \\
& \text { Again, } \\
& \partial x / \partial r=\operatorname{Lt}\left(P N / P P^{\prime}\right)=\cos P^{\prime} P N=\cos \theta ; \\
& \partial y / \partial r=\operatorname{Lt}\left(N P^{\prime} / P^{\prime} P^{\prime}\right)=\sin P^{\prime} P^{\prime} N=\sin \theta
\end{aligned}
$$

[All these results follow immediately by differentiation from the relations $x=r \cos \theta, y=r \sin \theta$.]
$\delta x$, the total increment of $x$, due to increments $\delta r$ and $\delta \theta$ in $r$ and $\theta$,
$=$ the projection of $P Q$ on the axis of $x$
$=P P^{\prime} \cos \theta-Q P^{\prime} \sin \left(\theta+\frac{1}{2} \delta \theta\right)=\delta r \cos \theta-(r+\delta r) \delta \theta \sin \left(\theta+\frac{1}{2} \delta \theta\right)$
$=\delta r \cos \theta-r \sin \theta \delta \theta$, to the first order (the other terms are infinitesimals of higher order)
$=\frac{\partial x}{\partial r} \delta r+\frac{\partial x}{\partial \theta} \delta \theta$, from the results just obtained.

## Similarly for $\delta y$.

The student must be cautious when applying the theorems of Arts. 29-35 to partial differential coefficients, e.g. $\partial x / \partial r$ and $\partial r / \partial x$ are reciprocals provided the same coordinate is constant in both cases, but not otherwise.

In fact, it is easily seen that $\partial x / \partial r$ ( $\theta$ constant) and $\partial r / \partial x$ ( $y$ constant), instead of being reciprocals, are equal to one another, for, from the preceding, we have $\partial x / \partial r(\theta$ constant $)=\cos \theta$. To find $\partial r / \partial x(y$ constant $)$, we take Fig. 181.


Fig. 181.
An increase $\delta x$ in $x, y$ remaining constant, will move $P$ to $Q$, through a distance $\delta x$ parallel to the axis of $x$; the new radius vector is $O Q$.

$$
\therefore \partial r=O Q-O P, \text { and } \frac{\partial r}{\partial x}=I_{t} \frac{O Q-O P}{P Q}=I_{t} \frac{R Q}{P Q},
$$

if a circle, centre $O$ and radius $O P$, cuts $O Q$ in $R$. In the limit, $P R Q \rightarrow 90^{\circ}$ and therefore $R Q / P Q \rightarrow \cos R Q P$, i.e. $\cos \theta$.

$$
\therefore \partial r / \partial x=\cos \theta .
$$

Hence $\partial x / \partial r(\theta$ constant $)$ and $\partial r / \partial x$ ( $y$ constant) are equal.
This also follows analytically, for, since $x=r \cos \theta$,

$$
\partial x / \partial r(\theta \text { constant })=\cos \theta ;
$$

and since $r^{2}=x^{2}+y^{2}, 2 r \frac{\partial r}{\partial x}=2 x$, i.e. $\frac{\partial r}{\partial x}(y$ constant $)=\frac{x}{r}=\cos \theta$.

## 235. Total differential coefficient.

It has been proved that, if $z$ be a function of $x$ and $y$ when both are functions of $t$, then

$$
\frac{d s}{d t}=\frac{\partial s}{\partial x} \cdot \frac{d x}{d t}+\frac{\partial s}{\partial y} \cdot \frac{d y}{d t} .
$$

If we take $t$ to be $x$, i. e. if $z$ be a function of $x$ and $y$ where $y$ is also a function of $x$, then, since $d x / d t$ is now unity, this relation becomes

$$
\begin{equation*}
\frac{d z}{d x}=\frac{\partial z}{\partial x}+\frac{\partial z}{\partial y} \cdot \frac{d y}{d x} . \tag{i}
\end{equation*}
$$

$d z^{\prime} d x$ is called the total differential coefficient of $z$ with respect to $x$. Similarly $d z / d y$, the total differential coefficient of $z$ with respect to $y,=\frac{\partial z}{\partial y}+\frac{\partial z}{\partial x} \cdot \frac{d x}{d y}$.

The quantities $d z / d x$ and $\partial z / \partial x$ which occur in equation (i) are quite distinct.
$\partial z / \partial x$ is the linit of $\delta z / \delta x$, where $i z$ is the increase in $z$ due to a variation in $x$ only where it occurs explicitly in the equation, i. e. on the supposition that $y$ is independent of $x ; d z / d x$ is the limiting value of $\delta z / \delta x$, where $\delta z$ is the total increment of $z$, due partly to the increment of $x$ and partly to the increment of $y$ which is itself due to that of $x$, since $y$ is a function of $x$.

Geometrically, in Fig. 178, $\partial z / \partial x$ is the limiting value of $D P^{\prime} / P D$; $d z / d x$ is the limiting value of $E Q / P D$, i.e. of $E Q / F E$, and these two are usually quite different.

For instance, let $z=a^{2}-x^{2}-x y-y^{2}$, and let $y$ be a function of $x$;
then

$$
\begin{aligned}
& \partial z / \partial x=-2 x-y, \text { and } \partial z / \partial y=-x-2 y, \\
\therefore \quad & \frac{d z}{d x}=\frac{\partial z}{\partial x}+\frac{\partial z}{\partial y} \cdot \frac{d y}{d x}=-2 x-y-(x+2 y) \frac{d y}{d x},
\end{aligned}
$$

and the value of $d y / d x$ will depend upon the relation between $y$ and $x$.
Suppose, for instance, that $x^{2}+y^{2}=r^{2}(r$ constant $)$; then

$$
2 x+2 y \frac{d y}{d x}=0, \text { and } \frac{d y}{d x}=-\frac{x}{y} .
$$

Hence in this case, $d z / d x=-2 x-y+(x+2 y) x / y=\left(x^{3}-y^{2}\right) / y$.
[This might have been obtained by first eliminating $y$ from the given equations and thereby obtaining $z$ as a function of $x$ alone; but generally by this process, when it is feasible, the differentiation is rendered more complicated; and in many cases the actual elimination cannot be carried out. In the example under consideration, we should get

$$
\begin{gathered}
z=a^{2}-x^{2}-y^{2}-x y=a^{2}-r^{2}-x \sqrt{ }\left(r^{2}-x^{2}\right) ; \\
\therefore \frac{d z}{d x}=-\infty \cdot \frac{-2 x}{2 \sqrt{\left(r^{2}-x^{2}\right)}-\sqrt{ }\left(r^{2}-x^{2}\right)=\frac{x^{2}-\left(r^{2}-x^{2}\right)}{\sqrt{\left(r^{2}-x^{2}\right)}}=\frac{x^{2}-y^{2}}{y}, \text { as before.] }}
\end{gathered}
$$

The preceding results can easily be extended to a function of any number of variables.

## 236. Adiabatic expansion of a gas.

To illustrate the foregoing principles, let us consider the adiabatic expansion of a gas. We will prove the well-known theorem that if a given mass of gas expands adiabatically (i.e. so that heat neither enters nor leaves it),

$$
p v^{\gamma}=\text { constant },
$$

where $p$ is the intensity of pressure, $\quad$ the volume, and $\gamma$ a numerical constant. If $T$ be the absolute temperature, i.e. the temperature measured from $-273^{\circ} \mathrm{C}$. or $-469^{\circ} \mathrm{F}$., then, in the case of a 'perfect gas', $p, v, T$ are connected by the relation $p v=k T$, where $k$ is a constant.

If, when the volume is kept constant, a small quantity $\delta Q$ of heat supplied to the gas raises the temperature by an amount $\delta T$, then as $\delta Q$ and therefore also $\delta T \rightarrow 0, \delta Q / \delta T \rightarrow$ a limiting valuc, which is called the 'specific heat at constant volume ' and is denoted by $K_{v}$.

If, when the pressure is kept constant, a small quantity $\delta Q$ of heat raises the temperature by an amount $\delta T$, then $\delta Q / \delta T \rightarrow$ a limiting value, which is called the 'specific heat at constant pressure' and is denoted by $K_{p}$.

It can be shown that, for a perfect gas, the ratio $K_{i} / K_{v}$ is a constant $\gamma$. The value of $\gamma$ in the case of air (regarded as a perfect gas) is 1404 .

Since $p v=k T$, only two of the three variables $p, v, T$ are independent. The third can be calculated when two of them are known.

Taking $p$ and $v$ as the independent variables, we bave, if a small quantity $\delta Q$ of heat ve supplied,

$$
\begin{equation*}
\delta Q=\frac{\partial Q}{\partial v} \delta v+\frac{\partial Q}{\partial p} \delta p \tag{i}
\end{equation*}
$$

$\partial Q / \partial v$ is the d.c. of $Q$ with respect to $v, p$ being regarded as constant.
Now $\frac{\partial Q}{\partial v}=\frac{\partial Q}{\partial T} \cdot \frac{\partial T}{\partial v}[p$ constant $]$; also $\frac{\partial Q}{\partial T}(p$ constant $)=K_{p}$, and

$$
\frac{\partial T}{\partial v}[p \text { constant }]=\frac{p}{k}, \text { since } p v=k T . \quad \therefore \quad \frac{\partial Q}{\partial v}=K_{p} \cdot \frac{p}{k} \cdot
$$

Similarly, $\frac{\partial Q}{\partial p}(v$ constant $)=\frac{\partial Q}{\partial T} \cdot \frac{\partial T}{\partial p}(v$ constant $)=K_{v} \cdot \frac{p}{k} \cdot$
Hence, substituting in (i), $\delta Q=K_{p} \frac{p}{k} \delta v+K_{v} \frac{n}{k} \delta p$.
If the gas expands adiabatically, the amount of heat it contains is constant, i.e. $\delta Q=0$.

Therefore

$$
K_{p} \frac{p}{k} \delta v+K_{v} \frac{v}{k} \delta p=0
$$

Dividing by $K_{v} / k$ and putting $K_{p} / K_{v}=\gamma$, we have

$$
\gamma p \delta v+v \delta p=0
$$

whence, in the limit,

$$
\frac{\gamma}{v} \frac{d v}{d p}+\frac{1}{p}=0
$$

Integrating,
i.e.

$$
\gamma \log v+\log p=\log C
$$

which is the relation required.

## 237. Application to implicit functions.

If the relation between $x$ and $y$ be given in the form

$$
f(x, y)=\text { constant }
$$

then $d f / d x$, the total d.c. with respect to $x,=0$, since the d.c. of a constant is zero; hence, by Art. 235,

$$
\frac{\partial f}{\partial x}+\frac{\partial f}{\partial y} \cdot \frac{d y}{d x}=0, \text { and therefore } \frac{d y}{d x}=-\frac{\partial f}{\partial x} / \frac{\partial f}{\partial y} .
$$

This gives an alternative method to that of Art. 36 of finding the d.c. of $y$ with respect to $x$, when $y$ is given as an implicit function of $x$.
E.g. if $x^{3}+3 a x y+y^{3}=a^{3}, \quad \frac{\partial f}{\partial x}-3 x^{2}+3 a y, \quad \frac{\partial f}{\partial y}=3 a x+3 y^{2}$;

$$
\therefore \frac{d y}{d x}=-\frac{3 x^{2}+3 a y}{3 a x+3 y^{2}}=-\frac{x^{2}+a y}{a x+y^{2}} \text {, as in Art. 36, Ex. (ii). }
$$

238. Applications to analytical goometry.
(i) Equation of tangent to a curve. This result can be used to obtain a convenient form of equation of the tangent to a curve $f(x, y)=0$ at a given point.

The equation of the tangent at $(x, y)$ was obtained in Art. 46 in the form

$$
Y-y=(X-x) \frac{d y}{d x}
$$

Substituting $-\frac{\partial f}{\partial x} / \frac{\partial f}{\partial y}$ for $\frac{d y}{d x}$ and rearranging, the equation becomes

$$
(X-x) \frac{\partial f}{\partial x}+(Y-y) \frac{\partial f}{\partial y}=0 .
$$

(ii) Centre of a curve. At any point on the curve whose equation is $f(x, y)=0$, the direction of the tangent is found from the equation

$$
\frac{d y}{d x}=-\frac{\partial f}{\partial x} / \frac{\partial f}{\partial y} .
$$

If $f(x, y)=0$ be of the second degree, the curve will be a conic. $\partial f / \partial x=0$ will then be an equation of the first degree, and therefore will represent a straight line; moreover, when $\partial f / \partial x=0, d y / d x=0$, i.e. the tangent to the curve is parallel to the axis of $x$. Hence $\partial f / \partial x=0$ is the equation of the straight line joining the points on the curve where the tangent is parallel to the axis of $x$ (Fig. 182). Similarly, $\partial f / \partial y=0$ is the equation of a straight line, and when $\partial f / \partial y=0, d y / d x$ is infinite, and the tangent is parallel to the axis of $y$. Hence $\partial f / \partial y=0$ is the equation of the straight line joining the points on the curve where the tangent is parallel to the axis of $y$. These two straight lines are diameters of the conic and intersect at
its centre. Hence the coordinates of the centre of the conic whose equation is $f(x, y)=0$ are obtained by solving the equations

$$
\partial f / \partial x=0, \quad \partial f / \partial y=0
$$



Fig. 182.
Example:
Find the centre of the ellipse $36 x^{2}-24 x y+29 y^{2}-168 x+106 y+21=0$, and the equation of the tangent to it at the point $(1,1)$.

Here $\quad \partial f / \partial x=72 x-24 y-168=0 ; \quad \partial f / \partial y=-24 x+5 今 y+106=0$, and we have to solve these equations.

Dividing the first by 3 and adding to the second, we have $50 y+50=0$, i.e. $y=-1$, and thence $x=2$. Hence the centre is the point $(2,-1)$.

Also, at the point ( 1,1 ),

$$
\partial f / \partial x=-120, \quad \partial f / \partial y=140
$$

Therefore the equation of the tangent is
i. e.

$$
-120(x-1)+140(y-1)=0
$$

239. Applications to errors of measurement.

The result of Art. 233 is of importance in that it enables us, when calculating the value of a quantity from the values of several variables upon which it depends, to find the total effect of small errors in the observed values of the several variables. The theorem is equivalent to the statement that, to the first order of small quantities, the total error due to errors in the measurements of several variables is equal to the sum of the errors due to each separately.

Examples:
(i) The length of the hypotenuse of a right-angled triangle is calculated from the lengths of its sides. If these are measured as 8.5 and $11^{\circ} 5$ feet respecticely, with a possible error of $\$$ of an inch in each, find the possible error in the calculated length of the hypotenuse.

In this case, $c^{8}=a^{2}+b^{2}, \quad \therefore 2 c \frac{\partial c}{\partial a}=2 a$ and $2 c \frac{\partial c}{\partial b}=2 b$;

$$
\begin{aligned}
\therefore \delta c=\frac{\partial c}{\partial a} \cdot \delta a+\frac{\partial c}{\partial b} \cdot \delta b & =\frac{a}{c} \cdot \delta a+\frac{b}{c} \cdot \delta b=\frac{a+b}{c} \times \frac{1}{\frac{1}{2}} \text { inch }=\frac{20}{\sqrt{\left(8^{2} \cdot 5^{2}+11 \cdot 5^{2}\right)} \times \frac{b}{b}} \\
& =28 \text { inch approximately } .
\end{aligned}
$$

(ii) The height and the radius of the base of a cylinter are at a given instant 10 and 4 inch's respectively; if they are increasing at the rate of 2 inches and 1 inch per second respectively, at what rate is the volume of the cylinder increasing at that instant?
$V=\pi r^{2} h$, and by Art. 233, $\begin{gathered}d V \\ d t\end{gathered}=\frac{\partial V}{\partial r} \cdot \frac{d r}{d t}+\frac{\partial V}{\partial h} \cdot \frac{d l}{d t}$

$$
\begin{aligned}
& =2 \pi r h \frac{d r}{d \bar{t}}+\pi r^{2} \frac{d h}{d t} \\
& =80 \pi \times 1+16 \pi \times 2 \\
& =112 \pi \text { cubic inches per second. }
\end{aligned}
$$

This is the rate of increase of the volume at the given instant.


Fig. 183.
(iii) The area of a triangle is calculated from the length of one of its sides and the magnitudes of the adjacent angles; if the measurements made are $\mathrm{c}=40$ feet, $\mathrm{A}=35^{\circ}, \mathrm{B}=71^{\circ}$, find the error in the area due to an error of $\frac{1}{2}^{\circ}$ in each angle.

The area (Fig. 183)

$$
S=\frac{1}{2} A B . C D=\frac{1}{2} c \cdot b \sin A=\frac{1}{2} c \cdot c \frac{\sin B}{\sin C} \sin A=\frac{c^{2}}{2} \frac{\sin A \sin B}{\sin (A+B)}
$$

This gives $S$ in terms of the quantities whose measurements are taken c remains constant, therefore $\delta S=\frac{\partial S}{\partial A} \cdot \delta A+\frac{\partial S}{\partial B} \cdot \delta B$.

$$
\begin{aligned}
\frac{\partial S}{\partial A} & =\frac{c^{2}}{2} \sin B \cdot \frac{\sin (A+B) \cos A-\sin A \cos (A+B)}{\sin ^{2}(A+B)} \\
& =\frac{c^{2}}{2} \sin B \cdot \frac{\sin B}{\sin ^{2}(A+B)}-800 \frac{\sin ^{2} 71^{\circ}}{\sin ^{2} 106^{\circ}}
\end{aligned}
$$

Similarly $\frac{\partial S}{\partial B}=\frac{c^{2}}{2} \sin A \cdot \frac{\sin A}{\sin ^{2}(A+B)}=800 \frac{\sin ^{2} 35^{\circ}}{\sin ^{2} 106^{\circ}}$.
Also $\delta A=\delta B=$ the circular measure of $\frac{1}{2}^{\circ}=\nabla_{\frac{1}{2} \delta \pi} \pi$.

$$
\therefore \quad \delta S=\frac{800\left(\sin ^{2} 71^{\circ}+\sin ^{2} 35^{\circ}\right)}{\sin ^{2} 74^{\circ}} \times \frac{1}{2} \sigma^{\circ} \pi=4.623 \text { square feet. }
$$

The proportional error, i.e. the ratio of the possible error to the estimated value, and this is what is usually wanted in such cases, is obtained more easily by taking logarithms and differentiating, thus:
$\log S=2 \log c-\log 2+\log \sin A+\log \sin B-\log \sin (A+B)$.
Now

$$
\begin{aligned}
& \delta(\log S)=\frac{d(\log S)}{d} \cdot \delta S=\frac{1}{S} \cdot \delta S \\
& \delta(\log \sin A)=\frac{\cos A}{\sin A} \cdot \delta A=\cot A \cdot \delta A, \quad \& c
\end{aligned}
$$

Hence, $c$ being constant, we have

$$
\begin{aligned}
\delta S / S & =\cot A \cdot \delta A+\cot B \cdot \delta B-\cot (A+B) \cdot(\delta A+\delta B) \\
& =(\cot A+\cot C) \delta A+(\cot B+\cot C) \delta B[\operatorname{since} \cot (A+B)=-\cot C] \\
& =\pi^{\frac{1}{2} 0} \pi\left(\cot 35^{\circ}+\cot 71^{\circ}+2 \cot 74^{\circ}\right) \\
& =0102 .
\end{aligned}
$$

Hence the proportional error is abcut 1 per cent.
(iv) Given that the volume of a quantity of a gas whose temperature is $47^{\circ} \mathrm{C}$. and pressure 15 lb . weight per square inch is 6 cubic fett, find its volume when the peessure is increased to $15 \cdot 1 \mathrm{lb}$. weight per square inch, and the temperature raised to $48^{\prime} \mathrm{C}$.
In books on IIydrostatics it is proved that, if $p$ be the intensity of pressure of a gas whose volume is $v$ and absolute temperature $T$, then $p v=k T$, where $k$ is constant.

Regarding $T$ as a function of $p$ and $\boldsymbol{v}$, we have

$$
\delta T=\frac{\partial T}{\partial p} \cdot \delta p+\frac{\partial T}{\partial v} \cdot \delta v .
$$

Now

$$
\frac{\partial T}{\partial p}=\frac{v}{k}=\frac{T}{p}=\frac{273+47}{15 \times 144}=\frac{4}{27},
$$

and

$$
\frac{\partial T}{\partial v}=\underset{k}{p}=\underset{v}{T}=\frac{273+47}{6}=\frac{160}{3} .
$$

Also $\delta T=1^{\circ} ; \delta p=1 \times 144$. Therefore, substituting in the Erst equation, $1=\frac{4}{27} \times 1 \times 144+1 \frac{18}{2} 2 \times 8 v$, whence $1608 v=-3 \cdot 4$, and $\delta v=-021$.
Hence the volume is diminished by about 021 cubic foot.

## Examples XCV.

1. If $(x, y),(r, \theta)$ be rectangular and polar coordinates of a point, find
(i) the total increment in $y$, due to small increments $\delta r, \delta \theta$;
(ii) the total increment in $r$, due to small increments $\delta x, \delta y$;
(iii) the total increment in $\theta$, due to small increments $\delta x$, $\delta y$.
2. Prove, both geometrically and analytically, that $\partial y / \partial r$ ( $\theta$ constant) and $\partial r / \partial y$ ( $x$ constant) are equal.
Find $d z / d t$ in the following cases:
3. $z=x^{n} y^{n}$, where $x=\cos a t, y=\sin b t$.
4. $z=\log \left(x^{2}+y^{2}\right)$, where $x=a(1-\cos t), \quad y=a \sin t$.
5. $z=(a x-b y) /(c x+d y)$, where $x=e^{t} \sin t, \quad y=e^{t} \cos t$.

Find $d u / d t$ in the following cases:
0. $u=x^{2}+y^{2}+z^{2}$, where $x=e^{t}, \quad y=e^{t} \sin t, z=e^{t} \cos \hbar$
7. $u=\log (x+y+z)$, where $x=\sin ^{2} t, y=\cos ^{2} t, z=\sin 2 t$.
8. $u=x y z$, where $x=e^{-t} \cos t, y=\sin ^{2} t, \quad z=e^{-t} \sin t$. Find $d z / d x$ in the following cases:
9. $z=x^{2}+y^{2}$, where $y=(1-x) / x$.
10. $z=x^{3}+y^{3}+a^{3}$, where $x^{2}+y^{2}=u^{2}$.
11. $z=x^{2} y^{3}$, where $x^{2}-x y+y^{3}=a^{2}$.
12. $z=\sin ^{-1}(x / y)$, where $y^{2}=a^{2}+x^{2}$.
13. $z=\tan ^{-1}(y / x)$, where $y=\sin ^{2} x$.
14. $z=x^{3}+3 a x y+y^{3}$, where $x^{2}+y^{2}=x y$.

Find, by the method of Art. 237, the value of $d y / d x$ in the following cases:
15. $x^{3}+5 x^{2} y-4 x y^{2}-2 y^{3}=0$.
16. $\sin ^{2} x+\sin ^{2} y-2 \cos x \cos y=0$.
17. $\left(x^{2}+y^{2}\right)^{2}=a^{2}\left(x^{2}-y^{2}\right)$.
18. $x^{n} y^{m}+x^{m} y^{n}=a^{m+n}$.
19. $\sin (x+y)+\cos (x-y)=1$.
20. $(b x-a y)^{2}=1+(a x+b y)^{2}$.

Find the relation between the differentials of the variables in the following cases:
21. $V=\frac{1}{3} \pi r^{2} h$.
23. $x y z=a^{3}$ [ $a$ constant $]$.
25. $f=m v^{2} / r$ [ $m$ constant].
27. If $x=r \cos \theta, y=r \sin \theta$, find $\frac{\partial u}{\partial r}$ and $-\frac{\partial u}{\partial \theta}$ in terms of $\frac{\partial u}{\partial x}$ and $\frac{\partial u}{\partial y}$, $u$ being a function of $x$ and $y$.
28. Find the equation of the normal to the curve $f(x, y)=0$ at any point on the curve.
29. Find the coordinates of the centre of the conic

$$
y^{2}-5 x y+6 x^{2}-14 x+5 y=0
$$

and the equations of the tangent and normal at the origin.
80. Find the centre of the conic $3 x^{2}+2 x y+3 y^{2}=4 a x+4 a y$, and the equations of the tangents ut the points where it meets the axes.
31. If $K / K_{0}=\left(T / T_{0}\right)^{n} \times \gamma_{1}^{1}, 0$, find the change in $K$ due to small variations $\delta p$ and $\delta T$ in $p$ and $T$.
82. If $\mu-1=\frac{\mu_{0}-1}{1+\alpha \theta} \cdot \frac{p}{760}$, find the change in $\mu$ due to small variations $\delta p, \delta \theta$ in $p$ and $\theta$.
83. The hypotenuse and one side of a right-angled triangle are measured as 143 and 93 feet; find the error in the third side due to an error of 1 inch in each measurement.
84. The length of a side of a right-angled triangle is calculated from the length of the hypotenuse and the angle between them, which are found to be 140 inches and $43^{\circ}$. find the error in the length of the side due to the measurement of the hypotenuse being $\frac{1}{2}$ inch too small and the size of the angle (i) a quarter of a degree too small, (ii) a quarter of a degree too large.
35. The area of a triangle is calculated from the formula $S=\frac{1}{2} b c \sin A$, and the measurements taken are $b=72$ feet, $c=55$ feet, $A=56^{\circ}$. Find the possible error in the area due to (i) errors of 2 inches in each side; (ii) errors of 2 inches in each side and half a degree in the angle. Find the proportional error in each case.
36. If $p$ be the intensity of pressure of a gas of volume $v$ and absolute temperature $T, p v=k T$ where $k$ is constant. Given that $p$ is 20 lb . weight per square inch when $v=10$ cubic feet, and the temperature $40^{\circ} \mathrm{C}$., find approxinately
(i) the change in the pressure when $v$ is increased to 10.2 cubic fect and the temperature to $40^{\circ} 5^{\prime \prime} \mathrm{C}$.;
(ii) the change of volume when $p$ is increased to 20.1 lb . weight per sq. inch and the temperature reduced to $397^{\circ} \mathrm{C}$. ;
(iii) the change of volume when $p$ is reduced to 19.7 lb . weight per sq. inch and the temperature raised to $40.3^{\circ} \mathrm{C}$.;
(iv) the change of temperature required to raise $p$ to 20.2 lb . weight per sq, inch when the volume is increased to 10.2 cubic feet;
(v) the change of temperature required to lower the pressure to 19.6 lb . weight per sq. inch when the volume is increased to $10^{\circ} 1$ cubic feet.
87. The side $b$ of a triangle is calculated from the formula $b=a \sin B / \sin A$, and the observed values are $a=125, B=73^{\circ}, A=42^{\circ}$. Find the error in the calculated value if the true values of $A$ and $B$ are $41^{\circ} 8^{\circ}$ and $727^{\circ}$.
38. The side $c$ of a triangle is calculated from the following observations: $a=175$ feet, $A=60^{\circ}, C=38^{\circ} 5^{\circ}$ Find the erros in the calculated value of $c$ (i) if the true values are $175^{\circ} 5,60^{\circ}$, and $38^{\circ} 8^{\circ}$; (ii) if the true values are $175^{\circ} 5,596^{\circ}$, and $38^{\circ} 8^{\circ}$ respectively.
89. The side $c$ of a triangle is calculated from the formula

$$
c^{8}=a^{2}+b^{2}-2 a b \cos C ;
$$

find the relation between the differentials $\delta c, 8 a, 8 b, 8 C$.
Find the error in $c$ if the observed values of $a, b, C$ are 120,180 , and $32^{\circ}$, and the real values 121,179 , and $321^{\circ}$.
Find also the proportional error in this case.
40. The area of an ellipse whose semi-axes are $a$ and $b$ is $\pi a b$; find the possible error in the area lue to possible errors of $\frac{1}{2}$ inch in each measurement, the observed values being 3 feet and 2 feet.
41. Find the proportional error in the area of an ellipse due to small errors $\delta a, \delta b$ in the lengths of the semi-axes.
42. Find the proportional error in the area of a triangle calculated from the lengths of its sides, due to small errors $\delta a, \delta b, \delta c$ in the measurements of the lengths of the sides.
43. The angle $A$ of a triangle is calculated from the formula

$$
\cos A=\left(b^{2}+c^{2}-a^{2}\right) / 2 b c ;
$$

find the error in the angle due to small errors $\delta a, \delta b, \delta c$ in the sides.
44. The height of a building is calculated from the observed elevation ( $\alpha$ ) at a measured distance (a) from it: base; find the error in the height due to small errors $\delta \alpha, \delta a$ in the observations.
If the observed values of $\alpha$ and $\alpha$ be $24^{\circ}$ and 120 feet, and the true values $24^{\circ} 2^{\circ}$ and 119.8 feet, find the error in the height.
45. Find the proportional error in the volume of a cone due to small errors $\delta h, \delta r$ in the height and radius of the base.
48. The time of oscillation $T$ of a simple pendulum is $2 \pi \sqrt{ }(l / g)$; find the error in the time due to small errors in measuring $l$ and $g$.
Find also the proportional error.
47. If the value of $g$ be calculated from the preceding formula, find the percentage error in the value of $g$ due to positive errors of ${ }^{\prime} 5$ per cent. in the measurement of both $l$ and $T$.
48. If $(x, y)$ and $(r, \theta)$ be the rectangular and polar coordinates of a point in a plane, prove that the differentials of $x, y, \theta$ are connected by the relation $x . \delta y-y . \delta x=r^{2} \delta \theta$.
Prove also that $(\delta x)^{2}+(\delta y)^{2}=(\delta r)^{2}+r^{2}(\delta \theta)^{2}$.
40. Supposing $x, y, r, \theta$ functions of the time $t$, deduce from the last relation that $\dot{x}^{2}+\dot{y}^{2}=\dot{r}^{2}+r^{2} \dot{\theta}^{2}$. What is the siguificance of this result in Mechanics?
50. The rectangular coordinates of a moving point in a plane are at a given instant $(10,6)$, and the velocities of the point at that instant, parallel to the axes of $x$ and $y$, are respectively 3 and 2 foot-seconds respectively; find the angular velocity of the point about the origin at that instant.
51. The specific gravity of a solid heavier than water is $W /\left(W-W^{\prime}\right)$, where $W$ and $W^{\prime}$ are its weights in air and water respectively; if $W$ and $W^{\prime}$ are observed to be $20^{\circ} 7$ and $11 \cdot 2$, find the maximum error in the calculated value of the specific gravity due to errors of 05 in each observation.
Find also the percentage error.
52. If the H. P. required to propel a steamer vary as the cube of the velocity and the square of the length, prove that a 2 per cent. increase in velocity and a 3 per cent. increase in length will require approximately a. 12 per cent. increase in H. P.
63. The specific gravity of a liquid is $\left(W-W_{2}\right) /\left(W-W_{1}\right)$, where $W, W_{1}, W_{1}$ are the weights of a solid in air, water, and the liquid respectively; find the proportional error due to small errors $\delta W, \delta W_{2}, \delta W_{9}$ in the weighings.
54. Find the rate of increase of (i) the volume, (ii) the area of the curved surface of a right circular cone, at the instant when the height and the radius of the base are 12 inches and 4 inches respectively, and each is increasing at the rate of $\frac{1}{2}$ inch per second.
55. Find the rate of increase of (i) the volume, (ii) the superficial area of a rectangular parallelepiped, at the instant when its sides are 20,15 , 10 inches, and are increasing at the rate of $8,6, \cdot 4$ inch per second respectively.

## 240. Partial derivatives of higher orders.

If $\varepsilon$ is a function of two variables $x$ and $y$, denoted by $f(x, y)$, then $\partial z / \partial x$ and $\partial z / \partial y$ will generally be functions of $x$ and $y$, and therefore they can be differentiated again partially with respect to $x$ and $y$.

The partial d.c. of $\frac{\partial z}{\partial x}$ or $f_{x}$ with respect to $x$, i. e. $\frac{\partial}{\partial x}\left(\frac{\partial z}{\partial x}\right)$, is denoted by $\frac{\partial{ }^{\prime} z}{\partial x^{2}}$ or $f_{x x}$.
The partial d.c. of $\frac{\partial z}{\partial x}$ or $f_{x}$ with respect to $y$, i. e. $\frac{\partial}{\partial y}\left(\frac{\partial z}{\partial x}\right)$, is denoted by $\frac{\partial^{2} z}{\partial y \partial x}$ or $f_{y x}$.
The partial d.c. of $\frac{\partial z}{\partial y}$ or $f_{y}$ with respect to $x$, i. e. $\frac{\partial}{\partial x}\left(\frac{\partial z}{\partial y}\right)$, is denoted by $\frac{\partial^{2} z}{\partial x \partial y}$ or $f_{x y}$.
The partial d.c. of $\frac{\partial z}{\partial y}$ or $f_{y}$ with respect to $y$, i. e. $\frac{\partial}{\partial y}\left(\frac{\partial z}{\partial y}\right)$, is denoted by $\frac{\partial^{2} z}{\partial y^{2}}$ or $f_{y y}$;
and so on for derivatives of higher order.
Similarly for functions of more than two variables.
Examples:
(i) If $z \equiv f(x, y)=x \sin y+y \sin x$,

$$
\begin{array}{ll}
\frac{\partial z}{\partial x} \text { or } f_{x}=\sin y+y \cos x ; & \frac{\partial z}{\partial y} \text { or } f_{v}=x \cos y+\sin x ; \\
\frac{\partial^{2} z}{\partial x^{2}} \text { or } f_{x x}=-y \sin x ; & \frac{\partial^{2} z}{\partial y^{2}} \text { or } f_{y y}=-x \sin y ; \\
\frac{\partial^{2} z}{\partial y \partial x} \text { or } f_{y x}=\cos y+\cos x ; & \frac{\partial^{2} z}{\partial x \partial y} \text { or } f_{x y}=\cos y+\cos x .
\end{array}
$$

(ii) As an example of a function of three variables $x, y, z$, if

$$
V=\frac{1}{\sqrt{\left\{(x-a)^{2}+(y-b)^{2}+(z-c)^{2}\right\}}}
$$

(where $x-a, y-b, z-c$ are supposed not to be simultaneously zero), prove that $\frac{\partial^{2} V}{\partial x^{2}}+\frac{\partial^{2} V}{\partial y^{2}}+\frac{\partial^{2} V}{\partial z^{2}}=0$.
Denoting the expression under the radical sign by $u$, for convenience, we have

$$
\therefore \frac{\partial V}{\partial x}=-\frac{1}{2} u^{-3 / 2} \cdot \frac{\partial u}{\partial x}=-\frac{1}{2} u^{-\frac{1}{8}} .
$$

$$
\frac{\partial^{2} V}{\partial x^{2}}=-\frac{u^{3 / 2} \times 1-(x-a)_{2}^{8} u^{1 / 2} \cdot 2(x-a)}{u^{3}}=-\frac{u-3(x-a)^{2}}{u^{5 / 2}}=\frac{3(x-a)^{2}-u}{u^{6 / 8}}
$$

Similarly

$$
\frac{\partial^{2} V}{\partial y^{2}}=\frac{3(y-b)^{2}-u}{u^{5 / 2}}, \text { and } \frac{\partial^{2} V}{\partial z^{2}}=\frac{3(z-c)^{2}-u}{u^{3 / 2}}
$$

Adding, $\frac{\partial^{2} V}{\partial x^{2}}+\frac{\partial^{2} V}{\partial y^{2}}+\frac{\partial^{2} V}{\partial z^{2}}=\frac{3(x-a)^{2}+3(y-b)^{2}+3(z-c)^{2}-3 u}{u^{5 / 2}}=0$,
since

$$
u=(x-a)^{2}+(y-b)^{2}+(z-c)^{2}
$$

This equation is a very important one in the theory of electricity and attractions, and is known as Laplace's Equation.

If $r$ be the distance between two points whose coordinates in space are $(a, b, c)$ and $(x, y, z)$, then $r^{2}=(x-a)^{2}+(y-b)^{2}+(z-c)^{2}$, and the potential at $P(x, y, z)$ of mass or charge $m$ at $(a, b, c)$

$$
\begin{aligned}
& =m / r(\text { Art. } 178)=m / \sqrt{ }\left\{(x-a)^{2}+(y-b)^{2}+(z-c)^{2}\right\} \\
& =m \times \text { the function } V \text { of the preceding example. }
\end{aligned}
$$

Hence the potential satisfies Laplace's Equation, and this result will be true for any number of masses or charges at points not coincident with $P$.


Fig. 184.
241. Order of differentiation indifferent.

In the example at the beginning of the previous article, it will be noticed that $\frac{\partial^{2} z}{\partial y \partial x}$ and $\frac{\partial^{2} z}{\partial x \partial y}$ are equal, i.e. if the function be differentiated partially with respect to the variables $x$ and $y$ in succession, the order of differentiation is immaterial. This is always the case if the function and the differential coefficients involved are continuous. A geometrical proof of this property readily follows from Fig. 184.

## ck 2

Let $V$ be the volume enclosed by the surface ESHP, the coordinate planes, and the planes $P M, P D$.

Then, as in Arts. 81, 159,
ว $V / \partial x=$ the area $H D Q P$,
and $\frac{\partial}{\partial y}\binom{\partial V}{\partial x}=$ the d. c. of the area $H D Q P$ with respect to $y$ $=$ the ordinate $Q P$ (Art. 79).
Similarly $\partial V / \partial y=$ the area $E M Q P$,

$$
\begin{aligned}
\text { and } \begin{aligned}
\frac{\partial}{\partial x}\left(\frac{\partial V}{\partial y}\right) & =\text { the d. c. of the area EMRQP with respect to } x \\
& =\text { the ordinate } Q P(\text { Art. 79). } \\
\text { Hence } \quad \frac{\partial^{2} V}{\partial y \partial x} & =\frac{\partial^{2} V}{\partial x \partial y} .
\end{aligned} .
\end{aligned}
$$

## Analytical proof.

An analytical proof of the foregoing important theorem can be obtained by the use of the Mean-Value Theorem (Art. 116).

We have

$$
\begin{aligned}
\frac{\partial}{\partial y} f_{x} & =\prod_{k \rightarrow 0} t \frac{1}{k}\left\{f_{x}(x, y+k)-f_{x}(x, y)\right\} \\
& =\prod_{k \rightarrow 0} t \frac{1}{k}\left\{\prod_{h \rightarrow 0} t \frac{1}{h}[\{f(x+h, y+k)-f(x, y+k)\}-\{f(x+h, y)-f(x, y)\}]\right\} .
\end{aligned}
$$

Similarly,
$\frac{\partial}{\partial x} f_{\nu}=\prod_{h \rightarrow 0} t \frac{1}{h}\left\{\prod_{k \rightarrow 0} \frac{1}{k}[\{f(x+h, y+k)-f(x+h, y)\}-\{f(x, y+k)-f(x, y)\}]\right\}$.
It must not be assumed that these two expressions are identical although they consist of the same terms, for the assumption that the limits are the same, whether $h \rightarrow 0$ before $k$ or whether $k \rightarrow 0$ before $h$, is equivalent to assuming the theorem which is being proved.*
By the Mean-Value Theorem,

$$
F(x+h)-F(x)=h F_{x}(x+\theta h), \text { where } 0<\theta<1
$$

In this equation, take $F(x)$ to be $f(x, y+k)-f(x, y)$.
*That this assumption is unjustifiable is easily seen from the following example: Consider $\frac{a \sin x+b \sin y}{c x+d y}$, and find its limit when first $x$, and afterwards $y, 0$. The limit when $x \rightarrow 0$ is $\frac{b \sin y}{d y}$, i.e. $\frac{b}{d} \times \frac{\sin y}{y}$, and the limit of this as $y \rightarrow 0$ is $b / d$. But, if $y \rightarrow 0$ first, the limit is $\frac{a \sin x}{c x}$, i. e. $\frac{a}{c} \times \frac{\sin x}{x}$, and the limit of this as $x \rightarrow 0$ is $a / c$.

Then $[f(x+h, y+k)-f(x+h, y)]-[f(x, y+k)-f(x, y)]$

$$
\begin{aligned}
& =h\left[f_{x}\left(x+\theta_{1} h, y+k\right)-f_{x}\left(x+\theta_{1} h, y\right)\right] \\
& =* h\left[k \frac{\partial}{\partial y} f_{x}\left(x+\theta_{1} h, y+\theta_{2} k\right)\right] \\
& =h k f_{y x}\left(x+\theta_{1} h, y+\theta_{2} k\right) .
\end{aligned}
$$

Similarly $\quad \boldsymbol{F}(y+k)-\boldsymbol{F}(y)=k F_{y}\left(y+\theta^{\prime} k\right)$, where $0<\theta^{\prime}<1$.
In this equation, take $F(y)$ to be $f(x+h, y)-f(x, y)$.
Then

$$
\begin{aligned}
& {[f(x+h, y+k)-f(x, y+k)]-[f(x+h, y)-f(x, y)] } \\
&=k\left[f_{y}\left(x+h, y+\theta_{3} k\right)-f\left(x, y+\theta_{3} k\right)\right] \\
&=+k\left[h \frac{\partial}{\partial x} f_{y}\left(x+\theta_{4} h, y+\theta_{3} k\right)\right] \\
&=k h f_{x y}\left(x+\theta_{4} h, y+\theta_{3} k\right) .
\end{aligned}
$$

Hence, since the expressions on the left-hand sides in these two equations are identical, we have, after dividing out the factor $h k$ (which is not zero),

$$
f_{v x}\left(x+\theta_{1} h, y+\theta_{2} k\right)=f_{x v}\left(x+\theta_{4} h, y+\theta_{3} k\right)
$$

where all the $\theta^{\prime}$ s are between 0 and 1 .
Hence, in the limit when $h$ and $k$ both $\rightarrow 0$, since the functions are continuous,

$$
f_{y x}(x, y)=f_{x y}(x, y)
$$

242. Exact differential equations.

To find the condition that $P \delta x+Q \delta y$, where $P$ and $Q$ are functions of $x$ and $y$, may be a perfect differential.

If the given expression is the total differential of $a$ function $u$ of $x$ and $y$,

$$
P \delta x+Q \delta y=\delta u=\frac{\partial u}{\partial x} \delta x+\frac{\partial u}{\partial y} \delta y ;
$$

hence

$$
\boldsymbol{P}=\partial u / \partial x \quad \text { and } \quad Q=\partial u / \partial y
$$

$$
\therefore \quad \frac{\partial P}{\partial y}=\frac{\partial}{\partial y}\left(\frac{\partial u}{\partial x}\right)=\frac{\partial}{\partial x}\left(\frac{\partial u}{\partial y}\right)=\frac{\partial Q}{\partial x} .
$$

This is a necessary condition. Conversely, if this condition is satisfied, it follows that $P$ and $Q$ are partial differential coefficients with respect to $x$ and $y$ respectively of some function $u$ of $x$ and $y$. For let $P=\partial z / \partial x$;
then

$$
\frac{\partial Q}{\partial x}=\frac{\partial P}{\partial y}=\frac{\partial}{\partial y}\left(\frac{\partial z}{\partial x}\right)=\frac{\partial}{\partial x}\left(\frac{\partial z}{\partial y}\right) .
$$

Integrating with respect to $x$,

$$
Q=\frac{\partial z}{\partial y}+\text { a function of } y=\frac{\partial}{\partial y}(z+a \text { function of } y)
$$

[^35]If the expression in the brackets be denoted by $u$,

$$
Q=\partial u / \partial y, \text { and } P=\partial z / \partial x=\partial u / \partial x
$$

since the partial d.c. of the function of $y$ with respect to $x$ is zero.
Therefore $P$ and $Q$ are equal to $\partial u / \partial x$ and $\partial u / \partial y$ respectively, and $P \delta x+Q \delta y=\frac{\partial u}{\partial x} \delta x+\frac{\partial u}{\partial y} \delta y=\delta u$, a perfect differential.

From this result it follows that, if the condition $\partial P / \partial y=\partial Q / \partial x$ be satisfied, the differential equation $P+Q \frac{d y}{d x}=0$ may be put into the form

$$
\frac{\partial u}{\partial x}+\frac{\partial u}{\partial y} \cdot \frac{d y}{d x}=0, \text { i. ө. } \frac{d u}{d x}=0 \text { [Art. 235], }
$$

the integral of which is $u=C$.
The differential equation is then said to be exact [Art. 216].
Example.

$$
x^{2}+a y+\left(y^{2}+a x\right) \frac{d y}{d x}=0
$$

The condition is satisfied, and the equation is exact, since

$$
\partial \Gamma / \partial y=\partial Q / \partial x=a .
$$

In this case the integral can be written down at once, since the equation may be put in the form

$$
x^{2}+a\left(y+x \frac{d y}{d x}\right)+y^{2} \frac{d y}{d x}=0
$$

which gives on integration $\quad \frac{1}{3} x^{3}+a x y+\frac{1}{3} y^{3}=C$.
In the general case, since, in finding $\partial u / \partial x, y$ is regarded as constant, and in finding $\partial u / \partial y, x$ is regarded as constant, it follows that the terms of $u$ which contain $x$ only are represented only in $\partial u / \partial x$, i.e. $P$, and those which contain $y$ only are represented only in $\partial u / \partial y$, i.e. $Q$, whereas those which contain both $x$ and $y$ are represented in both $P$ and $Q$. Hence we have the following working rule for integrating an exact equation : Integrate $P$ with respect to $x$ and $Q$ with respect to $y$; add the integrals together, but only insert once the terms common to both the integrals, and equate the sum to a constant.

Example : $x^{2}+2 a y+y^{2}-2 x y+\left(2 a x-x^{2}+2 x y-y^{2}\right) \frac{d y}{d x}=0$.

$$
\partial P / \partial y=2 a+2 y-2 x ; \partial Q / \partial x=2 a-2 x+2 y=\partial P / \partial y ;
$$

hence the equation is exact.

$$
\begin{aligned}
& \int P d x=\int\left(x^{2}+2 a y+y^{2}-2 x y\right) d x=\frac{1}{3} x^{3}+2 a x y+x y^{2}-x^{2} y, \\
& \int Q d y=\int\left(2 a x-x^{2}+2 x y-y^{2}\right) d y=2 a x y-x^{2} y+x y^{2}-\frac{1}{2} y^{3} .
\end{aligned}
$$

The terms $2 a x y+x y^{2}-x^{2} y$ are common to both, hence the integral is

$$
\frac{1}{3} x^{3}+2 a x y+x y^{2}-x^{2} y-\frac{1}{3} y^{3}=C .
$$

Or we may proceed as follows:

$$
\partial u / \partial x=P=x^{2}+2 a y+y^{2}-2 x y .
$$

Therefore, integrating, and remembering that the 'constant of integration' will involve $y$,

$$
u=\frac{f}{3} x^{3}+2 a x y+x y^{2}-x^{2} y+f(y) \text {; }
$$

$$
\therefore \quad \partial u / \partial y=2 a x+2 x y-x^{2}+f^{\prime}(y) .
$$

But

$$
\partial u / \partial y=Q=2 a x-x^{2}+2 x y-y^{2} ;
$$

$\therefore f^{\prime}(y)=-y^{2}$, and $f(y)=-\frac{1}{3} y^{3}$.

Hence
and the integral is
$u=\frac{1}{3} x^{3}+2 \alpha x y+x y^{2}-x^{2} y-\frac{1}{3} y^{3}$,
$\frac{1}{8} x^{3}+2 a x y+x y^{2}-x^{2} y-\frac{1}{8} y^{3}=C$, as before.

## Examples XCVI.

1. If $z=a x^{3}+3 b x^{2} y+3 c x y^{2}+d y^{3}$, find $\frac{\partial^{2} z}{\partial x^{2}}, \frac{\partial^{2} z}{\partial y^{2}}, \frac{\partial^{2} z}{\partial x \partial y}, \frac{\partial^{2} z}{\partial y \partial x}$.
2. If $z=x^{2} \sin y+y^{8} \sin x$, find the values of the same functions.
3. If $z=x^{m} / y^{n}$, find the values of the same functions; find also

$$
\frac{\partial^{3} z}{\partial x^{3}}, \frac{\partial^{s} z}{\partial y^{\mathrm{s}}}, \frac{\partial^{3} z}{\partial y \partial x^{2}}, \frac{\partial^{9} z}{\partial x \partial y^{2}}, \frac{\partial^{5} z}{\partial x \partial y \partial x}, \frac{\partial^{3} z}{\partial y \partial x \partial y} \text {. }
$$

4. If $z=\log r$, where $r^{2}=(x-a)^{2}+(y-b)^{2}$, prove that $\frac{\partial^{2} z}{\partial x^{2}}+\frac{\partial^{8} z}{\partial y^{2}}=0$, provided $x-a$ and $y-b$ are not simultaneously zero.
5. Prove that the equation $\partial^{2} z / \partial t^{2}=a^{2} \lambda^{2} z / \partial x^{2}$ is satisfied by each of the functions $z=A \sin (x+a t), z=A \sin (x+a t)+B \cos (x-a t)$.
6. If $z=f(x+a y)$, prove that $\partial^{2} z / \partial y^{2}=a^{2} \partial^{2} z / \partial x^{2}$.
7. Prove that the same differential equation is satisfied by

$$
z=f(x+a y)+F(x-a y) .
$$

8. If $u=e^{x y n}$, find the value of $\frac{\partial^{3} u}{\partial x \partial y \partial z}$.
9. If $u=\tan ^{-1}(y / x)$, verify that $\frac{\partial^{s} u}{\partial y^{2} \partial x}=\frac{\partial^{s} u}{\partial x \partial y^{2}}=\frac{\partial^{s} u}{\partial y \partial x \partial y}$.
10. If $u=\frac{x^{3}-y^{3}}{x^{3}+y^{3}}$, verify that $\frac{\partial^{8} u}{\partial x \partial y}=\frac{\partial^{2} u}{\partial y \partial x}$.
11. If $u=x^{n} f(y / x)$, prove that $x^{2} \frac{\partial^{2} u}{\partial x^{2}}+2 x y \frac{\partial^{2} u}{\partial x} \frac{\partial y}{\partial y}+y^{2} \frac{\partial^{2} u}{\partial y^{2}}=n(n-1) u$.
12. If $u=\frac{x^{2}+y^{2}}{x+y}$, verify that $x^{2} \frac{\partial^{2} u}{\partial x^{2}}+2 x y \frac{\partial^{2} u}{\partial x \partial y}+y^{2} \frac{\partial^{2} u}{\partial y^{2}}=0$.
13. If $\frac{\lambda^{2} z}{\partial x \partial y}=0$, prove that $\varepsilon=f(x)+F(y)$.
14. If $r^{2}=(x-a)^{2}+(y-b)^{2}+(z-c)^{2}$, prove that $\frac{\partial^{2} r}{\partial x^{2}}+\frac{\partial^{2} r}{\partial y^{2}}+\frac{\partial^{2} r}{\partial z^{2}}=\frac{2}{r}$.
15. Find $d^{2} z / d t^{2}$ in terms of partial d. c.'b, when $z=f(x, y)$, where $x$ and $y$ are both functions of $\boldsymbol{t}$.
16. Find $d^{2} y / d x^{8}$ in terms of partial d. c.'s, when $y$ is an implicit function of $x$ given by the equation $f(x, y)=0$.
17. If $u=f(x, y)$, and $x=r \cos \theta, y=r \sin \theta$, find $\frac{\partial^{2} u}{\partial x^{2}}$ and $\frac{\partial^{2} u}{\partial y^{2}}$ in terms of partial d. c.'s of $u$ with respect to $r$ and $\theta$. Prove that $\quad \frac{\partial^{2} u}{\partial x^{2}}+\frac{\partial^{2} u}{\partial y^{2}}=\frac{\partial^{2} u}{\partial r^{2}}+\frac{1}{r} \frac{\partial u}{\partial r}+\frac{1}{r^{2}} \frac{\partial^{2} u}{\partial \theta^{2}}$.
18. If $x, y, r, \theta$ are functions of $t$, prove that
$\ddot{x} \cos \theta+\ddot{y} \sin \theta=\ddot{r}-r \dot{\theta}^{2} ; \ddot{y} \cos \theta-x \sin \theta=r \ddot{\theta}+2 \dot{r}^{f}=\frac{1}{r} \frac{d}{d t}\left(r^{2} \dot{\theta}\right)$.
What is the meaning of these equations in Mechanics?
19. If $u$ is a function of $x$ and $y$, and if

$$
x=X \cos \alpha-Y \sin \alpha, \quad y=X \sin \alpha+Y \cos \alpha
$$

show that $\quad \frac{\partial^{2} u}{\partial x^{2}}+\frac{\partial^{2} u}{\partial y^{2}}=\frac{\partial^{2} u}{\partial X^{2}}+\frac{\partial^{2} u}{\partial Y^{2}}$.
20. By expanding $f(x+h, y+k)$ in powers of $h$, then expanding each of the resulting terms in powers of $k$ (by Taylor's Theorem), and neglecting small quantities of the third order, $h$ und $k$ being taken as of the first order, obtain the value of $f(x+h, y+k)-f(x, y)$.
21. Prove that the radius of curvature at any point of the curve $f(x, y)=0$ is

$$
\frac{\left(f_{x}^{2}+f_{v}{ }^{2}\right)^{3 / 2}}{f_{x}^{2} f_{\nu y}-2 f_{x} f_{y} f_{x y}+f_{y}^{2} f_{x x}}
$$

22. Prove that the equation $(a x+b y) \frac{d y}{d x}+a y+c x=0$ is exact, and solve it.
23. Prove that the equation $2 x y-y^{2}+a y+\left(x^{2}-2 x y+a x\right) \frac{d y}{d x}=0$ is exact, and solve it.
24. Show that the equation $x+k y+(y-k x) \frac{d y}{d x}$ is not exact, but that it is made exact by dividing both sides by $x^{2}+y^{2}$. Hence integrate it.
25. Prove the same fact in the case of the equation

$$
\left(x^{2}+y^{2}\right)\left(x+y \frac{d y}{d x}\right)+\frac{y}{x}\left(x \frac{d y}{d x}-y\right)=0
$$

and integrate it.
26. If $y=a \sin (p x / b) \sin (p t+\epsilon)$, where $a, p, b, \epsilon$ are constants, prove that

$$
\partial^{2} y / \partial t^{2}=b^{2} \partial^{2} y / \partial x^{2}
$$

27. If $u=f(x+\alpha t, y+\beta t)$, where $x$ and $y$ are independent of $t$, prove that

$$
\begin{aligned}
& \frac{d u}{d t}=\alpha \frac{\partial u}{\partial x}+\beta \frac{\partial \pi}{\partial y} ; \\
& \frac{d^{2} u}{d t^{2}}=\alpha^{2} \frac{\partial^{2} u}{\partial x^{2}}+2 \alpha \beta \frac{\partial^{2} u}{\partial x \partial y}+\beta^{2} \frac{\partial^{2} u}{\partial y^{2}}
\end{aligned}
$$

Find $d^{3} u / d t^{3}$, and state a general rule for finding $d^{n} u / d t^{n}$. [Put $x+\alpha t=X, y+\beta t=Y$.]

## NUMERICAL TABLES
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II. Squares, Cubes, Square Roots, Cube Roots, and Reciprocals of Integers from $\times$ to 100 , and of $c$ and $\pi$.
III. Square Roots and Cube Roots of Numbers from o.I to io at intervals of o.r.
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VI. Common Antilogarithms.
VII. Natural Sines.
VIII. Natural Tangenta.
IX. Napierian or Hyperbolic Logarithms.
X. Exponential and IIyperbolio Functions.

## NUMERICAL" TABLES

## TABLE I <br> MISCELLANEOUS FORMULAE, EQUIVALENTS, ETC.

$\pi=3 \cdot 1416, \log \pi=497$ 1. [See Table II for powers of $\pi$.]
$e=2.7183, \log _{10} e=4343, \log _{e} 10=2 \cdot 3026$. [See Tables II and $X$ for powers of $e$.]
$\log _{10} x=\log _{e} x \times 4343 ; \log _{e} x-\log _{10} x \times 2.3026$.
1 radian -57.30 degrees; 1 minute $=-0002909$ radian.
1 metre $-39 \cdot 37$ inches -1.094 yards $=0006214$ miles.
1 inch $=2.540 \mathrm{~cm}$.
I gallon $=\cdot \mathrm{I}$ (ro4 $\mathrm{c} . \mathrm{ft} .=$ volume of 10 lb . of water -4545 litre.
I c. ft . of water contains 62.28 lb .
I lh. wt. $-g(=32 \cdot 18)$ poundals $=453 \cdot 6 \mathrm{gm} . \mathrm{wt} .=445,300$ dynes.
1 kilogram $=2.2046 \mathrm{lb}$.
Value of $g$ (in London) $=32.18 \mathrm{ft}$. secs. per sec. $=980.8 \mathrm{~cm}$. secs. per seo.
60 miles per hour $=88 \mathrm{ft}$. secs.
Circle of radius r. Equation referred to centre, $x^{2}+y^{2}=r^{2}$. Area $=\pi r^{2}$; circumference $=2 \pi r$. Length of arc which subtends 0 radians at tho centre $=r 0$; distance of C. G. of arc from centre $=\left(r \sin \frac{1}{2} \theta\right) / \frac{1}{2} \theta$; area of sector on this arc $=\frac{1}{2} r^{2} \theta$; distance of C. G. of sector from centre $=\frac{\pi}{8}\left(r \sin \frac{1}{2} \theta\right) / \frac{1}{2} \theta$.

Parabola. $y^{2}=4 a x$. Latus rectum $=4 a ;$ focus $(a, 0)$; equation of directrix, $x+a=0$.

Ellipse, semi-axes $a$ and $b$. Equation referred to principal axes, $x^{2} / a^{2}+y^{2} / b^{2}=1$. Eccentricity $e=\sqrt{ }\left(1-b^{2}, a^{2}\right)$; semi-latus rectum $-b^{2} / a$; fuci $( \pm a e, 0)$; equations of directrices, $x= \pm a / e$; area $-\pi a b$.

Uyperbola, semi-axes $a$ and $b$. Equation referred to principal axes,

$$
x^{2} / a^{2}-y^{2} / b^{2}=1
$$

Eccentricity $e=\sqrt{ }\left(1+b^{2} / a^{2}\right)$; semi-latus rectum $=b^{2} / a ;$ foci ( $\left.\pm a e, o\right)$; equations of directrices, $x= \pm a / e$; equations of asymptotes, $x, a= \pm y / b$.

Rectangular Hyperbola, eccentricity $=\sqrt{ } 2$; equation referred to principal axes, $x^{2}-y^{2}=a^{2}$; equation referred to asymptotes, $x y=\frac{1}{2} a^{2}$.

Sphere of radius $r$. Volume $=\frac{4}{3} \pi r^{3}$; surface $=4 \pi r^{2}$.
Distance of C. G. of hemisphere from centre $-\frac{7}{8} r$, if solid ; $\frac{1}{2} r$, if a thin shell.
Cylinder of height $h$ and radius $r$. Volume $=\pi r^{2} h$; curved surface $=2 \pi r h$.
Cone of height $h$ and radius of base r. Volume $=\frac{1}{3} \pi r^{2} h$; curved surface $=\pi \mu \sqrt{ }\left(r^{2}+h^{2}\right)$. Height of C. G. above base $=\frac{1}{2} h$, if solid ; $\frac{1}{8} h$, if a thin shell (open at base).

Moment of Inertia of rod or rectangle, length $2 l$, about perpendicular axis through contre $=\frac{1}{2} M l^{2}$; of circular disc about a diameter, $\frac{1}{4} M r^{2}$; of circular disc about a perpendicular to its plane through the centre, $\frac{1}{2} M r^{2}$; of sphere about $a$ diameter, $\boldsymbol{q}^{2} \boldsymbol{r}^{2}$.

## TABLE II

SQUARES, CUBES, SQUARE ROOTS, CUBE, ROOTS, AND RECIPROCALS OF INTEGERS FROM I TO 100, AND OF e AND $\pi$


The squares, cubes, and reciprocals of numbers from 0 to 10 at intervals of -I may be written down at once from the above table by inserting the decimal point in its proper position, e.g. $3.7^{2}=13 \cdot 69,3 \cdot 7^{3}=50 \cdot 653$, $\frac{1}{2}=-2703$.

## TABLE III

SQUARE ROOTS AND CUBE ROOTS OF NUMBERS FROM O.I TO 10 A'T INT'ERVALS OF O.I

| $n$ | $\sqrt{ } \times \sqrt[8]{n}$ | $n$ | $\sqrt{n} \sqrt[8]{n}$ | $n$ | $\sqrt{n} \quad \sqrt[3]{n}$ | $n$ | $\sqrt{ } \times \sqrt[3]{n}$ | $n$ | $\sqrt{n} \quad \sqrt[3]{n}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\cdot 1$ | $\begin{array}{lll}-316 & -464\end{array}$ | $2 \cdot 1$ | 1-449 1-281 | 4.1 | 2.025 1.601 | $6 \cdot 1$ | 2.470 1.827 | $8 \cdot 1$ | 2.8462 .008 |
| $\cdot 2$ | -447-585 | $2 \cdot 2$ | 1.483 l | 4.2 | 2.049 I.613 | 8.2 | 2.490 I. 837 | 8.2 | 2.8642 .017 |
| $\cdot 3$ | - 548 -6689 | $2 \cdot 3$ | 1.5171 .320 | $4 \cdot 3$ | 2.074 I.626 | $8 \cdot 3$ | 2.510 1.847 | $8 \cdot 3$ | 2.8812 .025 |
| $\cdot 4$ | $\begin{array}{lll}.632 & \cdot 737\end{array}$ | 2.4 | 1.549 1-339 | 4.4 | 2.0981 .639 | $8 \cdot 4$ | 2.530 1.857 | $8 \cdot 4$ | 2.8982 .033 |
| - 5 | $\cdot 707 \quad 794$ | $2 \cdot 5$ | 1.581 1-357 | $4 \cdot 5$ | 2-121 1.651 | 6.5 | 2.550 I. 866 | 8.5 | 2.9152 .041 |
| $\cdot 6$ | $\cdot 775 \quad 843$ | 2.6 | 1.612 1-375 | $4 \cdot 6$ | $2 \cdot 1451.663$ | $8 \cdot 6$ | 2.569 I.876 | $8 \cdot 6$ | 2.9332 .049 |
| $\cdot 7$ | . 8378 | 2.7 | 1. 643 I-392 | 4.7 | 2-168 $1 \cdot 675$ | ${ }^{6} 7$ | 2.588 I.885 | 88.7 | 2.9502 .057 |
| -8 | -894 928 | 2.8 | 1.6731 .409 | $4 \cdot 8$ | $2 \cdot 1911.687$ | 6.8 | $2 \cdot 608$ I.895 | 8.8 | 2.00662 .015 |
| 9 | .949 965 | $2 \cdot 9$ | 1.7031 .426 | 4.9 | 2.2141 .6198 | $6 \cdot 9$ | 2.627 I.904 | 8.9 | 2.9832 .072 |
| 1.0 | 1.000 I.000 | 3.0 | I.732 1.442 | $5 \cdot 0$ | 2.2361 .710 | 7.0 | 2.6461 .913 | 9.0 | 3-0x0 2.080 |
| $1 \cdot 1$ | 1.049 I. 032 | $3 \cdot 1$ | 1.7611 .458 | $5 \cdot 1$ | 2.258 1.721 | $7 \cdot 1$ | 2.6651 .922 | $9 \cdot 1$ | 3.0172 .088 |
| 1.2 | 1.0951 .063 | $3 \cdot 2$ | 1.789 1.474 | $5 \cdot 2$ | $2 \cdot 2801.732$ | 7.2 | 2.683 1.931 | 9.2 | 3.0332 .095 |
| 1.3 | I-140 I.091 | $3 \cdot 3$ | I. 8171 1-489 | $5 \cdot 3$ | 2-302 1.744 | 7.3 | 2.7021 .940 | $9 \cdot 3$ | $3.0502 \cdot 103$ |
| 1.4 | 1-183 1-119 | $3 \cdot 4$ | I-844 $1 \cdot 504$ | $5 \cdot 4$ | $2 \cdot 3241.754$ | 7.4 | 2.7201 .949 | $9 \cdot$ | $3 \cdot(0) 62.110$ |
| 1.5 | 1-225 I.145 | 3.5 | 1.871 1.518 | $5 \cdot 5$ | 2.345 1.765 | 7.5 | 2.739 I.957 | 9.5 | 3.082 .118 |
| 1.6 | 1-265 1-170 | $3 \cdot 6$ | 1.897 1.533 | $5 \cdot 6$ | 2.366 1.776 | 7.6 | $2 \cdot 757$ I.966 | $9 \cdot 6$ | 3.0982 .125 |
| 1.7 | I-304 I-193 | 3.7 3 | 1.924 1.547 | $5 \cdot 7$ | $2 \cdot 387$ 1.786 | 7.7 | 2.775 r.975 | 9.7 | 3.114 2.133 |
| 1.8 |  | 3.8 3.9 |  | 5.8 5.9 |  | 77.8 | 2.793 2.81983 | 9.8 | 3.1302 .140 $3 \cdot 1462.417$ |
| 1.9 2.0 |  | 3.9 4.0 |  | 5.9 8.0 | 2.429 2.449 1.807 1.817 | 7.9 8.0 | $\begin{array}{ll}2.811 & 1.992 \\ 2.828 \\ 2.000\end{array}$ | 9.9 10.0 |  |
| 2.0 | 1.414 1.260 | 4.0 | 2.0001 .587 | 6.0 | 2.449 1.817 | 8.0 | $2.828 \quad 2.000$ | 10 | 3.162 2.154 |

To find the aquare root of an integer between 100 and 1000 , e.g. 347 , we have from the above table

$$
\begin{aligned}
& \sqrt{ } 340=10 \sqrt{ } 3.4=18.44, \\
& \sqrt{350}=10 \sqrt{3} .5=18.71
\end{aligned}
$$

Using the principle of proportional parta, the difference for $10=-27$; hence the difference for $7=-27 \times{ }_{1}^{\prime} \delta=-19$.

Therefore
$\sqrt{347-18.44+-19-18.63 .}$
The root may be found more readily by looking out from Table $\overline{\text { ! }}$ the antilog. of $\frac{1}{2} \log 347$ obtained from Table $\nabla$.

Similarly, the oube root of any number $x$ is the antilog. of $1 \log x$.

## TABLE IV

## TRIGONOMETRICAL RATIOS AND RADIAN MEASURE OF ANGLES <br> FROM $0^{\circ}$ TO $90^{\circ}$ AT INTERVALS OF $I^{\circ}$

| Radians. | Degrees. | Sines. | Tangents. | Secants. | Cosecants. | Cotangents | Cosines. |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 0 | 1 | $\infty$ | $\infty$ | 1 | 90 | 1-5708 |
| -OI75 | 1 | -O175 | -OI75 | $1 \cdot 0002$ | 57.2987 | 57.2900 | -9998 | 89 | I. 5533 |
| -0349 | 2 | -0349 | -0349 | 1-0006 | 28.6537 | 28.6363 | -9994 | 88 | I-5359 |
| .0524 | 3 | .0523 | -0524 | $1 \cdot 0014$ | $19 \cdot 1073$ | 19.0811 | -9986 | 87 | 1.5184 |
| -0698 | 4 | -0698 | -0699 | $1 \cdot 0024$ | 14.3356 | 14.3007 | -9976 | 88 | 1.5010 |
| . 0873 | 5 | -0872 | .0875 | 1.0038 | 11.4737 | 11.4301 | -9962 | 85 | 1.4835 |
| -1047 | 6 | -1045 | -105 1 | $1 \cdot 0055$ | $9 \cdot 5668$ | $9 \cdot 5144$ | -9945 | 84 | 1.4661 |
| -1222 | 7 | -1219 | -1228 | 1.0075 | $8 \cdot 2055$ | 8.1443 | -9925 | 83 | 1.4486 |
| -1 396 | 8 | -1392 | -1405 | $1 \cdot 0098$ | $7 \cdot 1853$ | 7-1154 | $\cdot 9903$ | 82 | 1.4312 |
| -1571 | 9 | -1564 | -1584 | $1 \cdot 0125$ | $6 \cdot 3925$ | $6 \cdot 3138$ | $\cdot 9877$ | 81 | 1.4137 |
| -1745 | 10 | -1736 | -1763 | $1 \cdot 0154$ | $5 \cdot 7588$ | 5.6713 | $\cdot 9848$ | 80 | 1-3963 |
| - 1920 | 11 | -1908 | -1944 | 1.0187 | $5 \cdot 2408$ | $5 \cdot 1446$ | $\cdot 9816$ | 79 | 1.3788 |
| -2094 | 12 | -2079 | -2126 | 1.0223 | $4 \cdot 8097$ | $4 \cdot 7046$ | $\cdot 9781$ | 78 | 1.3614 |
| $\cdot 2269$ | 13 | -2250 | -2309 | 1.0263 | 4.4454 | 4.3315 | -9744 | 77 | 1.3439 |
| - 2443 | 14 | -2419 | -2493 | $1 \cdot 0306$ | 4.1336 | 4.0108 | -9703 | 76 | I. 3265 |
| -2618 | 15 | -2588 | - 2679 | $1 \cdot 0353$ | 3.8637 | 3.7321 | -9659 | 75 | 1-3090 |
| - 2793 | 16 | -2756 | - 2867 | $1 \cdot 0.403$ | $3 \cdot 6280$ | 3.4874 | -961 3 | 74 | $1 \cdot 2915$ |
| -2967 | 17 | -2924 | -3057 | 1.0457 | $3 \cdot 4203$ | $3 \cdot 2709$ | $\cdot 9563$ | 73 | 1-2741 |
| $\cdot 3142$ | 18 | -3090 | -3249 | 1.0515 | $3 \cdot 2361$ | $3 \cdot 0777$ | -9511 | 72 | I. 2566 |
| $\cdot 3316$ | 19 | $\cdot 3256$ | -3443 | 1.0576 | 3.0716 | $2 \cdot 9042$ | -9455 | 71 | I-2392 |
| -3491 | 20 | - 3420 | - 3640 | $1 \cdot 0642$ | 2.9238 | $2 \cdot 7475$ | -9397 | 70 | I. 2217 |
| -3665 | 21 | - 3584 | -3839 | 1.0711 | 2.7904 | $2 \cdot 6051$ | -9336 | 69 | 1.2043 |
| - 3840 | 22 | - 3746 | - 4040 | I.0785 | $2 \cdot 6695$ | 2.4751 | . 9272 | 68 | I-1868 |
| -4014 | 23 | -3907 | -4245 | 1.0864 | $2 \cdot 5593$ | $2 \cdot 3559$ | -9205 | 67 | I-1694 |
| $\cdot 4189$ | 24 | 4067 | - 4452 | I $\cdot 0946$ | $2 \cdot 4586$ | $2 \cdot 2460$ | . 9135 | 68 | 1.1519 |
| $\cdot 4363$ | 25 | -4226 | -4663 | 1.1034 | $2 \cdot 3662$ | $2 \cdot 1445$ | -9063 | 65 | I 1345 |
| -4538 | 26 | -4384 | -4877 | I-1126 | $2 \cdot 2812$ | $2 \cdot 0503$ | -8988 | 64 | 1.1170 |
| $\cdot 4712$ | 27 | -4540 | - 5095 | $1 \cdot 1223$ | $2 \cdot 2027$ | 1.9626 | -8910 | 63 | I.0996 |
| $\cdot 4887$ | 28 | 4695 | . 5317 | I•I 326 | $2 \cdot 1301$ | 1.8807 | - 8829 | 62 | 1.0821 |
| -5061 | 29 | -4848 | -5543 | 1-1434 | 2.0627 | I 80.40 | . 8746 | 61 | I.0647 |
| -5236 | 30 | $\cdot 5000$ | -5774 | I. 1547 | $2 \cdot 0000$ | $1 \cdot 7321$ | -8660 | 60 | 1.0472 |
| -5411 | 81 | -5150 | -6009 | I 1666 | $1 \cdot 9416$ | $1 \cdot 6643$ | . 8572 | 59 | I.0297 |
| -5585 | 32 | -5299 | . 6249 | I.1792 | 1.8871 | 1.6003 | -8480 | 58 | 1-0123 |
| - 5760 | 33 | -5446 | -6494 | 1-1924 | 1.8361 | 1.5399 | . 8387 | 57 | '9948 |
| - 5934 | 34 | - 5592 | - 6745 | I 2062 | 1.7883 | 1.4826 | . 8290 | 56 | '9774 |
| . 6109 | 35 | $\cdot 5736$ | -7002 | $1 \cdot 2208$ | 1.7434 | 1.4281 | .8192 | 55 | -9599 |
| . 6283 | 36 | $\cdot 5878$ | $\cdot 7265$ | $1 \cdot 2361$ | $1 \cdot 7013$ | 1-3764 | . 8090 | 54 | -9425 |
| -6453 | 87 | -6018 | $\cdot 7536$ | I 2521 | 1.6616 | $1 \cdot 3270$ | $\cdot 7986$ | 53 | $\cdot 9250$ |
| $\cdot 6632$ | 88 | -6157 | .7813 | $1 \cdot 2690$ | 1.6243 | I-2799 | $\cdot 7880$ | 52 | -9076 |
| . 6807 | 39 | -6293 | . 8098 | I-2868 | 1.5890 | I 2349 | $\cdot 7771$ | 51 | .8901 |
| .6981 | 40 | -6428 | . 8391 | I.3054 | 1.5557 | $1 \cdot 1918$ | $\cdot 7660$ | 50 | . 8727 |
| $\cdot 7156$ | 41 | -656I | . 8693 | $1 \cdot 3250$ | 1.5243 | I'1504 | $\cdot 7547$ | 49 | -8552 |
| $\cdot 7330$ | 42 | -6691 | -9004 | I.3456 | 1-4945 | I-1106 | $\cdot 7431$ | 48 | -8378 |
| $\cdot 7505$ | 43 | -6820 | -9325 | 1.3673 | 1.4663 | $1 \cdot 0724$ | $\cdot 7314$ | 47 | -8203 |
| $\cdot 7679$ | 44 | -6947 | -9657 | $1 \cdot 3902$ | 1.4396 | 1.0355 | $\cdot 7193$ | 46 | . 8029 |
| $\cdot 7854$ | 45 | -7071 | $1 \cdot 0000$ | 1.4142 | 1.4142 | 1.0000 | -7071 | 45 | $\cdot 7854$ |
|  |  | Cosines. | Cotangents. | Conecants. | Secants. | Tangents. | Sinem. | Degrees. | Radians. |

The Radian Measure of any other angle can be obtained by Proportional Parts [ $10^{\prime}=$ - 0029 radian].

## TABLE $\nabla$

COMMON LOGARITHMS

|  | 0 |  | 66 | 89 | Difference-Columns. |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | 123 | 45 | - |
| 0 | 0 | 004300860128 | 0170 02120253 | 029403340374 | 812 | 172125 | 293337 |
| 11 | -0414 | 045304920531 | 056906070645 | 068207190755 | 8 II | 151923 | 263034 |
|  | -0792 | 082808640899 | 093409691004 | 10381072 I106 | 710 | 141721 | 242831 |
|  | - 1139 | 117312061239 | 127113031335 |  | 610 | 131619 | 232629 |
|  | 1461 | $1492 \begin{array}{llllll}1523 & 153\end{array}$ | 158416141644 | 167317031732 | 36 | 121518 | 212427 |
|  | -1761 | 179018181847 | 187519031931 | 195919872014 | 6 | 111417 | 202225 |
| 18 | 2041 | 206820952122 | 214821752201 | 222722532279 | 5 | 111316 | 182124 |
| 17 | - 2304 | $23302355 \quad 2380$ | 240524302455 | 248025042529 | 57 | 101215 | 172022 |
| 18 | - 2553 | 2577 2601 2625 | 264326722695 | 271827422765 | 5 | 91214 | 161921 |
| 19 | -2788 | 281028332856 | 287829002923 | 294529672989 | 4 | 91113 | 161820 |
| 20 | -30 | 303230543075 | 309631183139 | 316031813201 | 46 | $8 \mathrm{IIH}_{8} 13$ | $15 \quad 1719$ |
|  | $\cdot 3$ | 324332633284 | 330433243345 | 3365 33853404 | 4 | 81012 | 141618 |
|  | -3 | 344434643483 |  | 356035793598 | 4 | 810 |  |
|  | -36 | 3633636553574 | 3692371113729 | 3747 37663784 | 4 | 7811 | $1 \begin{array}{llllll}13 & 15 & 17 \\ 122\end{array}$ |
| 24 | -3802 | 382038388856 | 387438923009 | 392739453962 | 4 | 79 II | 12 I 416 |
|  | -39 | 40144031 | 404840654082 | 409941164133 | 3 | $\begin{array}{lll}7 & 9 & 10 \\ 7 & 8 & 10\end{array}$ | $1 \begin{array}{lllll}12 & 14 & 15 \\ 1 & 1 & 13\end{array}$ |
|  | -4150 | 416641834200 | 421642324249 | 426542814298 | 3 |  | $\begin{array}{lllll}11 & 13 & 15 \\ 115\end{array}$ |
|  | 4314 | 433043464362 | 437843934409 | 442544404456 | 3 | 6 | 111214 |
|  | 44 | 448745024518 | 453345484564 | 457945044609 | 3 | 6 | 11121214 |
| 29 | 46 | 463946544669 | 468346984713 | 472847424757 | 3 | 078 | 101213 |
| 30 | -4771 | 478648004814 | 482948434857 | 487148864900 | 3 | 6 | 10.1113 |
|  | - 49 | 492849424955 | $49 \times 949834997$ | 501150245038 | 3 | $\begin{array}{lll}6 & 7 & 8 \\ 5 & 7 & 8\end{array}$ |  |
|  | -50 | 506550795092 | 510551195132 | 514551595172 | 3 | 578 | 9 I1 12 |
|  | - 51 | 519852115224 | 523752505263 | 527652895302 | 3 | 568 | 91012 |
| 34 | '5315 | 532853405353 | 536653785391 | 540354165428 | 3 | 568 | 91011 |
| 35 | . 5 | 545354655478 | 549055025514 | 552755395551 | 2 | 5 | 910 II |
|  | -5563 |  | 5611 56235635 | 564756585670 | 2 | 5 |  |
|  | -682 | 569457055717 | 572957405752 | 576357755786 | 1 | 5 | 0 |
|  | -5798 | 5809 5922 5821 5033 5933 5944 | 5843 585558666 | 5877 588858999 | $1 \begin{array}{lll}1 & 2 & 3 \\ 1 & 2 & 3\end{array}$ | 5 | $\begin{array}{llll}8 & 9 & 10 \\ 8 & 9 & 10\end{array}$ |
| 40 | . 6021 | 5922 5933 5944 <br> 6031 6042 6053 | 5955 69665977 | 609661076117 | 1-1 | 4 | 0 |
| 41 | 6128 | 613861496160 | 617061806191 | 620162126222 | $1 \begin{array}{lll}1 & 2 & 3\end{array}$ | 4 | 9 |
| 42 | . 6232 | 624362536263 | 627462846294 | 630463146325 | $1 \begin{array}{lll}1 & 2 & 3\end{array}$ | 45 | $\begin{array}{lll}7 & 8 & 9\end{array}$ |
| 43 | . 6335 | 634563556365 | 637563856395 | 640564156425 | $1 \begin{array}{lll}1 & 2 & 3\end{array}$ | $4 \begin{array}{lll}4 & 5\end{array}$ | 789 |
| 44 | . 6435 | 644464546464 | 647464846493 | 650365136522 |  | 45 | $\begin{array}{lll}7 & 8 & 9\end{array}$ |
| 45 | . 6532 | 654265516561 | 657165806590 | 659966096618 | 1 | $4 \quad 56$ | $\begin{array}{lll}7 & 8 & 9\end{array}$ |
| 48 | -6628 | 663766466656 | 666566756684 | 669367026712 | 2 | $4 \begin{array}{lll}4 & 5 & 6\end{array}$ | $\begin{array}{llll}7 & 7 & 8 \\ 6 & 7 & \end{array}$ |
| 47 | . 6721 | 673067396749 | 675867676776 | 678567946803 | 12 | 45 | $\begin{array}{llll}6 & 7 & 8\end{array}$ |
| 48 | .6812 | 682168306839 | 684868576866 | 687568846893 | $1 \begin{array}{lll}1 & 2 & 3\end{array}$ | 44 | 6788 |
| 49 | . 6902 | 691169206928 | 693769466955 | 696469726981 | $1 \begin{array}{lll}1 & 2 & 3\end{array}$ |  | 678 |
| 50 | . 6990 | 699870077016 | 702470337042 | 705070597067 | $\begin{array}{lll}1 & 2 & 3\end{array}$ | 34 | $\begin{array}{llll}6 & 7 & 8 \\ 6 & 7 & 8\end{array}$ |
| 51 | $7{ }^{7} 76$ | 708470937101 | 711071187126 | 713571437152 | $\begin{array}{lll}1 & 2 & 3 \\ 1 & 2 & \end{array}$ | 34 | $\begin{array}{llll}6 & 7 & 8\end{array}$ |
| 52 | 7160 | 716871777185 | 719372027210 | 721872267235 | $\begin{array}{llll}1 & 2 & 2\end{array}$ | 3 | $\begin{array}{lll}6 & 7 & 7\end{array}$ |
| 53 | 7243 | 725172597267 | 727572847292 | 730073087316 | $\begin{array}{lll}1 & 2 & 2 \\ 1 & 2 & \end{array}$ | $\begin{array}{llll}3 & 4 & 5\end{array}$ | 667 |
| 54 | 7324 | $73327340734{ }^{\text {8 }}$ | 735673647372 | 738073887396 | $1 \begin{array}{lll}1 & 2 & 2\end{array}$ | 3 | 667 |


|  | 0 |  |  |  | Ditference-Columns. |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | 123 | 456 | 78 |
| 55 | $\cdot 74$ | 741274197427 | 743574437451 | 745974667474 | 22 | $3-5$ | 67 |
| 58 | $7{ }^{7} 482$ | 749074977505 | 751375207528 | 753675437551 | $\begin{array}{lll}1 & 2 & 2\end{array}$ | 3145 | 67 |
| 57 | 7559 | 756675747582 | 758975977604 | 761276197627 | $1 \begin{array}{lll}1 & 2 & 2\end{array}$ |  | $\begin{array}{lll}5 & 6 & 7\end{array}$ |
| 58 | . 763.4 | 76.4270497057 | 766476727679 | 768676947701 | $\begin{array}{lll}1 & 1 & 2\end{array}$ | 344 | $\begin{array}{lll}5 & 6 & 7\end{array}$ |
| 59 | -7709 | 771677237731 | 773877457752 | 776077677774 | $1 \begin{array}{lll}1 & 1 & 2\end{array}$ | $\begin{array}{llll}3 & 4 & 4\end{array}$ | $\begin{array}{lll}5 & 6 & 7\end{array}$ |
| 60 | -7782 | 778077967803 | 781078187825 | 783278397846 | $\begin{array}{lll}1 & 1 & 2\end{array}$ | 3 | 560 |
| 61 | 7853 | $7800) 78687875$ | 78827880788,7 | 790379107917 | $1 \begin{array}{lll}1 & 1 & 2\end{array}$ | $\begin{array}{llll}3 & 4 & 4\end{array}$ | 560 |
| 62 | 7024 | 793179387945 | 795279597066 | 797370807087 | $\begin{array}{lll}1 & 1 & 2\end{array}$ | $\begin{array}{llll}3 & 3 & 4\end{array}$ | 566 |
| 63 | -7903 | 800080078014 | $\begin{array}{llll}812 & 5028 & 8035\end{array}$ | 804180488055 | $1 \begin{array}{lll}1 & 1 & 2\end{array}$ | $\begin{array}{llll}3 & 3 & 4\end{array}$ | 5 |
| 64 | -80t)2 | 806980758082 | 81, 8980968102 | 310981168122 | $1 \begin{array}{lll}1 & 1\end{array}$ | $\begin{array}{llll}3 & 3 & 4\end{array}$ | 55 |
| 65 | -8129 | 813681428149 | 815681028169 | 817681828189 | $1 \begin{array}{lll}1 & 2\end{array}$ | 3134 | $5 \quad 56$ |
| 68 | . 819 |  | 82こ2 8228 8235 | 9241 82488254 | $1 \begin{array}{lll}1 & 1\end{array}$ | $\begin{array}{lll}3 & 3 & 4\end{array}$ | 56 |
| 67 | . 826 | 82077 827.48280 | $\begin{array}{llll}8287 & 8293 & 8209\end{array}$ | 830683128319 | $1 \begin{array}{lll}1 & 1 & 2\end{array}$ | 33 | 56 |
| 68 | . 832 | $\begin{array}{llllll}8331 & 8,3,38 & 83.4\end{array}$ | $\begin{array}{llll}8351 & 8357 & 83 \\ 8\end{array}$ | $\begin{array}{llll}8370 & 8376 & 8382\end{array}$ | $\begin{array}{lll}1 & 1 & 2\end{array}$ | 3 3 | 456 |
| 69 |  | -395 8401 8407 | 8.41484208426 | 843284398445 | 2 | 23 | 456 |
| 70 | -84 | 84578.4638470 | 84 | 849485008 | 2 | 34 | 6 |
| 71 | .8513 | 8519852585.31 | $\begin{array}{llllll}8537 & 8543 & 8549\end{array}$ | 855585618567 | 2 | 3 | 455 |
| 72 | -8573 | 857985858591 | 8597 8t03 8/xay | 861586218027 | $1 \begin{array}{lll}1 & 1 & \\ 1\end{array}$ | 3 | 455 |
| 73 | -8033 | 8639864458651 | 865786 | 867586818686 | $\begin{array}{lll}1 & 1 & 2\end{array}$ | 3 | 455 |
| 74 | . 8092 | 869887048710 | 871687228727 | 873387398745 | I | $2 \begin{array}{lll}2 & 3 & 4\end{array}$ | 455 |
| 75 | -87 | 875687628768 | 877487798 | 879187978802 | $1 \begin{array}{lll}1 & 1\end{array}$ | 31 | 5 |
| 78 | -8805 | 8814 8820 8825 | 883188378842 | 884888548859 | $1 \begin{array}{lll}1 & 2\end{array}$ | 3 | $4 \quad 5 \quad 5$ |
| 77 | -8805 | 18871 | $\begin{array}{llll}8887 & 8803 & 8899\end{array}$ | 890489108915 | $1 \begin{array}{lll}1 & 1 & 2\end{array}$ | 3 | $4 \quad 45$ |
| 78 | . 8921 | $\begin{array}{llll}8027 & 8032 & 80,38\end{array}$ | 80,43 8949 8054 | 896080658971 | $1 \begin{array}{lll}1 & 1\end{array}$ | $3 \begin{array}{ll}3 & 3\end{array}$ | 445 |
| 79 | . 8976 | 898288887895 | S9, ${ }^{3} 9(0) 4900$ | 901590209025 | 1 I 2 | 33 | 45 |
| 80 | -9031 | 903690429047 | 905390589063 | 906990749079 | $\begin{array}{lll}1 & 1 & 2\end{array}$ |  | 5 |
| 8 | -9085 | 9090 90, 6 910I | 910691129117 | 912291289133 | $1 \begin{array}{lll}1 & 1 & 2\end{array}$ | $\begin{array}{ll}3 & 3\end{array}$ | 445 |
| 82 | -9138 | 914391499154 | 915991659170 | 917591809186 | $1 \begin{array}{lll}1 & 1 & 2\end{array}$ | $\begin{array}{ll}3 & 3\end{array}$ | 445 |
| 83 | -9191 | 919692019206 | 921292179222 | 922792329238 | $1 \begin{array}{lll}1 & 1 & 2\end{array}$ | $3{ }^{3} 3$ | 445 |
| 84 | -924 | 924892539258 | 926392699274 | 927992849289 | 1112 | 3 | 445 |
| 85 | -9294 | 929993049309 | 931593209325 | 933093359340 | $1 \begin{array}{lll}1 & 1 & \end{array}$ | 313 | 5 |
| 8 | -9345 | 935093559360 | 936593709375 | 938093859390 | $\begin{array}{lll}1 & 1 & 2\end{array}$ | $3 \begin{array}{ll}3 & 3\end{array}$ | 445 |
| 87 | -9395 | 940094059410 | 941594209425 | 943094359440 | $1 \begin{array}{lll}1 & 1 & 2\end{array}$ | $3 \begin{array}{ll}3 & 3\end{array}$ | 445 |
| 88 | - 9445 | 945094559460 | 946594699474 | 947994849489 | 0 | 2 | 3844 |
| 89 | $\cdot 9.494$ | 949995049509 | 951395189523 | 952895339538 | $\bigcirc 1$ I |  | 34 |
| 90 | -9542 | 954795529557 | 956295669571 | 9576 9581 9586 | 0 | 3 | 344 |
| 9 | -9590 | 959596009605 | $9(60996149610$ | 962496289633 | - | 3 | 344 |
| 92 | -9638 | 964396479652 | 965796619660 | 967196759680 | o | 3 | $3 \begin{array}{lll}3 & 4 & 4\end{array}$ |
| 93 | -9685 | 068996949699 | 970397089713 | 971797229727 | $\bigcirc$ | $\begin{array}{llll}2 & 2 & 3\end{array}$ | $3{ }^{3} 444$ |
| 94 | $\cdot 9731$ | 973697419745 | 975097549759 | 976397689773 | $\bigcirc$ | $2 \begin{array}{lll}2 & 2 & 3\end{array}$ | 34 |
| 95 | -9777 | 978297869791 | 9795980098 | 880998149818 | 0 | $\begin{array}{lll}2 & 2 & 3\end{array}$ | 344 |
| 98 | $\cdot 9823$ | 982798329836 | 984198459850 | 985498599863 | 0 | $\begin{array}{lll}2 & 2 & 3 \\ 2 & 2 & \end{array}$ | $3{ }^{3} 444$ |
| 97 | $\cdot 9868$ | 987298779881 | 938698909894 | 989999039908 | 0 | $\begin{array}{lll}2 & 2 & 3\end{array}$ | 34 |
| 9 | -9912 | 991799219926 | 993099349939 | 294399489952 | $\bigcirc$ | $\begin{array}{lll}2 & 2 & 3\end{array}$ | $3 \begin{array}{lll}3 & 4 & 4\end{array}$ |
| 99 | $\cdot 9956$ | 9061 9965 996 | 997499789983 | 2987999190 | 10 I I | 22 | 33 |

## TABLE VI

COMMON ANTILOGARITHMS

|  | 0 |  |  | 8 | Difference-Columns. |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | 123 | 456 | 788 |
| . 00 | 1000 | 100210051007 | 100910121014 | 1016 1019 1021 | 0 O | 1 I | 22 |
| . 01 | 1023 | 102610281030 | 103310351038 | 104010421045 | 0 | $1 \begin{array}{lll}1 & 1 & 1\end{array}$ | 2 |
| . 02 | 1047 | 105010521054 | 105710591062 | 106410671069 | 0 | 1 I I | 2 |
| - 0 | 1072 | 107410761079 | 108110841086 | 108910911094 | 0 O | $1 \begin{array}{lll}1 & 1 & 1 \\ 1 & 1\end{array}$ | 2 |
| . 04 | 1096 | 1099 I102 1104 | 1107 1109 1112 | III4 III7 III9 | 0 | 1 | 2 |
| . 0 | I 122 | II25 II27 II 30 | 113211351138 | 114011431146 | $0{ }_{0}^{0} 111$ | 1112 | $2 \begin{array}{lll}2 & 2 & 2\end{array}$ |
| . 0 | 1148 | 1151 1153 1156 | 115911611164 | 116711691172 | 0011 | $1 \begin{array}{lll}1 & 1 & 2\end{array}$ | $2 \begin{array}{lll}2 & 2 & 2\end{array}$ |
| . 07 | 1175 | 117811801183 | 1186 1189 1191 | 119411971199 | 0 O I I | $1 \begin{array}{lll}1 & 1 & 2\end{array}$ | $2 \begin{array}{lll}2 & 2 & 2\end{array}$ |
| 08 | 202 | 120512081211 | 121312161219 | $\begin{array}{lllll}1222 & 1225 & 1227\end{array}$ | $0{ }_{0}^{0} 111$ | $1 \begin{array}{lll}1 & 1 & 2\end{array}$ | $2 \begin{array}{lll}2 & 2 & 3\end{array}$ |
| . 09 | 1230 | 123312361239 |  | 125012531256 | 0 O I I | $1 \begin{array}{lll}1 & 1\end{array}$ | 3 |
| -10 | 1259 |  |  | $\begin{array}{lllllllllll}1279 & 1282 & 1285\end{array}$ | 0011 | $1 \begin{array}{lll}1 & 1 & 2\end{array}$ | 3 |
| -1 | 1288 | 129112941297 | 130013031306 | 130913121315 | 0 I I | $1 \begin{array}{lll}1 & 2 & 2\end{array}$ | 3 |
| -1 | 1318 |  | 1330 I 3341337 | 134013431346 | $\begin{array}{lll}0 & 1 & 1 \\ 0 & 1 & 1\end{array}$ | $1 \begin{array}{lll}1 & 2 & 2\end{array}$ | 3 |
| -13 | I 349 | 135213551358 | 136113651368 | 137113741377 | 0 O 111 | $1 \begin{array}{lll}1 & 2 & 2\end{array}$ | 3 |
| . 14 | 1380 | 138413871390 | 1393 I 3961400 | 140314061409 | 0 I I | $1 \begin{array}{lll}1 & 2\end{array}$ | 3 |
| . 15 | 1413 | 141614191422 | 142614291432 | 143514391442 | 0 I I | $1 \begin{array}{lll}1 & 2 & 2\end{array}$ | 3 |
| . 16 | 1445 | 144914521455 | 145914621466 | 146914721476 | 0 1 1 | $1 \begin{array}{lll}1 & 2 & 2\end{array}$ | 33 |
| - 1 | 1479 | 148314861489 | 149314961500 | 150315071510 | 0 I I | $1 \begin{array}{lll}1 & 2 & 2\end{array}$ | 33 |
| $\cdot 18$ | 1514 | 151715211524 | 152815311535 | 153815421545 | 0 I I | $1 \begin{array}{lll}1 & 2 & 2\end{array}$ | 33 |
| . 19 | 1549 | 155215561560 | 156315671570 | 157415781581 | 0 I I | $1 \begin{array}{lll}1 & 2 & 2\end{array}$ | 33 |
| . 20 | 1585 | 1589 1592 1596 | 160016031607 | 161116141618 | 0 I I | $\begin{array}{lll}1 & 2 & 2\end{array}$ | $\begin{array}{lll}3 & 3 & 3\end{array}$ |
| . 21 | 1622 | 162616291633 | 163716411644 | 164816521656 | 0 O I 1 | $2 \begin{array}{lll}2 & 2 & 2\end{array}$ | $\begin{array}{llll}3 & 3 & 3\end{array}$ |
| . 22 | 1660 | 166316671671 | 167516791683 | 168716901694 | 0 I I | $2 \begin{array}{lll}2 & 2 & 2\end{array}$ | 33 |
| . 23 | 1698 | 170217061710 | 171417181722 | 172617301734 | 0 O I I | $2 \begin{array}{lll}2 & 2 & 2\end{array}$ | $\begin{array}{llll}3 & 3 & 4\end{array}$ |
| -24 | 1738 | 174217461750 | 175417581762 | 176617701774 | 0 | 2 | $\begin{array}{llll}3 & 3 & 4\end{array}$ |
| -25 | 1778 | 178217861791 | 179517991803 | 180718111816 | 0 I I | $2 \begin{array}{lll}2 & 2 & 2\end{array}$ | 34 |
| - 28 | 1820 | 182418281832 | 183718411845 | 184918541858 | $\begin{array}{lll}0 & 1 & 1\end{array}$ | $\begin{array}{lll}2 & 2 & 3\end{array}$ | $3 \begin{array}{lll}3 & 3 & 4\end{array}$ |
| . 27 | I 862 | 186618711875 | 187918841888 | 189218971901 | 0 |  | $3 \begin{array}{lll}3 & 3 & 4\end{array}$ |
| . 28 | 1905 | 191019141919 | 192319281932 | 193619411945 | 0 O I I | 3 | 4 |
| . 29 | 1950 | 195419591963 | 196819721977 | 198219861991 | 0 1 I | 3 | $3 \begin{array}{llll}3 & 4 & 4\end{array}$ |
| . 30 | 1995 | 200020042009 | 201420182023 | 202820322037 | 0 I I | 3 | 4 |
| . 81 | 2042 | 204620512056 | 206120652070 | 207520802084 | 0 1 1 | 3 | 44 |
| . 82 | 2089 | 209420992104 | 210921132118 | 212321282133 | 0 I I | $2 \begin{array}{lll}2 & 2 & 3\end{array}$ | 44 |
| . 88 | 2138 | 214321482153 | 215821632168 | 217321782183 | 0 I I | $2 \begin{array}{lll}2 & 2 & 3\end{array}$ | 44 |
| . 84 | 2188 | 219321982203 | 220822132218 | 222322282234 | $1 \begin{array}{lll}1 & 2\end{array}$ | 3 | 45 |
| . 85 | 2239 | 224422492254 | 225922652270 | 227522802286 | 2 | $2 \begin{array}{lll}2 & 3 & 3\end{array}$ | 445 |
| . 88 | 2291 | 229623012307 | 231223172323 |  | $1 \begin{array}{lll}1 & 1 & 2\end{array}$ | $2 \begin{array}{lll}2 & 3 & 3\end{array}$ | 45 |
| . 37 | 2344 | 235023552360 | 236623712377 | 238223882393 | 2 | 33 | 4 |
| . 8 | 2399 | 240424102415 | 242124272432 | 243824432449 | $\begin{array}{lll}1 & 1 & 2\end{array}$ | 33 | 45 |
| . 89 | 2455 | 246024662472 | 247724832489 | 249525002506 | $1 \begin{array}{lll}1 & 1\end{array}$ | 33 | $4 \quad 5 \quad 5$ |
| . 40 | 2512 | 251825232529 | 253525412547 | 255325592564 | 2 | 34 | 455 |
| . 41 | 2570 | 257625822588 | 259426002606 | 261226182624 | $\begin{array}{lll}1 & 1 & 2\end{array}$ | 34 | 45 |
| . 42 | 2630 | 263626422649 | 2655 2661 2667 | $\begin{array}{lllll}2673 & 26792685\end{array}$ | 2 | 34 | $4{ }^{4} 556$ |
| - 43 | 2692 | 269827042710 | 271627232729 | 273527422748 | $1 \begin{array}{lll}1 & 1 & 2\end{array}$ | 34 | $4 \begin{array}{lll}4 & 5 & 6\end{array}$ |
| . 44 | 2754 | 276127672773 | 278027862793 | 27992805 2812 | 112 | 34 | 456 |
| . 45 | 2818 | $2825 \quad 28312838$ | 284428512858 | 286428712877 | 2 | $3 \begin{array}{lll}3 & 3 & 4\end{array}$ | 56 |
| . 46 | 2884 | 289: 28972904 | 291129172924 | 293129382944 | $\begin{array}{lll}1 & 1 & 2\end{array}$ | 3 | 56 |
| 47 | 2951 | 295829652972 | 297929852992 | 299930063013 | $\begin{array}{lll}1 & 1 & 2\end{array}$ | $3{ }^{3}$ | 56 |
| -48 | 3020 | 302730343041 | 304830553062 | 306930763083 | $\begin{array}{lll}1 & 1 & 2\end{array}$ | 44 | 66 |
| . 49 | 3090 | 309731053112 | 311931263133 | 314131483155 | $1 \begin{array}{lll}1 & 1\end{array}$ | 44 | 66 |


|  |  |  |  |  | Ititurence-columms. |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | 123 | 456 | $\begin{array}{lll}7 & 8 & 9\end{array}$ |
| - 50 | 316 | 317031773184 | 319231993206 | 321432213228 | 2 | $\begin{array}{llll}3 & 4 & 4\end{array}$ | 567 |
| -51 | 323() | 324332513258 | 32663273 3281 | 328932963304 | $\begin{array}{llll}\text { I } & 2 & 2\end{array}$ | 345 | 7 |
| -52 | 3311 | 33193327333.4 | 33423350 | 336533733381 | $1 \begin{array}{lll}1 & 2 & 2\end{array}$ | 3 | 567 |
| . 53 | $33^{8}$ | 339634043412 | 342034283436 | 3443345131359 | 1 l 22 | 3 | 7 |
| -5 | 346 | 347534833491 | 349935083516 | 352435323540 | $1 \begin{array}{lll}1 & 2 & 2\end{array}$ | 345 | 67 |
| $\cdot 5$ | 3548 | 355635653573 | 358135893597 | 360636143622 | $1 \begin{array}{lll}1 & 2 & 2 \\ 1 & 2 & \end{array}$ | 34 | 7 |
| - 5 | 3631 | 3639364883656 | 3666436733681 | 3670036983707 | $1 \begin{array}{lll}1 & 2 & 3\end{array}$ | $\begin{array}{llll}3 & 4 & 5\end{array}$ | $\begin{array}{lll}6 & 7 & 8 \\ 6 & 7 & 8\end{array}$ |
| $\cdot .57$ | 3715 | 372437333741 | 375037583767 | $\begin{array}{lllll}3776 & 3784 & 3793\end{array}$ | $\left\lvert\, \begin{array}{lll}1 & 2 & 3 \\ 1 & 2 & 3\end{array}\right.$ | $\begin{array}{lll}3 & 4 & 5 \\ + & 4 & 5\end{array}$ | $\begin{array}{lll}6 & 7 & 8 \\ 6 & 7 & 8\end{array}$ |
| . 58 | 3802 | $\begin{array}{ll}3811 & 3819 \\ 3809 & 3828 \\ 3908 & 3917\end{array}$ | $\begin{array}{llll}3837 & 3846 & 3855 \\ 3926 & 3936 & 3945\end{array}$ | $\begin{array}{llll}3864 & 3873 & 3882 \\ 3054 & 3963 & 3972\end{array}$ | $\left\lvert\, \begin{array}{lll}1 & 2 & 3 \\ 1 & 2 & 3\end{array}\right.$ | 3 $+\quad 45$ $+\quad 5$ | $\begin{array}{lll} 6 & 7 & 8 \\ 6 & 7 & 8 \end{array}$ |
| $\cdot 5$ | 38 | 389939083917 | 392639363945 | 395439633972 | $\begin{array}{llll}1 & 2 & 3 \\ 1 & 2 & 3\end{array}$ | + 56 | 8 |
| . 60 | 3981 | 309030994 | 401840274036 | 404540554064 | 23 | $4 \begin{array}{lll}4 & 5 & 6\end{array}$ | 8 |
| . 6 | 4074 | 4083840034102 | 411141214130 | 41404150459 | $1 \begin{aligned} & 1 \\ & 1\end{aligned}$ | 4 | 78 |
| -62 | 416 | 117341884198 | 420742174227 | 423642464256 | 23 | 4 | ) |
| . 83 | 4 | 427642854295 | 430543154325 | 433543454355 | 23 | 4 | $\begin{array}{lll}7 & 8 & 4 \\ 7 & 8 & 0\end{array}$ |
| . 84 | 43 | 437543854395 | 440644164426 | 4436444644.57 | 23 | $4 \quad 56$ | 7 |
| - 6 | 44 | 447744874498 | +5084510 4529 | $4539455045 \times 0$ | 23 | 4 | $\begin{array}{lll}7 & 8 & 9\end{array}$ |
| 68 | 4371 | 458145024603 | 46)13 4(124 4634 | 464546564667 | 23 | 4 | 11 |
| . 67 | 4 177 | 4688469094710 | 472147324742 | 475347644775 | 23 | , | 88 |
| . 68 |  | 479748084819 | 483148424853 | 486448754887 | 23 | , | 8 |
| . 69 | 4 S | 4609 4920 4932 | 494349554966 | 497749895000 | 23 |  | $9{ }^{11}$ |
| -70 | 50 | 502350355047 | 505850705082 | 509351055117 | 24 | 567 | 9 II |
| . 71 | 51 | 514051525164 | 517651885200 | 52125224523 () | $1{ }_{1} 124$ | ; 67 | 111 |
| . 72 | 5248 | $\begin{array}{lllll}52 & \text { co } & 52725284\end{array}$ | 520753005321 | 533353465358 | 24 | ; 67 | 910 II |
| $\cdot 73$ | 5 | 538353955408 | $54205433 \quad 5445$ | 545854705483 | 34 |  | 910 |
| . 74 | 549 | 5508552 I 5534 | 554655595572 |  | 34 |  | 2 |
| $\cdot 75$ | 5623 | 563656495662 | 5675 5f,89 5702 | 571557285741 | 34 | 5 | 9 10 12 |
| . 78 | 5754 | 5-08 57815794 | $\begin{array}{lllll}5808 & 5821 & 5 \times 3.4\end{array}$ | 584858615875 | $\begin{array}{lll}1 & 3 & 4 \\ 1 & 3 & 4\end{array}$ |  | 41112 |
| .77 | 58 | 590259165929 | 594359575970 | 598459986012 | $\begin{array}{lll}1 & 3 & 4\end{array}$ | 57 | 10 |
| . 78 | (in26 | 003960536067 | 6081 6005 6109 | 612461386152 | $\begin{array}{llll}1 & 3 & 4\end{array}$ | 6 | 10.1113 |
| . 79 | 01 | 618061946209 | 622362376252 | 626662816295 | 34 | $\begin{array}{ccc}6 & 7 & 9\end{array}$ | IO II I3 |
| . 80 | 63 | 632463396353 | $\begin{array}{lllll}6368 & 6383 & 6397\end{array}$ | 641264276442 | 3 | 688 | $\begin{array}{llll}10 & 12 & 13\end{array}$ |
| . 81 | 6457 | 647164866501 | 651665316546 | 656165776592 | $\begin{array}{ll}3 & 5\end{array}$ | 6 680 | II 1214 |
| . 82 | 6i(k) 7 | 6662266376653 | ${ }_{6} 66686683$ 66099 | 671467306745 | 3 | 68 | II 12 |
| . 83 | 6-61 | 677667926808 | 682368396855 | 687168876902 | $\begin{array}{lll}2 & 3 & 5\end{array}$ |  | II 1314 |
| . 84 | 6918 | 69334 6950 6960 | 698269987015 | 703170477063 | 5 | 6810 |  |
| -85 | 7079 | 709671127129 |  | 719472117228 | 3 | $\begin{array}{llll}7 & 8 & 10 \\ 7 & 8 & 10\end{array}$ | $\begin{array}{llll}12 & 13 & 15 \\ 12 & 15\end{array}$ |
| . 88 | 7244 | 726172787205 | 731173287345 | 736273797396 | 3 | 7810 | $\begin{array}{llll}12 & 13 & 15 \\ 12 & 14 & \end{array}$ |
| . 87 | 7413 | 743074477454 | 748274997516 | 753475517568 | $\begin{array}{llll}2 & 3 & 5\end{array}$ | 910 | 214 |
| . 88 | 7580 | 760376217638 | $765676747^{7691}$ | 770977277745 | 4 | 9 II | 4 |
| -89 | 7762 | 778077987816 | 783478527870 | 788979077925 | 245 | 9 | 1381416 |
| . 90 | 7 | 796270807998 | 801780358054 | 8072 8091 8iro | 46 | 78911 | $\begin{array}{llll}13 & 15 & 17\end{array}$ |
| . 91 | 812 | 814781668185 | 820482228241 | 826082798299 | 46 | $8 \quad 9$ II |  |
| . 92 | 8318 | $\begin{array}{lllll}8337 & 8356 & 8375\end{array}$ | 839584148433 | 845384728492 | 46 | 8 10 12 | $\begin{array}{llll}14 & 15 & 17 \\ 14 & 16 & \end{array}$ |
| 93 | 8511 | 853185518570 | 859086108630 | 365086708690 | 46 | 8 10 12 | 141618 |
| $\cdot 94$ | 8710 | 873087508770 | 8790 8810 8831 | 885188728892 | 46 | 8 10 12 |  |
| 95 | 8913 | 893389548974 | 899590169036 | 905790789099 | 46 | 81012 | $1517 \begin{array}{llll}19 & 19\end{array}$ |
| . 96 | 9120 | 914191629183 | 920492269247 | 926892909311 | 46 | 8 In 13 | $\begin{array}{llll}15 & 17 & 19\end{array}$ |
| . 97 | 9333 | 935493769397 | 941994419462 | 948495069528 | 47 | $9 \begin{array}{llll}9 & 11 & 13\end{array}$ | $\begin{array}{llll}15 & 17 & 20\end{array}$ |
| . 98 | 9550 | 957295049616 | 0638966619683 | 970597279750 | 247 | $9 \begin{array}{llll}11 & 13\end{array}$ | 161820 |
| 89 | 9772 | 979598179840 | 986398869008 | 993199549977 | 57 | ) II 14 |  |

## 514

## TABLE VII

## NATURAL SINES OF ANGLES FROM $0^{\circ}$ TO $90^{\circ}$ AT INTERVALS OF $I^{\prime}$

Natural Cosines may be oltained from this table, by using the fact that
$\cos A=\sin \left(90^{\circ}-A\right)$.

|  | $0^{\prime}$ | $6^{\prime}$ | 12' | 18' | 24' | 30' | 36' | 42' | $48^{\prime}$ | 84' | Minutes. |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  |  |  |  | $\mathbf{1}^{\prime} \mathbf{2}^{\prime} 3^{\prime}$ | $4^{\prime} 5^{\prime}$ |
| $0^{\circ}$ | . | 0017 | 0035 | 0052 | 0070 | 0087 | 5 | 0122 | 0140 | 0157 | 369 | 215 |
| 1 | -or75 | O192 | 0209 | 0227 | 0244 | 0262 | 0279 | 0297 | 0314 | 0332 |  | 1215 |
| 2 | -0349 | 0366 | 0384 | O4OI | 0419 | 0436 | 0454 | 0471 | 0488 | 0506 | 6 | 1215 |
| 3 | . 0523 | 0541 | 0558 | 0576 | 0593 | O,fo | O628 | O645 | O663 | 0680 | 36 | 1215 |
| 4 | .0698 | 0715 | 0732 | 0750 | 0767 | 0785 | 08 O 2 | -819 | 0837 | 0854 | 3 | 1215 |
| - | .0872 | -889 | O | O9 | O | 0958 | 0976 | 0993 | 1011 | 1028 | 3869 | 1214 |
| 6 | -1045 | 1063 | 10 | 1097 | 11 | 1132 | 1149 | 1167 | 1184 | 1201 | $3{ }^{3} 669$ | 1214 |
| 7 | -1219 | 1236 | 1253 | 1271 | 1288 | 1305 | 1323 | 1340 | 135 | 1374 | $\begin{array}{lll}3 & 6 & 9\end{array}$ | 1214 |
| 8 | -1392 | 1409 | 1426 | 1444 | 1461 | 1478 | 1495 | 1513 | 1530 | 1547 | 36 | 1214 |
| 9 | -1564 | 1582 | 1599 | 16 | 1633 | 1650 | 1668 | 1685 | 17802 | 1719 | 6 | 1214 |
| 10 | -1736 | 1754 | 1771 | 1788 | 1805 | 1822 | 1840 | 1857 | 1874 | 1891 | 3 | 1214 |
| 11 | -1908 | 1925 | 1942 | 1959 | 1977 | 1994 | 2011 | 2028 | 2045 | 2062 | 36 | 1114 |
| 12 | -2079 | 2096 | 2113 | 2130 | 2147 | 2164 | 2181 | 2198 | 2215 | 2233 | 36 | II 14 |
| 13 | . 2250 | 2267 | 2284 | 2300 | 2317 | 2334 | 2351 | 2368 | 2385 | 2402 | $3{ }^{3} 688$ | II 14 |
| 14 | -2419 | 2436 | 2453 | 24 | 2487 | 2504 | 2521 | 2538 | 2554 | 2571 | 368 | II 14 |
| 15 | -2588 | 2605 | 26 | 2639 | 2656 | 2672 | 2689 | 2706 | 2723 | 2740 | 36 | II 14 |
| 16 | -2756 | 2773 | 270 | 2807 | 2823 | 2840 | 2857 | 2874 | 2890 | 2907 | 36 | 1114 |
| 17 | - 292 | 294 | 2957 | 2974 | 2990 | 3007 | 3024 | 304 | 3057 | 3074 | 36 | 1114 |
| 18 | -3090 | 3107 | 3123 | 3140 | 3156 | 3173 | 3190 | 3206 | 3223 | 3239 | 3 | 1114 |
| 19 | . 3256 | 3272 | 3289 | 3305 | 3322 | 3338 | 3355 | 3371 | 3387 | 3404 | 3 | II 14 |
| 20 | $\cdot 3420$ | 3437 | 3453 | 3469 | 3486 | 3502 | 3518 | 3535 | 3551 | 3567 | $\begin{array}{llll}3 & 5 & 8\end{array}$ | 1114 |
| 21 | - 3584 | 3600 |  | 3633 | 3649 | 3665 | 3681 | 3697 | 3714 | 3730 | $\begin{array}{llll}3 & 5 & 8\end{array}$ | I1 14 |
|  | - 374 | 3762 | 3778 | 3795 | 381I | 3827 | 3843 | 3859 | 3875 | 3891 | $\begin{array}{llll}3 & 5 & 8\end{array}$ | 1114 |
|  | - 3907 | 3923 | 3939 | 3955 | 3971 | 3987 | 4003 | 4019 | 4035 | 4051 | $3{ }^{3} 5058$ | 1114 |
| 24 | -4067 | 4 | 4099 | 4115 | 4131 | 4147 | 4163 | 4179 | 4195 | 421 | 358 | 13 |
| 25 | -4226 | 4242 | 4258 | 4274 | 4289 |  |  | 4337 | 4352 | 4368 |  |  |
| 28 | -4384 | 43 | 4415 | 4431 | 4446 | 4462 | 4478 | 4493 | 4509 | 4524 | 35 | 1013 |
| 27 | -454 | 4555 | 4571 | 4586 | 4602 | 4617 | 4633 | 4648 | 4664 | 4679 | $\begin{array}{ll}3 & 5 \\ 3 & 5\end{array}$ | $\begin{array}{lr}10 & 13 \\ 10 & 13\end{array}$ |
| 28 | -4695 | 4710 | 4726 | 4741 | 4756 | 4772 | 4787 | 4802 | 4818 | 4833 | $\begin{array}{ll}3 & 5 \\ 3 & 5\end{array}$ | 10 13 |
| 29 | - 4848 | 4863 | 4879 | 4894 | 4909 | 4924 | 4939 | 4955 | 4970 | 4985 | 3 | 1013 |
| 30 | - 5000 | 5015 | 5030 | 5045 | 5060 | 5075 | 5090 | 5105 | 5120 | 5135 | $\begin{array}{llll}3 & 5 & 8\end{array}$ | 1013 |
|  | -5150 | 5165 | 518 | 5195 | 52 | 5225 | 5240 | 5255 | 5270 | 5284 | 5 | 1012 |
|  | - 5299 | 53 | 53 | 534 | 535 | 5373 | 538 | 5402 | 5417 | 5432 | $\begin{array}{llll}2 & 5 & 7 \\ 2 & 5 & 7\end{array}$ | 1012 |
|  | - 544 | 54 | 54 | 54 | 55 | 55 | 55 | 5548 | 5563 | 5577 | $\begin{array}{lll}2 & 5 & 7 \\ 2 & 5 & 7\end{array}$ |  |
| 34 | $\cdot 5$ | 56 | 5621 | 56 | 56 | 5664 | 5678 | 5693 | 5707 | 5721 | $\begin{array}{llll}2 & 5 & 7\end{array}$ |  |
| 35 | -5736 | 5750 |  | 5779 |  | 5807 | 5821 |  | 5850 | 5864 | 25 | 912 |
| 3 | - $\cdot .6878$ | 5892 | 5906 | 5920 | 5934 | 5948 | 5962 69101 | 5976 | 5990 | 6004 | $2 \begin{aligned} & 2 \\ & 2\end{aligned}$ | 9 9 9 12 |
|  | -6018 | 6032 | 6046 | 6060 | 6074 | 6088 | 6101 | $6115$ | 6129 | 6143 | 25 | 912 |
| 39 | . 6157 | 6170 | $\left\|\begin{array}{l} 6184 \\ 6320 \end{array}\right\|$ | 6198 6334 | 6211 6347 | 6225 6361 | 6239 6374 | $\left\|\begin{array}{l} 6252 \\ 6388 \end{array}\right\|$ | 6266 | 6280 6414 | $\begin{array}{ll}2 & 5 \\ 2 & 4\end{array}$ | 9 II |
| 40 |  | 6441 | 6455 | 6468 | 648 I | 6494 | 6508 | 6521 | 6534 | 654 | 24 | 911 |
| 41 | -6561 | 6574 | 6587 | 6600 | 6613 | 6626 | 6639 | 6652 | 6665 | 6678 | 2 | 911 |
| 42 | -6691 | 6704 | 6717 | 6730 | 6743 | 6756 | 6769 | 6782 | 6794 | 6807 | 246 | 911 |
|  | -6820 | 6833 | 6845 | 6858 | 6871 | 6884 | 6896 | 6909 | 6921 | 6934 | 246 | 811 |
| 44 | - 6947 | 6959 | 6972 | 698 | 6997 | - | 702 | 703 | 7046 | 70 | 4 | 810 |



## L 12

## TABLE VIII

## NATURAL TANGENTS OF ANGLES FROM $0^{\circ} \mathrm{TO} 90^{\circ}$ AT INTERVALS OF $\mathrm{I}^{\prime}$

Natural Cotangents may be obtained from this table, by using the fact that $\cot A=\tan \left(90^{\circ}-A\right)$.

|  | $0^{\prime}$ |  | 12' | 18' | 2.4' | 30' | 36' | 42' | $48^{\prime}$ | 54' | Minutes. |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  |  |  |  | $\mathbf{1}^{\prime} \mathbf{2}^{\prime} \mathbf{3}^{\prime}$ | $4^{\prime} 5^{\prime}$ |
| $0^{\circ}$ | -0 | $\infty$ | m | CO52 | 0070 | O) | 0105 | 0122 | 0140 | 0157 | 369 | 1215 |
| 1 | -0175 | O192 | 0209 | 0227 | 0244 | 026 | 0279 | 0297 | O314 | 0332 | 6 | 1215 |
| 2 | -0349 | 0367 | 0384 | 0402 | 0419 | 0437 | 0454 | 0472 | O4 8 ¢ | 0507 | 6 | 1215 |
| 8 | -0524 | 0542 | 0559 | 0577 | 0594 | 0612 | O629 | 0647 | 0664 | 068 | 36 | 1215 |
| 4 | -0699 | 0717 | 0734 | 0752 | 0769 | 0787 | 0805 | 08.2 | 0840 | 085 |  | 1215 |
| 5 | -087 | -892 | 0910 | 0928 | 45 | 0963 | 0981 | 0998 | 1016 | 10 | 3 | 1215 |
| 6 | -105 | 1069 | 1086 | 1104 | 1122 | 1139 | 1157 | 1175 | 1192 | 121 |  | 1215 |
| 7 | -1228 | 1246 | 1263 | 1281 | 1299 | 1317 | 13,34 | 1352 | 1370 | 1388 | 6 | 1215 |
| 8 | -1405 | 1423 | 1441 | 1459 | 1477 | 1495 | 1512 | 1530 | 1548 | 1566 | 6 | 1215 |
| 9 | -1584 | 1602 | 162 | 1638 | 1055 | 1673 | 1691 | $17 \times 9$ | 1727 | 1745 | O | 1215 |
| 10 | -1763 | 1781 | 1799 | 1817 | 1835 | 1853 | 1871 | 1890 | 1908 | 1926 | $\begin{array}{llll}3 & 6 & 9\end{array}$ | 1215 |
| 11 | -1944 | 1962 | 1980 | 1998 | 2016 | 2035 | 2053 | 2071 | 2089 | 2107 |  | 1215 |
| 12 | -2126 | 2144 | 2162 | 2180 | 99 | 2217 | 2235 | 2254 | 2272 | 2290 | 36 | 1215 |
| 13 | -2 | 2327 | 23 | 2364 | 238 | 2401 | 2419 | 2438 | 2456 | 24 | 36 | 1215 |
| 14 | -24 | 2512 | 2530 | 2549 | 2568 | 2586 | 2605 | 2623 | 2642 | 2661 | 3 | 1216 |
| 15 |  | 2698 | 27 | 273 | 2754 | 2773 | 2792 | 2811 | 2830 | 28 | 36 | 1316 |
| 16 | -28 | 28 | 290 | 29 | 2943 | 2962 | 2981 | 3000 | 19 | 30 | 36 | 1316 |
| 17 | - | 3076 | 3096 | 3115 | 3134 | 3153 | 3172 | 3191 | 221 | 32 | 36 | 1316 |
| 18 | $\cdot 32$ | 3269 | 3288 | 3307 | 3327 | 3346 | 3365 | 3385 | 3404 | 34 | 610 | 1316 |
| 19 | $\cdot 34$ | 3463 | 3482 | 3502 | 3522 | 3541 | 3561 | 3581 | 3600 | 3620 | 3610 | 1317 |
| 20 | -3640 | 3659 | 3679 | 3699 | 3719 | 3739 | 3759 | 3779 | 3799 | 3819 | 710 | 1317 |
| 21 | $\cdot 3839$ | 3859 | 3879 | 3899 | 3919 | 3939 | 3959 | 3979 | 4000 | 4020 | $\begin{array}{llll}3 & 7 & 10\end{array}$ | 1317 |
| 22 | $\cdot 4040$ | 4061 | 4081 | 4101 | 4122 | 4142 | 4163 | 4183 | 4204 | 4224 | $\begin{array}{llll}3 & 7 & 10 \\ 3 & 7 & 10\end{array}$ | 1417 |
| 23 | - 4245 | 4265 | 42 | 4307 | 4327 | 4348 | 4369 | 4390 | 4411 | 4431 | 37 | 1417 |
| 24 | -4452 | 4473 | 44 | 4515 | 4536 | 4557 | 45 | 4599 | 462 | 46 | 47 | 14 |
| 25 | - 46 | 46 | 47 | 4727 | 4748 | 47 | 47 | 4813 | 4834 | 4856 | 4 | 1418 |
| 28 | - 4877 | 4899 | 49 | 4942 | 4964 | 4986 | 50 | 5029 | 5051 | 5073 | 4711 |  |
| 27 | - 5095 | 5117 | 51 | 516 | 5184 | 520 | 522 | 5250 | 5272 | 5295 | 711 |  |
| 28 | -53 |  | 5362 | 5384 | 5407 | 5430 | 5452 | 5475 | 5498 | 5520 | 811 |  |
| 29 | -55 | 5 | 5589 |  | 5635 | 5658 | 5681 | 5704 | 5727 | 5750 | 4812 | 1519 |
| 30 | -5774 | 5797 | 5820 | 5844 | 5867 | 5890 | 5914 | 5938 | 5961 | 5985 | 812 | 1620 |
| 31 | . 6009 | 6032 | 6056 | 6080 | 6104 | 612 | 6152 | 6176 | 620 | 6224 | 812 | 1620 |
| 32 | -6249 | 6273 | 6297 | 6322 | 6346 | 6371 | 6395 | 6420 | 6445 | 6469 | 4812 | 1620 |
| 33 | . 6494 | 6519 | 6544 | 6569 | 6594 | 6619 | 6644 | 6669 | 669 | 6720 | 813 | 1721 |
| 84 | - 6745 | 6771 | 6796 | 68 | 6847 | 6873 | 6899 | 6924 | 6950 | 69 | 913 | 1721 |
| 35 | $\cdot 7002$ | 7028 | 7054 | 7080 | 7107 | 7133 | 7159 | 7186 | 7212 |  | 4913 | 1822 |
| 37 | 7265 | 7292 | 7319 | 7346 | 7373 | 7400 | 7427 | 7454 | 7481 | 75 | 914 | 1823 |
| 88 | 7536 | 7563 | 7590 | 7618 | 7646 | 7673 | 7701 | 7729 | 7757 | 78 | $\begin{array}{llll}5 & 9 & 14\end{array}$ | 1823 |
| 38 |  | 7841 | 7869 | 7898 | 7926 | 7954 |  |  | 8040 | 8 | 51014 | 1924 |
| 39 | . 8098 | 8127 | 8156 | 8185 | 821 | 8243 | 8273 | 8302 | 8332 | 83 | 51015 | 2024 |
| 40 | -8391 | 8421 | 8451 | 8481 | 8511 | 8541 | 8571 | 8601 | 8632 | 8662 | $5 \begin{array}{llll}5 & 10 & 15 \\ 5 & 1\end{array}$ |  |
| 41 | . 8693 | 8724 | 8754 | 8785 | 8816 | 8847 | 88,8 | 8910 | 8941 | 8972 | 51016 | 2126 |
| 42 | -9004 | 9036 | 9067 | 9099 | 9131 | 9163 | 9195 | 9228 | 9260 | 9293 | $\begin{array}{llllll}5 & 11 & 16 \\ 6 & 11 & 17\end{array}$ | 2127 |
| 43 | . 9325 | 9358 | 9391 | 9424 | 9457 | 9490 | 9523 | 9556 | 9590 | 9623 | 61117 | 2228 |
| 44 | .9657 | 9691 | 9725 | 9759 | 9793 | 9827 | 986 | 9896 | 99 | 9965 | 61117 | 2329 |


|  | $0^{\prime}$ | $6^{\prime}$ | 12' | $18^{\prime}$ | $24^{\prime}$ | 30' | 36' | 42' | 48' | 54' | Minutes. |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  |  |  |  | $1{ }^{\prime}$ | $2^{\prime}$ | ${ }^{\prime}$ |
| $45^{\circ}$ | 1 | 35 | 0070 | 0105 | 0141 | 0176 | 0212 | 0247 | 0283 | 0319 |  | 1218 | 24 |
| 48 | $1 \cdot 0355$ | 0392 | 0428 | 0464 | 0501 | 0538 | 0575 | 0612 | O¢,49 | 0686 |  | 1218 | 25 |
| 47 | 1.0724 | 1776 | 0799 | 0837 | 0875 | 0913 | 0951 | 0990 | 1028 | 106 | 6 | 13 19 | 25 |
| 48 | 1-1106 | 1145 | 1184 | 1224 | 1263 | 1303 | 1343 | 1383 | 1423 | 1463 | 7 | $13 \quad 20$ | $26 \quad 33$ |
| 49 | 1-1504 | 1544 | 1585 | 1626 | 1667 | 1708 | 1750 | 1792 | 1833 | 1875 | 7 | 1421 | 28 |
| 50 | 1-1918 | 19 ¢0 | 2002 | 20 | 2088 | 2131 | 2174 | 22 | 2261 | 2305 |  | $14 \quad 22$ | 2935 |
| 51 | 1-2349 | 2393 | 2437 | 2482 | 2527 | 2572 | 2617 | 2662 | 2708 | 2753 |  | $15 \quad 23$ | $30 \quad 38$ |
| 52 | 1.2799 | 2846 | 2892 | 2938 | 2985 | 3032 | 3079 | 3127 | 3175 | 3222 | 8 | $16 \quad 23$ | 3139 |
| 53 | $1 \cdot 3270$ | 3319 | 3367 | 3416 | 3465 | 3514 | 3564 | 3613 | 3663 | 3713 | 8 | 1625 | 3341 |
| 54 | 1.3764 | 3814 | 3865 | 39 | 3968 | 4019 | 4071 | 4124 | 4176 | 4229 | 9 | 1726 | 3443 |
| 55 | 1.4281 | 4335 | 4388 | 4442 | 4496 | 4550 | 4605 | 4659 | 4715 | 4770 | 9 | $18 \quad 27$ | 36 |
| 56 | 1.4826 | 4882 | 4938 | 4994 | 505 I | 5108 | 5166 | 5224 | 5282 | 5340 | 10 | 1929 | $38 \quad 48$ |
| 57 | 1-5399 | 5458 | 5517 | 5577 | 5637 | 5697 | 5757 | 5818 | 5880 | $59+1$ | 10 | $20 \quad 30$ | $40 \quad 50$ |
| 58 | 1. 6,603 | 6066 | 6128 | 6191 | 6255 | 6319 | 6383 | 6447 | 6512 | 6577 | 11 | 2132 | 4353 |
| 59 | 1.6643 | 6709 | 6775 | 6342 | 6909 | 6977 | 70.45 | 7113 | 7182 | 7251 | 11 | 2334 | $45 \quad 56$ |
| 60 | 1.7321 | 7391 | 7461 | 7532 | 7603 | 7675 | 7747 | 7820 | 7893 | 7966 | 12 | $24 \quad 36$ | 4860 |
| 61 | 1.8040 | 815 | 8190 | 8265 | 8341 | 4418 | 8495 | 8572 | 8650 | 8728 | 13 | $26 \quad 38$ | 51 |
| 02 | 1.8807 | 8887 | 8967 | 90.47 | 9128 | 9210 | 9292 | 9375 | 9458 | 9542 | 14 | 2741 | 5568 |
|  | 1.9626 | 9711 | 9797 | 9883 | 9970 | 0057 | $\stackrel{1}{0} 45$ | ${ }^{0} 233$ | ${ }^{\circ} 323$ | 0413 | 15 | 2944 | 58 |
| 84 | 2.0503 | 0594 | 0686 | 0778 | 0872 | 0965 | 1060 | 1155 | 1251 | 1348 | 16 | 3147 | 63 |
| 65 | 2•1445 | 1543 | 1642 | 1742 | 1842 | 1943 | 2045 | 2148 | 2251 | 2355 | 17 | 3451 | $68 \quad 85$ |
|  | $2 \cdot 2450$ | 2566 | 2673 | 2781 |  | 2998 | 3109 | 3220 | 3332 | 3445 | 18 | 3755 | $74 \quad 92$ |
|  | $2 \cdot 3559$ | 3673 | 3789 | 3906 | 4023 | 4142 | 4262 | 4383 | 4504 | 4027 | 20 | 4060 | 79 |
| 68 | $2 \cdot 4751$ | 4870 | 5002 | 5129 | 5257 | 5386 | 5517 | 5649 | 5782 | 5916 | 22 | 4365 | 87108 |
| 69 | $2 \cdot 6051$ | 0187 | 6325 | 64 | 66 | 674 | 6889 | 70 | 7179 | 7326 | 24 | 47 | 95 |
| 70 | $2 \cdot 7475$ | 7625 | 7776 | 7929 | 8083 | 8239 | 8397 | 8556 | 8716 | 8878 | 26 | $\begin{array}{lll}52 & 78\end{array}$ | 104130 |
| 71 | $2 \cdot 9042$ | 9208 | 9375 | 9544 | 9714 | 9887 | 0061 | ¢237 | O415 | - 595 | 29 | $\begin{array}{lll}58 & 87\end{array}$ | 115144 |
| 72 | $3 \cdot 0777$ | 0961 | 1146 | 1334 | 1524 | 1716 | 1910 | 2106 | 2305 | 2506 |  | 6496 | 129161 |
| 73 | 3.2709 | 2914 | 3122 | 3332 | 3544 | 3759 | 3977 | 4197 | 442 | 4646 |  | 72108 | 144180 |
| 74 | 3.4874 | 5105 | 5339 | 5576 |  | 6059 | 6305 | 6554 |  | 7062 | 41 | 81 122 | 62 |
| 75 | $3 \cdot 7321$ | 7583 | 7848 | 8118 | 8391 | 8667 | 8947 | 9232 | 9520 | 9812 |  |  |  |
| 78 | 4.0108 | 0408 | 0713 | 1022 | 1335 | 1653 | 1976 | 2303 | 2635 | 2972 |  |  |  |
| 78 | $4 \cdot 3315$ | 3662 | 4015 | 4374 | 4737 | 5107 | 5483 | 5864 | 6252 | 6646 |  |  |  |
| 78 | $4 \cdot 7046$ | 7453 | 7867 | 8288 | 8716 | 9152 | 9594 | 0045 | -504 | O970 |  |  |  |
| 79 | 5.1446 | 1929 | 2422 | 2924 | 3435 | 3955 | 4486 | 5026 | 5578 | 6140 |  |  |  |
| 80 | $5 \cdot 6713$ | 7297 | 7894 | 8502 | 9124 | 9758 | O405 | İ066 | I742 | $\underline{2} 432$ |  |  |  |
| 81 | 6.3138 | 3859 | 4596 | 5350 | 6122 | 6912 | 7920 | 8548 | 9395 | ${ }^{\text {O-264 }}$ |  |  |  |
| 82 | $7 \cdot 1154$ | 2066 | 3002 | 3962 | 4947 | 5958 | 6996 | 8062 | 9158 | ${ }^{\text {Ö285 }}$ |  |  |  |
| 83 | 8.1443 | 2636 | 3863 | 5126 | 6427 | 7769 | 9152 | O 579 | 2052 | 3572 |  |  |  |
| 84 | 9.5144 | 9.677 | $9 \cdot 845$ | 10.02 | $10 \cdot 20$ | $10 \cdot 39$ | 10.58 | 10.78 | $10 \cdot 99$ | 11.20 |  |  |  |
| 85 | 11.430 | 11.66 | 11.91 | 12.16 | 12.43 | 12.71 | 13.00 | 13.30 | 13.62 | 13.95 |  |  |  |
| 86 | $14 \cdot 301$ | 14.67 | 15.06 | 15.46 | 15.89 | 16.35 | 16.83 | $17 \cdot 34$ | 17.89 | 18.46 |  |  |  |
| 87 | 19.081 | 19.74 | 20.45 | 21.20 | 22.02 | 22.90 | 23.86 | 24.90 | 26.03 | $27 \cdot 27$ |  |  |  |
| 88 | 28.636 | $30 \cdot 14$ | 31.82 | 33.69 | 35.80 | $38 \cdot 19$ | 40.92 | $44^{\circ} \mathrm{O}$ | 47.74 | 52.08 |  |  |  |
| 89 | 57.290 | $63 \cdot 66$ | 71 | 81.85 | 95.49 | 114.6 | 143.2 | 1910 | 286 | 573.0 |  |  |  |

## 518

## TABLE IX

## NAPIERIAN OR IIYPERBOLIC LOGARITIIMS OF NUMBERS FROM i TO io AT INTERVALS OF . 0 I

From this table, tho hyperbolic logarithm of any four-digit number up to 10000 may be obtained,
e. g. $\log 27 \cdot 9=\log 2 \cdot 79+\log 10=1 \cdot 0260+2 \cdot 3026-3.3286$.
$\log 5137=\log 5 \cdot 137+\log 1000=\mathrm{I} \cdot 6365+6 \cdot 9078=8 \cdot 5443$.
$\log \cdot 0279=\log 2 \cdot 79-\log 100=1 \cdot 0260-4 \cdot 6052=-3 \cdot 5792$.


|  | 0 |  |  |  | Difference-Columus. |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  | 2 3 4 5 6 | 78 |
| 5. | $1 \cdot 6$ | 611461346154 | 617461946214 | 623362536273 | 2 | 466810 | $14 \begin{array}{lll}16 & 18\end{array}$ |
| 5. | $1 \cdot 6292$ | 631263326351 | 637163906409 | 642964486467 |  | 466810 |  |
| 5. |  | 650665256544 | 656365826601 | 6620663966658 | 2 | 46810 | $\begin{array}{lllll}13 & 15 & 17\end{array}$ |
| 5 | $1 \cdot 6677$ | G6rg6 6715 6734 | 675267716790 | 680868276845 |  | 4 6 7 9 | $\begin{array}{lllll}13 & 15 & 17 \\ 13 & 15 & 16\end{array}$ |
| 5.4 | 1-68) 4 | 688269016919 | 693869566974 | 699370117029 |  | 9 II |  |
| 5 | 1.7 | 706670847102 | 712071387156 | 717471927210 | 2 | 44 5 7 9 11 | 131416 |
| 5. | 1.7228 | 724672637281 | 729973177334 | 735273707387 | 2 | 57911 | $12 \begin{array}{llll}12 & 16\end{array}$ |
| 5 | $1 \cdot 7$ | 742274407457 | $7475749275(x)$ | 752775447561 | 2 | 7910 | $12 \begin{array}{llll}12 & 16\end{array}$ |
| 5. | 1-7579 | 759676137630 | 764776764768 | 7 7,99 77107733 |  |  | $12 \begin{array}{lllll}12 & 14 & 15\end{array}$ |
| 5. | 1.77 | 776677837800 | 78177834785 | 786778847901 | 2 | 3 5 7 8 |  |
| 6.0 | I.7918 | 79347951796 | 79848001801 | 80348050 | 2 | 3 5 7 8 | 121315 |
| 6. | I. 80 | 809981168132 | 814881658181 | 819782138229 | 2 |  | $\begin{array}{lllll}11 & 13 & 15\end{array}$ |
| 6. | I. 8245 | $\begin{array}{llll}8262 & 8278 & 8294\end{array}$ |  | $\begin{array}{llllll}8358 & 83748390\end{array}$ | 2 | 3 5 6 8 10 |  |
| 6 | I. 8405 | 842184378453 | 846898858500 | 851685328547 | 2 | $3 \begin{array}{llllll}3 & 5 & 5 & 8 & 9\end{array}$ |  |
| 6.4 |  | 85798 | 862586418050 | 867286878703 | 2 | $\begin{array}{ll:lll}3 & 5 & 6 & 8 & 9\end{array}$ | 1214 |
| 6. | 1-8718 | 87338749876 | 877987958810 | 882588408856 | 2 | $3{ }_{3} 5$ | 1214 |
| 6 | 1.8871 | 88868901891 | 8931 89,46 8961 | 897689919006 | 2 | $\begin{array}{llllll}3 & 5 & 6 & 8 & 9\end{array}$ | $\begin{array}{llll}11 & 12 & 13 \\ 10 & 12\end{array}$ |
| 6. | 1.902 | 903690519066 | 9081 9095 9110 | 912591409155 | 1 | $\begin{array}{ll:lll}3 & 4 & 6 & 7 & 9\end{array}$ | 101213 |
| 6. | 1.9 | 918491999213 | 922892429257 | 927292869301 | I |  | IO 11 13 |
| 6. |  | 933093449359 | 937393879402 | 941694309445 | 1 | 3 4 | 101113 |
| 7 |  | 9473948 | 951695309 | 9559 | 1 | 34607 | 10 II 13 |
| $7 \cdot 1$ | I.9 | 961596299643 | 96579671 | 9(x)9 9713 9727 | 1 | 3 4 6 7 | 101112 |
| 7.2 | 1.9 | 975597699782 | 979698109324 | 983898519865 | 1 | $3{ }_{3} 4{ }^{6} 77$ | 0 |
| $7 \cdot 3$ | 1.9 | 989299069 | 993399479961 | 09749988 ¢001 | 1 | 3 4 5 7 | 9 |
| $7 \cdot 4$ | $2 \cdot 0015$ | 00280042 | 000900820096 | 01090122 OI36 | I | $3{ }^{3} 4 \mid 57$ | 9 |
| 7.5 | 2.0 | 016201760189 | 020202150229 | 0242025502 | I | 3 4 5 7 | 91112 |
| 7. | 2.0 | 029503080321 | 033403470360 | 037303860399 | I | $\begin{array}{llllll}3 & 4 & 5 & 7\end{array}$ | 91012 |
| 7.7 | 2.0 | 04250438045 | 046404770490 | 050305160528 | 1 | 3 4 5 6 8 <br> 3 4    | 91012 |
| 7.8 | 2.0 | 055405670580 | 059206050618 | 063106430656 | 1 | 3 4 5 6 8 <br> 3 4 5   | 91011 |
| 7 | 2.0 | 008106940707 | 071907320744 | 075707690782 | 1 | 345 | 9 |
| 8.0 |  | 080708190832 | 084408570869 | 088208940906 | 1 | $4{ }^{4} 565$ | 910 II |
| $8 \cdot 1$ | 2.09 | 093109430956 | 096809800992 | 100510171029 | 1 | $4{ }^{4} \mid 5067$ | 910 II |
| 8.2 | 2-1041 | 105410661078 | 109011021114 | 112611381150 | 1 | 2 4 5 6 7 | 81011 |
| $8 \cdot 3$ |  | 117511871199 | 121112231235 | 124712581270 | I | 2 4 5 6 7 | 8 IO II |
| 8.4 | $2 \cdot 1$ | 129413061318 | $13301342 \begin{array}{llll}1353\end{array}$ | $1 \begin{array}{lllllllllll}365 & 1377 & 1389\end{array}$ | I | $4 \left\lvert\, 5 \begin{array}{lll}5 & 6 & 7\end{array}\right.$ | 8911 |
| $8 \cdot 5$ | 2.1401 | 141214241436 | 14481459 1471 | 148314941506 | 1 | 4 5 6 7 |  |
| $8 \cdot 6$ | $2 \cdot 1518$ | 152915411552 | 156415761587 | 159916101622 | 1 | 3 5 6 7 | 8910 |
| 8 | 2-1633 | 164516561668 | 1679 1691 1702 | 171317251736 | I | 3 5 6 7 | 8910 |
| 8.8 | $2 \cdot 1748$ | 175917701782 | $\begin{array}{lllllll}1793 & 1804 & 1815\end{array}$ | 182718381849 | 1 | 3 5 6 7 | 8910 |
| 8.9 | $2 \cdot 1$ | $1872 \quad 1883 \quad 1894$ | 190519171928 | 193919501961 | I | 3 4 6 7 | 910 |
| 9 | 2-1972 | 198319942006 | 201720282039 | 205020612072 | I | 3 4 6 7 | 8910 |
| $9 \cdot 1$ | $2 \cdot 2083$ | 2094 2105 2116 | 212721382148 | 21592170 2181 | 1 | 3 4 5 7 | 8910 |
| 9 | $2 \cdot 2192$ | 220322142225 | 223522462257 | 226822792289 | I | $3{ }_{3} 44505$ | 8910 |
| $9 \cdot 3$ | $2 \cdot 2300$ | 231123222332 | 234323542364 | 237523862396 | 1 | 3 | $7 \quad 910$ |
| 9.4 | $2 \cdot 2407$ | 241824282439 | 245024602471 | 248124922502 | 1 | 34 | 7810 |
| 9 | $2 \cdot 251$ | 252325342544 | 255525652576 | 258625972607 | I | 3345 |  |
| $9 \cdot 6$ | $2 \cdot 2618$ | 262826382649 | 265926702680 | 269027012711 | 1 | $3{ }^{3} 4$ | 788 |
| 9.7 | $2 \cdot 2721$ | $\begin{array}{llllll}2732 & 2742 & 2752\end{array}$ | 276227732783 | 27932803 2814 | 1 | $3{ }^{3} 45$ | $\begin{array}{lll}7 & 8 & 9\end{array}$ |
| 9.8 | $2 \cdot 282$ | 283428442854 | 286528752885 | 289529052915 | 1 | 3 4 5 | $\begin{array}{lll}7 & 8 & 9\end{array}$ |
| 9.9 | $2 \cdot 2925$ | 293529462956 | 296629762986 | 299630063016 |  |  | 788 |
| 10.0 | 2.3026 | $\log 100=4 \cdot 605$ | og | g $10000=9.2103$ |  | 100,000 | $\cdot 5129$ |

## TABLE X

## EXPONENTIAL AND HYPERBOLIC FUNCTIONS

(a) Values of $e^{x}$ [IIyperbolic Antilogarithms], $e^{-x}, \sinh x$ and $\cosh x$ from $x=0$ to $x=2 \cdot 99$ at intervals of $\cdot \mathrm{OI}$.

| ${ }^{\text {a }}$ | $x$ | $x \cosh x$ | $e^{x}$ | $x$ | $1 x \cosh x$ | $0^{x}$ | $x$ | $\sinh x \cosh x$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 11 | . 00 | 0 | 1.5683.6376 | . 45 | -4653 1-1030 | $2 \cdot 4596 \cdot 4066$ | . 90 | 1.02051 .4331 |
| 1.0101 9900 | . 01 | . 01001.0001 | 1.5841 .6313 | . 46 | -4764 1-1077 | $2 \cdot 4843$-4025 | - 01 | 1-0409 1-4434 |
| 1.02029802 | . 02 | .0200 1.0002 | 1.6000-6250 | - 47 | $\cdot 4875$ 1-1125 | $2 \cdot 5093$-3985 | . 92 | I.0554 I-4539 |
| 1.0305 .970 | . 03 | .0300 I $\cdot 0005$ | 1.6161 -6188 | -48 | -4986 1-1174 | $2 \cdot 5345$-3946 | 83 | 1.07001 .4645 |
| I.0408 -9608 | . 04 | . 0400 I.0008 | 1.6323 -6126 | . 48 | $\cdot 5098$ 1-1225 | $2 \cdot 5600 \cdot 3906$ | . 94 | I-0847 1 1.4753 |
| 1.0513 9512 | . 05 | .0500 1.0013 | I.6487 6065 | -50 | -5211 1-1276 | $2 \cdot 5857 \cdot 3867$ | 05 | 1.09951 .4862 |
| 1-0618 9418 | . 06 | -0600 1.0018 | $1 \cdot 6653 \cdot 6005$ | . 51 | -5324 1-1329 | $2 \cdot 6117 \cdot 3829$ | 98 | I-1 144 1-4973 |
| 1.0725 .9324 | . 07 | .0701 1.0025 | I $68820 \cdot 5945$ | . 52 | -5438 1-1383 | $2 \cdot 6379$-3791 | 97 | I-1294 $1 \cdot 5085$ |
| 1.0833 923 I | . 08 | .0801 1.0032 | $1 \cdot 6989 \cdot 5886$ | . 53 | - 5552 1-1438 | $2 \cdot 6645 \cdot 3753$ | . 98 | $1 \cdot 14461.5199$ |
| 1.0942 9139 | . 09 | -0goi I $1 \cdot 0041$ | $1.7160 \cdot 5827$ | . 54 | -5666 1-1494 | $2 \cdot 6912 \cdot 3710$ | . 98 | 1-1598 $1 \cdot 5314$ |
| 1-1052 9048 | -10 | -1002 1-0050 | $1.7333-5769$ | . 55 | -5782 1.1551 | $2 \cdot 7183 \cdot 3579$ | 1.00 | $1 \cdot 17521 \cdot 5431$ |
| 1-1163 -8958 | -11 | -1102 1.0061 | 1.7507 .5712 | . 58 | - 5897 1-1609 | $2 \cdot 7456 \cdot 36.42$ | 1.01 | I-1907 1-5549 |
| I-1275 -8869 | -12 | -1203 1-1072 | I.7683 -5655 | -57 | - 6014 1-1669 | $2 \cdot 7732 \cdot 3500$ | 1.02 | 1-2003 1-5 () 9 |
| I-1388-878i | -13 | -1304 1-0085 | I-7860 - 5599 | . 58 | -6131 -1730 | $2 \cdot 8011$ - 3570 | 1.03 | $\begin{array}{lllll}1 \cdot 2220 & 1 \cdot 5790\end{array}$ |
| I•I503 -8694 | -14 | -1405 1.0098 | I. $8040 \cdot 5543$ | . 58 | -6248 I•1792 | $2 \cdot 8292 \cdot 3535$ | 4 | 1-2379 1-5913 |
| 1-1618 -8607 | -15 | -1506 1-0113 | I-822I 5488 | . 60 | . 6367 1-1855 | $2 \cdot 8577$-3499 | 1.05 | $1 \cdot 2539 \mathrm{I} \cdot 6038$ |
| 1-1735 -8521 | -16 | -1607 1.0128 | I. $8404 \cdot 5434$ | . 61 | -6485 1-1919 | $2.8854 \cdot 3465$ | 1.06 | $1 \cdot 2700 \mathrm{I} \cdot 6164$ |
| I-1853 -8437 | -17 | -1708 I•0145 | 1.8589 .5379 | . 62 | -6605 1.1984 | $2 \cdot 9154 \cdot 3430$ | 1.07 | $1 \cdot 286221-6292$ |
| 1-1972 -8353 | -18 | -1810 I.0162 | I.8776 -5326 | . 63 | . 6725 1.2051 | $2 \cdot 9447$-3396 | 1.08 | $1 \cdot 3025 \mathrm{I} \cdot 6421$ |
| 1-2092 8270 | - 19 | -1911 1-0181 | I-8965 -5273 | . 64 | -6846 1.2119 | $2 \cdot 9743 \cdot 3362$ | 9 | 1-3190 1-6552 |
| 1-2214 -8187 | - 20 | -2013 1.0201 | 1.9155 -5220 | . 65 | -6967 1-2188 | 3.0042 3320 | $1 \cdot 10$ | 1.3356 1.6685 |
| I 2333 -8106 | . 21 | -2115 1.0221 | 1.9348 -5169 | . 68 | -7090 1-22j8 | $3.03 .44 \cdot 3250$ | $1 \cdot 11$ | 1-3524 $1 \cdot 6820$ |
| 1-2461-8025 | . 22 | -2218 I•0243 | $1.9542 \cdot 5117$ | -67 | $\cdot 72131.2330$ | $3 \cdot 0449 \cdot 3203$ | $1 \cdot 12$ | $1 \cdot 3693$ I $6 \times 350$ |
| 1.2586 7945 | . 23 | -2320 1.0206 | 1.9739 -5066 | $\cdot 68$ | $\cdot 7336$ 1.2402 | $3 \cdot 0957 \cdot 3230$ | $1 \cdot 13$ | 1-3803 1.7093 |
| 1-2712 7806 | . 24 | -2423 I.0289 | I-9937-5016 | . 69 | $\cdot 74611 \cdot 2476$ | 3-1268 -3198 | $1 \cdot 14$ | 1.40351 .7233 |
| 1.2840-7788 | -25 | -2526 1.0314 | $2 \cdot 0138 \cdot 4966$ | $\cdot 70$ | .7586 1.2552 | 3.1582 -3166 | $1 \cdot 15$ | 1.42081 .7374 |
| I $2969{ }^{\circ} 7711$ | -28 | -2629 1.0340 | $2.0340 \cdot 4916$ | -71 | $\cdot 77121.2628$ | 3.1899 -3135 | 1.16 1.17 | $1 \cdot 4382 \begin{array}{ll}1.7517\end{array}$ |
| I.3100 7634 | . 27 | -2733 1.0367 | $2 \cdot 0544 \cdot 4868$ | $\cdot 72$ | $\cdot 7838$ 1.2706 | 3.2220-3104 | 1-17 | $1 \cdot 4558$ 1.7662 |
| 1-3231-7558 | . 28 | -2837 1.0395 | 2.0751 | . 73 | $\cdot 7966$ I. 2785 | $3 \cdot 2544 \cdot 3073$ | $1 \cdot 18$ | $1 \cdot 4735$ 1.7808 |
| 1-3364 7483 | -29 | -2941 1-0423 | $2 \cdot 0959$-4771 | . 74 | -8094 1-2865 | $3 \cdot 2871$-3042 |  | 1-4914 1-7957 |
| 1-3499 -7408 | -30 | -3045 1.0453 | $2 \cdot 1170 \cdot 4724$ | $\cdot 75$ | . 8223 J. 2947 | $3 \cdot 3201-3012$ | 1.20 | $1.5095 \times 8107$ |
| I-3634 7334 | -31 | $\cdot 31501 \cdot 0484$ | 2-1383 -4677 | $\cdot 76$ | .8353 I. 3030 | $3 \cdot 3535 \cdot 2982$ | 1.21 | $1.5276 \text { I. } 8258$ |
| $1 \begin{gathered}1 \cdot 3771 \\ 1\end{gathered} \cdot 7261$ | -32 | $\cdot 32551.0516$ | 2.1598-4630 | -77 | . 8484 1-3114 | $3 \cdot 3872 \cdot 2952$ | 1.22 | $\begin{array}{lll}1.5460 & 1.8412\end{array}$ |
| $1.3910 \cdot 7189$ | -33 | $\cdot 33601.0549$ | 2-1815 4584 | -78 | -8615 5.3199 | $3.4212 \cdot 2923$ | 1.23 | 1.56451 .8568 |
| 1.4049 7118 | . 84 | -3466 1.0584 | 2.2034 4538 | . 79 | . 8748 1-3286 | 3.4556 -2894 | 1.24 | 1.58311 .8725 |
| 1.4191 .7047 | . 35 | -3572 1 -0619 | $2 \cdot 2255$-4493 | . 80 | -8881 1-3374 | 3.4903 -2865 | 1.25 | 1.6019 1.8884 |
| 1.4333 .6977 | -38 | -3678 1.0655 | $2 \cdot 2479$-4449 | . 81 | -9015 1-3464 | 3.5254 -2837 | 1.26 | I.6209 1.9045 |
| 1.4477 .6907 | -37 | $\cdot 37851.0692$ | 2-2705 24404 | . 82 | $\cdot 91501.3555$ | $3 \cdot 5609 \cdot 2808$ | 1.27 | 1.64001 .9208 |
| 1.4623 .6839 | - 38 | -3892 1.0731 | 2-2933 - 4360 | .83 | -9286 1.3646 | $3.5966 \cdot 2780$ | 1.28 | $1 \cdot 6593$ I.9373 |
| 1.4770 -6771 | . 39 | -4000 1.0770 | $2 \cdot 3164 \cdot 4317$ | 84 | -9423 1-3740 | $3 \cdot 6328$-2753 |  | 1.6788 1.9540 |
| 1-4918 6703 | -40 | -4108 I 00811 | 2.3396 -4274 | . 85 | -9561 1.3835 | 3.6693 -2725 | 1.30 | 1.69841 .9709 |
| 1.5068 -6637 | - 41 | -4216 1.0852 | $2 \cdot 3632 \cdot 4232$ | . 88 | .9700 1.3932 | $3 \cdot 7062 \cdot 2698$ | $1 \cdot 31$ | 1.71821 .9880 |
| 1-5220-6570 | - 42 | - 4325 I.0895 | 2.3869-4190 | . 87 | -9840 I.4029 | $3.7434 \cdot 2671$ | $1 \cdot 32$ | 1.73812 .0053 |
| 1.5373 -6505 | - 43 | - 4434 I.0939 | $2 \cdot 4109.4148$ | . 88 | -9981 $1 \cdot 4128$ | 3.7810-2645 | 1.33 | 1.75832 .0228 |
| 1.5527 6440 | - 44 | -4543 1.0984 | 2-4351 4107 | . 89 | I-0122 1.4229 | 3.8190 -2618 | 1.8 | I.7786 2.0404 |
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| $c^{*}$ | $x$ | $x \cosh x$ | $e^{x} \quad 0^{0}$ | $x$ | $x \cosh x$ | $0^{x}$ | $x \quad \operatorname{tinh} x \cosh x$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 3.8574 .2592 | . 35 | 1.79912 .0583 | 6.6859 -1496 1 | 1.903 | $3.2682 \quad 3.4177$ | 11.588-0863 2 | 2.455 .75105 .8373 |
| 3.8962 -2567 | 1.38 | $1.8198 \quad 2.0764$ | $6 \cdot 753 \mathrm{I} \cdot 14811$ | 1.913 | 3.30253 .4506 | $11 \cdot 705 \cdot 0854{ }^{2}$ | 2.465 .80975 .8951 |
| 3.9354 -2541 | 1.87 | 1.840612 .0947 | 6.8210 - 14661 | 1.92 | $3 \cdot 33723.4838$ | II $8222 \cdot 0846{ }^{2}$ | $2.475^{5.8689} 5.9535$ |
| $3 \cdot 9749$-2516 | $1 \cdot 38$ | 1.8617 2.1132 | $6 \cdot 8895$-1451 1 | 1.93 | $3.3722 \quad 3.5173$ |  | $2 \cdot 48$ 5.9288 6.0125 |
| 4-0148-2491 | $1 \cdot 39$ | I. 8829 2.1320 | $6 \cdot 9588$-1437 1 | 1.943 | $3 \cdot 40753.5512$ | 12.061 | 2.495 .98926 .0721 |
| 4.0552-2466 | 1.40 | 1.9043 2-1509 | $7 \cdot 0287$-1423 1 | 1.953 | 3.44323 .5855 | $12 \cdot 182 \cdot 08212$ | 2.506 .05026 .1323 |
| 4.0960-2441 | 1.41 | $1 \cdot 9259$ 2.1700 | 7.0993 -1409 1 | 1.96 | 3.47923 .6201 | $12.305 \cdot 0813{ }^{2}$ | $2.516 \cdot 11186 \cdot 1931$ |
| 4-1371-2417 | 1.42 | $1.9477 \quad 2.1894$ | 7-1707 - 13951 | 1.97 | 3.51563 .6551 | $12.429 \cdot 0805{ }_{2}$ | 2.52 (6.1741 6.2546 |
| $4 \cdot 1787 \cdot 2393$ | 1.43 | 1.96972 .2090 | $7 \cdot 2427 \cdot 1381$ | 1.98 | 55233.6904 | 12.554 -0797 ${ }^{2}$ | $2 \cdot 536 \cdot 23696 \cdot 3166$ |
| $4 \cdot 2207 \cdot 2369$ | 1.44 | 1.9919 $2 \cdot 2288$ | $7 \cdot 3155 \cdot 1367$ | 1.893 | $3 \cdot 58943 \cdot 7261$ | $12.680 .0780{ }^{2}$ | $2 \cdot 546.30046 .3793$ |
| 4.2631-2346 | 1 | $2 \cdot 01432 \cdot 2488$ | $7 \cdot 3891$-1353 | 2.00 | 3.62693 .7622 | $12.807 \quad .07812$ | $2.556 .3645 \quad 6.4426$ |
| $4 \cdot 3060 \cdot 2322$ | 1.48 | 2.03692 .2691 | $7 \cdot 4633$-1340 2 | 2.013 | 3.66473 .7987 | $12.936 .0773{ }^{2}$ | $2.566 .4293 \quad 6.5066$ |
| $4 \cdot 3492-2299$ | 1.47 | $2.0597 \quad 2 \cdot 2896$ | $7 \cdot 5383$-1 327 | 2.02 | 3.70283 .8355 | 13.066 .0765 2 | $2 \cdot 576.49466 .5712$ |
| $4 \cdot 3929$-227 | 1.48 | $2.0827 \quad 2 \cdot 3103$ | $7 \cdot 6141$-1313 ${ }^{2}$ | 2.03 | 3.741313 .8727 | $13 \cdot 197$-0758 2 | 2.588 .56076 .6365 |
| 4*4371 -2254 | 1.49 | 2.1059 2.3312 | $7 \cdot 6906$-1300 2 |  | $3 \cdot 7803 \quad 3 \cdot 9103$ | $13.330 \quad .07502$ | 2.596 .62746 .7024 |
| 4.4817 -2231 | 150 | 2.1293 2.3524 | 7.7679 -1287 ${ }^{2}$ | 2.05 | 3.81963 .9483 | 13.464 -0743 2 | 606.69476 .7690 |
| $4 \cdot 5267-2209$ | 1.51 | $2 \cdot 15292.3738$ | 7.8460 -1275 2 | 2.08 | 3.85933 .9867 | $13.599 \cdot 0735$ | 616.76286 .8363 |
| $4 \cdot 5722 \cdot 2187$ | 1 | 2-1768 $2 \cdot 3955$ | 7.9248 -1202 2 |  | $3 \cdot 89934.0255$ | $13.736 \cdot 072812$ | 2.626 .83156 .9043 |
| $4 \cdot 6182 \cdot 2165$ |  | $2 \cdot 20082.4174$ | 8-0045 -1249 | 2.08 | 3.93984 .0647 | $13.874{ }^{\text {-0721 }} 2$ | 2.63 6.9008 6.9729 |
| 4.6646-2144 |  | 2.22512 .4395 | 8-0849 -1237 ${ }^{2}$ | 2.083 | $3 \cdot 98664 \cdot 1043$ | 14.013 .07142 | 2.646 .97097 .0423 |
| 4.7115 -2122 |  | 2.24962 .4619 | 8-16 $5_{2}$-1225 | $2 \cdot 104$ | 4.0219 4.1443 | $14 \cdot 154 \cdot 0,072$ | $2 \cdot 657.04177 \cdot 1123$ |
| $4.7588 \cdot 2101$ | 1.56 | $2 \cdot 27432.4845$ | 8-2482 -1212 ${ }^{8}$ | $2 \cdot 114$ | $4.06354 \cdot 1847$ | $14.296 \cdot 06992$ | 2.687.1132 7-1831 |
| 4.8066 -2080 | 1.57 | $2.2993-5.5073$ | 8-3311-1200 ${ }^{8}$ | $2 \cdot 1$ | $4 \cdot 10564.2256$ | $14.440 \cdot 06932$ | $2 \cdot 67 \mid 7 \cdot 18547.2546$ |
| $4.8550 \cdot 206$ | 1.58 | $2 \cdot 32452.5305$ | 8.4149 -1188 | $2 \cdot 134$ | $4 \cdot 14804 \cdot 2669$ | 14.585 .06862 | $2 \cdot 687 \cdot 25837.3268$ |
| 4.9037 -2039 |  | $2 \cdot 34992.5538$ | 3-4994 -1177/2 | $2 \cdot 14$ | 4.1909 $4 \cdot 3085$ | 14.732 -0679 2 | 2.69 7 73319 7-3998 |
| 4.9530-2019 |  | $2 \cdot 37562 \cdot 5775$ | 8.5849 - 1165 |  | $4 \cdot 23424.3507$ | $14.880 \cdot 0672$ | 2.70 7.4063 7.4735 |
| 5.0028 -1999 | 1.6 | $2 \cdot 4015$ 2.6014 | $8 \cdot 6711$-1153 2 | $2 \cdot 164$ | 4-2779 4.3932 | $15.029 .0665{ }^{2}$ |  |
| $5 \cdot 0531 \cdot 1979$ | 1.62 | $\begin{array}{llll}2.4276 & 2.6255\end{array}$ |  | $2 \cdot 17 \mid 4$ | 4.32214 .4362 | $15 \cdot 180 \cdot 0659$ | 2.72 7.55727 .6231 |
| $\left\lvert\, \begin{aligned} & 5 \cdot 1039-1959 \\ & 5 \cdot 1552 \cdot 1940\end{aligned}\right.$ |  | $\begin{array}{lll}2.4540 & 2.6499 \\ 2.4806 & 2.6746\end{array}$ | $\|$8.8463 <br> 8.9352 <br> 1119 | 2.184 2.19 | $4 \cdot 36664.4797$ $4 \cdot 41164 \cdot 5236$ | $15 \cdot 333 \cdot 0652$ <br> I5.487 .0646 | 2.73 .6338 $7 \cdot 6991$  <br> 2.74 7.7122 7.7758 |
| $5 \cdot 1552 \cdot 1940$ |  | 2.4806 2.50746 2.5075 | 8-9352 -1119 ${ }^{2}$ | $2 \cdot 19$ | 4.41164 .5236 | $15.487 \cdot 06462$ | 47.71127 .7758 |
| $5 \cdot 2070 \cdot 1920$ |  | $\begin{array}{ll}2.5075 \\ 2.5346 & 2.6995\end{array}$ | $9 \cdot 0250-1108$ $0 \cdot 1157-1097$ | $2 \cdot 20$ | 4.4571 4.5679 | $15 \cdot 643 \cdot 06392$ | $2 \cdot 75 \mid 7 \cdot 78947.8533$ |
| $5 \cdot 2593$-1901 | 1.86 | $2 \cdot 53462.7247$ | 9•1157 -1097 ${ }^{2}$ | $2 \cdot 21$ | $4 \cdot 50304.6127$ | $15 \cdot 800-0633$ | $2 \cdot 76$ |
| $5 \cdot 3122 \cdot 1882$ | 1.67 | $2 \cdot 5620 \quad 2.7502$ | $9 \cdot 2073 \cdot 1086$ | 2.23 | $4 \cdot 54944 \cdot 6580$ | $15.959 .0627{ }^{1}$ | $2 \cdot 77$ 7.9480 8.0106 |
| $5 \cdot 3656 \cdot 1864$ | 1. | 2.5896 2.7760 | $9 \cdot 2999$-1075 ${ }^{2}$ | $2 \cdot 23$ | 4.59624 .7037 | $16 \cdot 119$-0620 ${ }^{2}$ | 2.78 8.0285 8.0905 |
| $5 \cdot 4195 \cdot 1845$ |  | 2.61752 .8020 | $9 \cdot 3933 \cdot 106512$ | $2 \cdot 24$ | $4 \cdot 643447499$ | $16 \cdot 281 \quad 06142$ | $2 \cdot 798 \cdot 10988 \cdot 1712$ |
| $5.4739 \cdot 1827$ | 1.70 | 2.64562 .8283 | $9 \cdot 4877 \cdot 1054$ | 2.254 | 4.69134 .7966 | $16.445 \cdot 0608$ | $2 \cdot 808 \cdot 19198 \cdot 2527$ |
| $5 \cdot 5290 \cdot 1809$ | 1.71 | 2.67402 .8549 | $9 \cdot 5831 \cdot 1044$ | 2.26 | 4.73944 .8437 | $16.610 .0602$ | $2.818 \cdot 27498 \cdot 3351$ |
| $5.5845 \cdot 1791$ | 1.72 | $\begin{array}{ll}2.7027 & 2.8818 \\ 2.7317 & 2.9090\end{array}$ | $\begin{array}{ll} 9 \cdot 6794 & \cdot 1033 \\ 0.7768 \cdot 1023 \end{array}$ | 2.27 | 4.7881 4.8914 <br> 4.8372 4.9395 | $16 \cdot 777 \cdot 05962$ | $2.828 .35868 .4182$ |
| $5 \cdot 6407 \cdot 1773$ | 1.73 | 2.7317 2.9090 | $9.7768 \cdot 1023$ | 2.28 | 4.83724 .9395 | $16 \cdot 945 \cdot 0590 ?$ | $2.838 .44328 .5022$ |
| $5 \cdot 6973$-1755 | 1.74 | 2.7609 2.9364 | $9 \cdot 8749 \cdot 10132$ | $2 \cdot 294$ | 4.88684 .9881 | $17 \cdot 116 \cdot 0584$ | 4.5.5287 8.5871 |
| $5 \cdot 7546 \cdot 1738$ | 1.75 | 2.79042 .9642 | 9.9742 -1003 ${ }_{2}$ | $2 \cdot 30$ | $4.93705^{\circ} 0372$ | $17.288 \cdot 05782$ | 2.858 .61508 .6728 |
| $5.8124 \cdot 1720$ | 1.76 | 2.82022 .9922 | $10 \cdot 074 \cdot 0993$ | $2 \cdot 314$ | 4.98765 .0868 | $17.462 \cdot 05732$ | 2.868 .70218 .7594 |
| $5 \cdot 8709 \cdot 1703$ | 1.77 | 2.85033 .0206 | $10 \cdot 176$ | $2 \cdot 32$ | $5 \cdot 0387 \quad 5 \cdot 1370$ | $17.637{ }^{10567} 2$ | 2.8788 .79028 .8469 |
| $5 \cdot 9299 \cdot 1686$ | 1.78 | 2.8806 3.0492 | $10 \cdot 278$-0973 | 2.33 2.34 | $5 \cdot 0903 \quad 5 \cdot 1876$ | 17.814 -0561 2 | 2.888887918 .9352 |
| $5 \cdot 9895$-1670 | 1.79 | 2.91123 .0782 | $10 \cdot 381 \cdot 0963$ | $2 \cdot 34$ | $5 \cdot 1425 \quad 5 \cdot 2388$ | $17.993 \quad 0556$ | 2.898 .96899 .0244 |
| $6.0496 \cdot 1653$ | 1.80 | $2 \cdot 94223 \cdot 1075$ | $10 \cdot 486 \cdot 09$ | $2 \cdot 355$ | $5 \cdot 19515 \cdot 2905$ | $18 \cdot 174 \cdot 0550$ | 9019.0596 9.1146 |
| $6 \cdot 1104 \cdot 1637$ | 1.81 | 2.97343 .1371 | $10 \cdot 591 \cdot 0944$ | $2 \cdot 36$ | $5 \cdot 2483 \quad 5 \cdot 3427$ | $18.357{ }^{1} 0545{ }^{2}$ | 2.919 .15129 .2056 |
| $6 \cdot 1719 \cdot 1620$ | 1.82 | $3 \cdot 0049$ 3.1669 | $10.697{ }^{\circ} 0935$ | $2 \cdot 375$ | 5.3020 5.3954 | $18 \cdot 541$ | 2.92 .9 .24379 .2976 |
| $6 \cdot 2339 \cdot 1604$ $6.2965 \cdot 1588$ | 1.83 | 3.0367 $3 \cdot 1971$ <br> 3.0689 3.2277 | $10 \cdot 805$ | $2 \cdot 38$ | 5.35625 .4487 | 18.728 .0534 | 2.93 $9 \cdot 33719.3905$ |
| $6 \cdot 2965 \cdot 1588$ | 1.8 | $3 \cdot 06893.2277$ | $10.913{ }^{\circ} 0916$ | $2 \cdot 395$ | $5 \cdot 41095 \cdot 5026$ | 18.916 .0529 | 9.4315 9.4844 |
| $6 \cdot 3598 \cdot 1572$ | 1.8 | 3-IOI 3 3.2585 | $11 \cdot 023{ }^{\circ} 0907$ | $2 \cdot 405$ | $5 \cdot 46625.5569$ | $19 \cdot 106$ | 959.52089 .5791 |
| $6 \cdot 4237$-1557 | 1.86 | 3-1340 $3 \cdot 2897$ | 11-134 0898 | 2.415 | $5 \cdot 52215 \cdot 6119$ | 19.298 .05182 | 2.989 .62319 .6749 |
| $6 \cdot 4883$-1541 | 1.87 | $3 \cdot 167113.3212$ | 11.246 | $2 \cdot 425$ | $5 \cdot 5785 \quad 5 \cdot 6674$ | 19.492 .05132 | 2.979 .72039 .7716 |
| $6.5535 \cdot 1526$ | 1.88 | $3 \cdot 200513.3530$ | 11.359 | $2 \cdot 43$ | 5.635457235 | 19.688 .05082 | 2.989 .81859 .8693 |
| 6.6194 - 1511 | 1.88 | $3 \cdot 2341 \quad 3 \cdot 3852$ | $11.473 \quad 0872$ | 2.44 | 5.6929 5.7801 | 19.886 -0503 ${ }^{2}$ | 2.999.9177 9.9680 |

(b) Values of $e^{x}, e^{-x}, \sinh x$ and $\cosh x$ from $x=3$ to $x=6$ at intervals of $\cdot 05$.


For intermediate values of $x$. the values of the functions may be found by using the first three terms of their expansions by Taylor's Theorem, viz. :

$$
\begin{aligned}
& e^{ \pm x+h}=e^{ \pm x}+h e \pm x+\frac{1}{2} h^{2} e^{ \pm x} \text {. } \\
& \sinh (x+h)-\sinh x+h \cosh x+\frac{1}{2} h^{2} \sinh x \text {. } \\
& \cosh (x+h)=\cosh x+h \sinh x+\frac{1}{2} h^{2} \cosh x \text {. } \\
& \text { 0.g. } \\
& e^{5.65}=e^{9.65-.03}=e^{9.05}-.02 e^{9.65}+.0002 e^{3.65} \\
& =38.475-7695+.0077-37.713 . \\
& \sinh 3 \cdot 3 \mathrm{I}=\sinh (3.3+\circ \mathrm{O})=\sinh 3 \cdot 3+\text { or } \cosh 3 \cdot 3+00005 \sinh 3 \cdot 3 \\
& =13.538+135^{8}+.0007-13.675 \text {. }
\end{aligned}
$$

For higher values of $x$, the values of the functions $e^{x}$ and $e^{-x}$ may be worked ont by the aid of a table of common logarithms [ $\log _{10} e=-4342945$ ], and the values of both $\sinh x$ and $\cosh x$ may be taken equal to $\frac{1}{2} e^{x}$.
e.g.
$\log _{10} e^{9}-3.9086505$, whence $e^{y}=8103 \cdot 1$,
and
$\sinh x=\cosh x=4051 \cdot 5$.
$\log _{10} e^{-9}=-\log _{10} e^{9}=\overline{4} \cdot 0913495$, whence $e^{-8}=0001234$.
For negative values of $x$, since $\sinh x$ is an odd function of $x$ and $\cosh x$ an even fanction, it follows that

$$
\sinh (-2)=-\sinh 2=-3.6269, \cosh (-2)=\cosh 2=3.7622, \& 0
$$

The valucs of the other hyperbolio functions may, if required, be obtained from their definitions in Art. 92 :
$\tanh x=\sinh x / \cosh x ; \operatorname{coth} x=\cosh x / \sinh x ;$
$\quad \operatorname{sech} x=1 / \cosh x ; \operatorname{cosech} x=1 / \sinh x ;$
by using the present table and a table of logarithms.
e.g. $\quad \tanh 1.5=\sinh 1.5 / \cosh 1.5=2.1293 / 2.3524=905$ nearly.

The values of the inverse hyperbolic functions can be obtained from Table IX by the aid of the formulae of Art. 94 :

$$
\begin{aligned}
& \cosh ^{-1} x=\log \left\{x \pm \sqrt{\left.\left(x^{2}-1\right)\right\},}\right. \\
& \sinh ^{-1} x=\log \left\{x+\sqrt{\left.\left(x^{2}+1\right)\right\}}\right. \\
& \tanh ^{-1} x=\frac{1}{2} \log \{(1+x) /(1-x)\}, \\
& \operatorname{coth}^{-1} x=\frac{1}{2} \log \{(x+1) /(x-1)\} .
\end{aligned}
$$

e.g. $\left.\quad \cosh ^{-1} 4-\log 4 \pm \sqrt{ } 15\right)= \pm \log 7.873= \pm 2.0635$.
$\tanh ^{-1} \cdot 35=\frac{1}{2} \log \frac{185}{65}-\frac{1}{1} \log \frac{17}{17}=\frac{1}{2} \log 2 \cdot 077=\cdot 3654$.

## ANSWERS TO THE EXAMPLES

## Examples I, p. 5.

1. $-2 ;-2 ; 4 ; 4 ;-296$.
2. $\frac{1}{3} ; 0 ;-5 ; 13 / 147 ;(x-2)(6-x) / x^{2} ;-21$.
3. $a x^{2}+(b+2 a) x+a+b+c ; a x^{2}+(b-2 a) x+a-b+c ; a h^{2}+(2 a x+b) h$.
4. odd, even, odd, even, odd, odd, odd, even, even, odd, even, even, odd.
5. (i) $y=\sqrt[3]{\left(u^{3}-x^{3}\right)}$.
(ii) $y= \pm \sqrt{ }\left(a^{4}+b^{4}\right) / x$.
(iii) $y=a / x$.
(iv) $y=-a \pm \sqrt{ }\left(x^{2}+a^{2}\right)$.
(v) $y=\sin ^{-1}\{(c x-l) / a\}$.
(vi) $y=-(l, x+d) /(\alpha x+c)$.
6. (i) $2 x y-3 x-y+2=0$.
(ii) $x^{n}+y^{n}=a^{n}$.
(iii) $x y^{2}=(a+x)^{2}$.
(iv) $\left(1+x^{2}\right) a^{9 y}=x^{2}$.
(v) $y^{2}-2 x y+2 x^{2}=1$.
(vi) $x=a \sin y$.
il. (i) $x=\sqrt[4]{y}$.
(iv) $x=\log _{u} y$.
(x) $x=a^{4 \nu}-1$.
(ii) $x=(y-1)^{2}$.
(v) $x=\tan ^{-1} \sqrt{ }(y / a)$.
(iii) $x=\frac{1}{5} \cos y$.
(vii) $x=\sqrt{ }\left(5-y^{2}\right) . \quad$ (viii) $x=1 \pm \sqrt{\left(1-y^{2}\right)}$
(vi) $x=\sqrt[n]{\left(a^{n}-y^{n}\right)}$.

Number of values of $y$.
12. (i)
(ii)
(iii)
1.
2.
$\infty$.

Values of $x$ for which $y$ is defined.
All.
$x$ positive.
$|x|<\frac{1}{2}$.

Number of values of $x$. 4 (2 real). 1. 1.

## 1 (real).

## $\infty$

$n^{*}$. $\quad|y|<a$, if $n$ be even. All, if $n$ be odd.

$$
|y|<\sqrt{ } 5
$$

$$
|y|<1
$$

2. 

(ix)

| (v) | 1. | All. | $\infty$. | $y / a$ positive. |
| :---: | :--- | :---: | :---: | :---: |
| (vi) | $n^{*}$. | $\|x\|<a$, if $n$ be | $n^{*}$. | $\|y\|<a$, if $n$ be |
|  |  | even. |  | even. |
| (vii) | 2. | All, if $n$ be odd. |  | All, if $n$ be odd. |
| (viii) | 2. | $\|x\|<\sqrt{ } 5$. | 2. | $\|y\|<\sqrt{ } 5$. |
| (ix) | 1. | From 0 to 2. | 2. | $\|y\|<1$. |
|  |  | All except $x=1$. | 1. | Allexcept $y=4$. |

## Examples III, p. 46.

1. 4. 
1. 3 .
2. 3. 
1. $\frac{1}{2}$.
b. $\frac{1}{8}$.
2. $b / d ; a / c$.
3. $\frac{7}{8}$; $\frac{?}{6}$.
4. $b / q$; nolt.
5. $a^{2} / b^{9}: 0$.
6. $0 ;-3$.
7. No lt; 8 .
8. 0; 0 .
9. 2. 
1. 2. 
1. $-1 / 4 \sqrt{ }(2 a)$.
2. $7 ; 1 / n$.
3. $10 a^{2} ; 1 / 2 \sqrt{ } / a ; 12 a^{3}$.
4. $a^{1 / 8}$.
5. 0. 
1. $\frac{1}{2} a$.
2. $\frac{1}{2}$.
3. 0 .
4. 2. 
1. $m$.
2. $m / n$.
3. $p / q$.
4. $p / q$.
5. 
6. $\frac{1}{2} p^{2} ; \frac{1}{2}\left(b^{2}-a^{2}\right)$.
7. $\pi r l$, if $r$ be the radius of the base, and $l$ the slant height.
8. $2 \pi r h$; $\pi r^{2} h$, if $r$ be the radius, and $h$ the height.
9. $\frac{4}{3} \pi r^{3}$.
10. $m^{2} / n^{2}$.
11. $m / n$.
12. 0. 
1. $2 \pi a^{3}$.
2. $\frac{1}{3}$.
3. $1 /(1-x)^{2}$.

## Examples IV, p. 54.

3. When $x=\frac{3}{2} ;-1 ; n \pi ; \frac{1}{2}(2 n+1) \pi ; \frac{1}{2} n \pi ; \pm 2, \pm 3 ; \frac{1}{2}(2 n+1) \pi$;广 $(2 n+1) \pi ;(2 n+1) \pi ; 0$, respectively.

$$
\text { ↔. } 27
$$

Examples V, p. 80.

1. (i) $(a) 6,(b) 12,(c) 60$ sq. ft. per min. (ii) $(a)(b)(c) 4 \mathrm{ft}$. per min.
(iii) $(a)(b)(c) \sqrt{ } 2 \mathrm{ft}$. per min. $\quad$ 2. $71^{\circ} 34^{\prime}, 82^{\circ} 52^{\prime}, 99^{\circ} 28^{\prime}$.
2. (i) $x=18$. (ii) $x=87$. (iii) $x=-\frac{1}{2}$.
3. (i) 3. (ii) -6 . At the points $\left(\frac{2}{3}, \frac{1}{3}\right),(1 \cdot 83,2 \cdot 51),\left(-\frac{2}{3} \sqrt{3}, 1\right)$ respectively.
4. $331,303.01,300 \cdot 3001,300+30 h+h^{2} ; 300$. $6.3 x^{2}$.
5. $36^{\circ} 52^{\prime}, 71^{\circ} 34^{\prime}, 85^{\circ} 14^{\prime}$.
6. $\left( \pm \frac{1}{3} \sqrt{3}, \pm \frac{1}{6} \sqrt{3}\right) ; \frac{8}{2}$.
7. They touch at $(0,0)$ and intersect at $8^{\circ} 8^{\prime}$ at $(1,1)$.
8. (i) $\frac{1}{4} \mathrm{c} . \mathrm{ft}$., (ii) 1 sq. ft., (iii) $1 \cdot 73$ in. per sec.
9. (i) $36 \pi$ c. ft., (ii) $24 \pi \mathrm{sq}$. ft. per min.
10. $1080 \pi$ c. in. per min. 13. At $(1,1)$. 14. $1 \frac{1}{2}$ c. in. per sec.
11. (i) 12 , (ii) $\pm 16$, (iii) $-8 \mathrm{ft} .-$ secs., i.e. 8 ft. -secs. downwards.
12. (i) 4 , (ii) 1 ft. -sec. per sec. $\quad$ 17. (i) $\frac{1}{10}$ in., (ii) 30 c . in. per sec.
13. (i) $5 /(144 \pi)$ in., (ii) $\frac{5}{8}$ sq. in. per sec.
14. $\frac{1}{2}$ in. per sec.

## Examples VI, p. 70.

1. $4 x^{9}$.
2. $-2(1-x)$.
3. $-1 / x^{2}$.
4. $-2 / x^{3}$.
5. $q /(p-q x)^{2}$.
6. $7 /(3 x-2)^{2}$.
7. $(b c-a d) /(c+d x)^{2}$.
8. $4 x-7$.
9. $2 a x+b$.
10. $\left(1-x^{2}\right) /\left(x^{2}+1\right)^{2}$.
11. $-1 /\left(2 x^{3 / 2}\right)$.
12. $b /\left\{2(a-b x)^{8 / 2}\right\}$.
13. $-x / \sqrt{ }\left(a^{2}-x^{2}\right)$.
14. $3 x \sqrt{ }\left(x^{2}+a^{3}\right)$.
15. $x /\left(1-x^{2}\right)^{3 / 2}$.
16. ${ }^{\circ} 0499375$.
17. ${ }^{\circ} 00986$.
18. $-\mathrm{I}^{2} \delta$.
19. $-\frac{1}{5} \sigma$.
20. $-\frac{8}{25}$.
21. $6 x-7$; 6.075.
22. $90 /(10+5 x)^{2} ; 122027$.
23. $-2 x /\left(x^{2}-1\right)^{2} ; 0126125$.
24. $2 a x+b ; x=-b / 2 a$.
25. $x= \pm 1$. $\pm \frac{1}{2}$.
26. $y$ increases or decreases according as $|x|>$ or $<1$.
27. (i) $d x / d t=n d z / d t$. (ii) $d y / d x=n d y / d z$. (iii) $d y / d x=d u / d x+d v / d x$.
28. (i) $d x / d t=n d y / d t$. (ii) $d v / d t=k v . \quad$ (iii) $d v / d t=-k t$.
29. (i) $d A / d r=k r$.
(ii) $d V / d r=k r$.
(iii) $d V / d x=k(d A / d x)^{2}$.
(iv) $d V / d t=k d \mu / d t$.
30. (i) $d y / d x=k x . \quad$ (ii) $y=k(d y / d x)^{\prime} . \quad$ (iii) $d y / d x-1 y / 2$

## Irramples VII, p. 72.

1. $5 x^{4}, 9 x^{8}, 30 x^{29}, 75 x^{74}$.

2. $-3 / x^{4},-7 / x^{8},-10 / x^{11},-50 / x^{51},-n / x^{n+1}$.
3. $-\frac{2}{3} / \sqrt[2]{x^{n}},-\frac{1}{2} / \sqrt[b]{x^{6}},-\frac{8}{\sqrt{2}} x^{7},-1 /\left(n \sqrt[n]{x^{n+1}}\right),-p /\left(g^{\sqrt[V]{2}} x^{p+q}\right)$.
4. $5 \cdot 0267 ; 4.996 ; 2.00117$.
e. $\cdot 1005$; $\cdot 100167$; ${ }^{-33278 .}$
5. $1 \cdot 2 ; 1 \cdot 02 ;-88$.

## Examples VIII, p. 74.

1. $2 x-7$.
2. $6 x-8$.
3. $2 p x+q$.
4. $6 x^{2}-9$.
5. $3 a x^{2}+2 b x+c$.
e. $30 x^{4}-30 x^{4}+1$.
6. $4 x^{3}-4 a^{2} x$.
7. $2 n x^{n-1}\left(x^{n}+a^{n}\right)$.
8. $2(x-5)$.
9. $1+\sqrt{ }(a / x)$.
10. $-3(1-x)^{2}$.
11. $3 a(a x-l)^{2}$.
12. $4 / x^{2}-6 / x^{3}$.
13. $1-1 / x^{2}$.
14. $2 x-2 / x^{3}$.
15. $2 / x^{2}-2 / x^{3}$.
16. $(1-3 a / x) / 2 \sqrt{ } x$.
17. $-6\left(2 a^{6}+5 a^{4} x^{3}+4 a^{2} \cdot x^{4}+x^{6}\right) / x^{13}$.
18. $\frac{3}{2} \sqrt{ } x-6+6 / \sqrt{ } x$.
19. $(\sqrt{ } x-1) / x^{2}$.
20. $3 b(a x-b)^{2} / x^{4}$.

## Examples IX, p. 77.

1. $2 x\left(3 x^{4}-8 x^{2}+3\right)$.
2. $\frac{1}{2} x^{n-\frac{1}{2}}+(1+\sqrt{ } x) n x^{n-1}$.
3. $(m+n) x^{m+n-1}+m a^{n} x^{m-1}+n a^{m} x^{n-1}$.
4. $\frac{1}{2} x^{5 / 2}(7 x+15)$.
5. $3 a x^{2}+2(a c+b) x+b c+a c^{2}$.
e. $-(a x+3 b) / 2 x^{5 / 2}$.
6. $5 x^{4}+9 x^{2}-4$.
7. $6(3 x+2)$.
8. $9(3 x+2)^{2}$.
9. $3 n(3 x+2)^{n-1}$.
10. $\left(5 x^{2}-9 x+2\right) / 2 \sqrt{ } x$.
11. $2\left(a-b x+c x^{2}\right)(2 c x-b)$.
12. $3\left(a-b x+c x^{2}\right)^{2}(2 c x-b)$.
13. $n(2 c x-b)\left(a-b x+c x^{2}\right)^{n-1}$.
14. $2 x y \frac{d y}{d x}+y^{2} ; 2 x y^{3}\left(2 x \frac{d y}{d x}+y\right) ; \quad x^{2} y\left(2 x \frac{d y}{d x}+3 y\right)$.
15. $x^{n-1}\left(x \frac{d y}{d x}+n y\right) ; \quad y^{n-1}\left(n x \frac{d y}{d x}+y\right)$.
16. $x^{n-1} y^{2}\left(3 x \frac{d y}{d x}+n y\right) ; \quad x^{2} y^{n-1}\left(n x \frac{d y}{d x}+3 y\right)$.
17. $n x^{n-1} y^{n-1}\left(x \frac{d y}{d x}+y\right)$.
18. $2 x+y+(x+2 y) \frac{d y}{d x}$.
19. $4 x^{3}+2 x y^{2}+\left(2 x^{2} y+4 y^{8}\right) \frac{d y}{d x}$.
20. $3 a x^{2}+2 b x y+c y^{2}+\left(b x^{2}+2 c x y+3 d y^{2}\right) \frac{d y}{d x}$.
21. $2 a(a y+b) \frac{d y}{d x}$.
22. $3 a(a y+b)^{2} \frac{d y}{d x}$.

## Examples X, p. 78.

1. $-29 /(5 x-3)^{2}$.
2. $-3 /(2-x)^{2}$.
3. $\left(a^{2}-b^{2}\right) /(b x+a)^{2}$.
4. $-16 x /\left(x^{2}-4\right)^{2}$.
5. $4\left(x^{4}-4\right) /\left(x^{2}+2 x+4\right)^{2}$.
6. $-2 n x^{n-1} /\left(x^{n}-1\right)^{2}$.
7. $8\left(1-x^{2}\right) /\left(x^{2}+1\right)^{2}$.
8. $\frac{1}{2}(2+\sqrt{ } x) /(1+\sqrt{ } x)^{2}$.
9. $(1+x) /\left\{2 \sqrt{ } x(1-x)^{2}\right\}$.
10. $2 b\left(c-a x^{2}\right) /\left(a x^{2}-b x+c\right)^{2}$.
11. $\left(3 x^{2}-2 x+2\right) /(3 x-1)^{2}$.
12. $-2\left(2 x^{2}-6 x+3\right) /\left(x^{2}-5 x+6\right)^{2}$.
13. $\left(x \frac{d y}{d x}-y\right) / x^{2}$.
14. $y^{2}\left(3 x \frac{d y}{d x}-2 y\right) / x^{3}$.
15. $n y^{n-1}\left(x \frac{d y}{d x}-y\right) / x^{n+1}$.
16. $1 /\left\{\sqrt{ } x(1-\sqrt{ } x)^{2}\right\}$.
17. $2\left(x^{2}-1\right) /\left(x^{2}+1\right)^{2}$.
18. $6(2 x-1) /\left(x^{2}-x\right)^{2}$.
19. $\left(y-x \frac{d y}{d x}\right) / y^{2}$.
20. $2 x\left(y-x \frac{d y}{d x}\right) / y^{3}$.
21. $n x^{n-1}\left(y-x \frac{d y}{d x}\right) / y^{n+1}$.

## Examples XI, p. 83.

1. $24(4 x-5)^{5} ; 2 / \sqrt{ }(4 x-5) ;-8 /(4 x-5)^{3} ; 4 n(4 x-5)^{n-1} ;-4 /(4 x-5)^{2}$; $-2 / \sqrt{ }(4 x-5)^{3} ;-4 /\left\{n \sqrt[n]{ }(4 x-5)^{n+1}\right\}$.
2. $-42(3-7 x)^{5} ; \quad-\frac{7}{2} / \sqrt{ }(3-7 x) ; \quad 14 /(3-7 x)^{9} ; \quad-7 n(3-7 x)^{n-1}$; $7 /(3-7 x)^{2} ; \frac{\tilde{2}}{2} / \sqrt{ }(3-7 x)^{3} ; 7 /\left\{n \sqrt[n]{\left.(3-7 x)^{n+1}\right\} .}\right.$
3. $12 x\left(x^{2}-1\right)^{5} ; x / \sqrt{ }\left(x^{2}-1\right) ;-4 x /\left(x^{2}-1\right)^{3} ; 2 n x\left(x^{2}-1\right)^{n-1} ;-2 x /\left(x^{2}-1\right)^{2}$; $-x / \sqrt{ }\left(x^{2}-1\right)^{3} ;-2 x_{i}^{\prime}\left\{n \sqrt[n]{ }\left(x^{2}-1\right)^{n+1}\right\}$.
4. $-6(a-x)^{5} ; \quad-\frac{1}{2} / \sqrt{ }(a-x) ; \quad 2 /(a-x)^{3} ; \quad-n(a-x)^{n-1} ; \quad 1 /(a-x)^{2}$; $\frac{1}{2} / \sqrt{ }(a-x)^{3} ; 1 /\left\{n \sqrt[n]{ }(a-x)^{n+1}\right\}$.
5. $6 n x^{n-1}\left(x^{n}-a^{n}\right)^{5} ; \quad \frac{1}{2} n x^{n-1} / \sqrt{ }\left(x^{n}-a^{n}\right) ; \quad-2 n x^{n-1} /\left(x^{n}-a^{\prime \prime}\right)^{3}$; $n^{2} x^{n-1}\left(x^{n}-a^{n}\right)^{n-1} ; \quad-n x^{n-1} /\left(x^{n}-a^{n}\right)^{2} ; \quad-\frac{1}{2} n x^{n-1} / \sqrt{ }\left(x^{n}-a^{n}\right)^{3} ;$ $-x^{n-1} / \sqrt[n]{\left(x^{n}-a^{n}\right)^{n+1}}$.
6. $6\left(a x^{2}+b x+c\right)^{5}(2 a x+b)$;
$-2(2 a x+b) /\left(a x^{2}+b x+c\right)^{3} ;$
$\frac{1}{2}(2 a x+b) / \sqrt{ }\left(a x^{2}+b x+c\right) ;$
$-(2 a x+b) /\left(a x^{2}+b x+c\right)^{2} ;$ $n\left(a x^{2}+b x+c\right)^{n-1}(2 a x+b)$;
$-(2 a x+b) /\left\{n \sqrt[n]{\left.\left(a x^{2}+b x+c\right)^{n+1}\right\} . ~}\right.$
$-\frac{1}{2}\left(2 a x+b!/ \sqrt{ }\left(a x^{2}+b x+c\right)^{3} ;\right.$
7. $2 n x /\left(a^{2}-x^{2}\right)^{n+1}$.
8. $\frac{4}{8} x / \sqrt[3]{\left(a^{2}-x^{2}\right)^{5} \text {. }}$
9. $x / \sqrt{ }\left(a^{2}-x^{2}\right)^{3}$.
10. $\frac{2}{8} x / \sqrt[b]{\left(a^{2}-x^{2}\right)^{0} \text {. }}$
11. $-x^{2} /\left(a^{3}-x^{3}\right)^{2 / 3}$.
12. $-\frac{8}{4} x^{2} / \sqrt{\left(a^{3}-x^{3}\right)}$.
13. $6(x-1)^{5} / x^{7}$.

14. $\frac{n x^{n-1}\left(1-x^{2}\right)}{\left(x^{2}+1\right)^{n+1}}$.
15. $\frac{1}{2}\left(1-x^{2}\right) / \sqrt{ }\left\{x\left(1+x^{2}\right)^{3}\right\}$.
16. $\frac{1}{2} a / \sqrt{ }\left\{x(a-x)^{s}\right\}$.
17. $n a x^{n-1} /(a-x)^{n+1}$.
18. $(3 x+1) / \sqrt{ }(2 x+1)$.
19. $\frac{1}{8} x(4-5 x) / \sqrt{ }(1-x)$.
20. $(x+1) / \sqrt{ }(2 x+1)^{3}$.
21. $-(x+1) /\left\{x^{2} \sqrt{ }(2 x+1)\right\}$.
22. $\frac{1}{2} x(4-3 x) / \sqrt{ }(1-x)^{3}$.
23. $\frac{1}{2}(3 x-4) /\left\{x^{3} \sqrt{ }(1-x)\right\}$.
24. $x\left(2 a^{2}-3 x^{2}\right) / \sqrt{ }\left(a^{2}-x^{2}\right)$.
25. $x\left(2 a^{2}-x^{2}\right) / \sqrt{ }\left(a^{2}-x^{2}\right)^{3}$.
26. $\left(2 a^{2}-x^{2}\right) /\left\{x^{3} \sqrt{ }\left(x^{2}-a^{2}\right)\right\}$.
27. $(a-x)^{n-1}\{a-(n+1) x\}$.
28. $-(a-x)^{n-1}\{a+(n-1) x\} / x^{2}$.
29. $\{a+(n-1) x\} /(a-x)^{n+1}$.
30. $-(a-x)(b-x)^{2}(3 a+2 b-5 x)$.
31. $(a-x)(3 a-2 b-x) /(b-x)^{4}$.
32. $-(a-x)^{n-1}(b-x)^{m-1}\{m a+n b-(m+n) x\}$.
33. $(a-x)^{n-1}\{m a-n b-(m-n) x\} /(b-x)^{m+1}$.
34. $1 /\left(3 y^{2}+6 y\right)$.
35. $\frac{1}{8}(3+2 y)^{2}$.
36. $(y+a)^{2} /\left(y^{2}+2 a y\right)$.
37. $-(y+a)^{2} /\left(y^{2}+2 a y+a b\right)$.
38. $-\frac{1}{2} \mathrm{Y}$.
39. 2e.

## Examples XII, p. 85.

1. $-x^{2} / y^{9}$.
2. $-\sqrt{ }(y / x)$.
3. $-(x / y)^{n-1}$.
4. $-(2 x+y) /(2 y+x)$.
5. $-\left(3 x^{2}+2 x y+y^{2}\right) /\left(3 y^{2}+2 x y+x^{2}\right)$.
6. $-\left(2 x y+y^{2}\right) /\left(2 x y+x^{2}\right)$.
7. $-m y / n x$.
8. $n y / m x$.
9. $(a x-x-y) /(x+y-b y)$.
10. $\left\{a y-(x+y)^{2}\right\} /\left\{(x+y)^{2}-a x\right\}$.
11. $\left\{a^{2} x-2 x\left(x^{2}+y^{2}\right)\right\} /\left\{a^{2} y+2 y\left(x^{2}+y^{2}\right)\right\}$. 12. $-(a x+b y) /(b x+c y)$.
12. $-\left(3 a x^{2}+2 b x y+c y^{2}\right) /\left(b x^{2}+2 c x y+3 d y^{2}\right)$.
13. $-\sqrt[3]{(y / x) \text {. }}$
14. $-(x / y)^{p / q-1}$.
15. $-x^{n-1}\left(2 x^{n}+y^{n}\right) /\left\{y^{n-1}\left(2 y^{n}+x^{n}\right)\right\}$.
16. $-\left(3 y^{2}+4 x y\right) /\left(3 x^{2}+4 x y\right)$.
17. $-(a x+h y+g) /(h x+b y+f)$.
18. $-(1+y) /(1+x)$.
19. $(a+y-2 x) /(2 y-x-a)$.
20. (i) $-v / p$. (ii) $-v / \gamma p$. (iii) $v^{3}(b-v) /\left(p v^{3}-a v+2 a b\right)$.

## Examples XIII, p. 89.

1. 3 in.
2. 446 sq . in.
B. $2 \frac{2}{2} \frac{9}{8}$ ft.
3. (i) $3 / d$. (ii) $2 / d$.
4. $a(a-b \cos C) / c^{2}$.
5. $\frac{7}{8} \mathrm{in}$.
6. 9. 
1. $+\frac{1}{2}$ per cent. ; 432 secs.
2. $R_{0}(a+2 b \theta) \delta \theta$.
3. $\cdot 0003 \mathrm{yd}$.
4. (i) $4 \pi$ c.in. (ii) $8 \pi$ sq. in.
5. ${ }_{1}^{3}{ }_{2}^{5}$ in. too large.
6. $\frac{1}{80} \mathrm{yd}$.
7. (i) 8.66 kq . in. (ii) 433 in .
8. $21 \cdot 42$ in.
9. (i) $14 \cdot 14$. (ii) -143 .
10. (i) 644. (ii) 2.
11. $+^{\bullet} 155$ per cent. ; 939 secs. gain.
12. $10 k /(1+25 k)$.
13. (i) 56 . (ii) 136.5 .

Examples XIV, p. 96.

1. $5 \cos 5 x ; \quad \frac{1}{3} \cos \frac{1}{8} x ; \quad n \cos (n x-\alpha) ; \quad-a \sin a x ; \quad-(1 / p) \sin (x / p)$; $2 \sin \left(\frac{1}{3} \pi-2 x\right)$.
2. $3 \sec ^{2} 3 x ; \sec ^{2}(x+\alpha)$. $\quad-m \operatorname{cosec}^{2} m x ; 2 \operatorname{cosec}^{2}(\alpha-2 x)$.
3. $m \sec m x \tan m x ; \sec \left(\frac{1}{2} \pi+x\right) \tan \left(\frac{1}{1} \pi+x\right)$.
B. $-m \operatorname{cosec} m x \cot m x ; \frac{1}{2} \operatorname{cosec}\left(\beta-\frac{1}{2} x\right) \cot \left(\beta-\frac{1}{2} x\right)$.
4. $3 \sin ^{8} x \cos x ; n \sin ^{n-1} x \cos x$.
5. $-5 \cos ^{4} x \sin x ;-m \cos ^{m-1} x \sin x$.
6. $\frac{1}{2} \cos x / \sqrt{\sin x}$.
7. $-2 \operatorname{cosec}^{2} x \cot x$.
8. $-\frac{1}{2} \cot x \sqrt{ } \operatorname{cosec} x$.
9. $-\frac{1}{8} \sin x / \sqrt[8]{\cos ^{2} x}$.
10. $4 \sec ^{4} x \tan x$.
11. $-n \cot ^{n-1} x \operatorname{cosec}^{2} x$.
12. $2 \sin 4 x$.
13. $-3 a \cos ^{2} a x \sin a x$.
14. $3 n \tan ^{n-1} 3 x \sec ^{2} 3 x$.
15. $-\cot \frac{1}{2} x \operatorname{cosec}^{2} \frac{1}{2} x$.
16. $x^{3}(3 x \cos 3 x+4 \sin 3 x)$.
17. $x^{n-1}(n \cos x-x \sin x)$.
18. $\left(2 x \sec ^{2} x+\tan x\right) / 2 \sqrt{ } x$.
19. $(2 x \cos 2 x-3 \sin 2 x) / x^{4}$.
20. $3 \cos 3 x \cos 4 x-4 \sin 3 x \sin 4 x$.
21. $m \cos m x \cos n x-n \sin m x \sin n x$.
22. $\sin x\left(1+\sec ^{2} x\right)$.
23. $\sin ^{2} x\left(2+\sec ^{2} x\right)$.
24. $2 b \cos x(a+b \sin x)$.
25. $-2 \sin x / \sqrt{ }(3+4 \cos x)$.
26. $\cos ^{2} x_{0}$
27. $\sec ^{4} x$.
28. $7 \cos x /(4+3 \sin x)^{2}$.
29. $2 /(1-\sin 2 x)$.
30. $2 \cos ^{2} x \cos 2 x-\sin ^{2} 2 x$.
31. $\left(1+\sin ^{2} x\right)$ вес ${ }^{3} x$
$38 \sin ^{m-1} a x \cos { }^{n-1} b x(m a \cos a x \cos b x-n b \sin a x \sin b x)$.
32. $x^{n-1} \tan ^{m-1} a x\left(a n x \sec ^{2} a x+n \tan a x\right)$.
33. $-(m \cos m x) /(n \sin n y)$.
34. $\sin 2 x / \sin 2 y$.
35. $\cot x \cot y$.
36. $y /\left(x^{2}+y^{2}+x\right)$.
37. 49975. 
1. 8657 .
2. 9310 .
3. 24924. 
1. ${ }^{2}$ sq. ft.
2. $\cot A \delta A$.
3. $19 \cdot 42$.
4. $2 a b \sin x /(a+b \cos x)^{2}$.
5. $\sin x \cos x(2+\sin x) /(1+\sin x)^{2}$.
6. $\frac{1}{2} \sin 4 x$.
7. $\sin ^{m-1} x \cos ^{n-1} x\left(m \cos ^{2} x-n \sin ^{2} x\right)$.
8. -1.0017 .
9. $1 \cdot 0006$.
10. 3.9919.
11.     - 9996 .
12. 94. 
1. 76 ft .
2. ${ }^{1} 1$.
3. $7 \cdot 82$.
4. (i) 017 C . (ii) 17 .
5. (i) ${ }^{\circ} 09^{\circ}$. (ii) ${ }^{207}$.

## Examples XV, p. 97.

1. $5(x-3)^{4}$.
2. $-\frac{3}{2} x^{2} / \sqrt{ }\left(1-x^{3}\right)$.
3. $-\frac{1}{2}(2 x-3) / \sqrt{ }\left(x^{2}-3 x-2\right)^{3}$.
4. $-\frac{2}{3} x / \sqrt[8]{\left(x^{2}+1\right)^{4} \text {. }}$
5. $\frac{1}{2}\left(4-3 x^{2}\right) / \sqrt{ }\left(4 x-x^{3}\right)$.
6. $4 / \sqrt{ }\left(4-x^{2}\right)^{3}$.
7. $\left.-\frac{1}{2}\left(4+x^{2}\right) / \sqrt{ }\left\{x^{3}, 4-x^{2}\right)\right\}$.
8. $-\frac{1}{2} n \cos ^{n-1} \frac{1}{2} x \sin \frac{1}{2} x$.
9. $x \sec ^{2} x+\tan x$.
10. $\left(x \sec ^{2} x-\tan x\right) / x^{2}$.
11. $\frac{1}{2}(2 x \cos x+\sin x) / \sqrt{ } x$.
12. $\frac{1}{2}(2 x \cos x-\sin x) / \sqrt{x^{5}}$.
13. $(\cos \sqrt{x}) / 2 \sqrt{ } x$.
14. $\frac{1}{2} \sqrt{ } x \cos \sqrt{ }^{\prime} x+\sin \sqrt{ } x$.
15. $\left(\sin \sqrt{x}-\frac{1}{2} \sqrt{ } x \cos \sqrt{x}\right) / \sin ^{2} \sqrt{ } x$.
16. $\left(\frac{1}{2} \sqrt{ } x \cos \sqrt{x}-\sin \sqrt{ } x\right) / x^{2}$.
17. $\frac{1}{2}(x \cos x-2 \sin x) /\left(x^{2} \sqrt{\sin } x\right)$.
18. $-8(7-x)^{7}$.
19. $2 x(1-x)(1-2 x)$.
20. $28 /(5-7 x)^{5}$.
21. $\left(4-2 x^{2}\right) / \sqrt{ }\left(4-x^{2}\right)$.
22. $-4 /\left\{x^{2} \sqrt{ }\left(4-x^{2}\right)\right\}$.
23. $\frac{1}{2}\left(4+x^{2}\right) / \sqrt{ }\left\{x\left(4-x^{2}\right)^{3}\right\}$.
24. $\sin 2(x-\alpha)$.
25. $-\tan ^{2} x$.
26. $\cot x-x \operatorname{cosec}^{2} x$.
27. $\cos x\left(1-3 \sin ^{2} x\right)$.
28. $(\sin x-2 x \cos x) /\left(2 \sqrt{x} \sin ^{2} x\right)$.
29. $\frac{1}{2} \cos x / \sqrt{ } \sin x$.
30. $\frac{1}{2}(x \cos x+\sin x) / \sqrt{ }(x \sin x)$.
31. $\frac{1}{2}(x \cos x-\sin x) / \sqrt{ }\left(x^{3} \sin x\right)$.
32. $\frac{1}{2}(\sin x-x \cos x) / \sqrt{ }\left(x \sin ^{3} x\right)$.
33. $\frac{1}{2}(x \cos x+2 \sin x) / \sqrt{ } \sin x$.
34. $\frac{1}{2}(2 \sin x-x \cos x) / \sqrt{ } \sin ^{3} x$.
35. $\frac{1}{2}(\sqrt{ } x \cos \sqrt{ } x+\sin \sqrt{x}) / \sqrt{ } x$.
36. $(\sin \sqrt{ } x-\sqrt{ } x \cos \sqrt{ } x) /\left(2 \sqrt{ } x \sin ^{2} \sqrt{ } x\right)$.
37. $\frac{1}{2}(\sqrt{ } x \cos \sqrt{ } x-\sin \sqrt{x}) / \sqrt{ } x^{y}$.
38. $(2-3 x) / \sqrt{ }(1-x)$.
39. $(\sec x \tan x) / a$.
40. $\{\sec (x / a) \tan (x / a)\} / a$.
41. $-\{a \sec (a / x) \tan (a / x)\} / x^{2}$.
42. $x^{m-1}(\alpha-x)^{n-1}(m a-m x-n x)$.
43. $x^{m-1}(m a-m x+n x) /(a-x)^{n+1}$.
44. $(a-x)^{n-1}(m x-n x-m a) / x^{m+1}$.
45. $-1 /\left\{n \sqrt[n]{\left.(a-x)^{n-1}\right\} \text {. } . ~ . ~ . ~}\right.$
46. $-\frac{1}{2} n x^{n-1} / \sqrt{ }\left(a^{n}-x^{n}\right)$.
47. $-\frac{1}{2} n \sqrt{ }(a-x)^{n-2}$.
48. $-3 \sin ^{2}(\alpha-x) \cos (\alpha-x)$.
49. $-3 \cos 3(\alpha-x)$.
50. $2 x(\cos 2 x-x \sin 2 x)$.
51. $-3(\alpha-x)^{2} \cos (\alpha-x)^{3}$.
52. $2 x(\cos 2 x+x \sin 2 x) / \cos ^{2} 2 x$.
53. $2 x \cos 2 x(\cos 2 x-2 x \sin 2 x)$.
54. $-2 \cos 2 x(\cos 2 x+2 x \sin 2 x) / x^{7}$.
55. $-2(\cos 2 x+x \sin 2 x) / x^{3}$.
56. $-\cos 2 x(4 x \sin 2 x+\cos 2 x) / x^{2}$.
57. $(\cos 2 x+4 x \sin 2 x) / \cos ^{8} 2 x$.
58. $2 x(\cos 2 x+2 x \sin 2 x) / \cos ^{3} 2 x$
59. $\sin 4 x / \sqrt{ }\left(1+\sin ^{2} 2 x\right)$.
60. $2 n \sin 2 x\left(1-\cos 2 x x^{n-1}\right.$.
61. $-\sin n x / \sqrt[n]{\left(1+\cos n x^{n^{-1}} \text {. } . ~ . ~ . ~\right.}$
62. $m \cos (x / b)\{a+b \sin (x / b)\}^{m}$.
63. $4 \sec ^{2} x \tan x$.
64. $-\left\{x+\sqrt{ }\left(a^{2}-x^{2}\right)\right\} /\left\{a^{2} \sqrt{ }\left(a^{2}-x^{2}\right)\right\}$.
65. $2 a^{2} x / \sqrt{ }\left\{\left(a^{2}+x^{2}\right)\left(c^{2}-x^{2}\right)^{3}\right\}$.
66. $-a / \sqrt{ }\left\{(a-x)(a+x)^{3}\right\}$.
67. $\alpha x /\left(2 a x-x^{2}\right)^{9 / 2}$.
68. $3 \cos ^{2} x \cos 4 x$.
69. ${ }_{4}^{3} \sin ^{2} 2 x \cos 2 x$.
70. $-3 \cos 2 x / \sin ^{4} x$.
71. $-3 \cos ^{2} x \cos 2 x / \sin ^{2} 3 x$.
72. $-3 \operatorname{cosec}^{2} 3 x$.
73. $-3 \cot ^{2} x \operatorname{cosec}^{2} x$.
74. $3 \sin ^{2} 3 x\left(4 \cos ^{2} 3 x-1\right)$.
75. $3\left(1+2 \sin ^{2} 3 x\right) / \cos ^{1} 3 x$.
76. $-3\left(1+2 \cos ^{2} 3 x\right) / \sin ^{4} 3 x$.
77. $9 \tan ^{2} 3 x \sec ^{2} 3 x$.
78. $3 \sin ^{2} x \cos ^{2} 3 x(\cos 3 x \cos x-3 \sin 3 x \sin x)$.
79. $3 \sin ^{2} x(\cos x \cos 3 x+3 \sin x \sin 3 x) / \cos ^{4} 3 x$.
80. $-3 \cos ^{2} 3 x(\cos x \cos 3 x+3 \sin x \sin 3 x) / \sin ^{4} x$.
81. $3 \cos ^{2} x \sin ^{2} 3 x(3 \cos x \cos 3 x-\sin x \sin 3 x)$.
82. $-3 \cos ^{2} x(\sin x \sin 3 x+3 \cos x \cos 3 x) / \sin ^{4} 3 x$.
83. $3 \sin ^{2} 3 x(\sin x \sin 3 x+3 \cos x \cos 3 x) / \cos ^{4} x$.
84. $3 \sin ^{2} x \sin 4 x$.
85. $-6 \cot x \operatorname{cosec}^{2} x$.
86. $3 \cos ^{2} x \sin 2 x / \cos ^{2} 3 x$.
87. $3 \sin ^{2} x \sin 2 x / \sin ^{2} 3 x$.
88. $-3 \cos ^{2} x \sin 4 x$.
89. $-6 \tan x \sec ^{2} x$.
90. $\sin ^{2} 3 x(9 \sin x \cos 3 x+\sin 3 x \cos x)$.
91. ( $\sin 3 x \cos x-9 \cos 3 x \sin x) / \sin ^{4} 3$ r.
92. $\sin ^{2} 3 x\left(9 \sin x \cos 3 x-\sin 3 x \cos x i_{1} \sin ^{2} x\right.$.
93. $-\cos ^{2} 3 x(9 \cos x \sin 3 x+\sin x \cos 3 x)$.
94. ( $3 \cos x \sin 3 x-\cos 3 x \sin x) / \cos ^{4} 3 x$.
95. $\cos ^{2} 3 x(\cos 3 x \sin x-9 \cos x \sin 3 x) / \cos ^{2} x$.
96. $\cos ^{2} 3 x(\cos 3 x \cos x-9 \sin 3 x \sin x)$.
97. $(\cos 3 x \cos x+9 \sin 3 x \sin x) / \cos ^{4} 3 x$.
98. $-\cos ^{2} 3 x\left(\cos 3 x \cos x+9 \sin 3 x \sin x / \sin ^{2} x\right.$.
99. $\sin ^{2} 3 x(9 \cos x \cos 3 x-\sin x \sin 3 x)$.
100. $-(\sin x \sin 3 x+9 \cos x \cos 3 x) / \sin ^{4} 3 x$.
101. $\sin ^{2} 3 x(\sin x \sin 3 . x+9 \cos x \cos 3 x) / \cos ^{2} x$.
102. $x\left(2 a^{2}-3 x^{2}\right) / \sqrt{ }\left(\alpha^{2}-x^{2}\right)$.
103. $x\left(2\left(a^{2}-x^{2}\right) /\left(a^{2}-x^{2}\right)^{3 / 2}\right.$.
104. $x^{2}\left(3 a^{2}-2 x^{2}\right) /\left(a^{2}-x^{2}\right)^{8}$.
105. $n x^{n-1}\left(a^{2}-x^{2}\right)^{n-1}\left(a^{2}-3 x^{2}\right)$.
106. $-2(1+x) /(1+2 x)^{3}$.
107. $-(1-x)^{3}(7+x) /(1+x)^{4}$.
108. $(6 x-8) /(1+3 x)^{3}$.
109. $2 x\left(3+x^{2}\right) /\left(1-x^{2}\right)^{2}$.
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122. $\left(x^{2}-2 a^{2}\right) /\left\{x^{3} \sqrt{ }\left(u^{2}-x^{2}\right)\right\}$.
123. $x^{2}\left(3 a^{2}-4 x^{2}\right) / \sqrt{ }\left(u^{2}-x^{2}\right)$.
124. $x^{2}\left(a^{2}-x^{2}\right)^{n-1}\left(3 a^{2}-3 x^{2}-2 n x^{2}\right)$.
125. $2 x(1+x) /(1+2 x)^{2}$.
126. $-2(1+x)(2+x) /(1+2 x)^{4}$.
127. $(1-x)^{2}(x-4) /(2-x)^{3}$.
128. $\left.(x-7 u)(a-x)^{2} /: a+x\right)^{x}$.
129. $2 x\left(1+x^{2}\right)\left(3-x^{2}\right) /\left(1-x^{2}\right)^{2}$.
130. $2 x\left(x^{2}-3 a^{2}\right) /\left(a^{2}+x^{2}\right)^{3}$.
131. $-8 a^{2} x\left(a^{2}-x^{2}\right) /\left(a^{2}+x^{2}\right)^{2}$.
132. $n(a-b)(a-x)^{n-1} /(b-x)^{n+1} . \quad$ 140. $n(2 x-a-b)(a-x)^{n-1}(b-x)^{n-1}$ 。
133. $2 n x\left(2 x^{2}-a^{2}-b^{2}\right)\left(a^{2}-x^{2}\right)^{n-1}\left(b^{2}-x^{2}\right)^{n-1}$.
134. $\left(3-6 x+4 x^{2}\right) / \sqrt{ }\left(3-4 x+2 x^{2}\right)$. 143. $\left(3-10 x+8 x^{2}\right) \sqrt{ }\left(3-4 x+2 x^{2}\right)$.
135. $(2 x-3) /\left\{x^{2} \sqrt{ }\left(3-4 x+2 x^{2}\right)\right\}$. 145. $-1 / \sqrt{ }\left(2 x+x^{2}\right)^{3}$.
136. $2 x\left(3-5 x+3 x^{2}\right) / \sqrt{ }\left(3-4 x+2 x^{2}\right)$.
137. $2 x\left(3-3 x+x^{2}\right) /\left(3-4 x+2 x^{2}\right)^{3 / 2}$. 148. $n(x \sin x)^{n-1}(x \cos x+\sin x)$.
138. $n x^{n-1} \sin n x(2 x \cos n x+\sin n x)$. 150. $n(x \sin n x)^{n-1}(n x \cos n x+\sin n x)$.

## Examples XVI, p. 105.

1. $85^{\circ} 46^{\prime}$.
a. $106^{\circ} 42^{\prime}$.
2. $82^{\circ} 53^{\prime}$.
3. $40^{\circ} 54^{\prime}$.
4. $8 x-y=13 ; x+8 y=91$.
в. $4 x-5 y+12=0 ; 5 x+4 y=26$.
5. $2 x+y+10=0 ; x-2 y=0$.
6. $2 x+3 y=30 ; 3 x-2 y=19$.
7. $11 x+3 y=36 ; 3 x-11 y+2=0$.
8. $y+1=0 ; x=2$.
9. $X x / a^{2}-Y y / b^{2}=1$.
10. $X x+Y y+g(X+x)+f(Y+y)+c=0$.
11. (2, -12), $(-2,20)$.
12. $\left( \pm a, \pm \frac{1}{2}(x)\right.$.
13. ( $\left.\frac{1}{1} a, \frac{1}{2} a\right)$.
14. $( \pm 4, \mp 3)$.
15. $15 \frac{1}{1}^{\circ}$.
16. They touch at $(2,4)$.
17. $48^{\circ} 12^{\prime}$.
18. $O T=(n-1) T N$.
19. $X^{\prime} x^{1 / 3}+Y / y^{1 / 3}=a^{2 / 3}$; intercept $=a$.
20. $m X / x+n Y / y=m+n$.
21. $a X x+h(X y+Y x)+b Y y+g(X+x)+f(Y+y)+c=0$.
22. $2 X y^{3}-Y x\left(x^{2}+3 y^{2}\right)+a x^{3}=0$.
so. Touches $O X$. Bisects $\angle X O Y$. Touches $O Y$.
23. Curve bisects $\angle X O Y$.
24. $\tan ^{-1}\left\{\left(x \frac{d y}{d x}-y\right) /\left(x+y \frac{d y}{d x}\right)\right\}$.

## Examples XVII, p. 113.

1. $6 \sqrt{ } 10 ; 2 \sqrt{ } 10 ; 18 ; 2$.
2. $\frac{1}{2} \sqrt{ }\left(a^{2}+\frac{4}{8} b^{2}\right) ; \frac{1}{2} a \sqrt{ }\left(3 a^{2}+4 b^{2}\right) / b ; b / \sqrt{ } 3 ; \sqrt{ } 3 a^{2} / 4 b$.
3. $10 ;-7 \frac{1}{2} ;-8 ;-4 \frac{1}{2}$. 4. $-\sqrt{ } 5 ; \frac{1}{2} \sqrt{ } 5 ; 2 ; \frac{1}{2}$.
B. $y^{2} i^{\prime}(n+1) x$.
4. $4 a$. 12. $a^{2} y^{2} / b^{2} x ; b^{2} x / a^{2}$. 14. $x \sec \theta+y \operatorname{cosec} \theta=a$.
5. $a \sin ^{2} \theta ; a \sin ^{3} \theta \sec \theta ; a \sin ^{2} \theta \cos \theta ; a \sin ^{4} \theta \sec \theta$.
6. (i) $x-y=a\left(\frac{1}{2} \pi-2\right)$. (ii) $x \cot \frac{1}{2} \theta-y=a\left(\theta \cot \frac{1}{2} \theta-2\right)$.
7. $a$; $a$. 18. $(b \operatorname{cosec} \theta) / a$. 10. $(x \cos \theta) / a+(y \sin \theta) / b=1$.
8. $m=\cot \psi$, where $\psi$ is inclination of tangent to $O X$.
9. $y \tan \frac{3}{2} \theta ; y \cot { }^{3} \theta$.
10. $y / \sqrt{\left\{1+\left(\frac{d y}{d x}\right)^{2}\right\}} ; y \frac{d y}{d x} / \sqrt{ } \left\lvert\,\left\{1+\left(\frac{d y}{d x}\right)^{2}\right\}\right.$.
11. $2 c^{2} / \sqrt{ }\left(x^{2}+y^{2}\right) ; O Y$. $O P=2 c^{2}$.

## Examples XVIII, p. 122.

1. Min. $(3,-1)$.
2. Max. $(-1,19)$.
3. Max. $(-2,21)$; min. $(2,-11)$.
b. None.
4. Max. (2, 28) ; min. (3, 27).
e. Max. $(1,18)$; $\min .(5,-14)$.
5. Pt. of inflexion ( 1,0 ).
6. Max. (1, 43); min. (0, 40), (5, -85 ).
7. Max. $(2,4)$; min. (1, 3) and (3, 3).
8. Max. $(1,0)$; min. $(3,-28)$; pt. of inflexion ( $0,-1$ ).
9. Min. (3, $\frac{\{13}{13}$ ). 12. Max. $(1,0)$; min. $\left(\frac{5}{3},-\frac{4}{27}\right)$.
10. Max. $\left(\frac{8}{6},{ }^{10} 10,6\right)$; min. $(2,0) ;$ pt. of inflexion ( 1,0 ).
11. Max. $\left(5, \frac{2}{3}\right) ; \min .(1,0)$.
12. Max. $(-2,3)$; min. (2, § ).
13. Max $(0,1)$.
14. Min. $(1,27)$; pt. of inflexion (4, 0).
15. Min. $\left(-4, \frac{1}{2}\right)$; max. $\left(4, \frac{1}{1}\right)$.
16. Max. $\left(3, \frac{1}{3}\right)$.
17. Max. $\left[-\sqrt{ }(a b), \quad(\sqrt{ } a-\sqrt{ } b)^{\prime \prime}\right] ; \min .\left[\sqrt{ }(a b),(\sqrt{ } a+\sqrt{ } b)^{2}\right]$.
18. Max. (4, $\sqrt[3]{4}$ ).
19. Inf. $(0,0) ; \max \left({ }_{4}^{3} a,{ }_{4}^{3} \sqrt{ } 3 a^{2}\right)$.
20. Min. $\left(\frac{0}{3} a, \frac{9}{4} a\right) ; \max .\left(2 a, \frac{1}{5} a\right)$.
21. Min. $(a, \sqrt{ } 2)$.
22. Max. ( $\frac{1}{2},-\frac{5}{4} \sqrt{ } 5$ ); min. (1, $-2 \sqrt{ } 2$ ).
23. Mix. $\sqrt{ } 2$, when $x=\left(2 n+\frac{1}{4}\right) \pi$; min. $-\sqrt{2}$, when $x=\left(2 n+{ }_{6}^{\kappa}\right) \pi$.
24. $\left\{\begin{array}{l}\text { If } a>b, \text { max. } a \text { when } x=\left(n+\frac{1}{2}\right) \pi ; \text { min. } b \text { when } x=n \pi \text {. } \\ \text { If } a<b, \text { max. and min. interchange. }\end{array}\right.$
25. Max. when $x=\left(n+\frac{1}{6}\right) \pi$; min. when $x=\left(n-\frac{1}{6}\right) \pi$. 20. None.
26. Max. $\frac{9}{8}$ when $x=\sin ^{-1} \frac{1}{4} ;$ min. 0 and -2 when $x=\left(n+\frac{1}{2}\right) \pi$.
27. Min. -1 when $x=\left(2 n+\frac{1}{4}\right) \pi$.
28. If $a$ and $b$ are + , min. $2 \sqrt{ }(a b)$ when $\tan x=+\sqrt{ }(a / b) ;$ max. $-2 \sqrt{ }(a b)$ when $\tan x=-\sqrt{ }(a / b)$. If $a$ and $b$ are both - , interchange results.
29. Max. $i^{3} \sqrt{3}$ when $x=\left(n+\frac{3}{3}\right) \pi$; min. $-3^{3} 5 \sqrt{3}$ when $x=\left(n-\frac{1}{3}\right) \pi$; pts. of inflesion ( $n \pi, 0$ ).
30. Max. when $x=\frac{1}{2}(\alpha+\beta)+\left(n+\frac{1}{4}\right) \pi$; min. when $x=\frac{1}{2}(\alpha+\beta)+\left(n+\frac{3}{4}\right) \pi$.
31. Max. $\frac{1}{\frac{1}{2}} \sqrt{ } 2$ when $x=\left(2 n+\frac{1}{4}\right) \pi$; min. $-\frac{1}{2} \sqrt{ } 2$ when $x=\left(2 n+\frac{1}{4}\right) \pi$.
32. Min. $-3 \sqrt{ } 3$ when $x=(2 n+1) \pi$; max. $3 \sqrt{ } 3$ when $x=\left(2 n-\frac{1}{3}\right) \pi$.
33. $x=? a$.
34. $\sqrt{ } A / C$. 42. $34 C$.
35. $x=\frac{1}{2}(a-b)$.
36. $x=-\frac{3}{2}$.
37. $x= \pm a / \sqrt{ } 2$.
38. 39. 
1. Max. when $x=1$.
2. $\left\{\frac{1}{2}(\gamma+1)\right\}^{\gamma /(1-\gamma)} ; \cdot 067$.
3. $\sqrt{ }(n I / / r)$.
4. $-100 l \alpha /\left(l x-x^{2}\right) ; x=\frac{1}{2} l$.

## Examples XIX, p. 128.

1. 20,20 .
2. $\frac{7}{5} a, \frac{3}{5} a$.
3. Max., $\mathrm{B}^{4}$; min. $-\frac{8}{82}$.
4. When it is a square. (i) Min. perimeter, 20 ft ., (ii) min. diagonal, $5 \sqrt{ } 2 \mathrm{ft}$.
5. Max. perimeter $=4 \sqrt{ } 2 a$.
6. Height $=\sqrt{ } 2 \times$ radius $=\frac{3}{3} \sqrt{ } \times$ radius of sphere.
7. $r=\frac{1}{2} h=5 \mathrm{ft}$.
8. $r=h=1 \cdot 72 \mathrm{ft}$.
9. $h=2 r=\sqrt{ } 2 \times$ radius of sphere.
10. Max. area $=\frac{1}{2}$ area of triangle. Perimeter continually increases from $2 a$ to $2 b$ as corner moves along hypotenuse.
11. (i) Max. vol. $=\frac{1}{y}$ vol. of cone. (ii) When $h=\frac{1}{2}$ height of cone. (iii) When $h / r=\cot \alpha-2$, where $\alpha$ is semi-vertical angle of cone. No max. if $\alpha>26^{\circ} 34^{\prime}$.
12. Height $=4 \times$ radius of sphere. 18. Max. area $=\frac{1}{2}$ area of triangle.
13. When equilateral.
14. Height $=\sqrt{ } 2 \times$ radius of base $=\frac{1}{3}$ radius of pphere .
15. 2 ft . long, 4 ft . girth.
16. When $h=1 \cdot 05 \ldots r$.
17. Max. vol. $=\frac{1}{2}$ vol. of given cone. 28. $2 a b$.
18. $(\sqrt{ } a+\sqrt{ } b)^{2}$.
19. $\left(a^{2 / 3}+b^{2 / 3}\right)^{3 / 2}$.
20. $4 a b$.
21. Max. area $=r^{2}$, when angle of sector $=2$ radians.
22. When isosceles.
23. 1 ft .
24. 6 in .
25. 20. 
1. $34 \cdot 64 \mathrm{ft}$.
2. 22.06 in .
3. $\frac{8}{2} a$.
4. 1 mile from nearest point of road; about 13 minutes.
5. 10.6 yds .
6. $\frac{2}{3}$ way from brighter light.
7. (latus rectum) ${ }^{2} / 6 v^{\prime} 3$.
8. $9 \sqrt{ } 3 \mathrm{in}$.
9. $32 \sqrt{ } 3 \mathrm{sq}$. in.
10. $\pi a^{3}$, if $4 a$ be latus rectum of parabola.
11. Equilateral triangle of area $\left\{\sqrt{ } 3 r^{2}\right.$.
12. When the line is parallel to $A B . \quad 48,3.749 \mathrm{ft}$.
13. 24. 
1. (i) $9 \sqrt{ } 3$.
(ii) $9 \sqrt{ } 3$.
2. $2 / \sqrt{ } 5$.
3. After 2 务 minutes; min. distance, $1 \cdot 192$ miles.
4. The point half-way between the feet of the perpendiculars from the given points to the line.
5. $60^{\circ}$.
6. Breadth, 6.928 in.
7. 414 m .
8. $\sin ^{-1}(m / 2 M)$.

B0. 类 $h$.
61. 41 ft .8 in .
62. When side of square $=14 l$. 63. $\sqrt{ }(2 a W / 10)$.
64. ( $a v \sim b u) \sin \theta / \sqrt{ }\left(u^{3}+v^{2}-2 u v \cos \theta\right)$.
88. $\frac{1}{2} a b$.
87. $1_{\AA}^{1} \sqrt{ } 3 \times$ vol. of sphere.
68. When height $=4$ diameter.
69. $6 \sqrt{ } 3 a$.
71. $53^{\circ} 8^{\prime} \mathrm{W}$. of $N$. or S .
72. $955 \cdot \mathrm{c}$ sq. yds .

## Examples XX, p. 134.

1. $10 x^{9} ; 90 x^{8} ; 720 x^{7} ; \frac{10!}{(10-n)!} x^{10-w}$ if $n<10,10!$ if $n=10,0$ if $n>10$.
2. $-\frac{b}{x^{2}} ; \frac{2 b}{x^{3}} ;-{ }_{x^{4}}^{6} ; \frac{(-1)^{n} n!b}{x^{n+1}} \quad$ 3. $-\frac{3}{x^{2}} ; \frac{12}{x^{5}} ;-\frac{60}{x^{6}} ; \frac{\left.(-1)^{n} n+2\right)!}{2 x^{1 i+3}}$.
3. $-\frac{1}{2 x^{3 / 2}} ; \frac{3}{4 x^{6 / 2}} ;-\frac{15}{8 x^{7 / 2}} ;(-1)^{n} \frac{1.3 .5 \ldots(2 n-1)}{2^{4} x^{n+1}}$.
4. $\frac{1}{2 x^{1 / 2}} ;-\frac{1}{4 x^{3 / 2}} ;-\frac{3}{8 x^{8 / 2}} ;(-1)^{n-1} \frac{1.3 .5 \ldots(2 n-3)}{2^{n} x^{n-\frac{1}{2}}}$.
5. $10 a(a x+b)^{9} ; 90 a^{2}(a x+b)^{8}: 720 a^{3}(a x+b)^{7} ; 10!a^{n}(a x+b)^{10-n} /(10-n)$ ! if $n<10,10!a^{10}$ if $n=10,0$ if $n>10$.
6. $-\frac{2}{(2 x+1)^{2}} ; \frac{8}{(2 x+1)^{3}} ;-\frac{48}{(2 x+1)^{4}} ;(-1)^{n} \frac{2^{n} \cdot n!}{(2 x+1)^{n+1}}$.
7. $\frac{1}{(1-x)^{2}} ; \frac{2}{(1-x)^{3}} ; \frac{6}{(1-x)^{4}} ; \frac{n!}{(1-x)^{n+1}}$.
$9 \cos (x+\alpha) ;-\sin (x+\alpha) ;-\cos (x+\alpha) ; \sin \left(x+\alpha+\frac{1}{2} n \pi\right)$.
8. $-\sin x ;-\cos x ; \sin x ; \cos \left(x+\frac{1}{2} n \pi\right)$.
9. $\sin 2 x ; 2 \cos 2 x ;-4 \sin 2 x ;-2^{n-1} \cos \left(2 x+\frac{1}{2} n \pi\right)$.
10. $-2 \sin 4 x ;-8 \cos 4 x ; 32 \sin 4 x ; 2^{2 n-1} \cos \left(4 x+\frac{1}{2} n \pi\right)$.
11. $x \cos x+\sin x ;-x \sin x+2 \cos x ;-x \cos x-3 \sin x$.
12. $-x^{2} \sin x+2 x \cos x ;-x^{2} \cos x-4 x \sin x+2 \cos x$;
13. $\sec ^{2} x ; 2 \sec ^{2} x \tan x ; 2 \sec ^{2} x\left(1+3 \tan ^{2} x\right)$.
14. $3 x^{2}(x \cos 3 x+\sin 3 x) ; 3 x\left(2-3 x^{2} ; \sin 3 x+18 x^{2} \cos 3 x\right.$;

$$
3\left(2-27 x^{2}\right) \sin 3 x-27 x\left(x^{2}-2\right) \cos 3 x .
$$

17. $x(2+x) /(1+x)^{2} ; 2 /(1+x)^{3} ;-6 /(1+x)^{4}$.
18. $n x^{n-1}(\cos n x-x \sin n x) ; \quad\left(n-1-n x^{2}\right) n x^{n-2} \cos n x-2 n^{2} x^{n-1} \sin n x$; $n^{2} x^{n-2}\left\{n x^{2}-3(n-1)\right\} \sin n x-n x^{n-3}\left\{3 n^{2} x^{2}-(n-1)(n-2)\right\} \cos n x$.
19. $\sec x \tan x$; $\sec x\left(1+2 \tan ^{2} x\right)$; $\sec x \tan x\left(5+6 \tan ^{2} x\right)$.
20. $x / \sqrt{ }\left(a^{2}+x^{2}\right) ; a^{2} /\left(a^{2}+x^{2}\right)^{3 / 2} ;-3 a^{2} x /\left(a^{2}+x^{2}\right)^{8 / 2}$.

## Examplos XXI, p. 138.

1. Down.
2. Up.
3. Up; d $\cap \mathrm{wn}$.
4. Down; down.
5. Up when $x$ is + ; down when - . 8. Up when $x<\frac{4}{3}$; down when $>\frac{4}{3}$.
6. Down when $0<x<4$; up elsewhere.
7. Up when $-\infty<x<-1$, and when $0<x<1$; down elsewhere.
8. $x=\left(n+\frac{1}{2}\right) \pi$.
9. $x=n \pi$.
10. $x=-b / 3 a$.

11. $\operatorname{lnfl}$. $\left.\pm \frac{1}{3} \sqrt{ } 3, \frac{1}{4}\right)$; min. ( 0,0 ).
12. Infl. $\left\{\left(n+\frac{1}{2}\right) \pi, 0\right\} ; \max .\left\{\left(2 n+\frac{9}{2}\right) \pi, \sqrt{ } 2\right\} ; \min .\left\{\left(2 n-\frac{1}{4}\right) \pi,-\sqrt{ } 2\right\}$.
13. $\ln$ fl. $(0,0),\left( \pm 6, \pm \frac{9}{2}\right)$; no max. or min.
14. Infl. $\left( \pm \sqrt{\frac{2}{3}}, \frac{2 \Omega}{9}\right) ; \min .(0,0) ; \max .( \pm \sqrt{ } 2,4)$.
15. Infl. $(-2,-2)$; min. $\left(-1,-\frac{9}{4}\right)$.
16. Infl. $( \pm 1,1)$; max. ( $0, \frac{4}{3}$ ).
17. Infl. $(0,0)$; max. $( \pm \sqrt{ } 2,2) ; \min .( \pm \sqrt{ } 2,-2)$.
18. lnfl. $(b / c, a)$; no max. or min.
19. $y=x^{4}$, none ; $y=x^{5}$, infl. at origin.
20. $n-2$ 27. $\left(\frac{3}{2} a, \pm a / \sqrt{ } 3\right)$ 29. $\left\{\left(\frac{1}{2} n+\frac{1}{2}\right) \pi, \frac{1}{2}(a+b)\right\}$.
21. Intersects $O X$ at $( \pm 1,0)( \pm 3,0)$; $O Y$ at $(0,9)$. Max. ( 0,9 ) ; min. $( \pm \sqrt{5},-16)$; Concave up if $|x|>\sqrt{5}$ : down if $<\sqrt{\frac{8}{5}}$. Points of inflexion $\left( \pm \sqrt{5},-\frac{81}{8}\right)$. Tangents at points of inflexion, $\pm 40 \sqrt{ } 15 x+9 y=156$.
22. Touches $O X$ at $( \pm 1,0)$; cuts $O Y$ at $(0,1)$. Max. $(0,1)$; min. $( \pm 1,0)$; Concave up if $|x|>\sqrt{\frac{1}{3}}$; down if $<\sqrt{\frac{1}{3}}$. Points of inflexion $\left( \pm \sqrt{\frac{1}{3}}, \frac{4}{3}\right)$. Tangents at points of inflexion, $\pm 8 \sqrt{ } 3 x+9 y=12$.
23. Touches $O X$ at ( 0,0 ), cuts at $( \pm 2,0)$; cuts $O Y$ at $(0,0)$. Max. $( \pm \sqrt{ } 2,4)$; min. $(0,0)$. Concave up if $|x|<\sqrt{ }{ }^{2}$; down if $>\sqrt{3}$. Points of inflexion ( $\pm \sqrt{ } \frac{2}{3}, 2_{8}^{0}$ ). Tangents at points of inflexion, $\pm 16 \sqrt{ } 6 x-9 y=12$.

## Examples XXII, p. 144.

1. (i) $v=20-4 t ; a=-4$.
2. (i) $v=3 t^{2}-4 t ; a=6 t-4$.
(ii) $v=4 ; a=8$.
(ii) $v=12 ; \quad a=-4$.
(iii) $v=20 ; \quad a=-4$.
(iii) $v=0 ; a=-4$.
3. (i) $v=-\frac{10}{3} \pi \sin \frac{1}{8} \pi t ; a=-\frac{10}{9} \pi^{2} \cos \frac{1}{3} \pi t$.
(ii) $v=-5 \pi / \sqrt{ } 3 ; a=\frac{5}{5} \pi^{2}$.
(iii) $v=0 ; a=-30 \pi^{2}$.
4. (i) $v=6-8 /(t+1)^{2} ; a=16 /(t+1)^{2}$.
(ii) $v=5 \frac{1}{8} ; a=\frac{1}{2} \frac{9}{7}$.
(iii) $v=-2 ; a=16$.
5. $0 ; 6$.
6. $8 ;-32$.
7. $s=-20$; -11 ; 16 ; 325; 2320. $v=4 ; 16 ; 40$; 184; 664.
$a=6 ; 18 ; 30 ; 66 ; 128$.
8. $s=10 ; 21 \cdot 21 ; 20 ;-21 \cdot 21 ; 20$.
$v=15.71 ; 5.56 ;-7.85 ;-5.56 ;-7.85$.
$a=-6.17 ;-13.08 ;-12.34 ; 13.08 ;-12.34$.
9. After 4 secs. when $s=144$.
10. After $n+\frac{1}{2}$ secs. [ $n$ any integer], when $s= \pm a$.

## Examples XXIII, p. 145.

3. The force varies inversely as the square of the distance from the origin.
4. Mass $\times \mu a$.
5. 9 poundals.

Examples XXIV, p. 149.

1. 50 at $53^{\circ} 8^{\prime}$ below the horizontal.
2. $\mathrm{Each}=c$.
3. 2.4 miles per hour.
4. 9 ft . per sec.
5. $34 \cdot 64 \mathrm{~m} . \mathrm{p} . \mathrm{h}$.
6. 9 ft . per sec.
7. (i) $5 \frac{1}{5}$ ft.-secs. (ii) When the foot is 24.04 ft . from wall. (iii) When the foot is 30.4 ft . from wall.
8. 20.83 ft . per min.
9. $1_{\text {ris }} \mathrm{ft}$. per sec.
10. When $P$ is 7.43 ft . from 0 .
11. 5 ft . per min.
12. $21 \cdot 25 \mathrm{~m} . \mathrm{p} . \mathrm{h}$.
13. $15.08 \mathrm{~m} . \mathrm{p} . \mathrm{h}$.
14. (i) Decreasing at $4.61 \mathrm{~m} . \mathrm{p} . \mathrm{h}$. (ii) Increasing at $4.715 \mathrm{~m} . \mathrm{p} . \mathrm{h}$.
15. (i) Decreasing at 6.94 f . p.s. (ii) Increasing at 6.215 f. p. s.
16. Receding from $C$ at $1 \cdot 12 \mathrm{~m}$. p.h.; approaching $A$ at $2.22 \mathrm{~m} . \mathrm{p} . \mathrm{h}$. ; receding from $B$ at 1.405 m . p. h.
17. (i) 1257 . (ii) $15 \% 71$. (iii) $25 \cdot 13$ miles per min.
18. (i) $7 \frac{1}{\vartheta}$, (ii) $11 \frac{1}{9} \mathrm{ft}$. per sec. $\quad$ 20. 0442 in . per sec.
19. $840,000 \mathrm{c} . \mathrm{ft}$.
20. $12 \cdot 46 \mathrm{ft}$. per sec.
21. $4 \cdot 82 \mathrm{in}$. ; 298 in . per min.
22. $5 \cdot 014$ in.; 133 in . per sec.
23. $2 k / a b \mathrm{ft}$. per sec.
24. 10 ft .-secs. ; 14.14 ft .-secs.
25. 86.74 ft .-secs. at an angle $86^{\circ} 42^{\prime}$ with and below the horizontal.
26. $-13 \frac{1}{3} \mathrm{ft}$.-secs.; $16 \frac{2}{3} \mathrm{ft}$.-secs. at an angle $36^{\circ} 52^{\prime}$ with the major axis.
27. (i) $2 \cdot 828$, (ii) 2 in. per sec. 31. Each $7 \cdot 07$ ft.-secs.
28. $\pm u a^{2} y / \sqrt{ }\left(b^{4} x^{2}+a^{4} y^{2}\right) ; \mp u b^{2} x / \sqrt{ }\left(b^{4} x^{2}+a^{4} y^{2}\right)$.
29. $1 \cdot 486$ and $3 \cdot 714 \mathrm{~m}$. p.h.

Examples XXV, p. 155.

1. $\pi u / r^{2}$ where $r=A P$.
2. (i) $\omega r /(a-r)$. (ii) $-\omega r^{2} /\left(a^{2}+r^{2}\right)$.
3. $-68^{\circ} 52 ; 41 \cdot 11$.
4. The same (in terms of $\theta$ and $\phi$ ) as in Art. 69.

## Examples XXVI, p. 160.

1. $\frac{1}{4} x^{7}, 3 x^{7},-1 / 5 x^{5},-2 / x^{0}, \frac{8}{7} x^{7 / 6}, \frac{8}{8} x^{5 / 8}$.
2. $x^{3}-x^{2}+x . \quad$ 3. $-1 / x,-1 / 9 x^{0}, 2 \sqrt{ } x, \frac{3}{2} x^{2 / 3}$.
3. $\frac{n}{n+1} x^{1+1 / n},-\frac{1}{(n-1) x^{n-1}}, \frac{n}{n-1} x^{1-1 / n}$.
4. $\frac{1}{4} x^{4}+2 x^{3}+5 x^{2}-5 x ; x^{7}-2 x^{5}+3 x^{3}-x$.
5. $-1 / 2 x^{2}-6 / x-5 x ;-7 / 5 x^{5}+10 / 3 x^{3}-9 / x-x$.
6. ${ }_{6}^{1} x^{4}-x^{4}+7 x^{3}-\frac{1}{2} x^{2}+3 x ; \frac{1}{7} x^{7}-\frac{1}{8} x^{5}+2 x^{3}-8 x$.
7. $\frac{1}{5} a x^{3}+\frac{1}{4} b x^{4}+\frac{1}{3} c x^{2}+\frac{1}{2} d x+e x ;-a / 3 x^{3}-b / 2 x^{2}-c / x+d x$.
8. $-\left(2+x+x^{2} ; / x^{3} ; 2 \sqrt{ } x\left(1+x+x^{2}\right)\right.$.
9. $\left(2 x^{4}+3 x^{2}-3\right) / 6 x ; 3 x^{3}\left(\frac{1}{2}+\frac{1}{4} x^{2}+\frac{7}{4} x^{4}\right)$.
10. $x-3 x^{2}+3 x^{3} ; x+x^{3}+\frac{3}{5} x^{5}+\frac{1}{7} x^{7}$.
11. $-\left(3 a^{2} x^{2}+3 a b x+b^{2}\right) / 3 x^{3} ;\left(16 x^{4}+72 x^{2}-27\right) / 3 x$.
12. $-\frac{a}{(n-3) x^{n-3}}-\frac{b}{(n-2) x^{n-2}}-\frac{c}{(n-1) x^{n-1}} ; \frac{x^{2 n+1}}{2 n+1}+\frac{x^{n+1} u^{n}}{n+1}+a^{2 n} x$; $\frac{x^{m-p+1}}{m-p+1}+\frac{x^{n-p+1}}{n-p+1}$.
13. $\underset{z}{ } \sqrt{ }\left(a x^{2}+5 b\right)$.
14. $y=2 x^{4}-x^{2}-20$.
15. $y=\frac{5}{2}-\cos x$.
16. $y=3 x-2 x^{2}+C$.
17. $y=2 x+3 / x+C$.
18. $6 y=2 x^{3}-3 x^{2}-21$.
19. $y^{2}-4 x-2 y+1=0$.
20. $y=1+\sin x$.
21. $3 y=x^{3}+3 x^{2}+3 x$.
22. $x y+c^{2}=C x$.
23. $y=\frac{1}{2} x^{2} ; a+C$, where $a$ is the length of $N G$.
24. $2 x^{3}-2 x^{2}+3 x+7$.
25. $\left(34 x^{2}-16\right) / 3 x^{2}$.

## Examples XXVII, p. 184.

1. $\frac{1}{3} x^{3}, \frac{1}{3}(7+x)^{3},-\frac{1}{3}(5-x)^{3}, \frac{1}{8}(3 x-4)^{3}, \frac{1}{3}\left(p x+q^{3} ; p\right.$.
2. $\frac{x^{n+1}}{n+1}, \frac{(x-a)^{n+1}}{n+1}, \frac{(9 x+4)^{n+1}}{9(n+1)}, \frac{(3-2 x)^{n+1}}{-2(n+1)}, \frac{(a x+b)^{n+1}}{a(n+1)},-\frac{(p-q x)^{n+1}}{q(n+1)}$.
3. $-\cos x,-\frac{1}{4} \cos 4 x, \quad-(1 / m) \cos m x,-3 \cos \frac{1}{3} x,-(1 / p) \cos (p x+\alpha)$, $\frac{1}{2} \cos (\alpha-2 x), \quad \cos \left(\frac{1}{4} \pi-x\right)$.
4. $\frac{8}{3} \sqrt{ } x^{3}, \quad \frac{2}{3} \sqrt{ }(1+x)^{3}, \quad-\frac{1}{3} \sqrt{ }(3-4 x)^{3}, \quad \frac{2}{3} \sqrt{ }(p x+q)^{3} / p, \quad \frac{2}{3} a \sqrt{ }(1+x / a)^{3}$, $\sqrt[3]{ } \sqrt{ }\left(3 x^{3}\right), \quad 2 \sqrt{ }\left(m x^{3}\right)$.
5. $-\frac{1}{x}, \frac{1}{5(2-5 x)},-\frac{1}{7(7 x+2)}, \frac{1}{a-x},-\frac{1}{m(m x-n)}$.
6. $\tan x, \quad \tan (x+\alpha), \quad(1 / m) \tan m x, \quad \frac{1}{2} \tan (\alpha+2 x), \quad m \tan (x / m)$, $(1 / n) \tan (n x+m)$.
7. $-\frac{1}{(n-1) x^{n-1}}, \quad-\frac{1}{4(n-1)(4 x-5)^{n-1}}, \quad \frac{1}{2(n-1)(1-2 x)^{n-1}}$, $\frac{1}{(n-1)(c-x)^{n-1}}, \quad-\frac{1}{b(n-1)\left(b x-a_{j}\right)^{n-1}}$.
8. $\bar{n}_{n-1}^{n} \sqrt[n]{x^{n-1}}, \frac{n}{n-1} \sqrt[n]{(x+3)^{n-1}}, \frac{n}{2(n-1)} \sqrt[n]{(2 x-5)^{n-1},-\frac{n}{n-1}} \sqrt[n]{(a-x)^{n-1}}$, $\frac{1}{n-1} \sqrt[n]{(n x+c)^{n-1}}, \frac{n}{n-1} \sqrt[n]{\frac{x^{n-1}}{2}}, \frac{n}{n-1} \sqrt[n]{\frac{x^{n-1}}{m}}$.
9. $-\frac{1}{3 x^{3}},-\frac{1}{3(x-3)^{3}}, \frac{1}{3(3-x)^{3}}, \frac{1}{21(3-7 x)^{3}},-\frac{1}{3 p(p x+q)^{3}}$.
10. $\frac{1}{15}(7 y-4)^{6}$.
11. $-(2 / 5 b)(a-b t)^{\mathrm{s} / 2}$.
12. $\frac{n}{q(n+1)} \sqrt[n]{ }(p+q z)^{n+1}$.

13. $2 / \sqrt{ }(1-u)$.
14. $\frac{1}{8} /(a-3 \theta)^{2}$.
15. $-(a-t)^{p+1} /(p+1)$.
16. $1 /\left\{4(n-1)(7-4 u)^{n-1}\right\}$.
17. $-\sqrt[n]{(b-n y)^{n-1} /(n-1)}$.
18. $\frac{1}{2} \sin 3 \theta, 3 \sin \frac{1}{3} \theta,-\sin (\alpha-\theta),(1 / n) \sin (n \theta+\alpha)$.
19. $-2 / \sqrt{ } z, 2 / \sqrt{ }(1-y),-\frac{2}{3} / \sqrt{ }(3 u-5),-2 /\{a \sqrt{ }(a v+b)\}$.
20. $9 y=(3 x-4)^{3}+82$.

## Examples XXVIII, p. 187*.

1. The parabolas $y==\frac{1}{2} k x^{2}+C$.
2. The conics $y^{2}=k x^{2}+C$.
3. $y=k x^{n+1} /(n+1)+C$.
4. The parabolas $y^{2}=2 k x+C$.
5. The circles $x^{2}+y^{2}=2 k x+C$. In any one of these circles, the sum of the abscissa and the subnormal is equal to the distance from the origin to the centre of the circle.
b. $k y^{2}-x^{2}=C$.
6. $y^{3}=k: x^{3}+C$.
7. $2 y^{3}=3 k x^{2}+C$.
8. $y^{2}(k x+C)=-\frac{1}{2}$.
9. $k y^{2}=2 x+C$.
10. 65 ft -secs.; 139 ft .
11. $u+6 f / \pi ; 3 u+36 f^{\prime} \pi^{2}$.
12. $k \sqrt{ }\left(a^{2}-s^{2}\right)$, if the acceleration be $-i^{\prime \prime} s$.
13. After 3 secs. ; $58 \frac{1}{2} \mathrm{ft}$.
14. $17 \frac{1}{3} \mathrm{ft}$.-secs. ; $6 \mathrm{Y}_{15}^{4} \mathrm{ft}$.
15. 32 ft .
16. 12 ft .-secs. ; 216 ft .
17. 7746 ft .secs.
18. 2.236 ft .-secs. ; 3.873 ft .-secs.
19. (16, 42\%).
20. $8+2 t ; 48 \mathrm{ft}$.
21. $243 x^{2}=y(y-81)^{2}$.

Examples XXIX, p. 174.

1. $20 \frac{1}{4} ; 312 \% \pi$.
2. $34 ; 678$ 文 $\pi$.
3. $12 ; 54 \pi$.
4. 192 ; $864 \pi$.
5. $20{ }_{8}^{8} ; 104 \frac{1}{6} \pi$.
e. $166 \frac{1}{3} ; 3333 \frac{1}{3} \pi$.
6. 2 ; $\frac{1}{2} \pi^{2}$.
7. $\frac{1}{6} \sqrt{ } 3 a^{2} ;{ }_{16}^{8} \pi a^{3}$.
8. 12 ; $52 \pi$.
9. $\frac{3}{8}$; ${ }^{9} \mathrm{E} \pi$.
10. $\frac{1}{8} a^{2}$.
11. 10.43 .
12. $10 \frac{2}{3}$.
13. $\frac{81}{3} \pi$.
14. $\frac{1}{3}$.
15. If $^{4}$.
16. $1_{105}^{3} \pi a^{3}$.
17. $156 \pi$.
18. $\frac{1}{12} \pi a^{3}$.
19. ${ }_{3}^{4} \pi \pi a^{2}$.
20. ${ }^{2}{ }_{2}^{3} \pi$.
21. $4 \pi a^{3}$.
22. $\frac{13}{8}: a^{3}$.
23. $\frac{1}{3}$.
24. $\left(p_{1} v_{1}-p_{2} v_{2}\right) /(\gamma-1)$.

Examples XXX, p. 178.

1. 316. 
1. 05 .
2. 2468. 
1. $0262 a$.
2. 19. 

e. 1034 .
7. $844_{3}^{3}$.
ع. 10.75 .
อ. 108 .
10. $42 \frac{1}{2}$.
11. (i) $277 \frac{1}{3} \pi$.
(ii) $202 \mathrm{~g} \pi$.
12. $69 \frac{1}{3} \pi$.
13. $118_{\beta}^{f}{ }_{4}^{3} \pi$.
14. $4 \frac{11}{25} 5{ }^{5} \pi$.
15. $3 \pi$.
18. 6.928 .
17. 6 a
18. 4.69 inches.

## Fxamples XXXI, p. 184.

1. Divergent.
2. Semi-convergent.
3. Convergent.
4. Convergent.
5. Convergent if $|x|<1$; semi-convergent if $x=-1$; divergent otherwise.

[^36]6. Convergent if $|x|<$ or $=1$.
7. Divergent.
8. Convergent if $|x|<$ or $=1$.
9. Convergent if $|x|<1$.
10. Divergent.
12. Convergent.
14. Semi-convergent.
11. Convergent.
13. Convergent if $|x|<5$.

## Examples XXXII, p. 193.

1. e.
2. 3. $\quad$ ร. $0 ; 0 ; 1$.
1. $0183 ; 1 \cdot 3956 ; \cdot 6065$.
o. $2\left(1+x^{2} / 2!+x^{4} / 1!+\ldots\right)$.
2. 6.389 .
3. 4.482 .
4. (i) $1 \cdot 5431,1 \cdot 1750, \cdot 7616$.
(ii) $1 \cdot 0314,{ }^{\circ} 2526, \cdot 2449$.
5. $2 \cdot 9957,2 \cdot 7796,14427$.
6. $1 ; 1 ;-\frac{1}{2}$.
7. $3466, \cdot 8813, \pm 13169$.
8. $\cdot 6931$; $2 \cdot 3026 ; 2.7081$.
9. $1 \cdot 649 ; \cdot 513 ; \cdot 135$.


## Examples XXXIII, p. 100.

1. $4 e^{4 x} ;-\epsilon^{3-x} ; b c^{a+b e} ; 2 x e^{\mu 2} ; e^{x / a / a} ;-q e^{p-9 x}$.
2. $e^{\sin x} \cos x ;-e^{\cos x} \sin x$; a $e^{\sin a x} \cos a x ;-a c^{n \cos x} \sin x ; e^{\tan x} \sec ^{2} x$.
3. $3 x^{2} e^{9 x}(x+1) ; \quad \quad x^{n-1} e^{u x}(\alpha x+n) ; \quad a e^{a x}(\sin a x+\cos a x)$; $-3 e^{-3 x}(\cos 3 x+\sin 3 x) ; e^{a x}(a \cos b x-b \sin b x) ; e^{\pi x} \sin x(2 \cos x+a \sin x)$.
4. $2 e^{2 x}(x-1) / x^{3} ; \quad \frac{1}{2} e^{a x}(2 a x-1) / x^{3 / 2} ; \quad e^{x}\left(\cot x-\operatorname{cosec}^{2} x\right)$; $\left(2 a x+b-a x^{2}-b x-c\right) / e^{x}$.
5. $2 /(2 x-1) ;-1 /(2-x) ; 2 x /\left(x^{2}-1\right) ; 2 b x /\left(a+b x^{2}\right)$.
6. $7 /(5+7 x) ;-q /(p-q x) ;(2 x-3) /\left(x^{2}-3 x-1\right) ;-3 x^{2} /\left(1-x^{3}\right)$.
7. $-\tan x ; \quad 2 \operatorname{cosec} 2 x ; \quad b \cos x /(a+b \sin x) ; \quad 4 \sin x /(3-4 \cos x)$;
$-\sin 2 x /\left(1+\cos ^{2} x\right)$.
ع. $x^{n \cdot 1}(1+n \log x) ; 2 x \log (2-x)-x^{2} /(2-x) ; \log \left(1-x^{2}\right)-2 x^{2} /\left(1-x^{2}\right)$.
8. $(1-\log x) / x^{2} ;(1-n \log x) / x^{n+1} ; \frac{a}{x^{2}(a x+b)}-\frac{2}{x^{3}} \log (a x+b) ; \frac{1-\frac{1}{2} \operatorname{lng} x}{x^{3} / 2}$.
9. $\frac{n}{x}+\frac{1}{x+2} ; \frac{2 x}{n\left(1+x^{2}\right)} ; \frac{a^{2}}{x\left(x^{2}+a^{2}\right)} ; \frac{1}{x}-\frac{1}{1-x}+\frac{2}{3-x}$.
10. $\frac{1}{2} \cot x ; \frac{1-2 x}{2 x(1-x)} ; \frac{2 x-4}{(x-1)(2 x-3)} ; \frac{2 \cos x-1}{\sin x(2-\cos x)}$.
11. $\frac{1}{\sqrt{\left(x^{2}-1\right)}} ; \frac{1}{2 \sqrt{\left(x^{2}-1\right)}} ; \frac{b}{2 \sqrt{\left(b^{2} x^{2}-a^{2}\right)}}$.
12. $a^{n} e^{n x}$.
13. $(-1)^{n-1}(n-1)!/ x^{n}$.
14. $(-1)^{x} e^{-x}$.
15. $(-b)^{n} e^{a-b x}$.
16. $-(n-1)!/(1-x)^{n}$.
17. $(-1)^{n-1} l^{n}(n-1)!/(a+b x)^{n}$.
18. $\frac{1}{2} e^{2 x} ;-e^{5 \cdots x} ; a e^{x / a} ; e^{p x+q} / p ; 2 e^{x / 2} ; n e^{x / n} ;-e^{-x} ;-a e^{-x / a}$.
19. $\log (5 x+3) ; \quad-\frac{1}{2} \log (7-2 x) ; \quad \log (x-a) ; \quad-\{\log (p-q x)\} / q$; $\{\log (b x+c)\} / b ; \quad \frac{1}{3} \log (8+3 x)$.
20. $-\frac{1}{8} \log (8-5 x) ; \quad-\log (1-x) ; \quad \log (4 x-5) ; \quad-\log (a-b x)$; $(a / b) \log (b x+c) ;-\frac{1}{8} \log (5-2 x)$.

## Examples XXXIV, p. 204.

1. $\frac{1}{\sqrt{ }\left(9-x^{2}\right)} ; \frac{-a}{x \sqrt{ }\left(x^{2}-a^{2}\right)} ; \frac{1}{2 \sqrt{ }\left(x-x^{2}\right)} ; \frac{1}{x \sqrt{ }(2 x-1)}$.
2. $\frac{-2 x}{\sqrt{ }\left(1-x^{4}\right)} ; \frac{-m}{\sqrt{ }\left(1-m^{2} x^{2}\right)} ; \frac{1}{2 x \sqrt{ }(x-1)} ;-1$.
3. $\frac{-1}{1+(a-x)^{2}} ;-1 ; \frac{2 a^{2} x}{a^{4}+x^{4}} ; \frac{1}{2 \sqrt{x}(1+x)}$.
4. $\frac{-1}{1+x^{2}} ; \frac{-a}{a^{2}+x^{2}} ; \frac{1}{1+x^{2}}$.
5. $\frac{1}{x \sqrt{\left(x^{2}-1\right)}} ; \frac{-1}{x \sqrt{\left(x^{2}-1\right)}} ; \frac{-1}{\sqrt{\left(a^{2}-x^{2}\right)}} ; \frac{-1}{\sqrt{\left(1-x^{2}\right)}}$.
6. $\frac{3}{2} \cosh \frac{8}{8} x ; 2 x \cosh \left(x^{2}\right) ;-\{\cosh (1 / x)\} / x^{2} ; \sinh 2 x$.
7. $a \sinh (a x+b) ; 3 \cosh ^{2} x \sinh x ;\left(\cosh ^{3} x\right.$.
8. $\operatorname{sech}^{2} x ;-\operatorname{cosech}^{2} x ;(1 / a) \operatorname{sech}^{2}(x / a) ;\left(a / x^{2}\right) \operatorname{cosech}^{2}(a / x)$.
9. $\frac{1}{\sqrt{ }\left(9+x^{2}\right)} ; \frac{2 x}{\sqrt{ }\left(x^{4}-a^{4}\right)}$. $\quad$ 10. $\frac{1}{1-x^{2}}\left(x^{2}<1\right) ; \bar{x}^{-1}\left(x^{2}>1\right)$.
10. $1+2 x \tan ^{-1} x ; \cos ^{-1} x-x / \sqrt{ }\left(1-x^{2}\right)$.
11. $1-\left(x \sin ^{-1} x\right) / \sqrt{ }\left(1-x^{2}\right)$.
12. $-1 / \sqrt{ }\left(1-x^{2}\right)$.
13. $1 / \sqrt{ }\left(1-x^{2}\right)$.
14. $2 /\left(1+x^{2}\right)$.
15. $2 /\left(1+x^{2}\right)$.
16. $\sin ^{-1} \frac{1}{3} x ; \sin ^{-1}(x / \sqrt{ } 5) ; \sin ^{-1}(x+1) ; \frac{1}{2} \sin ^{-1} \frac{9}{3} x ;(1 / b) \sin ^{-1}(b x / a)$.
17. $\tan ^{-1} x ;{ }_{10}^{10} \tan ^{-1} \frac{1}{10} x ; \sqrt{\frac{1}{4}} \tan ^{-1}\left(x \sqrt{\frac{1}{4}}\right) ; \frac{7}{8} \tan ^{-1} \frac{3}{2} x ; \sqrt{1}{ }_{10}^{1} \tan ^{-1}\left(x \sqrt{\frac{2}{6}}\right)$; $\left\{\tan ^{-1}(a x / b)\right\} / a b ;\{1 / \sqrt{ }(a b)\} \tan ^{-1}\{x \sqrt{ }(b / a)\}$.
18. $\sinh ^{-1} \frac{1}{4} x ; \quad \cosh ^{-1} \frac{1}{8} x ; \quad \sinh ^{-1}(x / \sqrt{ } 5) ; \quad \frac{1}{2} \cosh ^{-1} 2 x ; \quad \frac{1}{6} \sinh ^{-1} \frac{8}{8} x ;$ $(1 / b) \cosh ^{-1}(b x / a)$.
19. $\frac{1}{3} \cosh 3 x ; \frac{1}{2} \sinh 2 x ; a \cosh (x / a) ; a \sinh (x / a)$.

## Examples XXXV, p. 208.

2. $c \operatorname{coth}(x / c) ; \frac{1}{2} c \sinh (2 x / c)$.
3. $y=x-1 ; x+y=1$.
4. $s=a \sinh (x / a)$.
5. $81^{\circ} 47^{\prime}$.
6. When the number is $e$.
7. Min. $=\sqrt{ }\left(a^{2}-b^{2}\right)$, if $a>b$; no max. or min. if $a<b$.
8. $2 \sqrt{ }(a b)$. 12. Min. (e, e); point of inflexion ( $e^{2}, \frac{1}{2} e^{2}$ ).
9. Max. -368 ; point of inflexion (2, 27 ).
10. 607. 
1. When $x= \pm 1.317$.
2. $(-1)^{n} \times 7071 e^{-(n+t) \pi}$.
3. $(-1)^{n} \times 8192 e^{-7 n \pi}$.
4. ( $\pm{ }^{\circ} 707,607$ ).
5. Max. $(\cdot 707, .429)$; min. (-.707, -429 ) ; points of inflexion ( 0,0 ), $( \pm 1 \cdot 225, \pm 273)$.
6. 0001263 23. ${ }^{\circ} 0000729$ 24. 19.09. 25. 632.
7. 18.326 .
8. $a^{2} \sinh (b / a)$.
9. $26 \cdot 31$.
10. 361 .
11. $1-e^{-a} ; 1$.
12. (i) $177624 a^{2}$.
(ii) $2 a^{2} \sinh ^{-1}(b / a)$.
13. $\frac{1}{4} \pi^{2} a^{3} ; \pi a^{3} \tan ^{-1}(b / a)$. $\frac{1}{2} \pi^{2} a^{3}$.
14. $\frac{1}{3} \pi a^{2}$.
15. 3.097 ft .-secs.
16. 80.37 ft .
17. Initially, $s=1, v=-25, a=-2405$. After 1 sec.. $s=0, v=-1 \cdot 223$, $a=611$. After 2 secs., $s=-607, v=152, a=146$. After 4 secs., $s=368, v=-092, a=-885$. After 10 secs., $s=-\cdot 082, v=\cdot 021$, $a=197$.
18. The third curve touches $s=e^{-t / 10}$ where $t=\left(n+\frac{1}{4}\right) \pi$, and tonches $s=-e^{-t / 10}$ where $t=\left(n+\frac{8}{4}\right) \pi$. It cuts the axis of $t$ where $t=-\frac{1}{2} n \pi$, at an angle $\tan ^{-1}\left(2 e^{-n \pi / 21}\right)$.
19. $\cdot 0675 ;-0495$.
20. If acceleration $=-n^{2} s$, then $v=n \sqrt{ }\left(a^{2}-s^{2}\right)$, and $s=a \cos n t$.

## Examples XXXVI, p. 213.

1. $-3 \cot (\alpha-3 x)$.
2. $3 \sin x \cos ^{2} x /\left(1-\cos ^{3} x\right)$.
3. $\sec x$.
4. $\frac{1}{2} / \sqrt{ }\left(x^{2}-1\right)$.
5. $-\sin 4 x / \sqrt{ }\left(2-\sin ^{2} 2 x\right)$.
6. $-3 n a \sin a x \cos ^{2} a x\left(1+\cos ^{3} a x\right)^{n-i}$.
7. $\mathrm{C} \tan 3 x \sec ^{2} 3 x /\left(1-\tan ^{2} 3 x\right)^{2}$.
8. $[\log (1+\sqrt{ } x)] /(\sqrt{ } x+x)$.
9. $\sec \frac{1}{2} x \operatorname{lin} 1 \frac{1}{2} x_{1}^{2}$
$2 n(1+\sec \leq x)^{1-1 / n}$.
10. $e^{1+\sin ^{2} x} \sin 2 x$.
11. $\frac{e^{x / 2}}{2\left(1+e^{x / 2}\right)}$.
12. $\frac{2 x a^{4}}{\left(x^{4}+a^{4}\right)^{3 / 2}}$.
13. $\frac{-a}{x \sqrt{\left(x^{2}-a^{2}\right)}}$.
14. $3^{x} \log 3$.
15. $a^{h x-c} \times b \log a$.
16. $-\left(n a^{1 / s^{n}} \log a i / x^{n+1}\right.$.
17. $\frac{\left(6-6 x-x^{\prime \prime}\right) \sqrt{x}}{2 \sqrt{ }\left\{(x-1)(x-2)^{7}\right\}}$.
18. $\left(2 x-x^{2}-\frac{2}{3}\right) /\left[x(1-x)(2-x]^{4 / 3}\right.$.
19. $\sin ^{n} x \cos ^{n} x(n \cot x-n \tan x-4 / x) / x^{4}$.
20. $\frac{x^{3} \sqrt{(3-2 x)}}{(1+x)(2-x)}\left[\frac{3}{x}-\frac{1}{3-2 x}-\frac{1}{1+x}+\frac{1}{2-x}\right]$.
21. $\frac{(a-x)^{2}(b-x)^{3}}{(c-2 x)^{4}}\left[\frac{8}{c-2 x}-\frac{2}{a-x}-\frac{3}{b-x}\right]$.
22. $e^{-x} \sin ^{m} x \cos ^{n} x(m \cot x-n \tan x-1)$.
23. $(a+x)^{3} \sin x \cos ^{3} 2 x[\cot x-6 \tan 2 x+3 /(a+x)]$.
24. $\frac{1}{2} \sqrt{ }\left[a^{x} \sin (x+\alpha) \cos (x-\beta)\right][\log a+\cot (x+\alpha)-\tan (x-\beta)]$.
25. $1 /(x \log x)$.
26. $x^{x}(1+\log x)$.
27. $(\log x)^{x}[\log (\log x)+1 / \log x]$.
28. $x^{\sin x}[\log x \cos x+(\sin x) / x]$.
29. $1 /\left[x \sqrt{ }\left(3 x^{2}-1-2 x^{4}\right)\right]$.
30. $2 /\left(1+x^{2}\right)$.
31. $2 /\left(1+x^{2}\right)$.
32. $1-x^{2}-3 x \sqrt{ }\left(1-x^{2}\right) \sin ^{-1} x$.
33. $\cos \alpha /\left(1+2 x \sin \alpha+x^{2}\right)$.
34. $1 /[2 x \sqrt{ }(x-1)]$.
35. $1 / x^{2}+1 /\left[x^{2} \sqrt{\prime}^{\prime}\left(1-x^{2}\right)\right]$.
36. $2 x-2 x^{3} / \sqrt{ }\left(x^{4}-1\right)$.
37. $(1 / a) \tanh (x / a)$.
38. $-\left(a / x^{2}\right) \operatorname{coth}(a / x)$.
39. $a \sinh 2 a x /\left(1+\cosh ^{2} a x\right)$.
40. $\frac{1}{2}\left(a^{2}+4 a x-3 x^{2}\right) /\left[\left(a^{2}+x^{2}\right)(a-x)^{4}\right]^{1 / 3}$.
41. $3 a^{2} x^{2} /\left(n^{2}+x^{2}\right)^{8 / 2}$.
42. $2 x\left(1+x^{4}\right)^{n-1}\left(1+2 n x^{2} \tan ^{-1} x^{2}\right)$.
43. $-\frac{2}{3}$.
44. $-1 / \sqrt{ }\left(x^{2}-a^{2}\right)$.
45. $\sec x$.
46. $2 \sqrt{ }\left(a^{2}+x^{2}\right)$.
47. $-\frac{1}{2} /\left(x^{2}+1\right)$.
48. $\frac{1}{2}$.
49. $-\log _{x} a /\left(x \log _{e} x\right)$.
50. 2. 
1. $-n(1+1 / \log x)^{n-1} /\left(x \log ^{2} x\right)$.
2. $\frac{1}{2} n \sin 4 x\left(a^{2}+\sin ^{2} x \cos ^{2} x\right)^{n-1}$.
3. $n b \cot (b x+c)$.
4. $\frac{1}{2} \sqrt{ }\left(a^{2}-b^{2}\right) /(a+b \cos x)$.

E0. $-\sqrt{ }\left(b^{2}-a^{2}\right) /(b+a \cos x)$.
81. $2 \sqrt{ }\left(a^{2}-x^{2}\right)$.
62. $\left(a^{2}+b^{2}\right) e^{a x} \sin b x$.
64. $1 / \sqrt{ }\left(1-x^{2}\right)$.
65. $\frac{1}{2} \sec x$.
67. $2 a x^{2} /\left(x^{4}-a^{4}\right)$.
68. $x /\left(1+x^{2}\right)$.
70. $2 a^{3} /\left(a^{4}-x^{4}\right)$.
71. cosech $x$.
74. (i) $a b^{\theta /(\gamma+\theta)} \times \gamma \log b /(\gamma+\theta)^{2}$. (iij $p\left(b \alpha^{\theta} \log \alpha-c \beta^{\theta} \log \beta\right)$.
75. If $a^{2}<b^{2},|b+a \cos x|>|a+b \cos x|$, and therefore the inverse cosine is imaginary.

## Examples XXXVII, p. 218.

1. $2 a^{2}\left(a^{2}-4\right) /(2 y-a x)^{3}$.
2. 0 .
3. $-(n-1) a^{n} x^{n-2} / y^{2 n-1}$.
4. $-2 a^{8}\left(4 x^{3}+a^{5}\right) / y^{8}$.
5. $4 a^{2} /(a-2 y)^{3}$.
6. $-64 e^{-2 s} \sin (2 x+\alpha)$.
7. $(-a)^{n} 2^{n / 2} \cdot e^{a t} \cos \left(a t-\frac{1}{i} n n\right)$.
8. $e^{x}\left(x^{2}+20 x+90\right)$.
9. $a^{n-3} e^{a x}\left[\left(x^{3}+a^{3}\right) u^{3}+3 n a^{2} x^{2}+3 n(n-1) a x+n(n-1)(n-2)\right]$.
10. $-12 / x^{4}$.
11. $(-1)^{n-1} 2(n-3)!/ x^{n-2}$.
12. $32\left(x^{2}-5\right) \cos 2 x+160 x \sin 2 x$.
13. $(-1)^{n} e^{-x}\left[x^{3}-3 n x^{2}+3 n(n-1) x-n(n-1)(n-2)\right]$.
14. $\left(1-x^{2}\right) D^{n+2} y-(2 n+1) x D^{n+1} y-n^{2} D^{n} y=0$.
15. $\left(x^{2}-a^{2}\right) D^{n+2} y+(2 n+1) x D^{n+1} y+n^{2} D^{n} y=0$.
16. $\left[x^{2}+2 n x(1+x)+\frac{1}{2} n(n-1)(1+x)^{2}\right] \times n!$
17. $\left(1-x^{2}\right) D^{n+2} y-(2 n+1) x D^{n+1} y-n^{2} D^{n} y=0$.
18. $x^{2} D^{n} y+2 n x D^{n-1} y+n(n-1) y^{n-2} y$.
19. $(\dot{x} \ddot{y}-\dot{y} \ddot{x}) / \vec{x}$.

## Examples XXXVIII, p. 222.

1. Between $-\infty$ and 0,0 and 4,4 and $\infty$.
2. Between $-\infty$ and $-3,-3$ and 0,0 and 3,3 and $\infty$.
3. Between $-\infty$ and 2,2 and 6,6 and $\infty$.
4. Between $-\infty$ and $-5,-5$ and 0,0 and 2,2 and $\infty$.
5. Between $-\infty$ and $-2,-2$ and 3,3 and $\infty$.
o. No real roots.
6. $x=1,1$, and -4 .
7. $x=-\frac{1}{2},-\frac{1}{2}$, and 5 .
8. $x=2,2,2$, and -2 .
9. $x= \pm 1, \pm 1$, and 7 .
10. $x=-\frac{3}{2},-\frac{3}{2}$, and $\frac{2}{3}$.
11. $x=3,3$, and $\pm \sqrt{ }(-1)$.
12. (i) $g^{2}=a c$. (ii) $f^{2}=b c$.
13. $y=0$ when $x=1$ or $\frac{8}{8} ; d y / d x=0$ when $x=\frac{7}{8}$.
14. $y=0$ when $x=1$ or $3 ; d y / d x=0$ when $x=\frac{7}{3}$.
15. $y=\frac{7}{2}$ when $x=1$ or $2 ; d y / d x=0$ when $x=1414$.
16. $y=0$ when $x=2$ or $4 ; d y / d x=0$ when $x=2.828$.
17. $y=0$ when $x=\left(n+\frac{1}{2}\right) \pi ; d y / d x=0$ when $x=\left(n+\frac{8}{4}\right) \pi$.
18. $f(x)=0$ when $x=0$ or 4, but is discontinuous when $x=1$. Theorem does not apply.
19. $f(x)=0$ when $x=n \pi$, but $f(x)$ and $f^{\prime}(x)$ are both discontinuous winn $x=\left(n+\frac{1}{2}\right) \pi$.
20. $f(x)=0$ when $x=0$ or 16, but $f^{\prime}(x)$ is discontinuous when $x=8$.
21. $4 p^{3}+27 q^{2}=0$.

Examples XXXIX, p. 223.

1. $\frac{\sqrt{ }\left(x^{2}+x h\right)-x}{h}$.
2. $\frac{1}{h} \log \frac{e^{h}-1}{h}$.
3. $-\frac{x}{h}+\frac{1}{h} \cos ^{-1} \frac{\sin (x+h)-\sin x}{h}$.
4. $\frac{1}{\log (1+h / x)}-\frac{x}{h}$.
c. $f(x)$ discontinuous when $x=1$.
5. $f(x)$ and $f^{\prime}(x)$ discontinuous when $x=\frac{1}{2} \pi$.
6. $f^{\prime}(x)$ discontinuous when $x=8$.
7. $\frac{1}{3}$.
8. $\sqrt{ }\left(x^{2} / h^{2}+\frac{2}{8} x / h+\frac{1}{8}\right)-x / h$.
9. $\sqrt[3]{ }\left(x^{9}+x^{2} h\right)_{\prime}^{\prime} h-x_{/}^{\prime} h$.
10. $(1 / h) \log \left[2\left(e^{h}-1-h\right) / h^{2}\right]$.
11. $f^{\prime}(x)$ and $f^{\prime \prime}(x)$ discontinuous when $x=4$.
12. $f^{\prime \prime}(x)$ discontinuous when $x=1$.
13. $f^{\prime}(x)$ and $f^{\prime \prime}(x)$ discontinuous when $x=\frac{1}{2} \pi$.
14. (i) -1 . (ii) $\cos \alpha$. (iii) $a / b$.
15. (i) $-\frac{1}{2}$. (ii) $\frac{1}{6}$. (iii; 1 .
16. (i) 0 . (ii) 8 . (iii) 0 .

## Examples XI, p. 231.

1. $x-3 \log (x+3)$.
2. $\frac{1}{2} x^{2}-3 x+9 \log (x+3)$.
3. $\frac{1}{8} x^{3}-3 x^{2}+9 x-27 \log (x+3)$.
4. $\frac{1}{2} x+\frac{8}{6} \log (2 x-3)$.
5. $\frac{1}{2} x^{2}+\frac{3}{4} x+\frac{9}{8} \log (2 x-3)$.
6. $-\frac{1}{2} x-\frac{2}{2} \log (1-2 x)$.
7. $-\frac{1}{4} x^{2}-\frac{1}{4} x-\frac{1}{4} \log (1-2 x)$.
8. $\frac{1}{2} x-\frac{1}{4} \log (1-2 x)$.
9. $2 x+11 \log (x-4)$.
10. $-x+\log (2 x-1)$.
11. $-a x-\frac{1}{2} x^{2}-a^{2} \log (a-x)$.
12. $\frac{1}{8} x^{3}+\frac{1}{8} x^{2}+\frac{1}{8} x+\frac{1}{16} \log (2 x-1)$.
13. $\frac{x}{a}-\frac{b}{a^{2}} \log (a x+b)$.
14. $\frac{x^{2}}{2 p}+\frac{q x}{p^{2}}+\frac{q^{2}}{p^{3}} \log (p x-q)$.
15. $-\frac{1}{3}-\frac{1}{8} c x^{2}-\frac{1}{8} c^{2} x-\frac{1}{16} c^{3} \log (c-2 x)$.
16. $\frac{a x}{c}+\frac{b c-a d}{c^{2}} \log (c x+d)$.

## Examples XII, p. 233.

1. $\frac{1}{2} \log \left(x^{2}-1\right)$.
2. $\log \left(x^{2}-5 x+6\right)$.
3. $x+\log [(x-2) /(x+2)]$.
4. $x+\frac{18}{3} \log (x-4)-\frac{1}{3} \log (x-1)$.
5. $\frac{2}{5} \log (x-1)-1 / 5 \log (3 x+2)$.
6. $\log (x-1)-2 /(x-1)$.
7. $1_{1}^{3} \log (x+6)+{ }_{1}^{13} \log (x-5)$.
8. $5 \log (x-2)-12 /(x-2)$.
9. $\frac{7}{3} \log [(3+x) /(3-x)]-x$.
10. $x+\frac{5}{8} \log (x-2)-\frac{8}{3} \log (x+1)$.
11. $\frac{1}{a-b} \log \frac{x-a}{x-b}$.
12. $\frac{15}{8} \log (x-3)-\frac{18}{2} \log (3 x-1)$.
13. $x-6 \log (x+1)-9 /(x+1)$.
14. $\frac{1}{2} x^{2}+\frac{1}{2} \log _{( }\left(x^{2}-1\right)$.
15. $\frac{1}{2} \log (2 x-1)-\frac{1}{2} /(2 x-1)$.
16. $\frac{1}{2} x^{2}-x+125 \log (x+5)+84 \log (x-4)$.
17. $\frac{1}{8} x^{3}+5 x+\frac{5 \sqrt{ } 5}{2} \log \frac{x-\imath^{\prime} 5}{x+\gamma^{5}}$.
18. $-\frac{1}{2} x+\frac{1}{2} \log x-\frac{29}{2} \log (5-2 x)$.

## Examples XLII, p. 234.

1. $\frac{1}{3} \tan ^{-1} \frac{1}{3}(x+1)$.
2. $\frac{1}{8} \tan ^{-1} \frac{1}{3}(2 x+1)$.
3. $\frac{1}{2 \sqrt{ } 2} \log \frac{x-1-\sqrt{ } 2}{x-1+\sqrt{ } 2}$.
4. $\frac{1}{2 \sqrt{ } 5} \log \frac{\sqrt{ } 5+1+x}{\sqrt{ } 5-1-x}$.
5. $\frac{1}{\sqrt{ } 8} \tan ^{-1} \frac{x-2}{\sqrt{ } 8}$.
6. $\frac{1}{4 \sqrt{ } 7} \log \frac{3 x+4-2 \sqrt{ } 7}{3 x+4+2 \sqrt{ } 7}$.
7. $\frac{1}{8 \sqrt{ } 2} \log _{\frac{2 x-1-2 \sqrt{2}}{2 x-1+2 \sqrt{ } 2}}^{2}$.
8. $\frac{1}{2 \sqrt{ } 35} \log \frac{x \sqrt{ } 5-\sqrt{ } 7}{x \sqrt{ } 5+\sqrt{7}}$.
9. $x-2 \tan ^{-1}(x+1)$.
10. $x+\frac{1}{2 \sqrt{5}} \log \frac{x+2-\sqrt{5}}{x+2+\sqrt{5}}$.
11. $x+\frac{3}{\sqrt{ } 5} \log \frac{2 x+1-\sqrt{ } 5}{2 x+1+\sqrt{ } 5}$.
12. $\frac{1}{2 \sqrt{14 a}} \log \frac{\sqrt{14 a+x-2 a}}{\sqrt{14 a-x+2 a}}$.
13. (i) $\frac{1}{\sqrt{ }\left(b^{2}\right.} \frac{1}{-4 a c)} \log _{2}^{2 a x+b-\sqrt{ }\left(b^{2}-4 a c\right)}$ (ii) $\frac{2}{\sqrt{\left(4 a c-b^{2}\right)}} \tan ^{-1} \frac{2 a x+b}{\sqrt{ }\left(4 a c-b^{2}\right)}$;

Examples XLIII, p. 236.

1. $\log \left(x^{2}+3 x-4\right)$.
2. $\frac{1}{3} \log \left(x^{3}-1\right)$.
3. $-\frac{1}{4} \log \left(a^{4}-x^{4}\right)$.
4. $\frac{1}{2} \log \left(x^{2}+2 x+7\right)$.
5. $-\log \cos x$.
6. $(\log \sin a x) / a$.
7. $\frac{1}{6} \log \left(1+3 \sin ^{2} x\right)$.
8. $\frac{1}{2} \log \left(x^{2}+a^{2}\right)$.
9. $-(1 / b) \log (a+b \cos x)$.
10. $-\frac{1}{2} \log \left(1-e^{2 x}\right)$.
11. $-\log (\sin x+\cos x)$.
12. $\frac{1}{2} \log \left(a x^{2}+2 b x+c\right)$.
13. $\frac{1}{2} \log (3+4 \tan x)$.
14. $\log \cosh x$.
15. $\log (\log x)$.
16. $-\left[\log \left(1-x^{n}\right)\right] / n$.
17. $\log \left(1+x e^{x}\right)$.

## Examples XLIV, p. 237.

1. $\frac{1}{2} \log \left(x^{2}+9\right)+\frac{1}{8} \tan ^{-1} \frac{1}{8} x$.
2. $2 \log \left(x^{2}-5\right)-\frac{3}{10} \sqrt{ } 5 \log [(x-\sqrt{ } 5) /(x+\sqrt{ } 5)]$.
3. $\frac{1}{2} x^{2}-\frac{1}{2} a^{2} \log \left(x^{2}+a^{2}\right)$.
4. $\frac{1}{14} \sqrt{ } 7 \log [(\sqrt{ } 7+x) /(\sqrt{ } 7-x)]+\frac{1}{2} \log \left(7-x^{8}\right)$.
5. $3 \log \left(x^{2}+4 x+13\right)-3 \tan ^{-1} \frac{1}{8}(x+2)$.
6. $2 \log \left(x^{2}-2 x-1\right)-\frac{\sqrt{ } 2}{4} \log \frac{x-1-\sqrt{ } 2}{x-1+\sqrt{ } 2}$.
7. $2 \log \left(2 x^{2}+2 x+1\right)-7 \tan ^{-1}(2 x+1)$.
8. $-\frac{1}{3} \log \left(3 x^{2}+6 x-1\right)+\frac{5 \sqrt{ } 3}{12} \log \frac{x+1-2 / \sqrt{ } 3}{x+1+2 / \sqrt{ } 3}$.
9. $\frac{8}{2} \log \left(x^{2}-3 x+5\right)+\frac{13}{\sqrt{11}} \tan ^{-1} \frac{2 x-3}{\sqrt{11}}$.
10. $x+\log \left(x^{2}-2 x+5\right)-2 \tan ^{-1} \frac{1}{2}(x-1)$.
11. $\frac{1}{2} x^{2}+6 x+13 \log \left(x^{2}-6 x+10\right)+18 \tan ^{-1}(x-3)$.
12. $\frac{1}{8} \log \left(4 x^{2}-10 x-3\right)+\frac{5}{8 \sqrt{ } 37} \log \frac{4 x-5-\sqrt{ } 37}{4 x-5+\sqrt{ } 37}$.
13. $x-\log \left(x^{2}+x+1\right)+\frac{2}{\sqrt{ } 3} \tan ^{-1} \frac{2 x+1}{\sqrt{ } 3}$.
14. $x-\frac{1}{2} \log \left(x^{2}-2 x+3\right)-\sqrt{ } 2 \tan ^{-1}\{(x-1) / \sqrt{ } 2\}$.
15. $x-8 \log (x+3)+3 \log (x+2)$.
16. $\frac{1}{2} \log \left(x^{2}+a x+a^{2}\right)-\sqrt{\frac{1}{3}} \tan ^{-1}[(2 x+a) / \sqrt{ } 3 a]$.
17. $\frac{1}{2} x^{2}-\frac{1}{2} \log \left(x^{2}+1\right)+\tan ^{-1} x$.
18. $\frac{1}{2} \log \left(x^{2}+2 a x-a^{2}\right)-\frac{1}{2} \sqrt{ } 2 \log [(x+a-\sqrt{ } 2 a) /(x+a+\sqrt{ } 2 a)]$.

## Examples XLV, p. 230.

1. $\log (x-1)-\log x+1 / x$.
2. $\log x-\frac{1}{2} \log \left(x^{2}+1\right)$.
3. $\frac{1}{2} \log \left\{x(x-2) /(x-1)^{2}\right\}$.
4. $\frac{1}{5} \log (x-1)+\frac{2}{2} \log \left(x^{2}+4\right)+\frac{2}{8} \tan ^{-1} \frac{1}{2} x$.
5. $\frac{1}{6} \log (x-1)+\frac{1}{2} \log (x+1)-\frac{1}{8} \log (2 x+1)$.
6. $x+\frac{8}{4} \log (x-1)-\frac{1}{2} \log (x+1)-\frac{1}{2} /(x-1)$.
7. $-1 / x-\tan ^{-1} x$.
8. $\frac{1}{4} \log (x-1)-\frac{1}{2} \log (x+1)-\frac{1}{2} \tan ^{-1} x$.
9. $\frac{1}{4} \log \{(x-1) /(x+1)\}-\frac{1}{2} x /\left(x^{2}-1\right)$.
10. $\log (x+1)-\frac{1}{2} \log \left(x^{2}+2 x+2\right)$.
11. $\frac{1}{8} \log (x-1)-\frac{1}{8} \log \left(x^{2}+x+1\right)-\sqrt{\frac{1}{8}} \tan ^{-1} \sqrt{\frac{1}{8}}(2 x+1)$.
12. $\frac{z}{8} \log \left\{\left(x^{2}-1\right) /\left(x^{2}+2\right)\right\}$.
13. $x-\frac{1}{3} \log (1+x)+\frac{1}{6} \log \left(1-x+x^{2}\right)-\sqrt{\frac{1}{3}} \tan ^{-1} \sqrt{\frac{1}{8}}(2 x-1)$.
14. $\log \{x /(1-x)\}-1 / x-\frac{1}{2} / x^{2}$.
15. $\log (x-2)-\frac{8}{8} \log (x-1)-\frac{1}{8} \log (x+2)+\frac{1}{2} /(x-1)$.
16. $\frac{1}{2} \log \{(1+x) /(1-x)\}-\frac{1}{2} \tan ^{-1} x$.
17. $-\frac{1}{8} \log (x+2)+\frac{1}{1} \log \left(x^{2}-2 x+4\right)+\frac{1}{6} \sqrt{ } 3 \tan ^{-1} \sqrt{\frac{1}{3}}(x-1)$.
18. $\tan ^{-1} x-\sqrt{\frac{1}{2}} \tan ^{-1} x \sqrt{\frac{1}{2}}$.
19. $\log \left\{\left(1+x+x^{2}\right) / x^{2}\right\}-1 / x$.
20. ${ }^{1} \log \left\{\left(x^{2}+2 x+2\right) /\left(x^{2}-2 x+2\right)\right\}+\frac{1}{8} \tan ^{-1}(x+1)+\frac{1}{8} \tan ^{-1}(x-1)$.
21. $\left\{\frac{1}{2} \log (x-2)-\frac{7}{6} \log (x-1)+\frac{5}{12} \log (x+2)-\frac{1}{6} \log (x+1)\right.$.
22. $\frac{f}{4} \log \left\{\left(1-x+x^{2}\right) /\left(1+x+x^{2}\right)\right\}+\frac{t}{\sqrt{2}} 3 \tan ^{-1}\left\{x \sqrt{ } 3 /\left(1-x^{2}\right)\right\}$.
23. $\frac{1}{2} \log (x-1)-\log x+\frac{1}{4} \log \left(x^{2}+1\right)+1 / x+\frac{1}{2} \tan ^{-1} x$.
24. $\frac{1}{2} x^{2}+\frac{1}{8} a^{2} \log (x-a)-\frac{1}{8} a^{2} \log \left(x^{2}+a x+a^{2}\right)+\frac{1}{3} \sqrt{ } 3 a^{2} \tan ^{-1}\{(2 x+a) / \sqrt{ } 3 a\}$.
25. $\frac{1}{2} x-{ }_{24}^{2} \sqrt{ } 2 \tan ^{-1} \frac{1}{3} \sqrt{ } 2 x+\frac{1}{28} \log \{(x-1) /(x+1)\}$.
26. $\frac{f}{8} \log \left\{\left(x^{3}-1\right) /\left(x^{3}+1\right)\right\}$.

## Examples XIVI, p. 241.

1. $\sinh ^{-1} \frac{1}{3}(x+1)$ or $\log \left[x+1+\sqrt{ }\left(x^{4}+2 x+10\right)\right]$.
2. $\cosh ^{-1} \frac{1}{8}(x+5)$ or $\log \left[x+5+\sqrt{\left.\left(x^{8}+10 x-11\right)\right] . ~}\right.$
3. $\sin ^{-1} \frac{1}{2}(x+3)$.
4. $\cosh ^{-1}(2 x+1)$.
5. $\sin ^{-1} \frac{1}{2}(x-2)$.
6. $\cosh ^{-1} \frac{1}{7}(2 x+3)$.
7. $\cosh ^{-1}(2 x-7)$.
-. $\sqrt{ } \frac{1}{2} \sin ^{-1} \frac{1}{8}(4 x-3)$.
8. $\frac{1}{3} \sqrt{2} \sinh ^{-1} \frac{1}{3}(6 x-7)$.
9. $\sin ^{-1}\{(2 x-3) / \sqrt{ } 41\}$.
10. $\left.\sqrt{1} \cosh ^{-1}\right\}(4 x-7)$.
11. $\frac{1}{\cosh ^{-1}}\{(9 x-2 a) / 2 a\}$.

## Examplos XLVII, p. 242.

1. $\sqrt{ }\left(x^{2}+5\right)$.
2. $\sqrt{ }\left(x^{2}-1\right)+\cosh ^{-1} x$.
3. $-2 \sqrt{ }\left(4-x^{2}\right)-\sin ^{-1} \leq x$.
4. $\sqrt{ }\left(x+x^{2}\right)-\frac{1}{2} \cosh ^{-1}(2 x+1)$.
5. $-\sqrt{ }\left(4-3 x-x^{2}\right)-\frac{3}{2} \sin ^{-1} \frac{1}{5}(2 x+3)$.
6. $2 \sqrt{ }\left(x^{2}+5 x+6\right)-2 \cosh ^{-1}(2 x+5)$.
7. $\sin ^{-1} x+\sqrt{ }\left(1-x^{2}\right)$.
8. $\frac{1}{2} \sqrt{ }\left(2 x^{2}+x-3\right)+8 \sqrt{8} 2 \cosh ^{-1} \frac{1}{5}(4 x+1)$.
9. $\sqrt{ }\left(x^{2}+2 x\right)+\cosh ^{-1}(x+1)$.
10. $\sqrt{ }\left(3 x^{2}+4 x+7\right)-2 \sqrt{ } 3 \sinh ^{-1}\{(3 x+2) / \sqrt{ } 17\}$.
11. $\sqrt{ }\left(6+x-x^{2}\right)+\frac{5}{2} \sin ^{-1} \frac{1}{5}(2 x-1)$.
12. $\frac{1}{5} \sqrt{ }\left(5 x^{2}-4 x\right)+2^{2} 5 \sqrt{2}^{6} \cosh ^{-1} \frac{1}{2}(x-2)$.

## Examples XLVIII, p. 245.

1. $: \sin ^{9} x$.
2. $-\frac{1}{4} \cos ^{4} x$.
3. $\frac{1}{3}\left(a^{2}+x^{2}\right)^{3 / 2}$.
4. $\sec x$.
5. $-\frac{1}{3} \operatorname{cosec}^{3} x$.
6. $\sqrt{ }\left(x^{2}-a^{2}\right)$.
7. $-\frac{1}{4} /\left(x^{4}-1\right)$.
8. $1 /\left\{2(n-1)\left(a^{2}-x^{2}\right)^{n-1}\right\}$.
9. $-\sqrt{ }\left(a^{3}-x^{3}\right)$.
10. $\frac{1}{2}\left(a^{2}+x^{2}\right)^{n+1} /(n+1)$.
11. $1_{5}^{2}\left(x^{8}-2\right)^{5}$.
12. $-\frac{1}{3}\left(a^{3}-x^{3}\right)^{n+1} /(n+1)$.
13. $-\left(a-b, x^{n}\right)^{3} /(3 l a)$.
14. $-\frac{1}{3} \log \left(a^{3}-x^{3}\right)$.
15. $\frac{1}{2 a^{2}} \tan ^{-1} \frac{x^{2}}{a^{2}}$.
16. $\frac{1}{6 a^{3}} \log \frac{x^{9}-a^{9}}{x^{3}+a^{3}}$.
17. $\frac{1}{2} \sin ^{-1}\left(x^{2} / u^{2}\right)$.
18. $-\frac{1}{2} \sqrt{ }\left(a^{4}-x^{4}\right)$.
19. $\frac{1}{4} \sin ^{-1}\left(x^{4} / u^{4}\right)$.
20. $\tan ^{-1}(\sin x)$.
21. $(\log x)^{n+1} /(n+1)$.
22. $\log \left(1+e^{x}\right)$.
23. $\frac{1}{2} \log _{g}\left\{\left(1+e^{x}\right) /\left(1-e^{x}\right)\right\}$.
24. $\frac{1}{2} \log \{(1-2 \cos x) /(1+2 \cos x)\}$.
25. $-(1-\sin x)^{n+1} /(n+1)$.
26. $\frac{1}{2}(\log x)^{2}$.
27. $\frac{1}{2} \tan ^{2} x$.
28. $\tan ^{n+1} x /(n+1)$.
29. $\log (1+\tan x)$.
30. $\frac{1}{2} \log \{(1+\tan x i /\{1-\tan x)\}$.
31. $\sin ^{-1}\left(\frac{1}{2} \sqrt{ } 2 \sin x\right)$.
32. $\frac{1}{3}(1+\log x)^{3}$.
33. $-\left(1-e^{x}\right)^{n+1} /(n+1)$.
34. $2 \sin \sqrt{ } x$.
35. $\frac{1}{2}\left(\sin ^{-1} x\right)^{2}$.
36. $\frac{1}{2} \cosh ^{-1}{ }_{4}^{1} x^{2}$.
37. $-1 /\{b(a-b \cos x)$.
38. $-1 /(1+\log x)$.
39. $\frac{1}{2} \sin ^{-1} \frac{1}{7}\left(2 x^{2}+5\right)$.
40. $\frac{1}{3} \tan ^{-1}\left(x^{3}+2\right)$.

## Examples XIIX, p. 248.

1. $-\frac{2}{3}(x+2) \sqrt{ }(1-x)$.
2. $-\frac{2}{15}\left(8 a^{2}+4 a x+3 x^{2}\right) \sqrt{ }(a-x)$.
3. $2 \sqrt{ }(1+x)-\log x+\log \{2+x-2 \sqrt{ }(1+x)\}$.
4. $2 \sqrt{ }(x+2)-4 \tan ^{-1} \frac{1}{2} \sqrt{ }(x+2)$.
5. $2 \log (1-\sqrt{ } x)+2 \sqrt{ } x$.
6. $x-2 \sqrt{ } x+2 \log (1+\sqrt{ } x)$.
7. $\log \{x+\sqrt{ }(1-x)\}-\frac{1}{\sqrt{ } 5} \log \frac{\sqrt{5}+2 \sqrt{ }(1-x)-1}{\sqrt{5}-2 \sqrt{(1-x)+1}}$.
8. $1^{2}(3 x-4)(x+2)^{5 / 2}$.
9. 1 解 $(a x+b)^{3 / 2}\left(15 a^{2} x^{2}-12 a b x+8 b^{2}\right) / a^{3}$.
10. $2 \sqrt{ } x-x+\frac{2}{2} x \sqrt{ } x-2 \log (1+\sqrt{ } x)$. 11. $\frac{2}{3} \sqrt{3} \tan ^{-1} \sqrt{ }\left(\frac{1}{8} x\right)$.
11. $\frac{1}{a} \log \frac{\sqrt{ }(a+x)-\sqrt{ } a}{\sqrt{ }(a+x)+\sqrt{a}}$.
12. $\frac{x}{a^{2} \sqrt{\left(a^{2}+x^{2}\right)}}$.
13. $-\frac{1}{2} x / \sqrt{ }\left(x^{2}-4\right)$.
14. $-\operatorname{cosech}^{-1} x$.
15. $-\sinh ^{-1}\{(2+x) / \sqrt{ } 3 x\}$.
16. $\mathrm{sec}^{-1} x$.
17. $-\frac{1}{2} \sqrt{ } 2 \sinh ^{-1}\{(1-x) /(1+x)\}$.
18. $-\sqrt{\frac{1}{7}} \cosh ^{-1}\{(14-5 x) / 9 x\}$.
19. $(x+2) / \sqrt{ }\left(x^{2}+4 x+5\right)$.
20. $\frac{1}{2} \log x-\log \{\sqrt{ }(1+x)-1\}-\sqrt{ }(1+x) / x$.
21. $\sqrt{ } x-\sqrt{\frac{3}{2}} \tan ^{-1} \sqrt{ }\left(\frac{3}{3} x\right)$.
22. $-(1 / a) \cosh ^{-1}(a / x)$.
23. $3 \log \{(1+\sqrt{ } x) /(1-\sqrt{ } x)\}-6 \sqrt{ } x$. 25. $\quad \log \left\{x^{2} /\left(2 x^{2}+3\right)\right\}$.

2e. $\left(1 / 3 a^{9}\right) \log \left\{x^{8} /\left(x^{3}+a^{3}\right)\right\}$.
27. $(1 / n) \log \left\{x^{n} /\left(1-x^{n}\right)\right\}$.
28. $1_{2} \log \left\{x^{4} /\left(3-2 x^{4}\right)\right\}$.
20. $\frac{1}{2} \log \left\{x^{2} /\left(1+x^{2}\right)\right\}+\frac{1}{2} /\left(1+x^{2}\right)$.
80. $\frac{8}{2} \log \{\sqrt[2]{(1+x)}-1\}-\frac{1}{2} \log x-\sqrt{ } 3 \tan ^{-1} \sqrt{\frac{1}{3}}\{2 \sqrt[3]{(1+x)}+1\}$.

## Examples L, p. 252.

1. $-\frac{1}{2} \log \cos 2 x$.
2. $2 \log \tan \frac{1}{2}(\pi+x)$.
3. $a \log \tan \left(\frac{1}{2} x / a\right)$.
4. $-(\cot n x) / n$.
5. $\sin x-\frac{1}{3} \sin ^{3} x$.
6. $\left(\sin ^{n+1} x\right) /(n+1)-\left(\sin ^{n+9} x\right) /(n+3)$.
7. $\frac{1}{3} \sec ^{3} x-\sec x$.
8. $\frac{1}{3} \tan ^{3} x$.
9. $\frac{1}{3} \tan ^{3} x-\tan x+x$.
10. $\frac{1}{5} \tan ^{5} x-\frac{1}{3} \tan ^{3} x+\tan x-x$.
11. $\frac{1}{2} \tan ^{2} x+\log \cos x$.
12. $-2 \cot 2 x$.
13. $\frac{1}{8} x-\frac{1}{82} \sin 4 x$.
14. ${ }_{6}^{3} x-\frac{1}{4} \sin 2 x+\frac{1}{32} \sin 4 x$.
15. $\tan \frac{1}{2} x$.
16. $\tan x-\sec x$.
17. $\log \tan \left(\frac{1}{2} \pi+\frac{1}{2} x\right)-\operatorname{cosec} x$.
18. $1_{10}^{1} \sin 5 x+\frac{1}{2} \sin x$.
19. $\frac{\sin (p-q) x}{2(p-q)}-\frac{\sin (p+q) x}{2(p+q)}$.
20. $-\frac{\cos m x}{2 m}-\frac{\cos (m+2) x}{4(m+2)}-\frac{\cos (m-2) x}{4(m-2)}$.
21. $\frac{1}{4} \log \tan \left(\frac{1}{4} \pi+x\right)+\frac{1}{2} x$.
22. $\frac{1}{3} \log \frac{3+\tan \frac{1}{8} x}{3-\tan \frac{1}{2} x}$.
23. $\frac{1}{8} \tan ^{-1}\left(\frac{1}{3} \tan x\right)$.
24. $-\frac{1}{2} \log \cos x$.
25. $\frac{1}{84} \log \frac{13 \tan \frac{1}{8} x+1}{\tan \frac{1}{2} x+13}$.
26. $\frac{1}{8} \tan ^{-1}\left(\frac{3}{2} \tan x\right)$.
27. 专 $\tan ^{-1}\left(\frac{1}{5} \tan x\right)$.
28. $\frac{1}{2} \tan ^{2} x+4 \log \tan x-\frac{1}{8} \cot ^{6} x-\cot ^{4} x-3 \cot ^{2} x$.
29. 多 $\sqrt{ } 3 \tan ^{-1}\left\{\left(2 \tan \frac{1}{2} x+1\right) / \sqrt{ } 3\right\}$. 50. $\frac{1}{2} \tan ^{-1}\left(2 \tan \frac{1}{2} x\right)$
30. $(\log \sin m x) / m$.
31. $\frac{1}{3} \log \tan { }_{2}^{3} x$.
32. $3 \tan \frac{1}{3} x-x$.
33. $\frac{1}{3} \cos ^{3} x-\cos x$.
34. $\frac{1}{8} \cos ^{7} x-\frac{1}{5} \cos ^{5} x$.
35. $\tan x+\frac{2}{2} \tan ^{3} x+\frac{1}{3} \tan ^{5} x$.
36. $\frac{1}{\sin } x-2 \sin x-\operatorname{cosec} x$.
37. ${ }_{6}^{3} x+\frac{1}{6} \sin 2 x+\frac{1}{32} \sin 4 x$.
38. $-\cot x-\frac{1}{8} \cot ^{3} x$.
39. $\log \tan x$.
40. $\log \tan x+\frac{1}{2} \tan ^{2} x$.
41. $\operatorname{cosec}^{2} x-\frac{1}{4} \operatorname{cosec}^{4} x+\log \sin x$.
42. $\frac{1}{y} \tan ^{9} x$.
43. $-\frac{1}{8} \cot ^{3} x-\frac{1}{8} \cot ^{5} x$.
44. $-\cot \frac{1}{2} x$.
45. $\tan x+\sec x$.
46. $-\frac{7}{} \cos 3 x-1^{1} \frac{1}{6} \cos 5 x$.
47. $-\frac{\cos (m+n) x}{2(m+n)}-\frac{\cos (m-n) x}{2(m-n)}$.
48. $\frac{1}{8} \sin 3 x-\frac{2}{85} \sin 5 x-\frac{1}{2} \sin x$.

## Examples LI, p. 255.

1. $\frac{1}{2} x \sqrt{ }\left(9-x^{2}\right)+\frac{9}{2} \sin ^{-1} \frac{1}{8} x$.
2. $\frac{1}{2} x \sqrt{ }\left(x^{2}-a^{2}\right)-\frac{1}{2} \pi^{2} \cosh ^{-1}(x / a)$.
3. $\frac{1}{2} x \sqrt{ }\left(1+x^{2}\right)+\frac{1}{2} \sinh ^{-1} x$.
4. $\frac{1}{2} x \sqrt{ }\left(x^{2}-4\right)-2 \cosh ^{-1} \frac{1}{2} x$.
5. $-\sqrt{ }\left(25-x^{2}\right) / x-\sin ^{-1} \frac{1}{8} x$.
6. $-\sqrt{ }\left(1-x^{2}\right) / x$.
7. $\sinh ^{-1} x-\sqrt{ }\left(1+x^{2}\right) / x$.
8. $\frac{1}{2} a^{2} \sin ^{-1}(x / a)-\frac{1}{2} x \sqrt{ }\left(a^{2}-x^{2}\right)$.
9. $\frac{1}{2} x \sqrt{ }\left(9+x^{2}\right)-\frac{9}{2} \sinh ^{-1} \frac{1}{2} x$.
10. $\frac{1}{2} x \sqrt{ }\left(x^{3}-a^{2}\right)+\frac{1}{2} a^{2} \cosh ^{3}(x / a)$.
11. $\frac{3}{2} a^{2} \sin ^{-1}(x / a)-\frac{1}{2} x \sqrt{ }\left(a^{2}-x^{2}\right)$.
12. $-\frac{1}{y}\left(x^{3}+2\right) \sqrt{ }\left(1-x^{2}\right)$.
13. $x /\left\{a^{2} \sqrt{ }\left(a^{2}-x^{2}\right)\right\}$.
14. $-\sqrt{ }\left(a^{2}+x^{2}\right) / a^{2} x$.
15. $\frac{1}{8}\left(x^{2}-2 a^{2}\right) \sqrt{ }\left(a^{2}+x^{2}\right)$.
16. $\sin ^{-1} \sqrt{ }(x-1)-\sqrt{ }\left(3 x-2-x^{2}\right)$.
17. $3 \sin ^{-1} \sqrt{ }\left\{\frac{1}{3}(x-2)_{5}+\sqrt{ }\left(7 x-10-x^{2}\right)\right.$.
18. $4 \sin ^{-1} \frac{1}{2} \sqrt{ }(x-3)-\frac{1}{2}(5-x) \sqrt{ }\left(10 x-21-x^{2}\right)$.
19. $2_{4}^{5} \sin ^{-1} \sqrt{ }\left\{\frac{1}{6}(x+1)\right\}-\frac{1}{4}(3-2 x) \sqrt{ }\left(4+3 x-x^{2}\right)$.
20. $\sin ^{-1} \frac{1}{4}(2 x-5)$.
21. $\sin ^{-1}\{(2 x-\alpha-\beta) /(\beta-\alpha)\}$.
22. $\frac{1}{1}(\beta-\alpha)^{2} \sin ^{-1} \sqrt{ }\{(x-\alpha) /(\beta-\alpha)\}-\frac{1}{4}(\alpha+\beta-2 x) \sqrt{ }\{(x-\alpha)(\beta-x)\}$.
23. $4 a^{2} \sin ^{-1} \sqrt{ }\left\{\frac{1}{1}(x-2 a) / a\right\}-\frac{1}{2}(4 a-x) \sqrt{ }\left(8 a x-12 a^{2}-x^{2}\right)$.
24. $(\beta-\alpha) \sin ^{-1} \sqrt{ }\{(x-\alpha) /(\beta-\alpha)\}-\sqrt{ }\{(x-\alpha)(\beta-x)\}$.
25. $\left.8 \sin ^{-1} \sqrt{ } \frac{1}{8}(x+4)\right\}+\sqrt{ }\left(16-x^{2}\right)$.
26. $(\alpha-\beta) \sin ^{-1} \sqrt{ }\{(x-\beta) /(\alpha-\beta)\}+\sqrt{ }\{(x-\beta)(\alpha-x)\}$.
27. $\frac{1}{2} \tan ^{-1} x+\frac{1}{2} x /\left(1+x^{2}\right)$. $\quad$ 29. $\frac{1}{2} \tan ^{-1}(x+2)+\frac{1}{2}(x+2) /\left(x^{2}+4 x+5\right)$.
28. $-\frac{1}{2} \sigma \tan ^{-1} \frac{1}{6}(2 x-3)+{ }^{1} \frac{1}{2}(2 x-3) /\left(2 x^{2}-6 x+45\right)$.
29. $\frac{1}{2}\left(x^{2}-2\right) /\left(x^{2}+2 x+2\right)-\frac{1}{2} \tan ^{-1}(x+1)$.
30. $\frac{7}{2} \tan ^{-1} x-\frac{2}{2} x /\left(x^{2}+1\right)$.

## Examples LII, p. 258.

1. $\frac{1}{3} x^{5}\left(\log x-\frac{1}{8}\right)$.
2. $\frac{8}{3} x^{5 / 2}\left(\log x-\frac{2}{3}\right)$.
3. $\left(x^{m+1} \log x\right) /(m+1)-x^{m+1} /(m+1)^{2}$.
4. $-\frac{1}{2}\left(\log x+\frac{1}{2}\right) / x^{2}$.
5. $x \sin x+\cos x$.
6. $-(x \cos m x) / m+(\sin m x) / m^{3}$.
7. $e^{x}(x-1)$.
8. $-e^{-a x}(a x+1) / a^{2}$.
9. $\frac{1}{1}\left(x^{4}-1\right) \tan ^{-1} x+\frac{1}{4} x-\frac{1}{12} x^{3}$.
10. $x \sin ^{-1} x+\sqrt{ }\left(1-x^{2}\right)$.
11. $x \tan x+\log \cos x$.
12. $\frac{1}{8} x^{3} \tan ^{-1} x-\frac{1}{8} x^{2}+\frac{1}{8} \log \left(x^{2}+1\right)$.
13. $\frac{1}{2}\left(2 x^{2}-1\right) \sin ^{-1} x+\frac{1}{2} x \sqrt{ }\left(1-x^{2}\right)$.
14. $x \log x-x$.
15. $(\log \sin m x) / m^{2}-(x \cot m x) / m$.
16. $a x \sinh (x / a)-a^{2} \cosh (x / a)$.
17. $x \cosh x-\sinh x$.
18. $x \cosh ^{-1} x-\sqrt{ }\left(x^{2}-1\right)$.
19. $x \sinh ^{-1} x-\sqrt{ }\left(1+x^{2}\right)$.
20. $2 x^{2} \sin \frac{1}{2} x+8 x \cos \frac{1}{2} x-16 \sin \frac{1}{2} x$.
21. $-x^{9} \cos x+2 x \sin x+2 \cos x$.
22. $-\left(x^{2}+2 x+2\right) e^{-x}$.
23. $\left(x^{3}-3 x^{2}+6 x-6\right) e^{x}$.
24. $-\frac{1}{2} x^{2} \cos 2 x+\frac{1}{2} x \sin 2 x+\frac{1}{4} \cos 2 x$.

## Examples LIII, p. 259.

1. $\frac{1}{\frac{1}{2}} x \sqrt{ }\left(x^{2}-a^{2}\right)-\frac{1}{2} a^{2} \cosh ^{-1}(x / a)$.
2. $\frac{1}{2} x \sqrt{ }\left(a^{2}-x^{2}\right)+\frac{1}{2} a^{2} \sin ^{-1}(x / a)$.
3. $\frac{1}{2} x \sqrt{ }\left(32+2 x^{2}\right)+8 \sqrt{ } 2 \sinh ^{-1} \frac{1}{2} x$.
4. $\frac{1}{2} x \sqrt{ }\left(12-3 x^{2}\right)+2 \sqrt{ } 3 \sin ^{-1} \frac{1}{2} x$.
5. $\frac{1}{2}(x+1) \sqrt{ }\left(x^{2}+2 x+5\right)+2 \sinh ^{-1} \frac{1}{2}(x+1)$.
6. $\frac{1}{4}(2 x+5) \sqrt{ }\left(6-5 x-x^{2}\right)+\frac{49}{8} \sin ^{-1} \frac{1}{7}(2 x+5)$.
7. 공 $(3 x+2) \sqrt{ }\left(3 x^{2}+4 x-7\right)-\frac{25}{3} \sqrt{3} \cosh ^{-1} \frac{1}{8}(3 x+2)$.
8. $\frac{1}{12}\left(6 x+5 ; \sqrt{ }\left(8-5 x-8 x^{2}\right)+12 \frac{1}{2} \sqrt{ } 3 \sin ^{-1} \frac{1}{11}(6 x+5)\right.$.
9. $\frac{1}{8}(3 x-1) \sqrt{ }\left(3 x^{2}-2 x\right)-\frac{1}{18} \sqrt{ } 3 \cosh ^{-1}(3 x-1)$.
10. $\frac{1}{16}(8 x-5) \sqrt{ }\left(5 x-4 x^{2}\right)+\frac{25}{5} \sin ^{-1} \frac{1}{6}(8 x-5)$.
11. $\frac{1}{18} e^{3 x}(2 \sin 2 x+3 \cos 2 x)$.
12. $\frac{1}{2}^{1} e^{2 x}(2 \sin 5 x-5 \cos 5 x)$.
13. $\frac{f}{3} e^{-x}\left(\frac{1}{2} \sin \frac{1}{2} x-\cos \frac{1}{2} x\right)$.
14. $-\frac{1}{2}(\sin a x+\cos a x) e^{-a x} / a$.
15. $\frac{1}{10} e^{x}(5+2 \sin 2 x+\cos 2 x)$.
16. $\frac{1}{8} e^{2 x}(2-\sin 2 x-\cos 2 x)$.
17. $\frac{1}{2}(\sinh x \sin x-\cosh x \cos x)$.
18. $\frac{1}{2}(\cosh x \cos x+\sinh x \sin x)$.
19. $\frac{1}{2}(\cosh x \sin x-\sinh x \cos x)$.
20. $-L e^{-R t / L}(R \sin p t+p L \cos p t) /\left(R^{2}+p^{2} L^{2}\right)$.
21. $L e^{-R t / L}\{p L \sin (p t+\epsilon)-R \cos (p t+\epsilon)\} /\left(R^{2}+p^{2} L^{2}\right)$.

## Examples LIV, p. 264.

1. $e^{a x}\left(x^{3} a^{3}-3 x^{2} a^{2}+6 x a-6\right) / a^{4}$. 2. $-e^{-x}\left(x^{4}+4 x^{3}+12 x^{2}+24 x+24\right)$
2. $\frac{1}{6} x\left(3-2 x^{2}\right) \cos 2 x+\frac{1}{4}\left(2 x^{2}-1\right) \sin 2 x$.
3. $\left(x^{3}-6 x\right) \sin x+\left(3 x^{2}-6\right) \cos x$.
4. $-\left(x^{4}-12 x^{2}+24\right) \cos x+\left(4 x^{5}-24 x\right) \sin x$.
5. $\frac{2^{2}}{2} x^{3}\left\{9(\log x)^{2}-6 \log x+2\right\}$.
6. $\frac{1}{3} x^{4}\left\{8(\log x)^{2}-4 \log x+1\right\}$.
7. $\left(x^{2}+2\right) \sinh x-2 x \cosh x$.
8. $\left(x^{3}+6 x\right) \cosh x-\left(3 x^{2}+6\right) \sinh x$.
9. $\frac{3}{\tan ^{3} \theta-\tan \theta+\theta \text {. }}$
10. $-\frac{1}{8} \cot ^{3} \theta+\frac{1}{\frac{1}{2}} \cot ^{3} \theta-\cot \theta-\theta$.
11. $\frac{1}{\frac{1}{2}} \tan ^{7} \theta-\frac{1}{5} \tan ^{5} \theta+\frac{1}{3} \tan ^{3} \theta-\tan \theta+\theta$.
12. $\tan ^{4} \theta$.
13. $\frac{1}{2} \tan ^{2} \theta+\ln \tan \theta$.
14. $\frac{2}{3} \tan ^{5} \theta+3 \tan \theta-3 \cot \theta-\frac{1}{3} \cot ^{3} \theta$.
15. $2 \sqrt{ } \tan \theta$.
16. $1^{5} 8-\frac{1_{8}^{5}}{8} \cos \theta \sin \theta-\frac{5}{25} \cos \theta \sin ^{5} \theta-\frac{1}{8} \cos \theta \sin ^{5} \theta$.
17. $\frac{1}{8} \sin ^{3} \theta \cos ^{3} \theta+\frac{1}{8} \sin ^{3} \theta \cos \theta-\frac{1}{18} \sin \theta \cos \theta+\frac{1}{18} \theta$.
18. $\frac{1}{4} \sin \theta \cos ^{3} \theta+\frac{3}{8} \sin \theta \cos \theta+\frac{3}{8} \theta$. 20. $\frac{1}{2} \tan \theta \sec \theta+\frac{1}{2} \log (\tan \theta+\sec \theta)$.
19. $-\cot \theta-\frac{1}{8} \cot ^{3} \theta$.
20. $\log (\sec \theta+\tan \theta)-\operatorname{cosec} \theta$.
21. $I_{m, n}=-\frac{\sin ^{m-1} \theta \cos ^{n+1} \theta}{m+n}+\frac{m-1}{m+n} I_{m-2, n}$.
22. $\int \sin ^{6} \theta \cos ^{2} \theta d \theta=-\frac{1}{8} \sin ^{5} \theta \cos ^{9} \theta+\frac{8}{2} \int \sin ^{4} \theta \cos ^{2} \theta d \theta$.
23. $I_{m, n}=-\frac{\sin ^{m-1} \theta \cos ^{n+1} \theta}{n+1}+\frac{m-1}{n+1} I_{m-2, n+2}$.
24. $\int \frac{\sin ^{5} \theta}{\cos ^{4} \theta} d \theta=\frac{1}{3} \frac{\sin ^{6} \theta}{\cos ^{3} \theta}-\frac{5}{3} \int \frac{\sin ^{4} \theta}{\cos ^{2} \theta} d \theta$.
25. $I_{m, n}=\frac{\sin ^{m+1} \theta \cos ^{n-1} \theta}{m+1}+\frac{n-1}{m+1} I_{m+2, n-2}$.
26. $\int \frac{\cos ^{5} \theta}{\sin ^{3} \theta} d \theta=-\frac{\cos ^{4} \theta}{2}-2 \int \frac{\cos ^{3} \theta}{\sin ^{2} \theta} d \theta$.
27. $I_{m, n}=-\frac{\sin ^{m+1} \theta \cos ^{n+1} \theta}{n+1}+\frac{m+n+2}{n+1} I_{m, n+2}$.
28. $\int \frac{d \theta}{\sin \theta \cos ^{3} \theta}=\frac{1}{2 \cos ^{2} \theta}+\int \frac{d \theta}{\sin \theta \cos \theta}$.
29. $I_{m, n}=\frac{\sin ^{m+1} \theta \cos ^{n+1} \theta}{m+1}+\frac{m+n+2}{m+1} I_{m+2, n}$.
30. $\int \frac{d \theta}{\sin ^{4} \theta \cos ^{2} \theta}=-\frac{1}{3 \sin ^{3} \theta \cos \theta}+\frac{4}{3} \int \frac{d \theta}{\sin ^{2} \theta \cos ^{2} \theta}$.
in $n 2$

## Miscellaneous Examples, LV, p. 265.

1. $-\frac{1}{4} \log (1-4 x)$.
2. $-\frac{1}{2} \sqrt{ }(1-4 x)$.
3. $-\frac{1}{12}\left(1-4 x^{2}\right)^{3 / 2}$.
4. $-\frac{1}{4} \sqrt{ }\left(1-4 x^{2}\right)$.
5. $1 /\{4(1-4 x)\}$.
6. $-\frac{1}{4} n(1-4 x)^{(n+1) / n /(n+1)}$.
7. $-\frac{1}{2} x \sqrt{ }\left(1-4 x^{2}\right)+{ }_{1}^{1} \sin ^{-1} 2 x$.
8. $-\frac{1}{8} x^{2}-\frac{1}{18} x-\frac{1}{84} \log (1-4 x)$.
9. $\frac{1}{4} \sin ^{-1} 2 x^{2}$.
10. $\frac{1}{1}\{1 /(1-4 x)+\log (1-4 x)\}$. 20. $\frac{1}{18}\left\{x+\frac{1}{2} \log (1-4 x)+\frac{1}{2} /(1-4 x)\right\}$
11. $\frac{1}{18} \log \{(1+2 x) /(1-2 x)\}-\frac{1}{4} x$.
12. $\frac{1}{64}\left\{\sin ^{-1} 2 x-2 x\left(1-8 x^{2}\right) \sqrt{ }\left(1-4 x^{2}\right)\right\}$.
13. $\frac{1}{8} x^{s}-2 x^{4}+\frac{1}{2}-x^{5}$.
14. $x / \sqrt{ }\left(1-4 x^{2}\right)$.
15. $1 /\left\{8(n-1)\left(1-4 x^{2}\right)^{n-1}\right\}$.
16. $-\gamma^{2}\left(1+2 x+6 x^{2}\right) \sqrt{ }(1-4 x)$.
17. $\log \{x /(1-4 x)\}$.
18. $\log \{x /(1-4 x)\}+1 /(1-4 x)$.
19. $\log \{(1+2 x) /(1-2 x)\}-1 / x$.
20. $x+\log x-\frac{8}{4} \log (1-4 x)$.
21. $1 /\left\{8\left(1-4 x^{2}\right)\right\}$.
22. $\frac{1}{2} x-\frac{1}{4}(\sin 2 a x) / a$.
23. $-\frac{1}{8} \cos 4 x$.
24. $\frac{1}{\frac{1}{2}} \sin ^{4} x$.
25. $\frac{1}{\frac{1}{2}} x-\frac{1}{3} 2 \sin 4 x$.
26. $\frac{1}{2} \sin x+\frac{1}{6} \sin 3 x$.
27. $\frac{1}{8} \sin ^{3} x-\frac{1}{8} \sin ^{8} x$.
28. $-2 \cot \frac{1}{2} x-x$.
29. $\frac{1}{3} \tan ^{3} x-\tan x+x$
30. $\frac{1}{8} \mathrm{sec}^{3} x$.
31. $\frac{1}{2} \log \tan x$.
32. $(\sin n x) / n^{2}-(x \cos n x) / n$.
33. $(x \tan m x) / m+(\log \cos m x) / m^{3}$.
34. $\left(2-x^{8}\right) \cos x+2 x \sin x$.
35. $\left(x^{2}-2 x+2\right) e^{x}$.
36. $(a-b+b x) e^{x}$.
37. $\frac{1}{2}\left(x^{2}-1\right) \log (1+x)-\frac{1}{2} x^{2}+\frac{1}{2} x$.
38. $-\{(n-1) \log x+1\} /\left\{(n-1)^{2} x^{n-1}\right\}$.
39. $\frac{1}{2}\left(1+x^{2}\right) \log \left(1+x^{2}\right)-\frac{1}{2} x^{2}$.
40. $\frac{子}{}(\sin 3 x+\cos 3 x) e^{3 x}$.
41. $-\frac{1}{10}(2 \sin 2 x-\cos 2 x+5) e^{-\infty}$.
42. $\frac{1}{4}\left(2 x^{2}-1\right) \cos ^{-1} x-\frac{1}{4} x \sqrt{ }\left(1-x^{2}\right)$.
43. $\frac{1}{2} x^{2} \operatorname{cosec}^{-1} x+\frac{1}{2} \sqrt{ }\left(x^{2}-1\right)$.
44. $-\log (\sin x+\cos x)$.
45. $1_{18}\left\{(1-4 x)^{n+2} /(n+2)-(1-4 x)^{n+1} /(n+1)\right\}$.
46. $\frac{1}{4} \log \{(1+2 x) /(1-2 x)\}$.
47. $-\frac{1}{4}(1-4 x)^{n+1} /(n+1)$.
e. $\frac{1}{2} x \sqrt{ }\left(1-4 x^{2}\right)+\frac{1}{4} \sin ^{-1} 2 x$.
48. $\frac{1}{2} \sin ^{-1} 2 x$.
49. $-\frac{1}{8}\left(1-4 x^{2}\right)^{n+1} /(n+1)$.
50. $-1_{18}^{18}\left(1-4 x^{3}\right)^{3 / 2}$.
51. $-\frac{1}{12}(2 x+1) \sqrt{ }(1-4 x)$.
52. $-\frac{1}{2} \sqrt{ }\left(1-4 x^{4}\right)$.
53.     - र娄 $\left(1+6 x+30 x^{2}\right)(1-4 x)^{3 / 2}$.
54. $\frac{1}{4}\left(1-4 x^{2}\right)^{-\frac{1}{2}}$.
55. $1(1-4 x)^{-1 / 2}$.
56. $x^{1}\left\{\log \left(1-4 . x^{2}\right)+1 /\left(1-4 x^{2}\right)\right\}$.
57. $\log \left\{x / \sqrt{ }\left(1-4 x^{2}\right)\right\}$.
58. $4 \log \{x /(1-4 x) ;-1 / x$.
59. $\frac{1}{2} \log \left\{x^{2}(1-2 x) /(1+2 x)^{3}\right\}$.
60. $-\frac{1}{2}\left(1+2 x^{2}\right) \sqrt{ }\left(1-4 x^{2}\right)$.
61.     - ${ }_{80}^{1}(1+6 x)(1-4 x)^{9 / 8}$.
62. $2 \sin \frac{1}{2} x-\frac{2}{8} \sin ^{3} \frac{1}{2} x$.
63. $-\frac{1}{6} \cos ^{8} x$.
64. $\frac{1}{4} \sin ^{4} x-\frac{1}{8} \sin ^{4} x$.
65. $\frac{1}{2} \cos x-\frac{1}{3} \cos 3 x$.
66. $\frac{1}{2} \sin x-\frac{1}{6} \sin 3 x$.
67. $\frac{1}{2} \tan 2 x-x$.
68. $\frac{1}{2} \tan x \sec x+\frac{1}{2} \log \tan \left(\frac{1}{1} \pi+\frac{1}{2} x\right)$.
69. $\frac{1}{2} \tan ^{2} x$.
70. $-\operatorname{cosec} x$.
71. $\frac{1}{2} \log \tan \left(\frac{1}{6} \pi+x\right)$.
72. $2 x \sin \frac{1}{2} x+4 \cos \frac{1}{2} x$.
73. $x \tan x+\log \cos x-\frac{1}{2} x^{2}$
74. $-\frac{1}{2}(2 x+1) e^{-8 x}$.
e8. $\frac{1}{2} e^{x^{2}}$.
75. $\frac{1}{7} x^{7}\left(\log x-\frac{1}{7}\right)$.
76. $\frac{1}{2}(\log x)^{2}$.
77. $-(a-x) \log (a-x)-x$.
78. $-\frac{1}{2 \delta}(\sin 5 x+5 \cos 5 x) e^{-x}$.
79. $\frac{1}{10}(\sin 2 x-2 \cos 2 x) e^{x}$.
80. $\frac{1}{4}\left(x^{4}-1\right) \tan ^{-1} x-\frac{1}{12} x^{3}+\frac{1}{2} x$
81. $x \sec ^{-1} x-\cosh ^{-1} x$.
82. $(\log \cosh a x) / a$.
83. $\log \left\{x / \sqrt{ }\left(x^{2}+1\right)\right\}$.
84. $\log \left\{x^{3} /\left(x^{3}+2\right)\right\}$.
85. $\sqrt{ }\left(x^{2}+1\right)$.
86. $-\sqrt{ }\left(x^{2}+1\right) / x$.

日3. $\frac{1}{2} x \sqrt{ }\left(1+x^{2}\right)-\frac{1}{2} \sinh ^{-1} x$.
95. ${ }^{1}\left(x^{2}+1\right)^{3 / 8}$.
07. $\frac{1}{2} x /\left(x^{2}+1\right)+\frac{1}{2} \tan ^{-1} x$.
99. $-1 / \sqrt{ }\left(1+x^{2}\right)$.
101. $-\mathrm{j}^{2}(2+3 x)(1-x)^{3 / 2}$.
103. $-\frac{3}{3}(x+2) \sqrt{ }(1-x)$.
88. $\frac{1}{2} \log \left(x^{2}+1\right)$.
90. $\log \left[\left\{\sqrt{ }\left(x^{2}+1\right)-1\right\} / x\right]$ or $-\operatorname{cosech}^{-1} x$.
82. $x-\tan ^{-1} x$.
94. $\sinh ^{-1} x-\downarrow^{\prime}\left(1+x^{2}\right) / x$.
88. ${ }_{\beta}^{8} \sinh ^{-1} x+{ }_{8}^{1} x\left(5+2 x^{2}\right) \sqrt{ }\left(1+x^{8}\right)$.
88. $x / \sqrt{ }\left(x^{2}+1\right)$.
100. $\left(x^{2}+1\right)^{5 / 2}$.
102. $1_{15}^{2}(2+3 x)(x-1)^{3 / 2}$.
104. $\frac{\hat{z}}{3}(x+5) \sqrt{ }(x-1)$.
105. $\sin ^{-1} \sqrt{ } x-\sqrt{ }\{x(1-x)\}$.
108. $\frac{1}{4}(2 x-1) \sqrt{ }\{x(x-1)\}-\frac{1}{8} \cosh ^{-1}(2 x-1)$.
107. $\frac{3}{4}(2 x-1) \sqrt{ }\{x(1-x)\}+\frac{1}{8} \sin ^{-1}(2 x-1)$.
108. $\sin ^{-1} \sqrt{ } x+\sqrt{ }\{x(1-x)\}$. 109. $\sin ^{-1}(2 x-1)$.
110. $\frac{1}{4}(2 x+1) \sqrt{ }\{x(x+1)\}-\frac{1}{6} \cosh ^{-1}(2 x+1)$.
111. $-\log (1+\cos x)$.
113. $x-\tan { }_{2}^{1} x$.
115. $\operatorname{tin}{ }_{2}^{3} x+\sin x-x$.
117. $\frac{1}{2} \tan { }_{2}^{1} x+\frac{1}{6} \tan ^{3} \frac{1}{2} x$.
119. $\frac{\tan ^{3}}{2} x-\frac{8}{2} \tan \frac{1}{2} x+x$.
121. $\log \left(e^{x}+1\right)$.
123. $e^{x}-\log \left(e^{x}+1\right)$.
112. $\tan \frac{1}{2} x$.
125. $\log \tanh \frac{1}{2} x$.
127. $2 x \operatorname{cosb} \frac{1}{2} x-4 \sinh \frac{1}{2} x$.
114. $x-\sin x$.
116. $1 /(1+\cos x)$.
118. $\frac{1}{2} \tan \frac{1}{2} x-\frac{1}{8} \tan ^{3} \frac{1}{2} x$.
120. $2 \tan \frac{1}{2} x-x$.
122. $x-\log \left(e^{x}+1\right)$.
124. $2 \tan ^{-1} e^{x}$.
120. $x \sinh x-\cosh x$.
129. $\frac{1}{4} \sinh 2 x-\frac{1}{2} x$.
128. $\frac{1}{2} x+\frac{1}{4} \sinh 2 x$.
131. $\frac{1}{4}\left(2 x^{2}-1\right) \cosh ^{-1} x-\frac{1}{4} x \sqrt{ }\left(x^{2}-1\right)$.
132. $\frac{1}{2}(\sin a x \cosh a x-\cos a x \sinh a x) / a$.
133. $\frac{1}{10}(5+\cos 2 x) \cosh x+\frac{1}{5} \sin 2 x \sinh x$.
134. ${ }_{12}^{2}(3 \sin 2 x \sinh 3 x-2 \cos 2 x \cosh 3 x)$.
135. ( $n \cos m x \sinh n x+m \sin m x \cosh n x) /\left(m^{2}+n^{2}\right)$.
136. $1_{10}^{10} \tan ^{-1} 1_{10}^{10}(x+3)$.
137. $\frac{1}{2} \log \left(x^{2}+6 x+109\right)$.
188. $\frac{1}{2} \log \left(x^{9}+6 x+109\right)-\frac{3}{8} \tan ^{-1} 1_{10}^{1}(x+3)$.
139. $x-3 \log \left(x^{2}+6 x+109\right)-\frac{18}{10} \tan ^{-1}{ }_{10}^{1}(x+3)$.
140. $\sinh ^{-1} \frac{1}{10}(x+3)$. 141. $\sqrt{ }\left(x^{2}+6 x+109\right)$.
142. $\sqrt{ }\left(x^{2}+6 x+109 i-3 \sinh ^{-1}{ }^{1} \delta(x+3)\right.$.
143. $\frac{1}{2}\left(x+3 ; \sqrt{ }\left(x^{2}+6 x+109\right)+50 \sinh ^{-1} \frac{1}{10}(x+3)\right.$.
144. $\frac{1}{8}\left(2 x^{2}+3 x+191\right) \sqrt{ }\left(x^{9}+6 x+109\right)-150 \sinh ^{-1} \frac{1}{3}(x+3)$.
145. Ifg $\left[\log \left\{x / \sqrt{ }\left(x^{2}+6 x+109\right)\right\}-\frac{3}{2} \tan ^{-1}{ }_{10}^{10}(x+3)\right]$.
148. $-\sqrt{ }{ }^{\frac{1}{0} 5} \sinh ^{-1}\{(3 x+109) / 10 x\}$. 147. $\log x-\frac{1}{3} \log \left(1+x^{8}\right)$,
148. $\frac{1}{8} \log \left\{(1+x)^{2} /\left(1-x+x^{2}\right)\right\}+\sqrt{\frac{1}{8}} \tan ^{-1}\{(2 x-1) / \sqrt{ } 3\}$.
149. $\frac{1}{8} \log \left\{\left(1-x+x^{2}\right) /(1+x)^{2}\right\}+\sqrt{\frac{1}{8}} \tan ^{-1}\{(2 x-1) / \sqrt{ } 3\}$.
150. $\frac{1}{4} x^{4} /\left(1+x^{2}\right)^{2}$.

## Examples LVI, p. 272.

1. $204 \cdot 6 ; \frac{1}{8} ; 2 ; 293 \frac{1}{\mathrm{t}}$ : 1 f .
2. 13 ; - $\frac{8}{72} ; a^{n+1}\left(2^{n+1}-1\right) /(n+1): 828 ; ~ 88, a^{3 / 2}$.
3. $\log 4 ; \log 2 ; \log 4$.
4. 1; 0; 0 .
5. $\frac{1}{4} \pi ; \frac{1}{2} \pi ; 1$.
в. $\frac{1}{\frac{1}{2}} \pi ; 7 \frac{3}{8} \pi ; 8812 ; 446$. 7. $\frac{1}{2} \pi ; \frac{1}{2} a^{2}\{\log (1+\sqrt{ } 2)+\sqrt{ } 2\} ; 1074$.
6. $\sqrt{ } 2-1 ; \frac{1}{2} \log \frac{3}{2} ; \tan ^{-1} 2-\frac{1}{4} \pi . \quad$ 8. $\frac{1}{4} \pi ; \frac{3}{3} ; \log 2$.
7. $2 \log 2-\frac{8}{2} ; \frac{5}{8} \log 4-7 ; b \log b-a \log a+a-b$.
8. 1; 1.
9. $\frac{1}{2} \pi-1$; $\frac{1}{4} \pi-\frac{1}{2} \log 2$.
10. $\left(e^{2 \pi}+1\right) ; \frac{7}{2}\left(e^{-\pi / 2}+1\right)$.
11. e-2; sinh 1 .
12. $\frac{1}{} a^{3} ; a(\sqrt{ } 2-1)$.
13. $\pi$; $\pi^{2}-4$.
14. 0 ; $\frac{2}{3}$.
15. $446 ; 2 \cdot 287$.
16. $a\left(1-\frac{1}{2} \pi\right) ; \frac{12}{3}-8 \log \frac{3}{2}$.
17. $\frac{1}{2} \log 3 ; \frac{1}{2} \log 3$.
'21. $\frac{3}{3} \tan ^{-1} \frac{1}{8}$; $\frac{1}{3} \log 2$.
18. $\frac{1}{4} \pi-\frac{2}{3}$; $\frac{8}{18} \pi$.
19. $\frac{2}{15} ; 0$.
20. 0 .
21. $\frac{1}{2}+\log \frac{3}{3} ; \frac{1}{8}+\log 3$.
22. $\frac{1}{1} \pi^{2}+\frac{1}{2} ; 1^{8} \pi^{2}+\frac{1}{4}$.
23. 0 ; 0 .
24. $\frac{4}{3}$.
25. $\frac{1}{4} \pi-\frac{1}{2} ; 1$.
26. $\pi /(a b)$.
27. $\frac{1}{2} \pi-1$.
28. $\frac{1}{2} \alpha / \sin \alpha$.
29. 6-4 $\log 2$.
30. $\tan ^{-1} e-\frac{1}{4} \pi$.
31. $\frac{1}{2}\left(e^{-\pi}+1\right)$.
32. $\frac{1}{3}(\log 2+\pi / \sqrt{ } 3)$.
33. $\frac{1}{1}\left(\pi+\log \frac{2}{9}\right)$.
34. ${ }^{4} 46$. 38. $562 ; 17624$.
35. $\pi / \sqrt{ } 3-\frac{1}{18} \pi^{2}-\log 2$.
36. $\frac{1}{8} \pi-\frac{1}{2} \tan ^{-1} \frac{1}{2} ; \log \frac{2}{2} \frac{1}{3}$.
37. $\frac{1}{} \pi$.
38. $\frac{1}{2} a^{2}$.
39. 40. 
1. 2. 
1. $e^{b}-e^{a}$.
2. 0. 
1. $\frac{1}{1}\left(b^{4}-a^{4}\right)$.

## Examples LVII, p. 277.

In each of Ex. 1-12, $I$ denotes the integral of the given function from 0 to $\frac{1}{2} \pi$.

1. $2 I$.
2. $2 I$.
3. $4 I$.
4. 4 I.
5. 81 .
e. $8 I$.
6. $-2 I$.
7. 4 I.

ө. -3 I.
10. 3 I.
11. $2 I$.
12. 3 I.
13. $\frac{1}{85}$.
14. $a^{n+8} /\{(n+1)(n+2)\}$.

18. 0 .
17. 0.
18. 0 .
18. $x^{\frac{1}{2}} 5$.
20. At $^{10} \sqrt{ }\left(2 a^{7}\right)$.
21. 0 .
22. 0 .
23. 0 .
24. 2.
25. 0 .
20. 0 .
27. 5 and $\cdot 5236$.
28. 1-132 and 1.192.
29. 1.571 and 1.679.
80. 1.785 and 2.
84. 1163.

## Examples LVIII, p. 281.

In cases where no answer is given, the integral does not exist.

1. $\frac{1}{2}$.
2. $3 / \sqrt[8]{2}$.
3. 3. 

e. 0 .
8. $4 \frac{1}{2}$.
g. $\frac{1}{2} \pi$.
10. $\pi /(a b)$.
13. $\frac{1}{2}$.
14. $\pi$.
15. 1.
18. $a$.
18. $\frac{1}{18} \pi$.
20. $\log 2$.
21. $1-\frac{1}{2} \pi$.
23. $\pi$.
24. $\pi$.
25. n!.

## Examples LIX，p． 285.

1． 5 名 $\pi$ ．
2．$\frac{1}{6}$ ．
3．กช̊s．
4． $8_{13}^{3} \pi$ ．
5． $3^{3 / 2}$ ．
8．${ }^{3}$ ．
7．${ }^{5} \pi$ ．
8． 7.
9．$\frac{3}{2} \pi$ ．
10． $6 \frac{8}{3}$ ．
11．$\frac{1}{3} \pi a^{3}$ ．
12． $48 \pi$ ．
13． $1^{2} a^{5}$ ．
14．${ }^{7}{ }_{2} \pi a^{10}$ ．
15．$\frac{81}{3} 9$ 娄 $\sqrt{ } 2$ ．
18． $1 /\left(12 a^{4}\right)$ ．
17． $135 \pi$ ．
18． 0 ．
22．喑．
19．$\frac{1}{2} a^{7}$ ．
20． $1_{10}^{1} \pi$ ．
21． $3 \pi$ ．
20．if．
23．$\frac{1}{8} \pi a^{2}$ ．
24．$\frac{3}{1} \pi a^{2}$ ．
25． $1 \frac{\mathrm{~K}}{2} \overline{5} \pi$ ．
80．$\frac{1}{2}(\beta-\alpha) \pi$ ．
27． $1 /\left(24 a^{6}\right)$ ．
28． $1 /\left(6 a^{2}\right)$ ．
29．$\pi$ ．
34．$a \pi$ ．
31．$\frac{9}{8} \pi$ ．
32．${ }_{8}^{5} \pi$ ．
33．a $\pi$ ．
35．$\pi$ ．
86．$\frac{85}{4} \pi$ ．

Examples LX，p． 291.
1． 103 ．
2． $8 \pi$ ．
3． $3 \pi a^{\prime}$ ．
4．$\frac{1}{8} \pi a b$ ．
5． $2_{15}^{5} \sqrt{ } 2 \pi$ ．
7．$a b$ ．
8．${ }_{1!}^{R} a^{2}$ ．
อ．.$_{81}^{2}$ ．
10． 106
11．（i）$\frac{1}{2}(4-\pi) a^{2}$ ．（ii）$\frac{1}{2}(4+\pi) a^{2}$ ．
12．$\cdot 67 a^{2}, 14 \cdot 37 a^{2}, \cdot 67 a^{2}$ ．
13．${ }_{1}^{2}{ }_{1}^{5}{ }_{5}^{2} a^{2} ; \underset{3}{3} \sqrt{ } 3$ ．
15．$\{2 \sqrt{ } 3-\log (2+\sqrt{ } 3)\} a b ; a b \log (2+\sqrt{ } 3)$ ．
18． $2 \pi$ ． 17． $34 \pi$ ．
18．$\frac{1}{2} \pi$ ．
10． $4 a b \tan ^{-1}(b / a)$ ．
20．$\pi$ ．
21． $1.25 \pi a^{2}$ ．
22． $4 \pi a^{2}$ ．
23． $6 \pi a^{2}$ ．
24．$\frac{3}{8} \pi a^{2}$ ．

## Examples LIXI，p． 298.

1． $1 \cdot 111$ ．
2． $14 \cdot 902$ ．
3． 6 ．
4． $1 \because 37$ ．
8． 3.57 ．
9． 256.

10．（i） $2 n a / \pi$ ，（ii）$\frac{1}{4} n a \pi$ ；（i） $2 n^{2} a / \pi$ ，（ii）$\frac{1}{2} n^{2} a$ ．
12．（i）$\frac{1}{\frac{1}{4}} \pi a$ ．（ii） $2 a / \pi$ ．13． 39 ．
14．1•274．
15． 50.
16．$\frac{1}{2} a^{2}$ ．
17．1．273a．
18．$\frac{1}{6} a^{2}$ ．
19．$\frac{R_{3}}{3} a$ ．
20．$\frac{1}{4} \pi b$ ．
21． 0 for a complete revolution， $2 r / \pi$ for half a revolution．
22． 3.9 sq．in．
23． $14 \cdot 42 \mathrm{sq}$ ．in．
24． 16.72 ； 16.64.
25． $1 \cdot 5869$ ．

## Examples LXII，p． 303.

1． $1_{8}^{1} \pi a^{3}$ ．
8．I of circumscribing cylinder．
2． $1_{15}^{4} \pi a^{3}$ ．

5．$\frac{1}{2} \pi^{2} a b^{2}$ ．
6．$\frac{2}{3} \pi a^{3}$ ．
4．$\frac{8}{16}$ of circumscribing cylinder．

8．$\frac{1}{1^{2}} \sqrt{2}(10-3 \pi) \pi r^{2}$ ．
9．$\frac{1}{4} \pi^{3} a^{3}$ ．
7．$\frac{1}{2} \pi^{2} a^{3}$ ．
11．$\frac{1}{2} \pi^{2} a^{3}$ ．
12．$\frac{1}{6}\left(9 \pi^{2}-16\right) \pi a^{3}$ ．
14．$\frac{96}{3} \pi a^{3}$ ．
15．$\frac{2}{3} \pi a^{3}$ ．
17．$\frac{1}{c} \pi\left(\pi^{2}-8\right) a b^{2}$ ．
19．$\frac{1}{15} \pi a^{3}$ ．
20．$\pi a\left\{b(2 a+b) \log (b / a)+2 a b+\frac{1}{2} a^{2}-\frac{5}{2} b^{2}\right\}$ ．
21． $8 \pi^{2} b r^{2}$ ．
28． 17.69 c ．ft．
24． 2186 c．in．
25. $\frac{1}{12} \pi(14+3 \pi) a^{3}$.
26. $\pi\left[2 a b^{2}-8 b^{4} / a-2 e a^{2} b \sin ^{-1}(b / a)\right]$.
27. $183 \cdot 8$.
28. $\frac{1}{2}(2-\sqrt{3}) \pi r^{2}$.
29. $\frac{2}{8} \pi b h^{2}$.
80. $\frac{3}{3} \sqrt{ } \pi r^{3}$.

Examples LXIII, p. 307.
2. 11 .304.
8. $\frac{18}{8} a$.
5. 82.
6. $6 a$.
8. $2 \int_{0}^{1 \pi} \sqrt{ }\left(a^{2}+b^{2} \cos ^{2} \theta\right) d \theta$.
9. $4 a / \sqrt{ } 3$.
10. 46.66 .
11. 48.87 .
13. $1 \cdot 317$.
14. $4\left(a^{2}+a b+b^{3}\right) /(a+b)$.
10. $8 a \cos _{\frac{1}{2}} \alpha$.
17. $\log (2 \cosh a)$.
18. $\frac{1}{2} a \alpha^{2}$.
20. 9•76.

Examples LXIV, p. 309.

1. 620 .
2. $452 \cdot 5$ sq. in.
3. $\pi_{3}^{2} \pi a^{2}$.
4. $\frac{8}{3}(3 \pi-4) \pi a^{2}$.
5. $262 \cdot 2 a^{2}$.
B. $4 \pi^{2} a r$.
6. $\pi(\pi-2 \sqrt{ } 2) a^{2}$.
7. $\pi u^{2}(4-\pi) / \sqrt{ } 2$.
8. $\mathrm{J}_{6}^{2} \pi a^{2}$.
9. $2 \pi c^{2}(1-1 / c)$.
10. $2 \pi\left\{a b\left(\sin ^{-1} e\right) / e+b^{2}\right\}$.
11. $\pi\left(b^{2} / e\right) \log \{(1+e) /(1-e)\}+2 \pi a^{2}$.
12. $\pi a^{2}\{3 \sqrt{ } 2-\log (\sqrt{ } 2+1)\}$.
13. $\pi\{2+\sqrt{ } 2 \log (\sqrt{ } 2+1)\} a^{2}$.
14. $\pi c^{2}(2+\sinh 2)$.
15. $\pi\{\sqrt{ } 2+\log (\sqrt{ } 2+1)\}$.
16. $\frac{1}{8} \pi a^{2}$.
17. $4 \pi a^{2}$.
18. 4288 sq . in.
19. 1096 sq. in.

## Examples LXV, p. 312.

13. $r=2 a \sin \theta \tan \theta$.
14. $r^{2} \cos 2 \theta=a^{2}$.
15. $r(1+\cos \theta)=2 a$.

## Examples LXVI, p. 317.

3. $120^{\circ}$.
4. $\sqrt{ }(2 a r)$.
5. $107^{\circ} 39^{\prime}$.
6. $r / a=1+\sin (\theta+C)$.
7. ${ }_{2} \sqrt{ } 3 a$.
8. $\frac{1}{4} a$.
9. $a / \sqrt{ } 2$.
10. $60^{\circ}$ and $120^{\circ}$ with initial line.
11. When $\cos \theta=\left\{-a \pm \sqrt{ }\left(a^{2}+8 b^{2}\right)\right\} / 4 b$.
12. $b^{2} / p^{2}= \pm 2 a / r+1$.
13. $a^{2} b^{2} / p^{2}=b^{2}+a^{2}-1^{2}$. $\quad$ 32. $a^{2} / 4 b$.
14. $0^{\circ}$.

Examples IXXVII, p. 321.

1. $\frac{8}{2} \pi a^{2}$.
2. 1 .
3. $14 \cdot 14$.
4. $35 \cdot 525 ; 2 \cdot 174$.
5. $\pi a^{2}$.
6. $a^{2}$.
7. $1_{2}^{1} \pi a^{2}$.
8. $\frac{1}{1} \pi a^{2}$.
9. $1_{2}^{2}(4 \pi-3 \sqrt{ } 3) a^{2}$.
10. $\left(\frac{8}{2} \pi \pm 2\right) a^{2}$.
11. $\frac{8}{8} a^{2}$.
12. $\sqrt{ } 2\left(r_{1} \sim r_{2}\right)$.
13. 3.925a.
14. $\frac{8}{2} \pi a$.
15. $4: 59$ a.
16. $2 a \int_{0}^{\frac{1}{\pi} \pi} \frac{d \theta}{\sqrt{\left(1-2 \sin ^{2} \theta\right)}}$.
17. $\frac{3}{2} \pi a^{8}$.
18. $8 a$.
19. $\frac{1}{18} \pi a^{3}$.
20. $233 \%$.
21. 3351 .
22. $\pi a^{2}$.
23. $\frac{3}{8} \pi a^{3}$.
24. $\pi(\sqrt{ } 8-1) a^{2}$.
25. $2 \pi \omega^{2}$.
26. $\frac{2}{} \sqrt{2} \pi\left(e^{2 \pi}+1\right)$.

## Examples LXVIII, p. 324.

1. $x=b(4 \cos \theta-\cos 4 \theta), \quad y=b(4 \sin \theta-\sin 4 \theta) ; \quad x=b(2 \cos \theta+\cos 2 \theta)$, $y=b(\sin A-\sin 2 \theta)$.
2. $\tan \left(\theta+\frac{1}{2} \phi\right)$.
3. $d s / d \theta=2(a+b) \sin \left(\frac{1}{2} a \theta / b\right) ; 8(a+b) b / a$.
4. $d s / d \theta=2(a-b) \sin \left(\frac{1}{2} a \theta / b\right) ; 8(a-b) b / a$.
5. $x=2 \sqrt{ } 2 b$.
6. $x+\sqrt{ } 3 y=2 b$.
7. $6 \pi b^{2}$.
8. $r^{2}=a^{2}-8 p^{2}$.
9. $x=a(\cos \theta+\theta \sin \theta), \quad y=a(\sin \theta-\theta \cos \theta)$.

## Examples LXIX, p. 332.

1. (i) $\frac{1}{d} \sqrt{ } 2 r / \pi$ from centre, on middle radius. (ii) $\frac{\hat{S}}{3} a / \pi, \frac{4}{3} b / \pi$.
2. $3 h$ from vertex.
3. $\left(\frac{b-c}{\log (b / c)}, \frac{a^{2}(b-c)}{2 b c \log (b / c)}\right)$.
4. $\bar{y}=\frac{1}{\alpha} \pi b$.
5. $\bar{x}=5,1812$.
6. $\left({ }_{4}^{8} a,{ }_{10}^{8} a\right)$.
7. $\binom{2}{5}$.
8. $\bar{x}=\frac{2}{3} a$.

- $\bar{x}={ }_{\mathrm{K}}^{8} a$.

10. $\bar{y}=z_{8} b$.
11. $92 a$ from centre.
12. $\bar{x}=f a$.
13. $\bar{x}=\bar{y}=\frac{3}{8} 59 a / \pi$.
14. $876 r$ from vertex.
15. $\bar{x}=\frac{87}{4} r$.
16. $5 \frac{1}{3} \frac{1}{7}$ in. from larger end.
17. $87 r$ from vertex.
18. $\left(3 \frac{1}{2}, 9_{0}^{9}\right)$.
19. $\bar{x}=\dot{3}\left(a^{3}-b^{3}\right) /\left(a b e+a^{2} \sin ^{-1} e\right)$.
20. ( $\frac{8}{8}, 319$ ).
21. $\bar{x}=3_{3}{ }^{1}$.
22. $\bar{x}=\frac{3}{2}$.
23. $\bar{y}=\frac{1}{3} a$.
24. $\bar{y}=\frac{5}{8} a$.
25. $\bar{y}=\frac{1}{4}\{a \operatorname{cosech}(a / c)+c \cosh (a / c)\}$.
26. $\pi \sqrt{ } 3 a^{2} ; \frac{1}{4} \pi a^{3}$.
27. $4 \sqrt{ } 2 \pi a^{2} ; \sqrt{ } 2 \pi a^{3}$.
28. $4 \pi^{2} r^{2} ; 2 \pi^{2} r^{2}$.
2v. $2 \pi^{2} a^{2} b / e$.
29. 76 lb . wt.
30. $984^{7} 7$ sq. in. ; 1583 c. in.
31. 265.4 lb . wt.
32. $\left(3 \cdot 95,{ }^{-96}\right)$.
33. $\bar{x}=3 \cdot 9$.

## Examples LXX, p. 338.

1. $8 h$. 2. $\frac{1}{2}\left(6 h^{2}+8 a h+3 a^{8}\right) /(3 h+2 a)$, if $a$ be height of triangle.
2. $4 \frac{\mathrm{ft}}{} \mathrm{ft}$
3. $1^{\frac{3}{8}} \pi r$.
4. $\frac{5}{4} a$.
5. $h(a+3 b) /(2 a+4 b)$, where $a$ is the side in the surface and $b$ the parallel side.
6. $\frac{4}{7} a$.

ө. Depth below surface increased by $h(h+2 a-b) /(h+a)$, where $a$ and $b$ denote original depths of C.G. and C.P. respectively.

Examples LXXI, p. 340.

1. $\frac{1}{3} a^{2}$.
2. $\frac{1}{8} M b^{2}$.
3. $\frac{8}{2} M r^{2}$.
4. $\frac{1}{2} M r^{2}$.
5. $\frac{1}{2} M h^{3}$.
6. $\frac{1}{3} M h^{2}$.
7. $\frac{f}{8} M b^{2}\left[b=\frac{1}{2}\right.$ base $]$.
8. $1_{1}^{1} M / h^{2}$.
9. $\frac{1}{2} M r^{2}$.
10. $\frac{8}{10} M r^{2}$.
11. ${ }_{5}^{2} M b^{2}$.
12. $M a^{2}\left(e^{2}+\frac{1}{4}\right)$.
13. $\frac{0}{8} \mathrm{Mrab}$.
14. $\frac{1}{2} M r^{2}$.
15. ${ }^{3} M r^{2}$.
16. $M b^{2}$.
17. 秀 Mub.
18. $\frac{8}{88} M b^{2}$.
19. $1 \cdot 25 \mathrm{M}$.
20. 1.95 M .
21. $\frac{1}{2} M r^{2}\left\{2+\cos 2 \alpha-\frac{8}{2}(\sin 2 \alpha) / \alpha\right\}$.
22. $M a^{2}$.
23. 轻 $M a^{2}$.
24. ${ }^{7}{ }^{5} M a^{3}$.

## Examples LXXII, p. 345.

1. $\frac{1}{4} M\left(r^{2}+r^{\prime 2}\right)$.
2. $\frac{2}{3} \mathrm{Ma}^{2}$.
3. $\frac{1}{4} M\left(a^{2}+b^{2}\right)$.
4. $\frac{1}{6} M a^{3}$.
5. $\frac{1}{8} M a^{2}$.
6. (i) $\frac{5 a^{2}}{}$.
(ii) $M a^{2}\left(e^{2}+\frac{1}{4}\right)$.
(iii) $M a^{2}\left(1 / e^{2}+\frac{1}{4}\right)$.
7. $\frac{1}{12} M a^{2}$.
8. $\frac{3}{2} M a^{2}$.
9. $\frac{7}{8} M r^{2}$.
10. $M\left\{\frac{1}{8} a^{2}+(a-b)^{2}\right\}$.
11. $1_{2}^{1} M a^{2}$.
12. $M\left(\frac{1}{12} a^{2}+b^{2}\right)$.
13. $\frac{3}{2} M a^{2} b^{2} /\left(a^{2}+b^{2}\right)$.
14. $\frac{1}{3} M l^{2} h^{2} /\left(b^{2}+h^{2}\right)$.
15. (i) ${ }_{80}^{3} M\left(h^{2}+4 r^{2}\right)$.
(ii) ${ }_{2}^{3} 0 M\left(3 r^{2}+2 h^{2}\right)$.
16. $M\left(\frac{1}{3} h^{2}+\frac{1}{4},^{2}\right)$.
17. (i) $1_{12}^{12} M\left(h^{2}+3 r^{2}\right)$.
(ii) $M\left(\frac{1}{3} h^{2}+\frac{6}{4} r^{2}\right)$.
18. $M\left(c^{2}+\frac{1}{c} b^{2}\right)$.
19. $M\left(c^{2}+\frac{3}{2} r^{2}\right)$.
20. $2 M r^{2}\{1-(\sin \alpha) / \alpha\}$.
21. $\frac{1}{2} M a^{2}$.
22. $\frac{8 r^{2} \text {. }}{}$
23. $\frac{1}{8} M c^{2}$, if $c$ be the length of the hypotenuse.
24. $\frac{1}{8} M^{i} b(4 a+3 b)$.
25. $\frac{1}{5} M\left(b^{2}+6 a^{2}\right)$.

## Examples LXXIII, p. 348.

1. $M / r$.
2. $\left(N^{-} / r^{2} h\right)\left\{h \sqrt{ }\left(r^{2}+h^{2}\right)+r^{2} \sinh ^{-1}(h / r)-h^{2}\right\}$.
3. $2 M / l$, where $l$ is the slant height.
4. $(M / h) \sinh ^{-1}(h / r)$.
5. $3 M(l-h) / r^{2}$.
6. $2 \pi m\left(r^{2}-r^{\prime 2}\right)$, where $m$ is the density, at an internal point; $M / c$ at an external point.
7. $M / r$.
8. $2 \pi m\left(r^{2}-r^{\prime 2}-\frac{1}{3} c^{2}+\frac{1}{3} c^{\prime 2}\right)$, where $c$ and $c^{\prime}$ are the distances of the point from the centres, at an internal point; $M / c-M^{\prime} / c^{\prime}$, at an external point; $\frac{2}{3} \pi m\left(3 r^{2}-c^{2}-2 r^{\prime 3} / c^{\prime}\right)$, at a point between the spheres.
9. $2 \pi m\left(R-R^{\prime}\right)$, where $R$ and $R^{\prime}$ are the distances of the point from the edges of the ring. 10. $2 \mathrm{M} / \mathrm{r}$.

## Examples LXXIV, p. 352.

1. $(2 m \cos \alpha) / p . \quad$ 2. $2 \pi m(1-\cos \alpha)$. 8 and 4. $\left(2 m \sin \frac{1}{2} A P B\right) / p$.
b. $(M / h)\left(1 / R_{1}-1 / R_{2}\right)$, where $R_{1}$ and $R_{2}$ are the distances of the point from the circumferences of the ends.
2. $2 \pi m\left(h+R_{1}-R_{2}\right)$. 7. $2 \pi m h(1-\cos \alpha)$.
3. (i) 0 . (ii) $\frac{5}{3} \pi m\left(x^{9}-r^{\prime 8}\right) / x^{2}$. (iii) $M / x^{2}$.
4. (i) $\frac{4}{8} \pi m d$, where $d$ is the distance between the centres $A$ and $B$.
(ii) Resultant of $M^{\prime} / B P^{2}$ along $B P$ and $M / A P^{2}$ along $P A$.
5. $M / P A . P B$.
6. $2 \pi m(\cos \beta-\cos \alpha)$, where $\alpha$ and $\beta$ are the angles subtended at the point by the radii of the ring.
7. (i) 31.376 . (ii) 30.63 . 18. $515 \times 10^{5} \mathrm{ft} . \mathrm{lb}$.

## Examples LXXV, p. 860.

1. (i) $£ 325 s .11 d$. (ii) $£ 326 s .3 d$. (iii) $£ 3278.4 d$.
2. (i) $29 \cdot 1^{\circ}$. (ii) $40^{\circ} 55 \mathrm{~min}$.
3. $30.5^{\circ} ; 20 \frac{1}{2} \mathrm{~min}$.
4. $T / T_{0}=2.85$.
Б. 3048 lb . wt .
5. 20.5 .
6. 5870. 
1. ${ }^{4} 4$.
2. $19 \cdot 5$.
3. 36.95 ; 14.98 .
4. 78.5 .
5. (i) 2054 . (ii) $6 \cdot 1$
6. (i) 0059 . (ii) $5 \cdot 44$.
7. (i) 00098 . (ii) $1 \cdot 24$ secs.
8. $1 \cdot 74 \times 10^{14}$.
9. 4.97.
10.     - 02 .
11. $44^{\circ} 26$ per cent.; $12 \%$.
12. $185 \cdot 8 \mathrm{~min}$.
13. (i) 268 . (ii) 0028 .
14. -309 .
15. $\frac{3}{4} V ; 2.32 \mathrm{~min}$.
16. $1 \cdot 99$ secs.
17. 46.45 years.

## Examples LXXVI, p. 388.

1. $1 \mathrm{ft} .-\mathrm{lb}$.
2. $a \mathrm{ft} . \mathrm{lb}$.
3. 19080 .
4. 129360 .
5. 92363 ; 186540 .
6. $77625 ; 47520$.
7. 11145. 
1. $1,000,000$.
-. $3522 \times 10^{4}$.
(i) $2 \frac{1}{2}$
ft 10.
2. 78680 ; $433.8^{\circ}$.
3. 61790. 
1. At $56^{\circ} 19^{\prime}$ to horizontal.
2. 2.836 W .
3. 2 W .
4. $2 W$.
5. $41^{\circ} 24^{\prime}$.
6. 9 in. below $A B$.
7. $43^{\circ} 54^{\prime}$ to wall; unstable.
8. $16^{\circ} 25^{\prime}$ to horizontal; unstable.
9. $\frac{1}{2} W \cot \alpha$, if $W$ be total weight of rods.
10. $W(2 c-a) / a \sqrt{ } 3$.
11. $50 \cot \alpha$.
12. $294 * 8$.

Examples LXXVII, p. 375.

1. (i) $8 \sqrt{ } 3$. (ii) 16 . (iii) $-1 \cdot 67$. (iv) $\frac{1}{2} \pi$.
2. (i) 16 . (ii) $8 \sqrt{ } 5$. (iii) $-3 \cdot 48$. (iv) $\frac{1}{2} \pi$.
3. $64^{2}$ lays. 4 . (i) $32 \sqrt{ } 3$. (ii) $1_{18}^{1} \pi$. (iii) 185 .
4. $21 \frac{1}{4}$ min. ; 4.946 miles per sec. ; 85 min .
e. 2.92 miles per sec .
5. 84 miles.
6. $1 \cdot 49$ miles per sec.
7. $25 \cdot 82 \mathrm{ft}$.-веся.
8. 1717 .
9. $\sqrt{ } \mu / x$.
10. (i) 4 ft . (ii) $1 \cdot 11$ secs. (iii) 4.9 ft. -secs. (iv) 24 secs. (v) 3.95 ft .
11. $\sqrt{ }\left(\mu x^{2}+u^{2}\right) ; \sqrt{ }(1 / \mu) \sinh ^{-1}(x \sqrt{ } \mu / u)$.
12. $\sqrt{ }\left\{\mu\left(x^{2}-a^{2}\right)\right\} ; \sqrt{ }(1 / \mu) \cosh ^{-1}(x / a)$.
13. $\sqrt{ }\{2 \mu(x-a) / a x\} ; \sqrt{ }\left(a^{3} / 2 \mu\right)\left\{\cosh ^{-1} \sqrt{ }(x / a)+\sqrt{ }\left(x^{2}-a x\right) / a\right\}$.
14. 16 ft . 17. $a^{2} / \sqrt{ } \mu$.
15. (i) 556 secs. (ii) $5 \cdot 656$. (iii) $-3 \cdot 32$. (iv) $4 \cdot 306$.
16. (ii) $2 \cdot 828$. (iii) $-1 \cdot 66$. (iv) 3.847 .
17. $7854 ; x=\cos 8 t$, if $x$ be distance from centre at time $t$.
18. $7854 ; x=\cos 8 t$, if $x$ be distance above position of equilibrium at time $t$.

## Examples LXXVIII, p. 884.

1. (i) $v=u-k s$. (ii) $v=u e^{-k t}$. (iii) $u\left(1-e^{-k t}\right) / k$. (iv) $t=\infty$. (v) $s=u / k$.
2. (i) $1000 /(100 x+1)$. (ii) $1000 / \sqrt{ }\left(2 t \times 10^{5}+1\right)$.
3. (i) 1.96 secs. (ii) 69.3 ft . (iii) $1 \cdot 3 \mathrm{ft}$.-secs. downwards. (iv) 63.9 ft .-secs.
4. (i) 2.36 secs. (ii) $92 \cdot 16 \mathrm{ft}$. (iii) $11 \cdot 46 \mathrm{ft}$-secs.
b. (i) 100 . (ii) 79.8 . (iii) $174 \cdot 4$.
5. (i) $31 \cdot 623$. (ii) $31 \cdot 62$. (iii) $104 \cdot 9 \mathrm{ft}$. (iv) $30 \cdot 37 \mathrm{ft}$. secs.
6. $488 \mathrm{lb} . \mathrm{wt}$.
7. (i) $1 \cdot 16$ secs. (ii) 22.3 ft . (iii) $35 \cdot 78 \mathrm{ft}$.-secs. (iv) $1 \cdot 203$ seos.
8. 22.74 ft .-secs.

9. $(1 / k) \log (1+k u / g) ; u / k-\left(g / k^{2}\right) \log (1+k u / g)$.
10. $\left\{\tan ^{-1}(u \sqrt{ } k / \sqrt{ } g)\right\} / \sqrt{ }(g k)$.
11. (i) $89 \mathrm{ft} .-\mathrm{sec}$. (ii) 3.3 ft . (iii) 0048 ft .
12. $2 k \sqrt{ } u / g ;{ }_{3} k u^{\frac{1}{2}} / g$.
13. 14.3 ft . diameter.
14. 40.8 secs. ; 1755 ft .
15. $(1 / k) \log \{u /(u-k \cdot h)\}$.
16. $61 \cdot 66 \mathrm{ft}$-8ecs. ; 62.3 secs.
17. $1 \cdot 37$ secs. $; 18 \cdot 8 \mathrm{ft}$.
18. $(x+y)^{2}+\frac{1}{2} y^{2}=25$.
19. $4(4 x+3 y)^{2}+25 y^{2}=1600$.
20. $x=a \cosh t \sqrt{ } \mu, \quad y=(u / \sqrt{ } \mu) \sinh t \sqrt{ } \mu ; \quad x^{2} / a^{2}-\mu y^{2} / u^{2}=1$.

## Examples LXXIX, p. \&91.

1. $8 \sqrt{ }\left(\frac{1}{3} \cos \theta\right) ;-\frac{\sqrt{6}}{8} \int_{0}^{\frac{1}{2} \pi} \frac{d \phi}{\sqrt{\left(1-\frac{1}{2} \sin ^{2} \phi\right)}}$.
2. (i) $-2 \frac{1}{2}^{\circ}$. (ii) $-3.27^{\circ}$.
3. (i) 3.14 secs. (ii) 16 ft .secs. (iii) 13.86 ft .secs. (iv) -3.33 ft .
(v) 66 sec . (vi) $s=6 \cdot 93$. (vii) $14 \cdot 57 \mathrm{ft}$.secs. upwards. (viii) 425 sec .
4. $\sqrt{ }(24 \cos \theta) ; \frac{\sqrt{ } 3}{6} \int_{0}^{1 \pi} \frac{d \phi}{\sqrt{\left(1-\frac{1}{2} \sin ^{2} \phi\right)}}$.
5. $8 \sqrt{ } \cos \theta ; \frac{\sqrt{ } 2}{8} \int_{0}^{\frac{1}{2} \pi} \frac{d \phi}{\sqrt{ }\left(1-\frac{1}{2} \sin ^{2} \phi\right)}$.
6. $\frac{8}{} \sqrt{ }(6 \cos \theta) ; \frac{\sqrt{ } 3}{8} \int_{0}^{\frac{1}{t} \pi} \frac{d \phi}{\sqrt{\left(1-\frac{1}{2} \sin ^{2} \phi\right)}}$.
7. $32 \sqrt{\binom{\cos \theta}{3 \pi} ; \frac{\sqrt{ }\left(\frac{3}{2} \pi r\right)}{16} \int_{0}^{\frac{1}{2} \pi} \frac{d \phi}{\sqrt{\left(1-\frac{1}{2} \sin ^{2} \phi\right)}} .}$
8. $4 \sqrt{ }\left\{\frac{3}{a}(\sqrt{ } 2 \cos \theta-1)\right\} ; \quad \sqrt{\frac{a}{24 \sqrt{ } 2}} \int_{0}^{\frac{1}{2} \pi} \frac{d \phi}{\sqrt{ }\left(1-\sin ^{2} \frac{1}{8} \pi \sin ^{2} \phi\right)}$.

(iv) $\left.2 \pi \sqrt{\left\{\frac{5 a b}{6 g \sqrt{ }\left(a^{2}+b^{2}\right)}\right.}\right\}$.
9. $1 \cdot 93$ secs.
10. 965 sec.
11. $1 \cdot 82$ secs.
12. $736 \sqrt{ } a$.
13. $h=$ radius of gyration about C. G.
14. 2 ft.
15. $\dot{\phi}^{*}=2 G(\cos \phi-\cos \alpha) / J ; 2 \pi \sqrt{ }(J / G)$.

## Examples LXXX, p. 395.

1. 8.9 ft
2. (i) 353.3 . (ii) 356.8 . (iii) 354.9 lb . wt.
3. $\cdot 021$ inch
4. 101 ft ; 6.28 ft .
5. 101 ft ; 6t ft
6. 04 f.

Examples IXXXI, p. 401.

1. 5•59. $\quad x^{2}+y^{2}+8 x-7 y=3$. 2. $42 \cdot 16$. $(x+38)^{2}+\left(y-\frac{5_{3}^{2}}{2}\right)^{2}=12002$.
2. -5 .
3. $\left(x^{2}+y^{2}\right)^{\frac{1}{4}} / 2 c^{2}$.
4. $-1_{8}^{7} \sqrt{ } 7 a$.
5. -463 .
6. $-4 \sqrt{ } 2 a . \quad x^{2}+y^{2}-10 u x+4 a y=3 a^{2} . \quad(9 a,-6 a)$.
7. $c$.
8. $-\left(2 x^{2}-a^{2}\right)^{\frac{3}{2}} / a^{2}$.
9. 12 F 等 $a$.
10. $-3 \sqrt[8]{(a x y)}$.
11. -2 .
12. $4 \frac{1}{2}$. $x^{2}+y^{2}=9 x$.
13. $-\frac{1}{4} \sqrt{ } 2$.
14. $4 a \cos \frac{1}{2} \theta$.
15. $12{ }_{4}^{5}$.
16. $-a \operatorname{cosec}(x / a)$.
17. $-\frac{1}{4} a$.
18. $3 a \sin \theta \cos \theta$.
19. $c \sec ^{2} \psi$.
20. $y^{2} / a$. At the vertex.
21. $4 a \cos 3 \theta$.
22. (i) Max. at origin. (ii) Max. when $x=386$. (iii) No max. or min. 32. $-a \cot \theta$.

## Examples IXXXII, p. 406.

1. $E I y=\frac{1}{2} W x^{2}\left(l-\frac{1}{3} x\right) ; \frac{1}{3} W l^{3} / E I$. 2. See result of Art. 200, Ex. (iii).
2. See result of Art. 200, Ex. (ii).
3. $E I y={ }_{24}^{\frac{1}{4}} W x^{2}\left(18 l^{2}-8 l x+x^{2}\right) / l ; \frac{12}{24} W l^{3} / E I$.
4. As $3 \pi: 16$.
5. $\overline{20}^{1}{ }^{9} \overline{5} w l^{4} / E I$.
O. $2^{3} 0^{3} \mathrm{wl}^{4} / E I$.
6. If $x$ be measured from clamped end, $E I y=\alpha_{8}^{2} w x^{2}(l-x)(3 l-2 x)$. Where $x=58 l$.
i1. $\mathrm{r}_{12}^{\frac{1}{2}} \mathrm{Wl}^{3} / E T$.
7. $1 \cdot 39$ in.

## Examples LXXXIII, p. 413.

1. $2 \sqrt{ }\left(r^{3} / a\right)$.
2. (i) $\frac{1}{3} a$. (ii) $\frac{1}{3} a \sqrt{ } 2$.
3. (i) $a$. (ii) $2 a / \sqrt{ } 3$.
(iii) $\frac{1}{8} a$
4. $\left(2 a r-1^{2}\right)^{3 / 2} / a b$.
5. $3 \sqrt{ } 3 a$.
6. $\left(a^{2}+r^{2}\right)^{3 / 2} /\left(2 a^{2}+r^{2}\right)$.
7. $r\left(a^{2}+r^{2}\right)^{3 / 2} / a^{3}$.
8. $a^{n} /\left\{(n+1) r^{\cdot n-1}\right\}$.
-. $\mathbb{3}^{8} \sqrt[8]{\left(a r^{2}\right)}$.
9. $\left\{r^{2}+\left(\frac{d r}{d \theta}\right)^{2}\right\}^{\frac{\pi}{2}} \div\left\{r^{2}-r \frac{d^{2} r}{d \theta^{2}}+2\left(\frac{d r}{d \theta}\right)^{2}\right\}$.
10. $f \propto 1 / r^{5}$.
11. $f \propto 1 / r^{7}$.
12. $(h \operatorname{cosec} \alpha) / r$.
13. $f \propto 1 / r^{4}$.
14. $h^{2}=\mu$ (semi-latus rectum) ; $v^{2}=\mu(1 / a-2 / r)$.

## Examples LXXXIV, p. 420.

1. A concentric circle.
2. Two concentric circles.
3. A circle.
4. $4 x y=c^{2}$.
5. $\sqrt{ } x+\sqrt{ } y=\sqrt{ } a$.
B. $x^{2 / 3}+y^{23}=c^{2 / 3}$
6. $2 x y= \pm c^{2}$, if $\pi c^{2}$ be the constant area.
7. $y^{2}=4 a(x+a)$
8. $y= \pm x$.
9. $y^{2}={ }_{2}^{4} x^{3}$.
10. $y^{3}=2_{4}^{7} a^{2} x$.
11. $x^{2}+y^{2}=a^{2}$.
12. $x^{2}-y^{2}=a^{2}$.
13. $4 x y=-a^{2}$.
14. $x^{2 / 3}+y^{2 / 3}=c^{2 / 3}$.
15. $y= \pm x$.
16. $x^{4}+y^{4}=a^{4}$.
17. The cardioid $r=a(1+\cos \theta)$, if $a$ be the radius of the fixed circle.
18. The lemniscate $\left(x^{2}+y^{2}\right)^{2}=a^{2}\left(x^{2}-y^{2}\right)$, if $a$ be a semi-axis of the hyperbola.
19. $x^{2} /\left(a^{2}+b^{2}\right)+y^{2} / l^{2}=1$.
20. A cycloid.
21. The parabola $x^{2}=4 h(h-y)$. 23. $x \pm y \pm a=0$, if $a^{2}$ be the const. sum.
22. $\left(x^{2}+y^{2}-a^{2}-b^{2}\right)^{2}=4 r^{2}\left\{(x-a)^{2}+(y-b)^{2}\right\}$, if $(a, b)$ be the fixed point, and $x^{2}+y^{2}=r^{2}$ the fired circle.
23. $x^{2}+y^{2}=\frac{1}{2} y$.
24. $\left(x^{2}+y^{2}\right)^{2}=16 x y$. 27. An epicycloid (Art. 169) in which $a=2 b$.
25. A cardioid.
26. An equal cycloid.
27. $(a x)^{2 / 3}+(b y)^{2 / 3}=\left(a^{2}-b^{2}\right)^{2 / 3}$.
28. $(x+y)^{2 / 3}+(x-y)^{2 / 3}=2 a^{2 / 3}$.
29. $(x+y)^{2 / 3}-(x-y)^{2 / 3}=(4 c)^{2 / 3}$.
30. $(a x)^{2 / 3}-(b y)^{2 / 3}=\left(a^{2}+b^{2}\right)^{2 / 3}$.
31. $x^{2}+y^{2}=a^{2}$.
32. A parabola, focus $S$, touching the given line.
33. An ellipse with the two fixed points as foci.

## Examples LXXXV, p. 426.

1. $x \frac{d y}{d x}+y=0$.
2. $y=x \frac{d y}{d x}+a / \frac{d y}{d x}$.
3. (i) $\frac{d y}{d x}=-\cot \alpha$. (ii) $y-x \frac{d y}{d x}=p \sqrt{d}\left\{1+\left(\frac{d y}{d x}\right)^{2}\right\}$. (iii) $\frac{d^{2} y}{d x^{2}}=0$.
4. (i) $\frac{d y}{d x}=b y$. (ii) $y \frac{d^{3} y}{d x^{2}}=\left(\frac{d y}{d x}\right)^{2}$.
5. $y=x \frac{d y}{d x} \pm a \sqrt{ }\left\{1+\left(\frac{d y}{d x}\right)^{2}\right\}$.
6. $\frac{d^{3} y}{d x^{3}}=0$.
7. $\frac{d^{2} y}{d x^{2}}=m^{2} y$.
8. $x y \frac{d^{2} y}{d x^{2}}+x\binom{d y}{d x}^{2}=y \frac{d y}{d x}$.
9. $\frac{d^{2} y}{d t^{2}}+k^{\frac{d y}{d l}}=\left(n^{2}-\frac{1}{4} k^{3}\right) y$.
10. $x \frac{d^{2} y}{d x^{2}}+2 \frac{d y}{d x}=0$.
11. Same as 10 .
12. $\left(y-x \frac{d!}{d x}\right)^{2}=2 x y\left\{1+\left(\frac{d y}{d x}\right)^{2}\right\}$.
13. $x \frac{d^{2} y}{d x^{2}}=\frac{d y}{d x}+\left(\frac{d y}{d x}\right)^{3}$.
14. $x^{2} \frac{d^{2} y}{d x^{2}}+x \frac{d y}{d x}+y=0$.

## Examples LXXXVI, p. 429.

1. $y^{2}=2 a x+C$.
2. $y=C e^{r / a}$.
3. $y=C e^{k x}$.
4. $y^{2}=C x$.
5. $y^{2}=3 x^{2}+C$.
6. $x y=C$.
7. $x^{m} y^{n}=C$.
8. $y^{2}= \pm x^{2}+C$.
9. (i) $r=a /(\theta-C)$.
(ii) $r=a(\theta-C)$.
10. $r=C e^{\theta \cot \alpha}$.
11. $y+b=C(x+a)$.
12. $2 x^{2}(y-C)+4 x+3=0$.
13. $1+y^{2}=C x^{2}$.
14. $a y+b=C e^{-a x}$.
15. $\frac{1}{2} a x^{3}+b x+y=C$.
16. $y+b=C e^{x^{2}}$.
17. $a+a b x+b^{2} y=C e^{b x}$.
18. $(x+2)^{2}(y+2)^{2}=C e^{x+y}$.
19. $\left(1+x^{2}\right)\left(1+y^{2}\right)=C x^{2}$.
20. $y=C x e^{x}$.
21. $x^{2}+y^{9}=C e^{2}$.
22. $\sin y=C \sin x$.
23. $x+C=\tan \frac{1}{2}(x+y)$.
24. $y+1=C e^{k x}(x-2)$.
25. $2 / \sqrt{ }(4-3 x)$.
26. $\sqrt{ }\left\{\frac{1}{8}(x-1)\right\}$.

## Examples LXXXVII, p. 435.

1. $x^{4}+2 x^{2} y^{2}=C$.
2. $y-2 x=C x^{2} y$.
3. $2 x y+x^{2}=C$.
4. $x^{2}+x y-y^{2}=C$.
b. $x^{2}+2 C y=C^{2}$.
e. $x^{2}+y^{2}=C y$.
5. $x y(x-y)=C$.
6. $x^{4}+4 x y^{3}-y^{4}-C$.
7. $y^{\prime}+2 x y-x^{2}-2 x+2 y=C$.
8. $(y-x+3)^{4}=C(y+2 x-3)$.
9. $\log (x+y-1)=x-y+C$.
10. $x^{2}-6 x y+5 y^{2}+4 x-C$.
11. $4 x y=x^{4}+C$.
12. $5 x^{4} y=x^{5}+C$.
13. $y \sin x=x+C$.
14. $2 y \cos x=x+\sin x \cos x+C$.
15. $y e^{x}=\frac{1}{2} e^{2 x}+C$.
16. $\frac{1}{2} x^{2} y+x+C y=0$.
17. $y(\sin x-C \cos x)=1$.
18. $y^{n-1}\left(1+C e^{(n-1) x}\right)=1$.
19. $x^{2} y^{3}(C-3 \log x)=1$.
20. $y=(a \cos b x+b \sin b x) /\left(a^{2}+b^{2}\right)+C e^{-a x}$.
21. $(x-y)^{2}(x+2 y)=C$.
22. $i=\frac{29}{8}(2 \sin 500 t-5 \cos 500 t)+C e^{-200 t}$.
23. 28 ft . sec .

## Examples LXXXVIII, p. 440.

1. $3 x y=x^{3}+C$.
2. $2 x y=y^{2}+C$.
3. $3 x^{2} y+y^{3}=C$.
4. $(n+1) y=x+C / x^{n}$.
5. $2 x y^{2}=x^{2}+C$.
6. $y=\frac{1}{2} x^{3}+C x$.
7. $x^{2} y+1=C x$.
8. $y=x^{2}+C x$.
9. $y=x(y+C)$.
10. $x^{3}-x^{2} y+x y-\frac{2}{3} y^{3}=C$.
11. $x=2 y^{2}+C y$.
12. $\log (x / y)=\frac{1}{2}\left(x^{2}+y^{2}\right)+C$.
13. $(y-x)^{2}=4 a x ;(y-x-24 a)^{2}=100 a x ; \pm \frac{8}{2}$.
14. $y=4 x+C, y=3 x+C$.
15. $y=C e^{ \pm a x}$.
16. $y=C_{ \pm 2}^{\frac{1}{2}} x^{2}$.
17. $y=C, y=\frac{1}{2} x^{2}+C$.
18. $x^{2}=2 C y+C^{2}$.
19. $(y+C)^{2}=2 x+3$.
20. $y=C x, y^{2}-x^{2}=C ; 3 y=5 x, y^{2}-x^{2}=16 ; \frac{5}{3}, \frac{3}{6}$.
21. $y=\frac{1}{2} x^{2}+C, y=C e^{-x}-x+1 ; y=\frac{1}{2} x^{2}, y=1-x-e^{-x} ; 0,0$.
22. $x y=C, y^{2}-x^{2}=C ; x y=6, x^{2}-y^{2}=5$.
23. $x+y=C, x^{2}-2 x y=C ; 11^{\circ} 19^{\prime}$.
24. $x y=\frac{1}{2} A$.
25. $y=a \cosh (x / a+C)$.
26. $x^{2}+y^{2}=a^{2}$.
27. $9 y^{4}=16 a x^{3}$.
28. $y=C x+a \sqrt{ }\left(1+C^{2}\right), x^{2}+y^{2}=a^{2}$.

2ө. $y=C x+C^{2}, x^{2}+4 y=0$.
30. $y-C x= \pm 2 \sqrt{ } C, x y+1=0$.
31. $C y+a=C^{2} x, y^{2}+4 a x=0$.
32. $4 x y=a^{2}$.
33. $x^{2 / 3}+y^{2 / 3}=a^{2 / 3}$.
84. $\sqrt{ } x+\sqrt{ } y=\sqrt{ }$ a.
85. $y^{2}=4 a x$.
80. $x^{2}=4 a y$.

## Examples LXXXIX, p. 444.

1. $y=x^{n+2} /\left(n^{2}+3 n+2\right)+C x+D$.
2. $y=x \log x+C x+D$.
3. $y=\frac{1}{8} a^{2}\left(2 x^{2}+\cos 2 x\right)+C x+D$.
4. $y=C \sinh (2 x+D)$.
5. $C e^{y}=a \cosh (C x+D)$.
6. $(C x+D)^{2}=C y^{2}-a$.
7. $y=C x^{2}+D$.
8. $y(x+D)=C$.
-. $V=C \log r+D$.
9. $y=\frac{1}{2} x^{2}+C \log x+D$.
10. $y^{2}=a^{2} x^{2}+C x+D$.
11. $y^{2}=C \sinh (2 x+D)$.
12. $y=\frac{1}{2} x \sqrt{ }\left(C^{2} x^{2}-1\right)-(1 / 2 C) \cosh ^{-1} C x+D$.
13. $3 y=(x+C)^{3}+D$.
14. $y=C+D e^{x}$.
15. $x=D+C e^{y / a}$.
16. $(C x+D)^{2}=1+C y^{2}$.
17. $y=C \log x+\frac{1}{4} x^{4}-x+D$.
18. $(y-D)^{2}=(x-C)^{3}$.
19. $u^{2}=C \pm \sqrt{ }\left(C^{2}-k / h^{2}\right) \sin (2 \theta+\alpha)$.
20. $(x-C)^{2}+(y-D)^{2}=a^{2}$.
21. $y=C \cosh (x / C+D)$.
22. $C y^{2}-1=k(C x+D)^{2}$.
23. $(x-C)^{2}=4 D(y-D)$.

## Examples XC, p. 450.

1. $y=A e^{2 x}+B e^{8 x}$.
2. $y=A e^{4 x}+B e^{-4 x}$.
3. $y=e^{-3 x}(A+B x)$.
4. $y=e^{-3 x}(A \cos x+B \sin x)$.
5. $y=e^{-\frac{1}{2} x}\left(A \cos \frac{1}{2} \sqrt{ } 3 x+B \sin \frac{1}{2} \sqrt{ } 3 x\right)$.
6. $y=A e^{-b x}+B e^{2 x}$.
7. $y=e^{5 x}(A+B x)$.
8. $y=A e^{3 x}+B e^{-\frac{1}{3} x}$.
9. $y=A e^{x}+B e^{-\frac{5}{2} x}$.
10. $y=e^{-\frac{8}{8} x}(A+B x)$.
11. $y=A+B e^{x}+C e^{-x}$.
12. $y=A+D \cos x+C \sin x$.
13. $y=A e^{2 x}+B e^{-2 x}+C \sin 2 x+D \cos 2 x$.
14. $y=A+B e^{x}+e^{-\frac{1}{2} x}\left(C \cos \frac{3}{2} \sqrt{ } 3 x+D \sin \frac{1}{2} \sqrt{ } 3 x\right)$.
15. $y=A+B x+C e^{-x} . \quad$ 18. $y=e^{x}(A \cos \sqrt{ } 5 x+B \sin \sqrt{ } 5 x)$.

## Examples XCI, p. 459.

1. $y=A e^{3 x}+B e^{2 x}+2$.
2. $y=A e^{3 x}+B e^{2 x}+\frac{1}{1}{ }^{2}\left(18 x^{2}+30 x+19\right)$.
3. $y=A e^{3 x}+B e^{2 x}-{ }_{10}^{8}(\sin x+\cos x)$.
4. $y=A e^{3 x}+B e^{2 x}+\frac{1}{12} e^{-x}$.
5. $y=A e^{-2 x}+B e^{-6 x}$.
6. $y=A e^{-2 x}+B e^{-6 x}+\frac{1}{3}$.
7. $y=A e^{2 x}+B e^{-2 x}-\frac{5}{2}$.
8. $y=A e^{2 x}+B e^{-3 x}-\frac{1}{b} \sin x$.
9. $y=A e^{2 x}+B e^{-2 x}-\frac{1}{5} e^{x}$.
10. $y=\frac{1}{4} e^{2 x}(x+A)+B e^{-2 x}$.
11. $y=A e^{-8 x} \cos (x+\epsilon)+\frac{1}{5} a$.
12. $y=A e^{-2 x} \cos (x+\epsilon)+\frac{1}{2} ;(15 x-22)$.
13. $y=A e^{-2 x} \cos (x+\epsilon)+h_{5}^{2}(\cos 2 x+8 \sin 2 x)$.
14. $y=A e^{-8 x} \cos (x+\epsilon)+\frac{1}{15}(\sin x-\cos x)+\frac{1}{1} . \quad$ 15. $y=A+B e^{9} x+C e^{-2 x}$.
15. $y=A+B e^{3 x}+C e^{-2 x}-\frac{1}{82} x\left(3 x^{2}-15 x-10\right)$.
16. $y=A+B \cos (x+\epsilon)+2 x$.
17. $y=A+B \cos (x+\epsilon)-\frac{1}{2} x \cos x$.
18. $y=e^{3 x}(A+B x)$.
19. $y=e^{3 x}\left(A+B x+\frac{1}{2} x^{2}\right)$.
20. $y=A e^{5 x}+e^{-3 x}\left(B+\frac{1}{2} x\right)-\frac{2}{6}$.
21. $y=A e^{\sqrt{2} x}+B e^{-\sqrt{2} x}+C \cos (\sqrt{ } 2 x+\epsilon)$.
22. $y=A e^{-\frac{f}{y} x} \cos \left(\frac{1}{2} \sqrt{ } 3 x+\epsilon\right) . \quad$ 24. $y=e^{x}\left(A+B x+C x^{2}\right)-\frac{1}{8} e^{-x}$.
23. $x=e^{-k t}(A+B t)$.
24. $x=A e^{-k t} \cos (n t+\epsilon)$.
25. $x=A e^{-h t} \cos (n t+\epsilon)+\frac{\left(k^{2}+n^{2}-p^{2}\right) \cos p t+2 k p \sin p t}{\left(k^{2}+n^{2}-p^{2}\right)^{2}+4 k^{2} p^{2}}$.
26. $x=A \cos (a t+\epsilon)+\{k \sin (p t+\alpha)\} /\left(a^{2}-p^{2}\right)$.
27. 28 ft . nearly, -14 ft .-secs., -14 ft -secs. per sec. After 121 secs.
28. $x=\frac{200}{11} \sqrt{5} e^{-104 t} \cos (88 t-\epsilon)$, where $\tan \epsilon=\frac{2}{15} .2$ secs. and -13 ft . sece. nearly. $11 \cdot 3 \mathrm{ft}$.
29. $\alpha p \sqrt{ }\left(1+k^{2} / 4 p^{2}\right) e^{-\frac{1}{\mathbf{1}} k \tau}$, if $\tau$ be the corresponding time.
30. $p=\pi, k=575, \epsilon={ }^{\circ} 091, C=351$. ${ }^{\circ} 75$, ${ }^{\circ} 75.1 \cdot 13^{\circ} ; \cdot 071$.
31. $\frac{1}{20}$ inch to left of $A . \quad p=\frac{2}{3} \pi, k=267, \epsilon=0637, C=6 \cdot 06 . \quad 82$ inches from $0, \cdot 77$ from $A$.
32. $23 \frac{1}{8}$ inches from the fixed point. 38. $\theta=\frac{f}{} 10 \pi e^{-.6 t} \cos \left(2 t-\tan ^{-1} 3\right)$.
33. $\theta=5236\left(5 e^{-8 t}-4 e^{-t}\right)$.
34. $\dot{q}=4 \cdot 167 e^{-1020 t}-4 \cdot 167 e^{-88830 t} . \quad$ 39. $\dot{q}=20 e^{-5000 t} \sin 5000 t$.
35. $x=A e^{-1 \cdot 6 t} \cos (7 \cdot 837 t-\varsigma)$.
36. $x=e^{-128 t}\left(A e^{10 \cdot 68 t}+B e^{-110 \cdot 65 t}\right)$.
37. (i) $\theta=A \cos (2 t-\epsilon)-\frac{2 t}{} k \cos 3 t$. (ii) $\theta=A \cos (2 t-\epsilon)+\frac{1}{3 y} k t \sin 2 t$.

## Examples XCII, p. 463.

1. $y=C\left(1-x^{2}\right)+D x$.
2. $(y-C x)^{2}=D^{2}\left(1-x^{2}\right)$.
3. $y=x(C+D$ los $x+x)$.
4. $y=\left(C e^{k x}+D e^{-k x}\right) / x$.
5. $\left.y=x^{2}(C+I) x\right)$.
6. $y=e^{x}(x \log x+C x+D)$.
7. $y=x(C+D \log x)$.
8. $\left.y=x(C+I) x^{2}-x\right)$.

## Eximples XCIII, p. 478.

Expansions 1-3, $6-8$ hold for all tinite values of $x$.

1. $1+a x+a^{2} x^{2} / 2!+a^{9} x^{8} / 3!+\ldots$.
2. $m x-m^{9} x^{3} / 3!+m^{4} x^{5} / 5!-m^{7} x^{7} / 7!+\ldots$.
3. $1-m^{2} x^{2} / 2!+m^{4} x^{4} / 4!-m^{6} x^{6} / 6!+\ldots$.
4. $\log a+x / a-x^{2} / 2 a^{2}+x^{3} / 3 a^{3}-\ldots$, if $|x|<|a|$ or $x=a$
5. $\log a-x / a-x^{2} / 2 a^{2}-x^{3} / 3 a^{3}-\ldots$. if $|x|<|a|$ or $x=-a$.
6. $1+x \log 2+(x \log 2)^{2} / 2!+(x \log 2)^{3} / 3!+\ldots$.
7. $1+m x \log a+(m x \log a)^{2} / 2!+(m x \log a)^{3} / 3!+\ldots$.
8. $x^{2}-8 x^{4} / 4!+32 x^{6} / 6!-128 x^{8} / 8!+\ldots$.
9. $x+x^{3} / 3!+x^{5} / 5!+x^{7} / 7!+\ldots$ 39. From $-8^{\circ}$ to $+8^{\circ}$.
10. From $-22 \frac{1}{2}^{\circ}$ to $+22 \frac{1}{2}^{\circ}$. 41. From $-17 \frac{1}{2}^{\circ}$ to $+17 \frac{1}{2}^{\circ}$.
11. (i) From $-31^{\circ}$ to $+31^{\circ}$. (ii) From $-19 \frac{1}{2}^{\circ}$ to $+19 \frac{1}{2}^{\circ}$.
12. $\cdot 48481, \cdot 87462, \cdot 46947, \cdot 88295$. 45. $\cdot 2679,1 \times 4281$.
13. ${ }^{2960, ~} 9200$.
14. $e^{x \cos \alpha} \cos (x \sin \alpha+n \alpha) ; 1+x \cos \alpha+\left(x^{2} \cos 2 \alpha, / 2!+\left(x^{8} \cos 3 \alpha\right) / 3!+\ldots\right.$
15. $2\left\{\frac{1}{2 n+1}+\frac{1}{3} \cdot \frac{1}{(2 n+1)^{3}}+\frac{1}{5} \cdot \frac{1}{(2 n+1)^{0}}+\ldots\right\}$. See Table IX.

## Examples XCIV, p. 483.

1. $a \sec ^{2}(a x+b y) ; b \sec ^{2}(a x+b y)$. 2. $2 y /(x+y)^{2} ;-2 x /(x+y)^{2}$.
2. $p e^{p x+q y} ; q e^{p x+q y}$.
3. $2(a x+h y+g) ; 2(h x+b y+f)$.
4. $2 n a x\left(a x^{2}+b y^{2}\right)^{n-1}$; $2 n b y\left(a x^{2}+b y^{2}\right)^{n-1}$.
5. $1 / \sqrt{ }\left(y^{2}-x^{2}\right) ;-x /\left\{y \sqrt{ }\left(y^{2}-x^{2}\right)\right\}$.
6. $y^{2} /(x+y)^{2} ; x^{2} /(x+y)^{2}$.
7. $x / z ;-y / z$.
8. $x^{n-1} / z^{n-1} ; y^{n-1} / z^{n-1}$.
9. $2 x y^{2} /\left\{z\left(x^{2}+y^{2}\right)^{2}\right\} ;-2 x^{2} y /\left\{z\left(x^{2}+y^{2}\right)^{2}\right\}$.
10. $-a x / c z$; $-b y / c z$.
11. $-z^{2} ; x^{2} ; z^{2} / y^{2}$.
12. $2 x ; 2 y ; 2 z$.
13. $\frac{z}{(x+y)^{2}+z^{2}} ; \frac{z}{(x+y)^{2}+z^{2}} ;-\frac{x+y}{(x+y)^{2}+z^{2}}$.
14. $-x V^{3} ;-y V^{3} ;-z V^{3}$.
15. $2(a x+h y+g z) ; 2(h x+b y+f z) ; 2(g x+f y+c z)$.
16. (i) $\frac{1}{3} \pi r^{2}$, (ii) $\frac{2}{3} \pi r h$ cubic inches per second.
17. $2 x ; 2 y$.
18. (i) 033 , (ii) $\frac{1}{\frac{1}{n} \text { inch per sec. }}$
19. (i) $15 \cdot 1$, (ii) $21 \cdot 36 \mathrm{sq}$. in. per sec.
20. $-c^{2} x / a^{2} z ;-c^{4} y / b^{2} z$.
21. (i) $k / v$. (ii) $-p / v$. (iii) $k / p$.

## Examples XCV, p. 494.

1. (i) $\partial y=\sin \theta \delta r+r \cos \theta \delta \theta$.
(ii) $\delta r=\cos \theta \delta x+\sin \theta \delta y$. (iii) $\delta \theta=(x \delta y-y \delta x) / r^{2}$.
2. $n x^{n-1} y^{n-1}(b x \cos b t-a y \sin a t)$.
3. $\cot \frac{1}{2} t$.
4. $(a d+b c) e^{2 t} /(c x+d y)^{2}$.
5. $4 e^{2 t}$.
6. $2 \cos 2 t /(1+\sin 2 t)$.
7. $e^{-2 t} \sin ^{2} t\left(3 \cos ^{2} t-\sin ^{2} t-\sin 2 t\right)$.
8. $2\left(x^{4}+x-1\right) / x^{3}$.
9. $3 x^{2}-3 x y$.
10. $x y^{2}\left(4 y^{2}+x y-6 x^{2}\right) /(2 y-x)$.
11. $a / y^{2}$.
12. $(x \sin 2 x-y) /\left(x^{2}+y^{2}\right)$.
13. $3(x-y)\left(x^{2}-x y+y^{2}+2 a x+2 a y\right) /(x-2 y)$.
14. $\left(3 x^{2}+10 x y-4 y^{2}\right) /\left(6 y^{2}+8 x y-5 x^{2}\right)$.
15. $-\sin x \operatorname{cosec} y$.
16. $-\left\{2 x\left(x^{2}+y^{2}\right)-a^{2} x\right\} /\left\{2 y\left(x^{2}+y^{2}\right)+a^{2} y\right\}$.
17. $-\left\{y\left(n x^{n-m}+m y^{n-m}\right)\right\} /\left\{x\left(m x^{n-m}+n y^{n-m}\right)\right\}$.
18. $-\tan \left(\frac{1}{4} \pi+y\right) \cot \left(\frac{1}{4} \pi+x\right)$.
19. $\left(b^{2} x-a^{2} x-2 a b y\right) /\left(b^{2} y-a^{2} y+2 a b x\right)$.
20. $\delta V^{r}=\frac{1}{3} \pi r^{2} \delta h+\frac{2}{3} \pi r h \delta r$.
21. $p \delta \nu+v \delta p=k \delta T$.
22. $y z \delta x+z x \delta y+x y \delta z=0$.
23. $\boldsymbol{x} \delta x+y$ i $y=z \delta z$.
24. $r \delta f+f \delta r=2 m v \delta v$.
25. $F \delta s+s \delta F=m v \delta v$.
26. $\frac{\partial u}{\partial r}=\cos \theta \frac{\partial u}{\partial x}+\sin \theta \frac{\partial u}{\partial y} ; \quad \frac{1}{r} \frac{\partial u}{\partial \theta}=-\sin \theta \frac{\partial u}{\partial x}+\cos \theta \frac{\partial u}{\partial y}$.
27. $(X-x) f_{v}=(Y-y) f_{x}$.
28. $(-3,-10) ; 14 x-5 y=0 ; 5 x+14 y=0$.
29. ( $\frac{1}{2} a, \frac{1}{2} a$ ) ; $x+y=0 ; 3 x-y=4 a ; 3 y-x=4 a$.
30. $K(n p \delta T+T \delta p) / p T$.
31. $(\mu-1)\{\delta p / p-\alpha \delta \theta /(1+\alpha \theta)\}$.
32. 46 inch.
33. (i) +05 . (ii) -78 inch.
34. (i) 8.77 sq . ft., 54 per cent. (ii) 18.44 sq . ft., 1.12 per cent.
35. (i) $\delta p=-37$. (ii) $\delta v=-\cdot 06$. (iii) $\delta v=\cdot 16$. (iv) $\delta T=9 \cdot 39$. (v) $\delta T=-3 \cdot 18$
36. 407. 
1. (i) 1119 . (ii) 1.69 .
2. $c \delta c=(a-b \cos C) \delta a+(b-a \cos C) 8 b+a b \sin C \delta C . \quad 604 ; \cdot 6$ per cent
3. 65 sq . ft.
4. $\delta a / a+\delta b / b$.
5. $\frac{1}{2}\left[a \delta a\{2 s(s-a)-b c\} / S^{2}+2\right.$ similar terms $]$.
6. $\left\{2 a b c \delta a-c\left(b^{2}+a^{2}-c^{2}\right) \delta b-b\left(c^{2}+a^{2}-b^{2}\right) \delta c\right\} /\left(2 b^{2} c^{2} \sin A\right)$.
7. $a \sec ^{2} \alpha . \delta \alpha+\tan \alpha . \delta a$. $\quad 413$. 45. $\delta h / h+2 \delta r / r$.
8. $\pi \sqrt{ }(l / g)(\delta l / l-\delta g / g)$. $\frac{1}{2} \delta l / l-\frac{1}{2} \delta g / g$.
9. -5 per cent.
10. $\frac{1}{88}$.
11. 0177 . 8 per cent.
12. $\left\{\left(W_{2}-W_{1}\right) \delta W+\left(W_{1}-W\right) \delta W_{2}+\left(W-W_{2}\right) \delta W_{1}\right\} /\left\{\left(W-W_{1}\right)\left(W-W_{2}\right)\right\}$.
13. (i) 58.64 c . in. per sec. (ii) 27.82 sq. in. per sec.
14. (i) 360 c. in. per sec. (ii) 104 sq. in. per sec.

## Examples XCVI, p. 503.

1. $6(a x+b y) ; 6(c x+d y) ; 6(b x+c y) ; 6(b x+c y)$.
2. $2 \sin y-y^{2} \sin x ; 2 \sin x-x^{2} \sin y ; 2 x \cos y+2 y \cos x$.
3. $f_{\alpha x}=m(m-1) x^{m-2} / y^{n} ; f_{y \nu}=n(n+1) x^{m} / y^{n+2} ; f_{x \nu}=f_{\nu x}=-m n x^{\prime n-1} / y^{n+1}$; $f_{x x x}=m(m-1)(m-2) x^{m-s} / y^{n} ; \quad f_{y y y}=-n(n+1)(n+2) x^{m} / y^{n+s} ;$ $f_{y x x}=f_{x y x}=-m n:(m-1) x^{m-2} / y^{n+1} ; f_{x y y}=f_{y x y}=m n(n+1) x^{m-1} / y^{n+z}$.
4. $\left(1+3 x y z+x^{9} y^{2} z^{2}\right) e^{x y z}$. 15. $\ddot{z}=f_{x} \ddot{x}+f_{v} \ddot{y}+f_{x x} \dot{x}^{2}+2 f_{x y} \dot{x} \dot{y}+f_{y y} \dot{y}^{2}$.
5. $-\left(f_{x x} f_{v}{ }^{2}-2 f_{x y} f_{x} f_{y}+f_{y y} f_{x}{ }^{3}\right) / f_{v}{ }^{3}$.
6. $f_{x x}=\cos ^{2} \theta f_{r r}+\sin 2 \theta\left(f_{\theta} / r^{2}-f_{r} / r\right)+\sin ^{2} \theta f_{r} / r+\sin ^{2} \theta f_{\theta \theta} / r^{2}$. $f_{y v}=\sin ^{2} \theta f_{r r}-\sin 2 \theta\left(f_{\theta} / r^{2}-f_{r \theta} / r\right)+\cos ^{2} \theta f_{r} / r+\cos ^{2} \theta t_{\theta \theta} / r^{2}$.
7. $h f_{x}+k f_{v}+\frac{1}{2}\left(h^{2} ._{x x}+2 h k f_{2 y}+k^{2} f_{v y}\right)$.
8. $c x^{2}+2 a x y+b y^{2}=C$.
9. $x y(x-y+a)=C$.
10. $\log \left(x^{2}+y^{2}\right)=2 k \tan ^{-1}\left(y^{\prime} x\right)+C$.
11. $x^{2} e^{x^{2}+\nu^{2}}=C\left(x^{2}+y^{2}\right)$.
12. $d^{3} u / d t^{3}=\alpha^{3} f_{x x x}+3 \alpha^{2} \beta f_{x x y}+3 \alpha \beta^{2} f_{x y y}+\sigma^{3} f_{v y v}$. In the general case, the coefficients are the same as in the Binomial Theorem.

## INDEX

The numbers refer to the pages.

Absolute convergence, 182.
Acceleration, 141, 165.
and fores, 144.
angular, 151.
in a circle, 152.
tangential and normal, 409
Adiabatic expansion, 88, 364, 490.
Algebraic function, 5.
Anchor-ring, 332.
Angle between tangent and axis of $x$, $59,63,100$.
between tangent and radius vector, 313.

Angular velocity and acceleration, 151.
Approximation, 71, 85, 292, 471.
Arbitrary constant, 157, 170, 425.
Arc, length of, 42, 175, 804.
in polar coordinates, $\mathbf{3 2 0}$.
Archimedes, spiral of, 318.
A rea of curve, 39, 41, 168, 287.
in polar coordinates, 319.
of surface, 44, 177, 307.
in polar coordinates, 320 .
Argument, 3.
Astroid, 109, 111, 324, 417.
Astronomical units, 349.
Asymptotes, 9, 21.
Atmospheric pressure, 355.
Attractions, 349.
Auxiliary equation, 447.
Bending of beams, 402 .
Binomial theorem, 472.
Boyle's law, 88, 364 .
Cardioid, 114, 312, 314, 317, 320, 32: 409.

Catenary, 191, 204, 392.
Cauchy's form of remainder, 4C6.
Caustic, 421.
Central force and orbit, 410.
Centre of gravity, mass, or inertia, 325 . of pressure, 834.
of curvature, $398,407$.
of a conic, 19, 491.
Centroid, 326.
Change of axes, 21. of variable, integration by, 248.
of limits of integration, 284.

Chemical reactions, 357.
Circle, equation of, 23,316 .
perimeter and area of, 89.
motion in, 152, 383.
C. G. of are and sector of, 329.
of curvature, 398 .
osculating, 40 s .
C. P. of, 33 .

Circular disc, M. I. of, 338, 841.
potential of, 347 .
attraction of, 350 .
Circular functions, differentiation of, 91.
periodicity of, 116.
integration of, 249.
Cissoid, 291.
Clairaut's equation, 438.
Coefficients of expansion, 87, 857.
Complementary function, 446, 447.
Compound interest law, 353. pendulum, 389.
Concavity and convexity, 135.
Cone, 48, 172, 301, 344.
Conic sections, 17, 412, 491.
Constant, 1, 72.
of integration, 157, 170, 425.
elimination of, 423
Continuous functions, 47. 479.
Convergency of sories, 180.
Cooling, Newton's law of, 854.
Coordinates, 22, 111.
polar, 22, 311.
tangential polar, 315, 408.
Correction of small errors, 85, 95, 472.
Coser: x, 95, 116, 249.
Cosech $x, 190$.
Cosh $x, 190,192,203$.
Cosh $^{-1} x, 192,203$.
Cos $x, 98,116$.
expansion of, 471 .
$\operatorname{Cos}^{-1} x, 201$.
Cot $x, 95,116,249$.
Coth $x, 190$.
Crank and connecting-rod, 158.
Current, electric, 357, 358, 457.
Curvature, 897.
centre, circle, and radius of, 898,407 ,
408.

Curves, drawing of, 8, 15, 311
area of, 41, 168, 287, 319.
length of, 42, 175, 304, 320.
properties of, 108, 164.
family of, 414.
Cycloid, 111, 177, 289, 299. 309, 386, 400, 444.
Cycloidal pendulum, 388.

Damped oscillations, 207, 453.
Definite integral, 171, 267, 273.
Dependent variable, 3.
Derivative or derived functiou, 62, 63
Differential, 64.
equations, 217, 422, 501.
total, 484.
Differential coefficient. 57, (61, 67.
geometrical meaning of, 63 .
sign of, 67.
of sum, product, quotient, \&c.. 72-81.
of circular functions, 91 .
of implicit functions, $84,:, 14,491$.
of second and higher orders, 133, 216.
of area, 168.
of volume, 172.
of are, 176.
of area of surface, 177.
of inverse and hyperbolic functions, 195, 203.
partıal, 479, 498.
total, 488.
Directrix, 17.
Discontinuous functions, 49.
Divergent series, 180.
o, 85. 186.
$e^{x}$, expansion of, 189, 468.
d. c. and integral of, $195,196$.

Eccentricity of conic, 17.
Elastic string, oscillations of, 374.
Elasticity, coefficient of, 88.
Electric current, 357, 358, 457.
Elimination of constants, 423.
Ellipse, 18, 105, 111, 317.
tangent and normal to, 102, 105 .
length of are of, 306.
radius of curvature of, 399, 400.
motion in, 381.
Ellipsoid, 302.
Energy, kinetic, 145, 362, 384.
Envelopes, 414, 439.
Epicycloid, 822.
Equation of a conic, 17.
polar, 23, 311.
differential, 217, 422, 501.
tangential-polar, $81 \%$.
intrinsic, 400.
Equations, roots of, 52, 220.
Equiangular spiral, 314, 315, 412.
Equilibrium, stable and unstable, 867.
Errors, calculation of, 85, 95, 492.

Even function, 4, 274.
Evolutes. 418.
Exact differential equations, 436, 501.
Expansion, eoefficjents of, 87,357 .
of a gas, 363 , t 50 .
of function, 468.
Explicit function, 4.
Exionontial serit's and theorem, 183, 189, 463.

Focus, 17.
Force and acceleration, 144. central, 381, 410.
Forms, indeterminate, 225.
Fractions, rational algebraical, 5. partial, 231, 237.
Function, definition of, 2.
different kinds of, 3-5.
implicit, 4, 84, 214, 491. odd and even, 4, 274.
continuous, 47, 479 .
rate of increase of, 55 .
derived, 63, 183.
of function, 79.
periode, 116 .
exponential, anverse, and hyperbolic, 189. 145.

Gas, expancion of, 86:3. 490.
Gradient. 59.
Graphs, 6, 189, 191, 200, :202.
Gravitation, law of, 349, $3: 2,412$.
Gravity, centro of, 325.
Gyration, radius of, 337.

Hemisphere. C. (i of, 830.
Homoseneous differential pqualions, 430.
functions, Euler's theorem of, 488 .
Hnoke's law, :̈62.
Huyghen's rule for circular arc, 478.
Hyperbola, equation of, 19, 21, 817.
rectangular, 20, 103, 399.
Hyperbolic logarithms, 189.
functions, definition of, $390,191$.
", d. c. and integrils of, :03.
", inverse, 1Y2, ごU3.
spral, 318.
Hypocycloid, 322.

Implicit functions, 4, 84, 214, 491.
Indefinite integral. 157.
Independent variable, 3.
Indeterminate forms, 225.
Inertia, centro of, 325.
moment of, 336 .
Infinite limits, 278. series, 180.
Infinitesimals, 65.
Inflexion, points of, 118, 136, 398,

Integral, definition of, 156.
indefinite, 157.
definite, 171, 267, 273.
particular, 446, 450.
Integrating factor, 436.
Integration, as reverse of differentiation, 156.
constant of, 157.
of rational algebraical fractions, 230.
by change of variable, 243.
by rationalization, 246, 252.
by parts, 256.
by successive reduction, 260.
approximate, 292.
Intrinsic equation, 400.
Inverse functions, 5,81 . hyperbolic functions, 192, 208. circular functions, 199, 212.

Kinetic energy, 145, 362, 884.
Lagrange's form of remainder, 466.
Laplace's equation, 499.
Latus rectum, 24 (Ex. 20).
Law, Boyle's, 88, 864.
of gravitation, $849,372,412$.
compound interest, 353.
of cooling, Newton's, 354.
Wilhelmy's, 857.
Hooke's, 862.
Leibnitz's theorem, 216.
Lemniscate of Bernouilli, 311, 317,819 , 409.

Length of curve, $\mathbf{4 2}, 175,304,320$.
Limaçon, 318.
Limits, definition of, 27.
algebraical, 28.
exponential, 34, 185.
trigonometrical, $: 6$.
geometrical, 38.
of integration, 171, 273.
change of, 284.
double, 500.
Linear function, 27.
differential equation of 1st order, 432.
Logarithm, Hyperbolic or Napierian,
Logarithm, Hyperbolic or Napierian, 189.
chang4 of base of, 189.
d. c. and integral of, 195, 197.
expansion of, 469.
Logarithmic series, 183, 469.
function, 189.
decrement, 207.
differentiation, 211.
Maclaurin's theorem, 467.
Many- or multiple-valued function, 8. Mass, centre of, 325.
Miasima and minima, 115, 154, 478 (Ex. $\mathbf{0} 1$ ).

Mean rate of increase, $\mathbf{0 5}$. value theorem, 222.
,, ", extended, 226.
values, 296.
Mechanics, 141, 165, 206, 362-96, 409.
Moment of inertia, 836.
bending, 402.
Motion in a straight line, 142, 165.
simple harmonic, 142, 371.
in a circle, 152, 383.
in a resisting medium, 376.
in an ellipse, 381.
under gravity, 383.
in an orbit, 411.
Multiple roots of equation, 221.
Napierian or natural logarithms, 189.
Newton's law of cooling, 354.
Normal, equation of, 104.
length of, 107.
acceleration along, 152, 410.
Oblate spheroid, 174.
Odd function, 4, 27.4.
Orbit, motion in, 381, 410. differential equation of, 412.
Order of infinitesimals, $6 \overline{5}$. of a differential equation, 422.
Oscillations, damped, 207, 453.
of a pendulum, $386,389$.
Osculating circle, 408.
Pappus' theorems, 831.
Parabola, equation of, 17, 111, 816.
properties of, 103, 108.
area of, 169; C. G. of, 327.
length of arc of, 306 .
circle of curvature and evolute of, 418.

Paraboloid of revolution, 174, 178.
Partial fractions, 231, 237.
differential coefficients. 479, 498.
Particular integral, 446, 450.
Parts, intecration by, 256.
Pendulum, simple, 85, 886.
cycloidal, 388.
compound, 389.
simple equivalent, 890.
Pericycloid, 323.
Perimeter of circle, 39.
Period, 372, 388, $4 \overline{5} 7$.
Periodic functions, 116.
Points, stationary, 118.
of inflexion, 118, $136,398$.
Polar coordinates, 22.
equations, 23, 311.
Potential, 846, 499.
energy, 884.
Pressure, centre of, 834.
of atmosphere, 855 .
of a gas, 490 .

## Primitive, 425.

Principal values, 200.
Product, limit of, 46.
d.c. of, 74, 75.
successive d.c.'s of, 216.
Prolate spheroid, 174.
Proportional error, 85.
parts, principle of, 228.
Qundrature, 287.
Quotient, limit of, 46. d.e. of, 77.

Radius vector, 23.
of gyration, 337.
of curvature, 398, 408.
Rate of increase, 25, 5\%.
Rational function, 5 .
algebraical fraction, $\mathbf{5}$.
algeliraical fraction, limit of, 82.
algebraical fraction, intggration of, 230.

Ractangle, C.P. of, 835.
M.I. of, 338, 344.

Rectangular hyperhola, 20, 103, 899.
Rectification, 175, 304, 320.
Recurring decimals, 29.
Reduction formulae, 260 .
Reflexion and refraction, 126.
R-lative error, 85.
Remainder in Taylor's theorem, 466, 478 (Ex. 54).
Resisting medium, 376.
Rovolution, Sulid of, volume of, 42,171, 299, 3:0.
surface of, 44, 177, 307, 820.
C. G. of. 326.
M.I. of, 338 .

Rod, M.I. of, 337.
attraction of, 351.
Rulle's theorem, 220.
Roots of equations, 52, 220.
Roulettes, 323.
Schlomilch-Roche form of remainder, 478.

Sec $x, 95,115,249$.
Sech $x, 190$.
Second order of small quantities, 65.
d. c., 138, 498.
moment, 336.
Sector of circle, C. G. of, 329.
Semicircle, C. G. of, 330.
Semi-convergent series, 182.
Series, convergency and divergency of, 180.
semi- and absolutely convergent, 182.
exponential, 183, 189, 468.
logarithmic, 183, 469.
Taylor's, 464.
Maclaurin's, 467.
Binomial, 472.

Simple harmonic motion, 142, 871. pendulum, 386.
equivalent pendulum, 390.
Simpson's rule, 293, 802, 330, 339.
$\operatorname{Sin} x, 91,116$.
expansion of, 470.
$\operatorname{Sin}^{-1} x, 199$.
Single-valued function, 3.
Singular solution, 439.
$\operatorname{Sinh} x, 190,192,203$.
$\operatorname{Sinh}^{-1} x, 192,203$.
Slope of curve, 59, 63.
Small quantities, orders of, 65.
Solid of revolution. See Revolution.
of groatest attraction, 822 .
Solution of differential equation, 425.
Specific heat. 490.
Sphere, surface of, 45, 309.
volume of, 173.
moment of inertia of, 838.
potential of, 348.
attraction of, 851 .
Spheroids, 174.
Spiral equiangular, 814, 815, 412.
reciprocal or hyperbolic, 818.
of Archimedes, 818.
Spring, motion of, 374.
Squaring the circle, 40.
Stable and unstalle equilibrium, 367.
Standard forms, 68, 157.
list of, 243.
Stationary prints, 118.
Strophoid, 291.
Subnormal, 107. polar, 315.
Substitution, integration by, 243.
Subtangent, 107. polar, 315.
Successive differentiation, 133, 498. reduction, 260.
Sum, limit uf, 45.
d.c. of, 72.
integration of, 159.
definite integral as limit of, 267.
Surface of revolution, 44, 177, 307, 320. of sphere, 45, 309.
suspension bridge, 394.
Symmetry of graph, 7, 9, 15, 812.
$\operatorname{Tan} x, 93,116,249$.
$\operatorname{Tan}^{-1} x, 201$.
expansion of, 473.
Tangent, definition of, 38.
direction of, 63, 100.
equation of. 101, 491.
length of, 107.
at point of inflexion, 137.
Tangential-polar equation, 315, 408.
Tanh $x, 190$.
$\operatorname{Tanh}^{-1} x, 193$.
Taylor's theorem, 464.
Terminal velocity, 377.

Tests for convergency, 181
Theorem, binomial, 472. Euler's, 483.
exponential, 189, 468.
Leibnitz's. 216.
Maclaurin's, 467. mean-value, 222, 226.
Pappus', 331.
Rolle's, 220. Taylor's, 464.
Tore or anchor-ring. 332.
Total differential, 4 S.4. differential coefficient, 488.
Tractrix, 113, 308.
Transcendental function, 5.
Trapezium, C.G. of. 327.
Triangle, C. P. of, 3.34.
M.I. of, 342.

Trigonometrical intograle, 250. substitutions, 252.
True value, 226.

## Variables, 1.

change of, 213.
scparation of, 428.

Variation, uniform, 27.
continuous, 55.
of atmospheric pressure, 355.
Vectorial angle, 23.
Velocity, 141.
along are of curve, 147.
angular, 151.
of chemical reactions, 357.
terminal, 377.
Vibrations, damped, 207, 453.
Virtual work, 365.
Volume, definition of, 42.
of cone, $43,172,301$.
of solid of revolution, 42, 174, 299 320.
of sphere, 173.
of ellipsoid, 301.

Witch of Agncui, 291.
Work, 145,364 .
of expranding gas, 363.
virtual, 365.
Zone of sphere. 173.
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[^0]:    * The figure shows the relative positions of the graphs, but their distances from the lines $y= \pm x$ are rather exaggerated, in order that they may be distinguished one from another more readily.

[^1]:    * A useful collection of formulae, geometrical and analytical, is given in Workman, Memoranda Matiematica (Clarendon Press, Ws. net).

[^2]:    * This fact often furnishes guidance in drawing the graph of a function.

[^3]:    * The symbol $\underset{x=a}{\operatorname{Lt}} y=b$ is used in many books, but that given above is preferable because in many cases $x$ cannot be taken equal to $a$; it can only be taken as near to $a$ as we please without actual coincidence with its

[^4]:    * In this case the limit coincides with the value when $x$ is actually equal to 0.

[^5]:    * Provided $c$ and $c^{\prime}$ (the constant terms) are not both zero, in which case it would be necessary first to divide out numerator and denominator by some power of $x$.

[^6]:    * Notice that Example (1) is a particular case of this limit, viz. $a=8, n=2$.
    $\dagger$ This may be deferred untal Chapter X is reached.

[^7]:    - This assumes the resulte of Art. 15, q.v.

[^8]:    * This assumes the results of Art. 15, g. $\mathbf{\nabla}$.

[^9]:    * In this and the following examples, the positive valuo of the root is to be taken.

[^10]:    - See also Art. 84.

[^11]:    *For all the functions considered in this book, this limit exists, and is the same whether $\delta x$ be positive or negative. Continuous functions, which do not possess a definite differential coefficient, can be constructed, but such functions are very seldum met with.

[^12]:    - The letters d. c. will often be used as an abbreviation for the term 'differential coefficient'.

[^13]:    * For another method of differentiating $x^{n}$, which does not require the use of the limit of Art. 13 (8), see Art. 32.
    $\dagger$ Thene two casea occur so frequently that it is advisable to commit them to memory as separate atandard forms.

[^14]:    * $\delta x, \delta u, \delta v$ each separately $\rightarrow 0$, but the ratio of any two of them tends to $a$ finite limit.

[^15]:    * For the hyperbola, see Ex. XVIL 18.

[^16]:    * The student should eliminate $\theta$ and obtain the Cartesian equation in order to see how complicated and inconvenient an equation it is.

[^17]:    *These Standard Forms must be committed to memory. It is not really necessary to remember more than a dozen or so, but these must be thoroughly known, and the student must be able to recognize them at once whenever and in whatever form they occur.
    $\dagger$ These methods and devices are not really as disconnected as they appear at first sight to the student. See G. II. Hardy's Integration of Functions of a Single Variable, Cambridge Tracts in Mathematics, Nu. 2.

[^18]:    * A table of values of $\sigma^{x}$ and $0^{-x}$ is given at the end of the book.

[^19]:    * Tables of logarithms to base 10 and also to base a are given at the end of the book.

[^20]:    * For full information as to the properties of these functions, and as to their relations to a rectangular hyperbola, the student is reforred to such treatises as Chryatal'n A!gebra and Hobson's Trigonometry.

[^21]:    * This curve is called the tractrix. It is the path of a heavy particle $A$ drawn along a rough horizontal plane by a string $A B$, when the end $B$ of the string is made to move in a straight line which does not pass through 4. (See Ex. XVII. 18.)

[^22]:    * $+d V / d p$ is the attraction in the direction in which $p$ increases, i. $\theta_{0}$ upwards.

[^23]:    *The independent variable is frequently the time.

[^24]:    * It was shown in Art. 179, Ex. (iv) that the attraction of the earth, regarded as a sphere, at an external point is the same as if its whole mass were concentrated at its centre.

[^25]:    * It will be seen from the result below that s is the depth of the particle below its position of equilibrium.

[^26]:    * From D'Alombert's Principle, which is fully explained in works on Rigid Dynamics.

[^27]:    * It does not always happen that such curves intersect, e.g. in the system of concentric circles obtained above, by keeping $h$ constant and varying $r$, two consecutive curves do not intersect.

[^28]:    * Since $d y / d x=\tan \psi$, where $\psi$ is the inclination of the tangent to the axis of $x$, it follows from this result that $m=\cot \psi$, i.e. $m$ is the tangent of the angle which the tangent to the ourve makes with the axis of $y_{0}$

[^29]:    * The variables are separable in the given differential equation, and this result can be obtained more readily by the method of Art. 212.

[^30]:    * It may first pass through it once, since, under some initial conditions, there may be one value of $t$ for which $\theta=0$.

[^31]:    * In this case, the ' $\gamma$ ' of the preceding investigation, since it denotes the time when the particle is first at rest, is zero, so that $\beta=-\epsilon$, and equation (iii) becomen $C \cos (-\varepsilon)=\alpha$.

[^32]:    * We have proved that this is the case for a series with a finite number of terms, but it must not be assumed from this that it is also the cass for an infinite series. For a proof in the case of infinite series, the student should consult Lamb's Infinitesimal Calculus, Chapter XIIL.

[^33]:    * This is a fact which the elementary student usually finds difficult to understand. The following example, due to Pringsheim, is a case in point:

    If Taylor's Theorem be used for the function
    it gives the series

    $$
    \sum \frac{(-1)^{n} a^{n}}{n!\left(1+x^{2} a^{2 n}\right)}
    $$

    $$
    e^{-a}-x^{2} e^{-a}+x^{4} e^{-a^{5}}-\ldots
    $$

    and both series are convergent for real values of $x$ if $a>1$. Nevertheless, they are not equal (except when $x=0$ ), e.g. if we take $x=a=2$, it is easy to see, by taking a few terms of each series (the terms of each decrease and are alternately + and - ), that the sum of the first series $<\cdot 1086$, whereas the sum of the second series $>\cdot 1319$.

[^34]:    * It should be noticed that this is not a proof of the exponential theorem, if we have used this theorem in obtaining the differential coefficient of $e^{x}$, as in Art. 97.

[^35]:    * Using the Mean-Value Theorem for the expression in the brackets regarded as a function of $y$.
    + Using the Mean-Value Theorem for the expression in the brackets regarded as a function of $x$.

[^36]:    * It is immaterial whether the constant occurs in the form $C$ aimply, or $2 C,+C, C^{2}, d o$

