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#### Abstract

This thesis mainly focuses on the coagulation equations such as the Safronov-Dubovski coagulation equation (SDCE) and Smoluchowski's coagulation equation which are relevant to astrophysics, particle physics, and other fields of sciences. The SDCE includes two major events: coagulation followed by collision. There are various examples of the phenomena explained by SDCE, namely, the formation of the protoplanetary disk around a star, the collision of asteroids, and the development of Saturn's rings. The real-world problems caused by particle coagulation such as the health hazards of sand and dust storms, nano-metal dust explosions, and the impact on glacier mass as a result of volcanic dust accumulation. Smoluchowski's equation has a diverse range of applications, such as in the field of biopharmaceuticals, the financial sector, aerosol science, and marine sciences.


The thesis initially investigates the theoretical, numerical, and steady-state behavior of the SDCE. The theoretical analysis deals with the establishment of existence, uniqueness, and mass conservation results for the SDCE for the unbounded kernel of the form $\min \{i, j\} V_{i, j} \leq(i+j) \forall i, j \geq 1$. For the existence part, Helly's selection theorem is implemented and Gronwall's lemma is used to establish the uniqueness. Moreover, it is also shown that the obtained unique solution is mass conserving. Further, the definition of the kernel is extended to $V_{i, j} \leq(i+j) \forall i, j \geq 1$, and the global existence, density conservation of the solutions are discussed. In addition, the existence and density conservation results are also examined in the case of a non-conservative approximation of the finite-dimensional system for both the above-mentioned parameters. Furthermore, the differentiability of the solution is proved for the generalized class $V_{i, j} \leq\left(i^{\alpha}+j^{\alpha}\right)$, $0 \leq \alpha \leq 1$ which contains the above kernel. Finally, the uniqueness of solution is established for the coagulation kernel of the type $V_{i, j} \leq \min \left\{i^{\eta}, j^{\eta}\right\}$ such that $0 \leq \eta \leq 2$.

After the theoretical analysis, the steady-state behavior of SDCE is investigated for the parameters $V_{i, j}=C_{V}\left(i^{\beta} j^{\gamma}+i^{\gamma} j^{\beta}\right)$ when $0 \leq \beta \leq \gamma \leq 1, \forall i, j \in \mathbb{N}, C_{V} \in \mathbb{R}^{+}$. By assuming the boundedness of the second moment and that the solution is differentiable, the existence of a unique steady-state solution is established. Since the model is nonlinear and analytical solutions are not available for such cases, numerical simulations are performed to justify the theoretical findings. Four different test cases are considered by taking physically relevant kernels such as $V_{i, j}=2,(i+j), 8 i^{1 / 2} j^{1 / 2}$ and $2 i j$ along with various initial conditions. It is observed that when the number of equations is increased, the oscillations arise, but settle down when time progresses, confirming the presence of
steady-state.

The thesis further deals with the introduction of a novel semi-analytical technique called the optimized decomposition method (ODM) to compute solutions of Smoluchowski's coagulation equation and 1D Burgers' equation. Further, it focuses on developing a technique based on ODM suitable to solve two and three-dimensional systems. The series solutions computed using ODM are shown to converge to the exact solution and the theoretical error bounds are obtained. In the case of the coagulation equation, the theoretical results are validated using numerical examples for scientifically relevant aggregation kernels for which the exact solutions are available. Additionally, the ODM approximated results are compared with the solutions obtained using the Adomian decomposition method (ADM). The novel method is found to be superior to ADM for the examples considered and thus established as an improved and efficient method for solving Smoluchowski's equation. In the case of 1D Burgers' equation, it is shown that ODM enjoys better estimates than ADM. In most cases, it is observed that the series solution converges towards the exact solution. Moreover, in all the examples, the proposed method is shown to provide good accuracy with the exact solutions.

Finally, the thesis deals with implementing a Laplace transform approach based on ODM called the Laplace optimized decomposition method (LODM) to solve Smoluchowski's coagulation equation. In addition, the Laplace Adomian decomposition method (LADM) is applied to the fragmentation equation and solution expressions are obtained. The convergence analysis is also conducted to obtain the error bound for the omitted terms in both cases. Several numerical test cases are also presented to validate our theoretical findings. In the case of the coagulation problem, LODM solutions are also compared with the finite volume method results. Furthermore, the closed-form solutions are obtained in all the cases for the fragmentation equation. The methods are found to be highly accurate to solve these partial integro-differential equations.
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## Chapter 1

## Introduction

"Since Newton, mankind has come to realize that the laws of physics are always expressed in the language of differential equations" -Steven Strogatz.

Particles may change their properties in a system due to various physical, chemical, or biological factors. The processes such as coagulation, fragmentation, growth, and nucleation are part of a population balance equation (PBE). The model has several applications in modeling real-world phenomena including milling process [1], protein filament division [2], fluidized bed wet granulation [3], fibrin clot formation [4] and coagulation of magnetic nanoflowers in biofluids [5], among many others (see [6] for a detailed survey on applications). Aggregation or coagulation is a process where two or more particles combine together to form a larger particle (as shown in Figure 1.1(a)). Here, the total number of particles decreases while the total mass remains conserved. In a fragmentation or breakage process, particles break into two or more fragments due to the external forces or collision between the particles (see Figure 1.1(b)). The total number of particles in a fragmentation process increases while the total mass remains constant. In a growth process, the particles grow when the molecular matter is added to the surface of a particle (as shown in Figure 1.1(c)). Growth has no effect on the number of particles but the total volume increases. The formation of a new particle by condensation or crystallization is called nucleation and has a significant effect on the total number of particles but less on the total volume (see Figure 1.1(d)).

This thesis mainly focuses on the different variants of coagulation equations relevant to particle physics and astrophysics, i.e., Smoluchowski's coagulation and the SafronovDubovski coagulation equation (SDCE). Smoluchowski's equation has a diverse range of applications, such as in the field of bio-pharmaceuticals [7], financial sector [8], aerosol science [9], marine sciences [10]. The SDCE includes two major events, collision followed by coagulation. There are various examples of the phenomenon explained by

SDCE, namely, the collision of asteroids [11], formation of Saturn's rings [12], formation of protoplanetary disc around a newly formed star [13]. There are several real-world problems caused by particle coagulation such as the health hazards of sand and dust storms [14], the analysis of nano-metal dust explosions [15], and the impact on glacier mass as a result of volcanic dust accumulation [16]. This thesis deals with the theoretical, numerical, and steady-state analysis of the SDCE. In addition, the semi-analytical approaches for solving the pure coagulation as well as the fragmentation equations are discussed. The following objectives are fulfilled in this thesis:


Figure 1.1: Particulate processes

### 1.1 Objectives of Thesis

1. To prove the existence, uniqueness, and mass conservation in case of the conservative as well as non-conservative finite dimensional systems for the unbounded coagulation kernel $V_{i, j} \leq \frac{(i+j)}{\min \{i, j\}} \forall i, j \geq 1$ for the Safronov-Dubovski coagulation equation.
2. To establish the existence and differentiability of mass-conserving solutions for the Safronov-Dubovski coagulation equation when $V_{i, j} \leq(i+j) \forall i, j \in \mathbb{N}$.
3. To study the steady-state behavior of solution theoretically and numerically for the Safronov-Dubovski coagulation equation in case of constant, sum, and product kernels, i.e., $V_{i, j}=2,(i+j), 8 i^{1 / 2} j^{1 / 2} \& 2 i j \forall i, j \geq 1$.
4. To implement the novel efficient semi-analytical technique called the optimized decomposition method (ODM) to solve Smoluchowski's coagulation equation for the parameters $V(x, y)=1,(x+y), x y$ and to extend the method to solve the 2D and 3D Burgers equations.
5. To conduct a novel convergence analysis for the series solution computed using Laplace optimized decomposition method (LODM) and Laplace Adomian decomposition method (LADM) for Smoluchowski's coagulation and pure fragmentation equations, respectively.

### 1.2 Requisite Models

In this section, we shall describe the models that are discussed in the thesis starting with the non-linear coagulation equations, i.e., the Safronov-Dubovski coagulation equation and Smoluchowski's coagulation equation, which are at the center of our analysis.

### 1.2.1 Safronov-Dubovski Coagulation Equation

The Safronov-Dubovski coagulation equation (SDCE) is the discrete version of a coagulation model, proposed in astrophysics by Oort et al. [17] in 1946 to describe the process of aggregation of protoplanetary bodies. It was then written in a more amenable form by Safronov [18] in 1972. Hence, it was named Oort-Hulst-Safronov (OHS) coagulation equation and is given by

$$
\begin{equation*}
\partial_{t} f(t, x)=-\partial_{x}\left(f(t, x) \int_{0}^{x} y V(x, y) f(t, y) d y\right)-f(t, x) \int_{x}^{\infty} V(x, y) f(t, y) d y \tag{1.1}
\end{equation*}
$$

for $t \in(0, \infty)$ and $x \in \mathbb{R}^{+}$. The kernel, $V(x, y)$ is non-negative, symmetric, and defines the rate of coagulation of particles. The first term on the right-hand side of the above equation describes the formation of clusters of size $x$ from smaller clusters. The second term deals with the disappearance of clusters of size $x$ by sedimentation on larger clusters. SDCE is a particular case of a two-parameter family of discrete coagulation models introduced by Dubovski [19] where a link with OHS is highlighted. The SDCE, an infinite system of ordinary differential equations that has been studied by various
authors [19-21] is written as

$$
\begin{equation*}
\frac{d f_{i}(t)}{d t}=\underbrace{f_{i-1}(t) \sum_{j=1}^{i-1} j V_{i-1, j} f_{j}(t)}_{(i)}-\underbrace{f_{i}(t) \sum_{j=1}^{i} j V_{i, j} f_{j}(t)}_{(i i)}-\underbrace{\sum_{j=i}^{\infty} V_{i, j} f_{i}(t) f_{j}(t)}_{(i i i)} \tag{1.2}
\end{equation*}
$$

for $t \in[0, \infty), i, j \in \mathbb{N}$ and with the initial condition

$$
\begin{equation*}
f_{i}(0)=f_{i}^{0} \geq 0 \tag{1.3}
\end{equation*}
$$

Here, $f_{i}(t)$ is the concentration of particles of size $i$ at time $t$ and $V_{i, j}$ is the intensity rate of collisions when particles of sizes $i$ and $j$ collide to form a particle of size $(i+j)$ and is called the coagulation kernel. It is assumed to be symmetric, i.e, $V_{i, j}=V_{j, i}$ and nonnegative, i.e., $V_{i, j} \geq 0$. SDCE describes the evolution of a disperse system (like clouds, interstellar gases, etc) where the binary collision of particles of masses $i m_{0}$ and $j m_{0}$, $i \geq j$ leads to the merging of the smaller particles to a bigger particle in the following way: A collision of an $i$-mer and a $j$-mer yields fragmentation of $j$-mer into $j$-monomers. Note that $m_{0}$ is the mass of the tiniest particle in the system. Each of these $j$-monomers combines to a different $i$-mer and therefore, gives $j$ new $(i+1)$-mers from one collision event. The underlying dynamics of the equation are explained in a simplified way in Figure 1.2. The terms, in order of their presence in the equation, explain the following scenarios: (i) merging of an ( $i-1$ )-mer and a dust particle (monomer) to generate a cluster of mass $i m_{0}$, (ii) removal of $i$-mers from the system due to the creation of particles with mass bigger than $i m_{0}$, and (iii) breaking of an $i$-mer into monomers and combining with different $j$-mers.
There are various physical properties of the solution that can be investigated with the help of its moments, which are also extremely useful tools to handle related mathematical problems. The $r^{\text {th }}$ moment of a solution $f=\left(f_{i}\right)$ of (1.2) is defined by

$$
\begin{equation*}
M_{r}(f(t))=M_{r}(t):=\sum_{i=1}^{\infty} i^{r} f_{i}(t) \tag{1.4}
\end{equation*}
$$

Putting $r=0$ gives the zeroth moment, denoted as $M_{0}(t)$, which determines the total number of particles in the system, per unit volume. Taking $r=1$ in (1.4) we get the first moment $M_{1}(t)$, which can be physically interpreted as the mass of the system per unit volume. We expect the mass to be a conserved quantity, i.e., $M_{1}(t)=M_{1}(0)$, for kernels with slowly increasing rate of coagulation. Though the physical relevance of the second moment has not been much discussed in the literature, it can be interpreted as the energy dissipated in the process [22].


Figure 1.2: An example of the dynamics of Safronov-Dubovski coagulation equation

### 1.2.2 Coagulation and Fragmentation Equations

Smoluchowski [23] in 1917, proposed the infinite set of the non-linear differential equations for coagulation based on the Brownian motion of particles as

$$
\frac{d u_{i}(t)}{d t}=\frac{1}{2} \sum_{j=1}^{i-1} a_{i-j, j} u_{i-j}(t) u_{j}(t)-\sum_{j=1}^{\infty} a_{i, j} u_{i}(t) u_{j}(t)
$$

Here, $u_{i}(t), i \geq 1$ are the densities of particles of discrete size $i$ at time $t$ and $a_{i, j}$ is the coagulation kernel. It is non-negative and symmetric, i.e., $a_{i, j} \geq 0$ and $a_{i, j}=a_{j, i} \forall$ $i, j \geq 1$. The continuous version of this equation was given by Müller [24] in 1928 as

$$
\begin{equation*}
\frac{\partial u(t, x)}{\partial t}=\frac{1}{2} \int_{0}^{x} a(x-y, y) u(t, x-y) u(t, y) d y-u(t, x) \int_{0}^{\infty} a(x, y) u(t, y) d y \tag{1.5}
\end{equation*}
$$

Here, $u(t, x)$ denotes the number of particles of size $x>0$ at time $t \geq 0$. Similar to the discrete case, the kernel $a$ is non-negative and symmetric, i.e., $a(x, y)=a(y, x)$. The first term on the right-hand side of the above equation describes the creation of particles of size $x$ when two particles of masses $x-y$ and $y$ collide. The second integral shows the disappearance of particles of size $x$ after colliding with any particle of size $y$. The
pure breakage equation is written as

$$
\begin{equation*}
\frac{\partial u(t, x)}{\partial t}=\int_{x}^{\infty} \phi(y) b(x, y) u(t, y) d y-\phi(x) u(t, x) \tag{1.6}
\end{equation*}
$$

where the first expression on the right side defines the breakage of a particle of size $y>x$ to generate a particle of size $x$ and the second one is symbolic of the death of a particle with size $x$ when it breaks. The term $\phi(x)$ is the selection function that describes the rate at which particles of size $x$ are selected to break. The breakage function $b(x, y)$ for a given $y>0$ gives the size distribution of particle sizes $x \in(0, y)$ resulting from the breakage of a particle of size $y$. The breakage function has the following properties

$$
\int_{0}^{y} b(x, y) d x=\bar{N}(y) \quad \text { and } \quad \int_{0}^{y} x b(x, y) d x=y, \quad y \in(0, \infty)
$$

where $\bar{N}(y)$ defines the total number of fragments of $y$.

### 1.2.3 Burgers Equation

The Burgers equation ( BE ) is a fundamental partial differential equation in the turbulence model [25], fluid mechanics [26] and has applications in various areas of applied mathematics such as gas dynamics, traffic flow, non-linear acoustics, and cancer growth modelling (see studies [27-30] and references cited therein for details). Owing to the real-world applications of the equation, it piques interest to explore new and efficient methods to solve Burgers equation. The equation explains the following scenario: consider a viscous fluid having an initial speed $\hat{w}_{0}(x)$, passing through an ideal pipe with negligible diameter. Then, the rate of change in the distance travelled by the fluid along the pipe at each point $(\hat{x}, \hat{t})$ as time passes is described by the Burgers equation (BE) $[25,31]$ written as

$$
\begin{equation*}
\frac{\partial \hat{w}}{\partial \hat{t}}+\hat{w} \frac{\partial \hat{w}}{\partial \hat{x}}=\hat{\nu} \frac{\partial^{2} \hat{w}}{\partial \hat{x}^{2}}+\hat{f}(\hat{x}, \hat{t}) \tag{1.7}
\end{equation*}
$$

with the initial data

$$
\begin{equation*}
\hat{w}(x, 0)=\hat{w}_{0}(x) \tag{1.8}
\end{equation*}
$$

In 1995, Esipov [32] introduced the system of two-dimensional BE expressed as

$$
\begin{gather*}
\frac{\partial \hat{w}}{\partial \hat{t}}+\hat{w} \frac{\partial \hat{w}}{\partial \hat{x}}+\hat{v} \frac{\partial \hat{w}}{\partial \hat{y}}=\hat{\nu}\left(\frac{\partial^{2} \hat{w}}{\partial \hat{x}^{2}}+\frac{\partial^{2} \hat{w}}{\partial \hat{y}^{2}}\right) \\
\frac{\partial \hat{v}}{\partial \hat{t}}+\hat{w} \frac{\partial \hat{v}}{\partial \hat{x}}+\hat{v} \frac{\partial \hat{v}}{\partial \hat{y}}=\hat{\nu}\left(\frac{\partial^{2} \hat{v}}{\partial \hat{x}^{2}}+\frac{\partial^{2} \hat{v}}{\partial \hat{y}^{2}}\right) \tag{1.9}
\end{gather*}
$$

with the initial values

$$
\begin{equation*}
\hat{w}(\hat{x}, \hat{y}, 0)=\hat{f}_{1}(\hat{x}, \hat{y}), \quad \hat{v}(\hat{x}, \hat{y}, 0)=\hat{f}_{2}(\hat{x}, \hat{y}) \tag{1.10}
\end{equation*}
$$

and boundary values

$$
\begin{equation*}
\hat{w}(\hat{x}, \hat{y}, \hat{t})=\hat{g}_{1}(\hat{x}, \hat{y}, \hat{t}), \quad \hat{v}(\hat{x}, \hat{y}, \hat{t})=\hat{g}_{2}(\hat{x}, \hat{y}, \hat{t}) \tag{1.11}
\end{equation*}
$$

Consider 3D Burgers equation, see [33]

$$
\begin{equation*}
\frac{\partial}{\partial \hat{t}} \hat{w}(\hat{x}, \hat{y}, \hat{z}, \hat{t})=\hat{w} \frac{\partial \hat{w}}{\partial \hat{x}}+\hat{\nu}\left(\frac{\partial^{2} \hat{w}}{\partial \hat{x}^{2}}+\frac{\partial^{2} \hat{w}}{\partial \hat{y}^{2}}+\frac{\partial^{2} \hat{w}}{\partial \hat{z}^{2}}\right) \tag{1.12}
\end{equation*}
$$

together with the initial condition $\hat{w}(\hat{x}, \hat{y}, \hat{z}, 0)=\hat{\phi}(\hat{x}, \hat{y}, \hat{z})$. The explanation of the
Table 1.1: Nomenclature

| Parameter | Description | Dimension |
| :---: | :---: | :---: |
| $\hat{\mathbf{x}}$ | spatial coordinates | $[L]$ |
| $\hat{t}$ | time | $[T]$ |
| $\hat{\nu}$ | kinematic viscosity | $\left[L^{2} T^{-1}\right]$ |
| $R_{e}$ | Reynold's number | Dimensionless |
| $\hat{\mathbf{w}}(\hat{\mathbf{x}}, \hat{t})$ | unknown velocity functions | $\left[L T^{-1}\right]$ |
| $\hat{\mathbf{w}}_{0}(\hat{\mathbf{x}})$ | initial speed | $\left[L T^{-1}\right]$ |
| $\hat{f}(\hat{x}, \hat{t})$ | non-homogenous term | $\left[L T^{-2}\right]$ |

quantities involved in the above equations is part of the TABLE 1.1. The governing equations (1.7), (1.9), and (1.12) are converted to dimensionless form by defining the variables

$$
\mathbf{x}=\frac{\hat{\mathbf{x}}}{\hat{\mathbf{l}}}, \quad t=\frac{\hat{t}}{\hat{k}}, \quad \nu=\frac{\hat{\nu}}{\hat{l^{2}} \hat{k}^{-1}}, \quad c=\frac{\hat{w}-\hat{w}_{0}}{\hat{w}_{0}}, \quad \text { and } \quad f=\frac{\hat{f}}{\hat{l} \hat{k}^{-2}},
$$

where $\hat{\mathbf{l}}$ and $\hat{k}$ are the reference length and time scales, respectively. The dimensionless Burgers equations, which are the main focus of this work, are then represented in the following forms:

$$
\begin{equation*}
\frac{\partial w}{\partial t}+w \frac{\partial w}{\partial x}=\nu \frac{\partial^{2} w}{\partial x^{2}}+f(x, t) \tag{1.13}
\end{equation*}
$$

with the initial data

$$
\begin{equation*}
w(x, 0)=w_{0}(x) \tag{1.14}
\end{equation*}
$$

for the single variable and for the two variables, it is expressed as

$$
\begin{align*}
\frac{\partial w}{\partial t}+w \frac{\partial w}{\partial x}+v \frac{\partial w}{\partial y} & =\nu\left(\frac{\partial^{2} w}{\partial x^{2}}+\frac{\partial^{2} w}{\partial y^{2}}\right) \\
\frac{\partial v}{\partial t}+w \frac{\partial v}{\partial x}+v \frac{\partial v}{\partial y} & =\nu\left(\frac{\partial^{2} v}{\partial x^{2}}+\frac{\partial^{2} v}{\partial y^{2}}\right) \tag{1.15}
\end{align*}
$$

with the initial values

$$
\begin{equation*}
w(x, y, 0)=f_{1}(x, y), \quad v(x, y, 0)=f_{2}(x, y), \quad \forall(x, y) \in D \tag{1.16}
\end{equation*}
$$

and boundary values

$$
\begin{equation*}
w(x, y, t)=g_{1}(x, y, t), \quad v(x, y, t)=g_{2}(x, y, t), \quad \forall(x, y) \in \partial D \tag{1.17}
\end{equation*}
$$

where $\partial D$ is the boundary of $D=\{(x, y): x, y \in[a, b]\}, \nu=\frac{1}{R_{e}}$. The values $f_{i}(x, y)$ and $g_{i}(x, y, t)$ are assumed to be smooth enough and satisfy the conditions $g_{i}(x, y, 0)=$ $f_{i}(x, y)$ so that the coupled equations (1.15)-(1.17) admit a smooth solution. The 3D Burgers equation can be written in dimensionless form as

$$
\begin{equation*}
\frac{\partial}{\partial t} w(x, y, z, t)=w \frac{\partial w}{\partial x}+\nu\left(\frac{\partial^{2} w}{\partial x^{2}}+\frac{\partial^{2} w}{\partial y^{2}}+\frac{\partial^{2} w}{\partial z^{2}}\right) \tag{1.18}
\end{equation*}
$$

together with the initial condition $w(x, y, z, 0)=\phi(x, y, z)$. The equations (1.13), (1.15), and (1.18) become the inviscid BE when $\nu=0$ and viscous BE for $\nu=1$. Furthermore, if the viscous term is not included, i.e., inviscid case, the equations are hyperbolic, and if included, the equations are of parabolic type.

### 1.3 Kernels

In this section, we list a few important coagulation parameters:

## Sum Kernel

The sum kernel, see Figure 1.3 (i), is given by

$$
\begin{equation*}
V_{i, j}=(i+j) \tag{1.19}
\end{equation*}
$$

## Brownian Kernel

The Brownian coagulation kernel, with continuum regime, is plotted in Figure 1.3 (ii) and is described by

$$
\begin{equation*}
V_{i, j}=\left(i^{1 / 3}+j^{1 / 3}\right)\left(i^{-1 / 3}+j^{-1 / 3}\right) . \tag{1.20}
\end{equation*}
$$

Through Figure 1.3 (ii), we can see that for smaller-sized particles, the interaction is low


Figure 1.3: Sum kernel and Brownian kernel
but as the size of the particle keeps on increasing, the interaction between the particles increases. The reason for this kind of behavior is characterized by the multiplicative nature of the kernel.

## Shear Kernel

The Shear kernel, with a non-linear velocity profile, is shown in Figure 1.4 (i) and is defined by

$$
\begin{equation*}
V_{i, j}=\left(i^{1 / 3}+j^{1 / 3}\right)^{7} . \tag{1.21}
\end{equation*}
$$

## Gravitational Kernel

The gravitational kernel (see Figure 1.4 (ii)), which explains gravitational settling with particles larger than $\approx 50 \mu m$, is described by

$$
\begin{equation*}
V_{i, j}=\left(i^{1 / 3}+j^{1 / 3}\right)^{2}\left|i^{1 / 3}-j^{1 / 3}\right| . \tag{1.22}
\end{equation*}
$$



Figure 1.4: Shear kernel and gravitational kernel

## Diffusion Kernel

It explains the controlled growth of supported metal crystallites and is given by, see Figure 1.5

$$
\begin{equation*}
V_{i, j}=\left(i^{-2 / 3}+j^{-2 / 3}\right) . \tag{1.23}
\end{equation*}
$$

All the above kernels can be defined in continuous settings accordingly. Some breakage


Figure 1.5: Diffusion kernel
and selection functions are defined by $b(x, y)=\frac{2}{y}, \frac{2}{y^{2}}, \frac{3 x}{y^{2}}, \frac{4 x^{2}}{y^{3}}$ and $\phi(x)=x, x^{2}, x^{3}, x^{4}$, respectively.

### 1.4 Applications

There are various applications of the above-mentioned coagulation-fragmentation equations, which include the following:

## Protoplanetary Disk

A protoplanetary disk is a rotating circumstellar disk of dense gas and 'dust' surrounding a young newly formed star, as shown in Figure 1.6(a). It is formed by the coagulation of larger particles in space with 'dust'(the smallest particle in the system). The formation of this protoplanetary disk can be explained through the Coagulation-Disintegration model [13]. In 2011, Rolf Olsen presented pictures of a protoplanetary disk around the star $\beta$-pictoris as shown in Figure 1.6(a).


Figure 1.6: Some applications of coagulation processes

## Asteroid Collision

In space, the asteroids collide with each other and also with other planets, as shown in Figure 1.6(b). Recent news about the collision of a 150 km asteroid with Earth could have been the reason for the coagulation of so much dust that it resulted in the ice age, and climate variation between Antarctica and the equator (see [34]).

## Schooling of Fish

Fish form groups due to social reasons, which is called shoaling. If this group moves in the same direction, then it is called 'schooling' as shown in Figure 1.6(c). In [10], Niwa et al. explained this behavior using Smoluchowski's coagulation equation.

## Rouleaux Formations

Rouleaux (singular is rouleau) are stacks or aggregations of red blood cells (RBCs) that form because of the unique discoid shape of the cells in vertebrates as shown in Figure 1.6(d). The flat surface of the discoid RBCs gives them a large surface area to make contact with and stick to each other; thus forming a rouleau. They occur when the plasma protein concentration is high, and, because of them, the ESR (erythrocyte sedimentation rate) is also increased. This is a nonspecific indicator of the presence of disease.

### 1.5 Existing Literature

Let us now provide the literature survey for each of the models considered in this thesis.

### 1.5.1 Safronov-Dubovski Coagulation Equation

In 2003, Lachowicz et al. [35] showed the relation between the Smoluchowski coagulation (1.5) and the OHS coagulation equations (1.1). They proved the existence of solutions when $V(x, y) \in W_{l o c}^{1, \infty}\left([0, \infty)^{2}\right)$ and $\partial_{x} V(x, y) \geq-\alpha$, in particular, for $V(x, y) \leq(1+$ $x)(1+y), V(x, y) \leq G(1+x+y)$. The authors have also provided the results for gelation in finite time, i.e. $T_{g e l}<+\infty$ by taking $V(x, y) \leq(1+x)(1+y)$ and $V(x, y) \geq A(x y)^{\frac{\lambda}{2}}$, $\lambda \in(1,2]$. In 2005, Laurençot [36] discussed the convergence to the self-similar solutions of Eq. (1.1) with constant kernel and extended the results for multiplicative kernel

$$
V(x, y)=x y
$$

in 2006 [37]. Another interesting result in this direction is found in [38] where the authors proved the existence of self-similar profiles with a finite first moment for the additive kernel, i.e.,

$$
V(x, y)=x^{\lambda}+y^{\lambda}, \quad \lambda=(0,1)
$$

Bagland [21] established the existence of a solution for the SDCE in case of the bounded kernel

$$
\lim _{j \rightarrow \infty} \frac{V_{i, j}}{j}=0 .
$$

In 2014, Davidson [20] has proved the global existence for an unbounded kernel of the type

$$
j V_{i, j} \leq M, j \leq i \quad \text { and } \quad V_{i, j} \leq C_{V} h_{i} h_{j} \quad \text { such that } \quad \frac{h_{i}}{i} \rightarrow 0 .
$$

The author discussed the mass conservation when $h_{i} \leq i^{1 / 2}$ and the uniqueness of the solution for the bounded kernel, i.e., $0 \leq V_{i, j} \leq C_{V}, C_{V} \in \mathbb{R}^{+}$. This equation has not been explored much and hence is the focus of our analysis in this thesis.

### 1.5.2 Coagulation and Fragmentation Equations

Several researchers have studied the global existence, mass-conservation, uniqueness, and self-similar solutions for the coagulation (1.5) and fragmentation equations (1.6) (see [39-48] and the references therein for details). In general, it is not easy to find a solution for the aggregation and breakage problems considering physical kernels. Therefore, numerical and semi-analytical methods are used to find the solution numerically and in analytic approximate forms, respectively. It is proven that the FVM is more suitable for solving such a model due to the conservative formulation of the equation. Filbet and Laurençot [49] were the first to develop such a numerical scheme in 2004 for solving coagulation and binary breakage problem. Further, Bourgade et al. [50] discussed the convergence of finite volume approximated solution towards a weak solution of the continuous problem in weighted $L^{1}$ space under the condition that kernels are locally bounded. Several articles are available on the consistency and convergence analysis of FVM for solving such non-linear models, see [51, 52] and further citations for more details. The semi-analytical approaches do not rely on nonphysical assumptions like discretization, linearization, estimating the initial term, or a set of basis functions, they allow us to solve both linear and non-linear initial and boundary value problems. These methods are widely used to calculate series approximated solutions for the coagulation equation (1.5) which include the Laplace decomposition method [53], tensor decomposition [54], HPM [55, 56], Laplace-variational iteration method (LVIM) [57], ADM [58], VIM [59]. HPM was used in [55] to obtain the series solution for (1.5) for $a(x, y)=1$, $a(x, y)=x y$ with $u_{0}(x)=e^{-x},\left(e^{-x} / x\right)$, respectively. Kaur et al. [56] analyzed the convergence of series solution computed using HPM for the Eq. (1.5) considering two additional coagulation kernels namely sum and Ruckenstein kernel, i.e.,

$$
a(x, y)=(x+y), \quad\left(x^{2 / 3}+y^{2 / 3}\right),
$$

with initial value $u_{0}(x)=e^{-x}$. The authors in [56] also dealt with the breakage problem (1.6) using HPM for the parameters

$$
\begin{equation*}
\phi(x)=x^{\alpha}, \quad b(x, y)=\frac{\alpha}{y}\left(\frac{x}{y}\right)^{\alpha-2} \quad \forall 1 \leq \alpha \leq 2 \text { with } u_{0}(x)=e^{-x}, \delta(x-1) . \tag{1.24}
\end{equation*}
$$

Hammouch and Toufika [57] established that the Laplace-variational iteration method (LVIM) is more efficient compared to HPM for the problem (1.5). The other homotopy methods are also among the popular ones to analyze the series solutions of (1.5), namely, HAM, optimal homotopy asymptotic method (OHAM), and the homotopy analysis transform method (HATM) (see [60, 61]). Singh et al. [58] implemented ADM for $a(x, y)=1,(x+y), x y$ with $u(0, x)=e^{-x}, \frac{e^{-x}}{x}$. and

$$
\begin{equation*}
\phi(x)=x^{3}, x^{4}, \quad b(x, y)=\frac{3 x}{y^{2}}, \frac{4 x^{2}}{y^{3}} \text { with } u_{0}(x)=e^{-x} . \tag{1.25}
\end{equation*}
$$

Hasseine et al. [59] established the comparison between the semi-analytical solutions obtained using VIM, HPM, and ADM for $a(x, y)=x y$ with $u_{0}=e^{-x}$. Hasseine et al. [62] implemented VIM and ADM for the breakage equation (1.6) when $\alpha=1,2$ in (1.24). The authors in [59] analyzed three semi-analytical methods namely VIM, HPM, and ADM for the parameters same as in (1.24) and product coagulation kernel with $u_{0}(x)=e^{-x}$. In [63], ADM solution is compared with a collocation method result for $\phi(x)=x$ and $x^{2}$ for $u_{0}(x)=x e^{-x}$. The authors in [64] used ADM and HPM to compute the series solutions for a kernel relevant in milling processes (see [65]), i.e, $\phi(x)=x, \quad b(x, y)=\frac{12(y-x)}{x^{3}}$. Very recently in 2022, the authors [66] have used HAM to obtain the solutions for the Ruckenstein kernel for Eq. (1.5) and for the parameters as in (1.24) for Eq. (1.6) along with parameters same as in (1.25). A method suggested by Odibat [67, 68] in 2020, known as ODM, was implemented on the non-linear ODEs and PDEs. The fundamental aspect of the ODM is the linear approximation of the nonlinear operator, which is used to decompose the solution into series form.
It has been shown in recent works [69-71] that the addition of the Laplace transformation on the ADM approach (LADM) provided better accuracy than ADM. In 2022, Beghami et al. [72] developed a new series solution method based on ODM called the Laplace optimized decomposition method (LODM) to solve the system of partial differential equations of fractional order with great accuracy.

### 1.5.3 Burgers Equation

Due to the vast range of applicability of these equations in natural world phenomena, many researchers have contributed to their numerical and theoretical analysis. From the numerical point of view, Zhang and Wang [73] introduced a compact predictor-corrector
finite difference scheme for the viscous 1D BE. In [74], the authors used the finite volume method for the non-linear advective terms in (1.13) by the fifth-order weighted upwind compact scheme. In 2021, the article [75] focused on computing the numerical solutions of the 1D Burgers equation by calculating Chebyshev polynomials and using the tau spectral method. In 2022, the authors [76] applied Lax-Friedrichs, and Lax-Wendroff schemes to obtain the numerical solutions of the inviscid 1D BE. An efficient technique such as Lucas polynomials coupled with the finite difference method is implemented on the one and two-dimensional time-fractional Burgers equation [77]. There are other approaches that can be used to solve the Burgers equation such as the Mittag-Leffler kernel approach [78], using nonlocal symmetries arising from the inverse potential system [79], and the quadratic-linear schemes [80]. In the case of the 2D Burgers problem (1.15), recently in 2022, Hussein and Kashkool [81] presented a continuous and discretetime weak Galerkin finite element scheme for the coupled problem while Zhang et al. [82] developed a high-order implicit weighted compact non-linear scheme. In [83], twodimensional BE (1.15) is solved using Lucas and Fibonacci polynomials by converting the equation into algebraic equations. In addition to the above approaches, the finite difference method and the method of lines are also used to compute the numerical solution of (1.15) (see [84, 85] and the references cited in the papers).

However, the above investigations require physical changes such as linearization, discretization, and theoretical assumptions related to non-linearities. To avoid these issues, the researchers make use of semi-analytical methods that do not require complicated discretization and assumptions on the parameters. During the last several decades, many authors have studied solutions to the 1D BE using various methodologies, including Backlund transformation [86], Elzaki transformation, homotopy perturbation method (HPM) [87], the tanh method [88], the sine cosine method [89], and the Laplace transformation method [90]. There are other semi-analytical schemes implemented on fractional Burgers equation such as HPM [91], optimal perturbation iteration method [92], and the energy boundary function method [93]. Further, Asmouh et al. [94] developed a higher-order isogeometric modified method of characteristics for the 2D BE (1.15) which is a very efficient method for the coupled problem and the authors established it using several test cases. The other methods that are implemented on (1.15) are the homotopy analysis method [95], the variational iteration technique [96, 97], the discrete Adomian decomposition method [98] and the Adomian-Padé technique [99]. For a more detailed review of the several methods applied to the Burgers equation, we refer the readers to the review paper [100].

### 1.6 Plan of Thesis

This thesis deals with the theoretical, numerical, and steady-state analysis of the SafronovDubovski coagulation equation (1.2). In addition, the semi-analytical approaches for solving the pure coagulation (1.5) as well as fragmentation equations (1.6) are discussed. In the following, a summary of each chapter in the thesis is presented:

Chapter 2 presents the existence, uniqueness, and mass conservation of the solution of the Safronov-Dubovski coagulation equation (1.2)- (1.3) in the case of an unbounded kernel of the type $V_{i, j} \leq \frac{(i+j)}{\min \{i, j\}}$ for every $i, j \in \mathbb{N}$. Helly's selection theorem and the contraction mapping theorem are pivotal for establishing these results. The existence and mass conservation are dealt with for both the conservative and non-conservative finite dimensional systems.

In Chapter 3, we extend the definition of the kernel to $V_{i, j} \leq(i+j)$ for all $i, j \geq 1$, i.e., the sum kernel and establish the existence and mass conservation results for the conservative as well as non-conservative approximations to the infinite system of ODEs (1.2). In this case, we prove the differentiability of the solution and the conditions under which all solutions conserve density. The differentiability results are established for the generalized class $V_{i, j} \leq\left(i^{\alpha}+j^{\alpha}\right)$, where $0 \leq \alpha \leq 1$ and the boundedness of the $(\alpha+1)^{t h}$ moment is pivotal in establishing that the solution is first-order differentiable and the derivative is continuous.

The numerical and steady-state analysis of SDCE (1.2)- (1.3) for standard physical parameters such as the constant, sum, and product kernel, i.e., $V_{i, j}=2,(i+j), 8 i^{1 / 2} j^{1 / 2}$, and $2 i j \forall i, j \geq 1$ are discussed in Chapter 4 . In addition, we investigate the oscillatory behavior of the solutions for these parameters. Due to the complexity of the expressions in the equation, a novel moment method is found to be most suitable to study steady-state behavior. In light of these expressions, the explicit fourth-order RungeKutta method is implemented to compute the numerical solutions which are compared with the analytical solutions calculated using the method of moments.

The aim of Chapter 5 is the development and implementation of a novel semi-analytical approach called the optimized decomposition method (ODM) to solve the non-linear Smoluchowski's coagulation problem (1.5) and its novel extension to the system of PDEs for solving 2D (1.15) and 3D viscous Burgers' equations (1.18). Also, we study the convergence analysis for the series solutions obtained using ODM and compute the error
estimates. The applications of ODM to calculate the series solutions of one-dimensional inviscid and viscous Burgers equations are also part of this chapter. The results for Smoluchowski's equation and 1D Burgers equation are compared to the existing Adomian decomposition method (ADM) and the scheme gives nice accuracy with the exact solution. The proposed method is implemented to solve the two and three dimensional Burgers equations and the technique proved to be very efficient.

In the final Chapter 6, Laplace transform-based methods called the Laplace optimized decomposition method (LODM) and Laplace Adomian decomposition method (LADM) are applied to the pure coagulation (1.5) and fragmentation (1.6) equations, respectively. A novel convergence analysis for the approximated solutions is conducted to obtain the theoretical error estimates for the two methods. The schemes are found to be highly efficient and accurate to solve these problems by comparing the numerical simulations with the available exact solutions or the error between the approximate results.

In the end, some conclusions and future works are summarized.

## Chapter 2

## Existence, Uniqueness, and Mass Conservation for Safronov-Dubovski Coagulation Equation ${ }^{1}$

The Safronov-Dubovski coagulation equation is given by

$$
\begin{equation*}
\frac{d f_{i}(t)}{d t}=f_{i-1}(t) \sum_{j=1}^{i-1} j V_{i-1, j} f_{j}(t)-f_{i}(t) \sum_{j=1}^{i} j V_{i, j} f_{j}(t)-\sum_{j=i}^{\infty} V_{i, j} f_{i}(t) f_{j}(t) \tag{2.1}
\end{equation*}
$$

for $t \in[0, \infty), i, j \geq 1$ and with initial datum

$$
\begin{equation*}
f_{i}(0)=f_{i n} \tag{2.2}
\end{equation*}
$$

Here, $f_{i}(t)$ is the concentration of particles of size $i$ at time $t$ and $V_{i, j}$ is the intensity rate of collisions when particles of sizes $i$ and $j$ collide to form a particle of size $(i+j)$ and is called the coagulation kernel. It is assumed to be symmetric, i.e, $V_{i, j}=V_{j, i}$ and non-negative, i.e., $V_{i, j} \geq 0$. Our main aim in this work is to derive the existence, mass conservation, and uniqueness results for the unbounded kernel of the form $\min \{i, j\} V_{i, j} \leq$ $(i+j) \forall i, j \in \mathbb{N}$. The parameters which are covered under the umbrella of the said kernel are $V_{i, j}=i^{-2 / 3}+j^{-2 / 3} \forall i, j \geq 1$ which explains the 'Diffusion-controlled growth of supported metal crystallites' (see [101]), $V_{i, j}=i^{1-\alpha} j^{-\alpha}+i^{-\alpha} j^{1-\alpha}$ and $V_{i, j}=(i+$ $j)^{1-\alpha}(i j)^{-\alpha}$, where $\alpha \geq 1$.

The chapter is organized as follows: Section 2.1 defines basic definitions and theorems that are relevant for chapters 2,3 , and 4 . In Section 2.2, the finite-dimensional system is presented along with the statement and proofs of various lemmas that are required

[^0]to exemplify the major developments of the work. Section 2.3 has two subsections, first one investigates the existence of the solution while the mass-conserving properties of the solution are dealt with in the other subsection. Section 2.4 explores the uniqueness of the solution $f_{i}(t)$. The existence and density conservation for the non-conservative approximation of the Eqs. (2.1)-(2.2) are analyzed in the last section, Section 2.5.

### 2.1 Preliminaries

Definition 2.1. (see [[102], Definition 4.18]) For a function $f: X \rightarrow Y$ with metric spaces $\left(X, d_{1}\right)$ and $\left(Y, d_{2}\right), f$ is called uniformly continuous if for every real number $\epsilon>0$, there exists a real number $\delta>0$ such that for every $x, y \in X$ with $d_{1}(x, y)<\delta$, we have $d_{2}(f(x), f(y))<\epsilon$.

Definition 2.2. (see [103]) For a function $f: X \rightarrow Y$ with metric spaces $\left(X, d_{1}\right)$ and ( $Y, d_{2}$ ), $f$ is called Lipshitz continuous if there exists a real constant $K \geq 0$ such that, $\forall x, y \in X$,

$$
d_{2}(f(x), f(y)) \leq K d_{1}(x, y)
$$

Such $K$ is called Lipshitz constant for $f$ and $f$ is called $K$ - Lipshitz.
Definition 2.3. (see [[104], page 108]) Let, $(X, d)$ be a metric space and $I$ be an interval in the real line $\mathbb{R}$. A function $f: I \rightarrow X$ is absolutely continuous on $I$ if for every positive number $\epsilon$, there is a positive number $\delta$ such that whenever a finite sequence of disjoint sub-intervals $\left(x_{k}, y_{k}\right)$ of I with $x_{k}<y_{k} \in I$ satisfies $\sum_{k}\left(y_{k}-x_{k}\right)<\delta$, then

$$
\sum_{k} d\left(f\left(y_{k}\right), f\left(x_{k}\right)\right)<\epsilon
$$

Remark 2.4. Note here that every absolute continuous function (over a compact interval) is uniformly continuous and therefore continuous. Every (globally) Lipshitz continuous function is absolutely continuous.

Definition 2.5. (see [[102], Definition 7.19]) A sequence $\left\{f_{n}: \mathbb{R} \rightarrow \mathbb{R}\right\}$ of functions is uniformly bounded if there exists a constant $C \geq 0$, such that $\forall n$, we have $\sup _{x \in \mathbb{R}}\left|f_{n}(x)\right| \leq C$.

Definition 2.6. (see [[105], page 137-139]) The total variation of the complex-valued measure $\mu$ is the set function

$$
|\mu|(E)=\sup _{P} \sum_{A \in P}\|\mu(A)\|, \quad \forall E,
$$

where the sum is taken over all the partitions $P$ of a measurable set $E$ into a countable number of disjoint measurable subsets.

Definition 2.7. (see [[102], Definition 9.22]) A contraction mapping on a metric space $(M, d)$ is a function $f$ from $M$ to itself with the property that there is some real number $0 \leq k<1$ so that $\forall x, y \in M$,

$$
d(f(x), f(y)) \leq k d(x, y)
$$

Remark 2.8. It is worth noting that every contraction mapping is Lipshitz continuous and hence uniformly continuous.

Definition 2.9. (see, [46])
(a) Let $p \in[1, \infty)$. A sequence $\left(f_{n}\right)$ in $L_{p}(\Omega)$ converges weakly to $f$ (written as $f_{n} \rightharpoonup f$ ) in $L_{p}(\Omega)$ if

$$
\lim _{n \rightarrow \infty} \int_{\Omega} f_{n}(x) \varphi(x) d \mu(x)=\int_{\Omega} f(x) \varphi(x) d \mu(x)
$$

for all $\varphi \in L_{q}$, where $q=\infty$ when $p=1$ and $q=\frac{p}{p-1}$ when $p \in(1, \infty)$.
(b) A sequence $\left(f_{n}\right)$ in $L_{\infty}(\Omega)$ converges $*$ weakly to $f$ (written as $f_{n} \stackrel{*}{\rightharpoonup} f$ ) in $L_{\infty}(\Omega)$ if

$$
\lim _{n \rightarrow \infty} \int_{\Omega} f_{n}(x) \varphi(x) d \mu(x)=\int_{\Omega} f(x) \varphi(x) d \mu(x)
$$

for all $\varphi \in L_{1}(\Omega)$.
Lemma 2.10. (see [106]) Gronwall's Lemma: Assume $f:[0, T] \rightarrow \mathbb{R}$ is a bounded non-negative measurable function, $g:[0, T] \rightarrow \mathbb{R}$ is a non-negative integrable function and $k \geq 0$ is a constant with the property that $f(t) \leq k+\int_{0}^{t} g(s) f(s) d s$, then

$$
f(t) \leq k \exp \left(\int_{0}^{t} g(s) d s\right) .
$$

Lemma 2.11. (see [[107], page 468]) Let $\vartheta_{1}, \vartheta_{2} \in L_{1}(\Omega)$ be such that $\vartheta_{1} \leq \vartheta_{2}$ a.e. Then, the set $K=\left\{f \in L_{1}(\Omega): \vartheta_{1} \leq f \leq \vartheta_{2}\right.$ a.e. $\}$ is compact in weak topology $\sigma\left(L_{1}, L_{\infty}\right)$.

Lemma 2.12. (see [[107], page 468]) Let ( $f_{n}$ ) be a bounded sequence in $L_{1}(\Omega)$ such that $\int_{A} f_{n}$ converges to a finite limit $\ell(A)$, for every measurable set $A \subset \Omega$. Then, there exists some $f \in L_{1}(\Omega)$ such that $f_{n} \rightharpoonup f$.

Lemma 2.13. (see [[107], page 125]) Let $\left(f_{n}\right)$ be a sequence in $L_{1}(\Omega)$ with $|\Omega|<\infty$ and $f \in L_{1}(\Omega)$. Then, the following properties are equivalent:
(a) $f_{n} \rightharpoonup f$ in $\sigma\left(L_{1}, L_{\infty}\right)$
(b) $\int_{\Omega}\left|f_{n}\right|<C$ and $\int_{\omega} f_{n} \rightarrow \int_{\omega} f, \forall \omega \subset \Omega, \omega$ measurable and $|\omega|<\infty$.

Lemma 2.14. (see [[107], page 125]) Let $\left(f_{n}\right)$ be a sequence of functions in $L_{1}(\Omega)$ with $|\Omega|=\infty$ and $f(x) \in L_{1}(\Omega)$ such that
(a) $f_{n} \geq 0 \quad \forall n$ and $f \geq 0$ a.e. on $\Omega$,
(b) $\int_{\Omega} f_{n} \rightarrow \int_{\Omega} f$,
(c) $\int_{\omega} f_{n} \rightarrow \int_{\omega} f, \forall \omega \subset \Omega, \omega$ measurable and $|\omega|<\infty$.

Then, $f_{n} \rightharpoonup f$ in $L_{1}(\Omega)$ with respect to the weak topology $\sigma\left(L_{1}, L_{\infty}\right)$.
Theorem 2.15. (see [[108]) Picard Lindelöf theorem: Consider the initial value problem (IVP),

$$
y^{\prime}=f(t, y(t)), \quad y\left(t_{0}\right)=y_{0},
$$

and suppose, $f$ is Lipshitz continuous in $y$ and continuous in $t$, then for some $\varepsilon>0$, there exists a unique solution $y(t)$ to the IVP on the interval $\left[t_{0}-\varepsilon, t_{0}+\varepsilon\right]$.

Theorem 2.16. (see [102]) Helly's selection theorem: Let, $U$ be an open subset in $\mathbb{R}$ and let $f_{n}: U \rightarrow \mathbb{R}, n \in \mathbb{N}$ be a sequence of functions. Suppose that:
(a) $\left\{f_{n}\right\}$ has uniformly bounded total variation on any $W$ that is compactly embedded in $U$. That is, for all sets $W \subset U$ with compact closure $\bar{W} \subset U$,

$$
\sup _{n \in \mathbb{N}}\left(\left\|f_{n}\right\|_{L^{1}(W)}+\left\|\frac{d f_{n}}{d t}\right\|_{L^{1}(W)}\right)<\infty,
$$

where the derivative is taken in sense of tempered distributions.
(b) $\left\{f_{n}\right\}$ is uniformly bounded at a point, i.e., for some $t \in U,\left\{f_{n}(t) \mid n \in \mathbb{N}\right\} \subset \mathbb{R}$ is a bounded set.

Then $\exists$ a subsequence $f_{n_{k}}, k \in \mathbb{N}$ of $\left\{f_{n}\right\}$ and a function $f: U \rightarrow \mathbb{R}$ locally of bounded variation, such that $f_{n_{k}}$ converges to $f$ pointwise and $\left\{f_{n}\right\}$ converges to $f$ locally in $L^{1}$, i.e., for all $W$ compactly embedded in $U$,

$$
\lim _{k \rightarrow \infty} \int_{W}\left|f_{n_{k}}(x)-f(x)\right| d x=0
$$

Theorem 2.17. (see [[102], Theorem 9.23]) Contraction Mapping Theorem: Let, (X,d) be a non-empty complete metric space with a contraction mapping $T: X \rightarrow X$. Then, $T$ admits a unique fixed point $x^{*}$ in $X$. Furthermore, $x^{*}$ can be found as follows: start with an arbitrary element $x_{0} \in X$ and define a sequence $\left(x_{n}\right)_{n \in \mathbb{N}}$ by $x_{n}=T\left(x_{n-1}\right)$ for $n \geq 1$, then $x_{n} \rightarrow x^{*}$ as $n \rightarrow \infty$. The theorem is also known as the Banach fixed point theorem.

Theorem 2.18. (see [109]) Lebesgue Dominated Convergence Theorem: Suppose $g$ is Lebesgue integrable on $E$ and the sequence of functions $\left\{f_{n}\right\}$ are such that $\left|f_{n}(x)\right| \leq g(x)$
a.e. on $E$ for all $n \in \mathbb{N}$ and $\left\{f_{n}\right\}$ converges pointwise to $f$ a.e. on $E$, then $f$ is Lebesgue integrable on $E$ and

$$
\lim _{n \rightarrow \infty} \int_{E} f_{n} d x=\int_{E} f d x
$$

In the weak compactness sense, the properties of $L_{1}$ spaces differ from properties of $L_{p}, 1<p<\infty$, spaces. In particular, $L_{1}$ being non-reflexive, its unit ball is not weakly compact. Kakutani's theorem [[107], Theorem 3.17] and the reflexivity of $L_{p}(\Omega), p \in$ $(1, \infty)$, see [[107], Theorem 4.10] warrant that any bounded sequence in $L_{p}(\Omega)$ has a subsequence that converges weakly in $L_{p}(\Omega)$. The bounded sets of $L_{1}$ do not play an important role with respect to the weak topology of $L_{1}$ space because $L_{1}$ is not reflexive. In the following, the Dunford-Pettis theorem provides an important characterization of weakly compact sets in $L_{1}$. The weak compactness argument in $L_{1}$ space is used to prove the existence of a weak solution to the age/size-structured population models, see [43, 110-114].

Theorem 2.19. (see [115]) De La Vallée Poussin Theorem: Let $\mathcal{F}$ be a subset of $L^{1}(\Omega)$. The following two statements are equivalent:
(a) $\mathcal{F}$ is uniformly integrable.
(b) $\mathcal{F}$ is a bounded subset of $L^{1}(\Omega)$ and there exists a convex function $\left.\gamma \in C^{\infty}([0, \infty)]\right)$ such that $\gamma(0)=\gamma^{\prime}(0)=0, \gamma^{\prime}$ is a concave function, $\gamma^{\prime}(r)>0$ if $r>0, \lim _{r \rightarrow \infty} \frac{\gamma(r)}{r}=$ $\lim _{r \rightarrow \infty} \gamma^{\prime}(r)=\infty$, and $\sup _{f \in \mathcal{F}} \int_{\Omega} \gamma(|f|) d \mu<\infty$.

Example 2.1. (See [[107], page 122]) Consider the sequence $\left(g_{n}\right)$ of functions in $L_{1}(0,1)$ and defined by $g_{n}(x)=n e^{-n x}$. Then,
(a) $g_{n} \rightarrow 0$ a.e.
(b) $g_{n}$ is bounded.
(c) $g_{n} \nrightarrow 0$ strongly.
(d) $g_{n} \nrightarrow 0$ weakly $\sigma\left(L_{1}, L_{\infty}\right)$.

Example 2.2. (See [[107], page 122]) Consider the sequence $\left(f_{n}\right)$ of functions in $L_{p}(0,1), 1<$ $p<\infty$, and defined by $f_{n}(x)=n^{1 / p} e^{-n x}$. Then,
(a) $f_{n} \rightarrow 0$ a.e.
(b) $f_{n}$ is bounded.
(c) $f_{n} \nrightarrow 0$ strongly.
(d) $f_{n} \rightharpoonup 0$ weakly $\sigma\left(L_{p}, L_{q}\right)$, where $\frac{1}{p}+\frac{1}{q}=1$.

Example 2.3. (See [[116], page 181]) Let $X=L_{1}([0,2 \pi])$. Then, the sequence $f_{n}(x)=$ $\sin n x$ converges weakly to 0 in $L_{1}([0,2 \pi])$.

### 2.2 Finite Dimensional System and Required Results

Let us now proceed to establish our findings: consider the weighted $\ell_{1}$ space of real sequences,

$$
X=\left\{z=\left(z_{k}\right):\|z\|<\infty\right\},
$$

with the norm defined by

$$
\begin{equation*}
\|z\|=\sum_{k=1}^{\infty} k\left|z_{k}\right|, \tag{2.3}
\end{equation*}
$$

such that $(X,\|\cdot\|)$ is a Banach space. The solution of the Safronov-Dubovski coagulation equation when $\min \{i, j\} j V_{i, j} \leq(i+j)$ is defined to be in the space

$$
X^{+}=\{z \in X: z \geq 0\} .
$$

Definition 2.20. Solution: The solution $f=\left(f_{i}\right)$ of the equation $(2.1)$ on $[0, T)$ where $0<T \leq \infty$ is a function $f:[0, T) \rightarrow X^{+}$such that

1. For every $i, f_{i} \in C([0, T))$ and

$$
\sup _{t \in[0, T)}\|f(t)\|<\infty \text {. }
$$

2. For $i \in \mathbb{N}$ and $\forall t \in[0, T)$

$$
\int_{0}^{t} \sum_{j=1}^{\infty} V_{i, j} f_{j}(s) d s<\infty
$$

3. For all $i$ and $\forall t \in[0, T)$

$$
\begin{equation*}
f_{i}(t)=f_{i}(0)+\int_{0}^{t} f_{i-1}(s) \sum_{j=1}^{i-1} j V_{i-1, j} f_{j}(s)-f_{i}(s) \sum_{j=1}^{i} j V_{i, j} f_{j}(s)-\sum_{j=i}^{\infty} V_{i, j} f_{i}(s) f_{j}(s) d s:=A(f)_{i}(t), \tag{2.4}
\end{equation*}
$$

where $A$ is a non-linear operator.

The $r_{t h}$ moment is defined by

$$
\begin{equation*}
M_{r}(t)=\sum_{i=1}^{\infty} i^{r} f_{i}(t) . \tag{2.5}
\end{equation*}
$$

In order to study the infinite system of ordinary differential equations, it is customary to convert the existing system into a finite system and further take the limit of the finite system to crawl our way up to the infinite one. The finite-dimensional system for the
equation (2.1) is given below as

$$
\begin{gather*}
\frac{d f_{1}}{d t}:=f_{1}^{o}=-V_{1,1} f_{1}^{2}-f_{1} \sum_{j=1}^{n-1} V_{1, j} f_{j},  \tag{2.6}\\
\frac{d f_{i}}{d t}:=f_{i}^{o}=f_{i-1} \sum_{j=1}^{i-1} j V_{i-1, j} f_{j}-f_{i} \sum_{j=1}^{i} j V_{i, j} f_{j}-\sum_{j=i}^{n-1} V_{i, j} f_{i} f_{j}, \tag{2.7}
\end{gather*}
$$

when $2 \leq i \leq n-1$ and

$$
\begin{equation*}
\frac{d f_{n}}{d t}:=f_{n}^{o}=f_{n-1} \sum_{j=1}^{n-1} j V_{n-1, j} f_{j} \tag{2.8}
\end{equation*}
$$

with the initial condition

$$
\begin{equation*}
f_{i}(0)=f_{i}^{0} \geq 0, \quad \text { for } 1 \leqslant i \leqslant n \tag{2.9}
\end{equation*}
$$

The finite-dimensional system (2.6)-(2.9) will be examined to extend the results for the infinite-dimensional Safronov-Dubovski equation. To check whether the truncation is suitable for an aggregation system, i.e., obeys the dissipation law, we shall compute the rate of change in the zeroth moment. For this, take

$$
\begin{gathered}
\frac{d M_{0}^{n}}{d t}=\frac{d}{d t} \sum_{i=1}^{n} f_{i}^{n}(t):=\sum_{i=1}^{n} f_{i}^{o}=f_{1}^{o}+f_{2}^{o}+f_{3}^{o}+\cdots+f_{n-2}^{o}+f_{n-1}^{o}+f_{n}^{o} \\
=\left(-f_{1} \sum_{j=1}^{1} j V_{1, j} f_{j}-f_{1} \sum_{j=1}^{n-1} V_{1, j} f_{j}\right)+\left(f_{1} \sum_{j=1}^{1} j V_{1, j} f_{j}-f_{2} \sum_{j=1}^{2} j V_{2, j} f_{j}-f_{2} \sum_{j=2}^{n-1} V_{2, j} f_{j}\right) \\
+\cdots+\left(f_{n-3} \sum_{j=1}^{n-3} j V_{n-3, j} f_{j}-f_{n-2} \sum_{j=1}^{n-2} j V_{n-2, j} f_{j}-f_{n-2} \sum_{j=n-2}^{n-1} V_{n-2, j} f_{j}\right) \\
+\left(f_{n-2} \sum_{j=1}^{n-2} j V_{n-2, j} f_{j}-f_{n-1} \sum_{j=1}^{n-1} j V_{n-1, j} f_{j}-\sum_{j=n-1}^{n-1} f_{n-1} V_{n-1, j} f_{j}\right)+\left(f_{n-1} \sum_{j=1}^{n-1} j V_{n-1, j} f_{j}\right) .
\end{gathered}
$$

On simplifying the above expression, one can obtain

$$
\frac{d M_{0}^{n}}{d t}=-\sum_{i=1}^{n-1} \sum_{j=i}^{n-1} V_{i, j} f_{i} f_{j} .
$$

Hence,

$$
\begin{equation*}
\frac{d M_{0}^{n}}{d t} \leq 0 . \tag{2.10}
\end{equation*}
$$

Thus, the number of particles in the truncated system decreases, serving us right to use this finite-dimensional system. Further, it is important to derive the $r_{t h}$ moment for detailed analysis of the salient components, that is, the first and the second moments.

Using the definition (2.5), the rate of change in the truncated $r_{t h}$ moment is defined as follows

$$
\frac{d M_{r}^{n}(f)}{d t}=\frac{d}{d t} \sum_{i=1}^{n} i^{r} f_{i}=\sum_{i=1}^{n} g_{i} f_{i}^{o}
$$

where $g_{i}$ is a non-negative sequence. Putting the values of $f_{i}^{o}$ in the above equation yields

$$
\begin{aligned}
& \frac{d M_{r}^{n}(f)}{d t}=g_{1}\left(-f_{1} \sum_{j=1}^{1} j V_{1, j} f_{j}-f_{1} \sum_{j=1}^{n-1} V_{i, j} f_{j}\right)+g_{2}\left(f_{1} \sum_{j=1}^{1} j V_{1, j} f_{j}-f_{2} \sum_{j=1}^{2} j V_{2, j} f_{j}-f_{2} \sum_{j=2}^{n-1} V_{2, j} f_{j}\right) \\
& +g_{3}\left(f_{2} \sum_{j=1}^{2} j V_{2, j} f_{j}-f_{3} \sum_{j=1}^{3} j V_{3, j} f_{j}-f_{3} \sum_{j=3}^{n-1} V_{3, j} f_{j}\right)+\cdots \\
& +g_{n-1}\left(f_{n-2} \sum_{j=1}^{n-2} j V_{n-2, j} f_{j}-f_{n-1} \sum_{j=1}^{n-1} j V_{n-1, j} f_{j}-f_{n-1} \sum_{j=n-1}^{n-1} V_{n-1, j} f_{j}\right)+g_{n} f_{n-1} \sum_{j=1}^{n-1} j V_{n-1, j} f_{j} .
\end{aligned}
$$

Thus

$$
\begin{equation*}
\frac{d M_{r}^{n}(f)}{d t}=\sum_{i=1}^{n-1}\left(g_{i+1}-g_{i}\right) \sum_{j=1}^{i} j V_{i, j} f_{i} f_{j}-\sum_{i=1}^{n-1} \sum_{j=i}^{n-1} g_{i} V_{i, j} f_{i} f_{j} . \tag{2.11}
\end{equation*}
$$

Below some important lemmas are stated and proved that are required to achieve the main outcomes of this work.

Lemma 2.21. The system of equations (2.6-2.9) has a unique solution for the kernel $\min \{i, j\} V_{i, j} \leq(i+j)$ and $f_{i}(t) \geq 0$, with $t \geq 0,1 \leq i \leq n$ and

$$
\begin{equation*}
\sum_{i=1}^{n} i f_{i}(t)=\sum_{i=1}^{n} i f_{i}(0), \quad \text { i.e., } \quad M_{1}^{n}(t)=M_{1}^{n}(0) . \tag{2.12}
\end{equation*}
$$

Proof. The existence and uniqueness of local solutions to (2.6)-(2.9) is an easy consequence of the Picard-Lindelöf Theorem 2.15 since the RHS of each of (2.6)-(2.8) is a polynomial (as a function of the components $f_{i}$ of the solution vector $f=f_{i}(\cdot)$. The non-negativity of the solutions can be proved by the standard procedure of adding a positive $\varepsilon$ to the right-hand side of all equations and, being $f^{\varepsilon}=\left(f_{i}^{\varepsilon}\right)$ the corresponding solution. If $f^{\varepsilon}$ satisfy, for some $t_{0}>0, f_{i}^{\varepsilon}\left(t_{0}\right)>0$ and $f_{j}^{\varepsilon}\left(t_{0}\right)=0$ for some $j \in\{1, \ldots, n\}$, then $\frac{d}{d t} f_{j}^{\varepsilon}\left(t_{0}\right)>0$, and thus the solution is non-negative for $t>t_{0}$. Passing to the limit $\varepsilon \rightarrow 0$ proves the result (see [117, Theorem III-4-5]). The relation (2.12) follows by putting $r=1$ and $g_{i}=i$ in (2.11). Finally, the Lipschitz continuity of the RHS of (2.6)-(2.8) follows from the non-negativity of the solution and the bound

$$
f_{i}(t) \leq i^{-1} \sum_{i=1}^{n} i f_{i}(0) .
$$

In addition to this, we can also establish the Lipschitz continuity by proving that the non-linear operator $A$ defined in (8) is a contraction mapping (proved in Section 2.4). Thus, the global existence and uniqueness of the finite-dimensional system (2.6)-(2.9) hold by using the Picard-Lindelöf Theorem 2.15.

As in [118], let us define the terms $X_{m}^{n}(t)$ and $x_{m}^{n}(t)$ where $m \geq 1$ as

$$
\begin{equation*}
X_{m}^{n}(t):=\sum_{i=m}^{n} g_{i} f_{i}^{n}(t), \tag{2.13}
\end{equation*}
$$

and for the particular value of $g_{i}=i$, it is

$$
\begin{equation*}
x_{m}^{n}(t):=\sum_{i=m}^{n} i f_{i}^{n}(t) . \tag{2.14}
\end{equation*}
$$

Following (2.11), $x_{m}^{o n}(t)$ can be defined by

$$
\begin{equation*}
x_{m}^{o n}(t)=\sum_{i=m}^{n-1} \sum_{j=1}^{i} j V_{i, j} f_{i}^{n} f_{j}^{n}+m f_{m-1} \sum_{j=1}^{m-1} j V_{m-1, j} f_{j}-\sum_{i=m}^{n-1} \sum_{j=i}^{n-1} i V_{i, j} f_{i}^{n} f_{j}^{n} . \tag{2.15}
\end{equation*}
$$

Assume $2 m<n$ and putting $g_{i}=i$ when $m \leq i \leq 2 m$ and $g_{i}=2 m$ when $2 m+1 \leq i \leq n$ in (2.13) give us the expression for $q_{m}^{n}(t)$ as

$$
\begin{equation*}
\sum_{i=m}^{2 m} i f_{i}^{n}(t)+2 m \sum_{i=2 m+1}^{n} f_{i}^{n}(t):=q_{m}^{n}(t) \tag{2.16}
\end{equation*}
$$

and therefore,

$$
\begin{equation*}
\sum_{i=m}^{2 m} i f_{i}^{o n}(t)+2 m \sum_{i=2 m+1}^{n} f_{i}^{o n}(t)=q_{m}^{o n}(t) \tag{2.17}
\end{equation*}
$$

Expanding and simplifying the above equation reduces to

$$
\begin{align*}
q_{m}^{o n}(t) & =m f_{m-1}^{n} \sum_{j=1}^{m-1} j V_{m-1, j} f_{j}^{n}(t)+\sum_{i=m}^{2 m-1} f_{i}^{n}(t) \sum_{j=1}^{i} j V_{i, j} f_{j}^{n}(t) \\
& -\sum_{i=m}^{2 m} \sum_{j=i}^{n-1} i f_{i}^{n}(t) V_{i, j} f_{j}^{n}(t)-2 m \sum_{i=2 m+1}^{n-1} \sum_{j=i}^{n-1} V_{i, j} f_{i}^{n}(t) f_{j}^{n}(t), \tag{2.18}
\end{align*}
$$

which can be further written as

$$
\begin{aligned}
q_{m}^{o n}(t) & =m f_{m-1}^{n}(t) \sum_{j=1}^{m-1} j V_{m-1, j} f_{j}^{n}(t)+\sum_{W_{1}} A_{i, j} V_{i, j} f_{i}^{n}(t) f_{j}^{n}(t) \\
& +\sum_{W_{2}} B_{i, j} V_{i, j} f_{i}^{n}(t) f_{j}^{n}(t)+\sum_{W_{3}} C_{i, j} V_{i, j} f_{i}^{n}(t) f_{j}^{n}(t),
\end{aligned}
$$

where, $A_{i, j}=j$ when $i \geq m, j \leq m, B_{i, j}=-i$ when $i \leq 2 m, j \geq 2 m$ and $C_{i, j}=-2 m$, when $i>2 m, j>2 m$. Now, for the proof of existence result, the introduction of another term $D_{m}^{n}(t)$ is required which is defined by

$$
\begin{equation*}
D_{m}^{n}(t)=e^{-t}\left[\sum_{i=m}^{n} i f_{i}^{n}(t)+(2 m+2) M_{1}^{n}(0)^{2}\right] . \tag{2.19}
\end{equation*}
$$

The following lemma will be useful in the application of Helly's selection theorem for the sequence $f^{n}=\left\{f_{i}^{n}\right\}$ later on.

Lemma 2.22. Let, $\min \{i, j\} V_{i, j} \leq(i+j), i, j \geq 1$ and $D_{m}^{n}(t)$ is defined in (2.19). Then,

$$
\begin{equation*}
\frac{d D_{m}^{n}(t)}{d t} \leq 0 . \tag{2.20}
\end{equation*}
$$

Proof. Differentiating (2.19) both sides with respect to $t$ and using (2.14) and (2.15) yield

$$
\begin{aligned}
\frac{d D_{m}^{n}(t)}{d t} & =e^{-t}\left[\sum_{i=m}^{n-1} \sum_{j=1}^{i} j V_{i, j} f_{i}^{n}(t) f_{j}^{n}(t)+m f_{m-1}^{n}(t) \sum_{j=1}^{m-1} j V_{m-1, j} f_{j}^{n}(t)-\sum_{i=m}^{n-1} \sum_{j=i}^{n-1} i V_{i, j} f_{i}^{n}(t) f_{j}^{n}(t)\right] \\
& -e^{-t}\left[\sum_{i=m}^{n} i f_{i}^{n}(t)+(2 m+2) M_{1}^{n}(0)^{2}\right] \\
& \leq e^{-t}\left[\sum_{i=m}^{n-1} \sum_{j=1}^{i} j V_{i, j} f_{i}^{n}(t) f_{j}^{n}(t)+m f_{m-1}^{n}(t) \sum_{j=1}^{m-1} j V_{m-1, j} f_{j}^{n}(t)-(2 m+2) M_{1}^{n}(0)^{2}\right] .
\end{aligned}
$$

Putting the bounds for the kernel $V_{i, j}$ gives us

$$
\begin{aligned}
\frac{d D_{m}^{n}(t)}{d t} & \leq e^{-t}\left[\sum_{i=m}^{n-1} \sum_{j=1}^{i}(i+j) f_{i}^{n}(t) f_{j}^{n}(t)+m f_{m-1}^{n}(t) \sum_{j=1}^{m-1}(m-1+j) f_{j}^{n}(t)-(2 m+2) M_{1}^{n}(0)^{2}\right] \\
& \leq e^{-t}\left[\sum_{i=m}^{n-1} \sum_{j=1}^{i} 2 i j f_{i}^{n}(t) f_{j}^{n}(t)+2 m f_{m-1}^{n}(t)(m-1) \sum_{j=1}^{m-1} f_{j}^{n}(t)-(2 m+2) M_{1}^{n}(0)^{2}\right] \\
& \leq e^{-t}\left[2 M_{1}^{n}(0)^{2}+2 m M_{1}^{n}(0)^{2}-(2 m+2) M_{1}^{n}(0)^{2}\right] .
\end{aligned}
$$

This completes the proof of Lemma 2.22 as

$$
\frac{d D_{m}^{n}(t)}{d t} \leq 0 .
$$

Now, all the necessary information is gathered to proceed with the main outcomes of the chapter, i.e., the global existence result for (2.1)-(2.2) considering the conservative as well as the non-conservative truncations.

### 2.3 Existence and Mass Conservation

When an equation has the capability of governing a particular phenomenon, it creates immense opportunities for its mathematical analysis. The first step of this analysis is the existence theory which answers the most relevant question, does this equation possesses a solution, and under what conditions it exists? The result depends on various factors, space that is taken into consideration, the defined norm, and the domain of dependence in terms of space as well as time. As far as the existing theory is concerned, here it is for an equation governed by the collision of particles followed by the coagulation of monomers with other particles. So, the existence of solutions should also be affected by the rate of interaction between particles, i.e., the physical kernel $V_{i, j}$ and the initial concentration of particles, $f(0)$. In this section, the global existence theorem, the corollary to the existence theorem, and the density conservation result are discussed for the equation (2.1).

### 2.3.1 Existence

In the following theorem, the existence result is stated and discussed.
Theorem 2.23. Let, $f(0) \in X^{+}, \sum_{i=1}^{\infty} i\left|f_{i}(0)\right|<\infty$ and the kernel $V_{i, j}$ satisfy $\min \{i, j\} V_{i, j} \leq$ $(i+j), \forall i, j \in \mathbb{N}^{+}$, then $\exists$ a solution $f$ of (2.1) on $\mathbb{R}^{+} \cup\{0\}$.

Proof. The truncated system (2.6-2.9) has a unique solution by Lemma 2.21 and

$$
\sum_{i=1}^{n} i f_{i}^{n}(t)=\sum_{i=1}^{n} i f_{i}(0) \quad \forall t \geq 0 .
$$

Consider $f^{n}(t) \in X^{+}$if $f^{n}(t)=f_{i}^{n}(t)$ when $1 \leq i \leq n$ and $f^{n}(t)=0$ when $i>n$ and it implies that

$$
\begin{equation*}
\left\|f^{n}(t)\right\| \leq\|f(0)\| \text { and } 0 \leq f_{i}^{n}(t) \leq i^{-1}\left\|f_{0}\right\| . \tag{2.21}
\end{equation*}
$$

By Lemma 2.22 and Eqn (2.12) for each $m$, the functions $D_{m}^{n}($.$) are of uniformly bounded$ variation on $[0, \infty)$. Hence, by Helly's selection theorem, $\exists$ a subsequence ' $\tilde{D}_{m}^{n}$, of $D_{m}^{n}$ such that

$$
\tilde{D}_{m}^{n}(t) \rightarrow D_{m}(t) \text { as } n \rightarrow \infty \text { for each } t \geq 0
$$

for some $D_{m}$ of bounded variation. By the definition of $D_{m}^{n}(t)$, we obtain the following expression for $f_{i}^{n}(t)$

$$
f_{i}^{n}(t)=i^{-1} e^{t}\left[D_{i}^{n}(t)-D_{i+1}^{n}(t)\right]+2 i^{-1} M_{1}^{n}(0)^{2} .
$$

It follows that there exists a subsequence ' $f^{n}$ ' of $f^{n}$ and functions $f_{i}:[0, \infty) \rightarrow \mathbb{R}$ each of bounded variation on every compact subset of $[0, \infty)$ such that

$$
\tilde{f}_{i}^{n}(t) \rightarrow f_{i}(t) \text { as } n \rightarrow \infty \text { for each } t \geq 0 .
$$

Thus,

$$
\begin{equation*}
f_{i}(t) \geq 0 \quad \text { and } \quad\|f(t)\| \leq\|f(0)\| . \tag{2.22}
\end{equation*}
$$

Our goal is to prove that this limit function $f$ is a solution of the initial value problem (2.1)-(2.2), i.e., fulfills the conditions in Definition 2.20. This will be done by passing to the limit $n \rightarrow \infty$ in the integrated version of the truncated problem (2.6-2.9). To do this, and also to satisfy condition 2 in Definition 2.20 , we need to prove that, for every fixed $i \in \mathbb{N}, T \geq 0$, and $\varepsilon>0$, there exists $m$ and $N_{0}$, with $N_{0}>m \geq i$, such that, for all $n>N_{0}$,

$$
\begin{equation*}
\int_{0}^{T} x_{m}^{n}(t) d t<\varepsilon \tag{2.23}
\end{equation*}
$$

In order to prove this, let us integrate (2.15) in $[0, t]$ which yields

$$
\begin{aligned}
x_{m}^{n}(t)= & x_{m}^{n}(0)+\int_{0}^{t}\left(\sum_{i=m}^{n-1} \sum_{j=1}^{i} j V_{i, j} f_{i}^{n}(s) f_{j}^{n}(s)+m f_{m-1} \sum_{j=1}^{m-1} j V_{m-1, j} f_{j}-\sum_{i=m}^{n-1} \sum_{j=i}^{n-1} i V_{i, j} f_{i}^{n}(s) f_{j}^{n}(s)\right) d s \\
= & x_{m}^{n}(0)+\int_{0}^{t}\left(\sum_{i=m}^{2 m-1} \sum_{j=1}^{i} j V_{i, j} f_{i}^{n}(s) f_{j}^{n}(s)+\sum_{i=2 m}^{2 m} \sum_{j=1}^{i} j V_{i, j} f_{i}^{n}(s) f_{j}^{n}(s)\right) d s \\
& +\int_{0}^{t}\left(\sum_{i=2 m+1}^{n-1} \sum_{j=1}^{i} j V_{i, j} f_{i}^{n}(s) f_{j}^{n}(s)+m f_{m-1} \sum_{j=1}^{m-1} j V_{m-1, j} f_{j}\right) d s \\
& -\int_{0}^{t}\left(\sum_{i=m}^{2 m} \sum_{j=i}^{n-1} i V_{i, j} f_{i}^{n}(s) f_{j}^{n}(s)+\sum_{i=2 m+1}^{n-1} \sum_{j=i}^{n-1} i V_{i, j} f_{i}^{n}(s) f_{j}^{n}(s)\right) d s .
\end{aligned}
$$

Using (2.18), one can write

$$
\begin{aligned}
x_{m}^{n}(t) & =x_{m}^{n}(0)+\int_{0}^{t} q_{m}^{o n}(s) d s+\int_{0}^{t}\left(\sum_{i=2 m}^{2 m} \sum_{j=1}^{i} j V_{i, j} f_{i}^{n}(s) f_{j}^{n}(s)+\sum_{i=2 m+1}^{n-1} \sum_{j=1}^{i} j V_{i, j} f_{i}^{n}(s) f_{j}^{n}(s)\right) d s \\
& -\int_{0}^{t}\left(\sum_{i=2 m+1}^{n-1} \sum_{j=i}^{n-1} i V_{i, j} f_{i}^{n}(s) f_{j}^{n}(s)-2 m \sum_{i=2 m+1}^{n-1} \sum_{j=i}^{n-1} V_{i, j} f_{i}^{n}(s) f_{j}^{n}(s)\right) d s .
\end{aligned}
$$

Simplification of the fourth term of the above equation yields

$$
\begin{array}{r}
\sum_{i=2 m+1}^{n-1} \sum_{j=1}^{i} j V_{i, j} f_{i}^{n}(s) f_{j}^{n}(s)=\sum_{i=2 m+1}^{n-1} \sum_{j=1}^{2 m} j V_{i, j} f_{i}^{n}(s) f_{j}^{n}(s)+\sum_{i=2 m+1}^{n-1} \sum_{j=2 m+1}^{i} j V_{i, j} f_{i}^{n}(s) f_{j}^{n}(s) \\
=\sum_{i=2 m+1}^{n-1} \sum_{j=1}^{2 m} j V_{i, j} f_{i}^{n}(s) f_{j}^{n}(s)+\sum_{j=2 m+1}^{n-1} \sum_{i=j}^{n-1} j V_{i, j} f_{i}^{n}(s) f_{j}^{n}(s) \\
=\sum_{i=2 m+1}^{n-1} \sum_{j=1}^{2 m} j V_{i, j} f_{i}^{n}(s) f_{j}^{n}(s)+\sum_{i=2 m+1}^{n-1} \sum_{j=i}^{n-1} i V_{j, i} f_{j}^{n}(s) f_{i}^{n}(s) . \tag{2.24}
\end{array}
$$

Using (2.24) in the expansion of $x_{m}^{n}(t)$ gives us

$$
\begin{align*}
& x_{m}^{n}(t)=x_{m}^{n}(0)+\int_{0}^{t} q_{m}^{o n}(s) d s+\int_{0}^{t}\left(\sum_{i=2 m}^{2 m} \sum_{j=1}^{i} j V_{i, j} f_{i}^{n}(s) f_{j}^{n}(s)\right) d s \\
+ & \int_{0}^{t}\left(\sum_{i=2 m+1}^{n-1} \sum_{j=1}^{2 m} j V_{i, j} f_{i}^{n}(s) f_{j}^{n}(s)+2 m \sum_{i=2 m+1}^{n-1} \sum_{j=i}^{n-1} V_{i, j} f_{i}^{n}(s) f_{j}^{n}(s)\right) d s . \tag{2.25}
\end{align*}
$$

By (2.21), (2.22), and the pointwise convergence of $f_{i}^{n}$ to $f_{i}$ we conclude that, for all $t \in[0, T], \forall \varepsilon>0, \forall p>\frac{4\left\|f_{0}\right\|}{\varepsilon}, \exists N_{0}: \forall n>N_{0}$,

$$
\sum_{i=1}^{\infty}\left|f_{i}^{n}(t)-f_{i}(t)\right|=\sum_{i=1}^{p-1}\left|f_{i}^{n}(t)-f_{i}(t)\right|+\sum_{i=p}^{\infty}\left|f_{i}^{n}(t)-f_{i}(t)\right|<\frac{\varepsilon}{2}+\frac{2}{p}\left\|f_{0}\right\|<\varepsilon,
$$

which allows us to let $n \rightarrow \infty$ in the definition of $q_{m}^{n}(t)$ in (2.16), getting, for all $t \in[0, T]$

$$
\begin{equation*}
\sum_{i=m}^{2 m} i f_{i}(t)+2 m \sum_{i=2 m+1}^{\infty} f_{i}(t)=q_{m}(t) \leq \sum_{i=m}^{\infty} i f_{i}(t) \tag{2.26}
\end{equation*}
$$

so that

$$
\lim _{m \rightarrow \infty} q_{m}(t)=0, \quad\left|q_{m}(t)\right| \leq \text { constant }, t \in[0, T] .
$$

Therefore, given $\varepsilon>0, \exists M, N_{0}$ with $N_{0}>M$ such that for all $m>M, n>N_{0}, n \geq$ $2 m+1$, one can write

$$
\begin{equation*}
\int_{0}^{T} q_{m}^{o}(t) d t<\varepsilon \tag{2.27}
\end{equation*}
$$

and

$$
\begin{equation*}
x_{m}^{n}(0)=\sum_{i=m}^{n} i f_{i}(0)<\varepsilon . \tag{2.28}
\end{equation*}
$$

By applying (2.27) and (2.28) in the equation of $x_{m}^{n}(t)$ for $t \in[0, T]$ yield

$$
\begin{gathered}
x_{m}^{n}(t)<2 \varepsilon+\int_{0}^{t}\left(\sum_{i=2 m}^{2 m} \sum_{j=1}^{i} j V_{i, j} f_{i}^{n}(s) f_{j}^{n}(s)\right) d s \\
+\int_{0}^{t}\left(\sum_{i=2 m+1}^{n-1} \sum_{j=1}^{2 m} j V_{i, j} f_{i}^{n}(s) f_{j}^{n}(s)+2 m \sum_{i=2 m+1}^{n-1} \sum_{j=i}^{n-1} V_{i, j} f_{i}^{n}(s) f_{j}^{n}(s)\right) d s .
\end{gathered}
$$

Putting $j V_{i, j} \leq(i+j)$ when $j \leq i$ and $i V_{i, j} \leq(i+j)$ when $i \leq j$ in the above equation simplify to

$$
\begin{aligned}
x_{m}^{n}(t) & \leq 2 \varepsilon+\int_{0}^{t}\left(\sum_{i=2 m}^{2 m} \sum_{j=1}^{i}(i+j) f_{i}^{n}(s) f_{j}^{n}(s)\right) d s \\
& +\int_{0}^{t}\left(\sum_{i=2 m+1}^{n-1} \sum_{j=1}^{2 m}(i+j) f_{i}^{n}(s) f_{j}^{n}(s)+2 m \sum_{i=2 m+1}^{n-1} \sum_{j=i}^{n-1} \frac{(i+j)}{i} f_{i}^{n}(s) f_{j}^{n}(s)\right) d s \\
& \leq 2 \varepsilon+\int_{0}^{t}\left(\sum_{i=m}^{n} \sum_{j=1}^{i} 2 i f_{i}^{n}(s) f_{j}^{n}(s)+\sum_{i=m}^{n} \sum_{j=1}^{2 m} 2 i f_{i}^{n}(s) f_{j}^{n}(s)+2 M \sum_{i=m}^{n} \sum_{j=i}^{n-1} 2 j f_{i}^{n}(s) f_{j}^{n}(s)\right) d s .
\end{aligned}
$$

One can easily compute using (2.21)

$$
x_{m}^{n}(t) \leq 2 \varepsilon+\int_{0}^{t}\left(4\|f(0)\| x_{m}^{n}(s)+4 m\|f(0)\| x_{m}^{n}(s)\right) d s .
$$

Thanks to Gronwall's lemma to get

$$
\begin{equation*}
x_{m}^{n}(t) \leq k_{1} \varepsilon, \tag{2.29}
\end{equation*}
$$

where $k_{1}=c(T,\|f(0)\|)$, which gives that

$$
\int_{0}^{t} x_{M}^{n} d t<k_{1} T \varepsilon .
$$

Since, $f_{i}^{n}(t)$ is pointwise convergent to $f_{i}(t)$, the above expression entails

$$
\int_{0}^{T} \sum_{i=M}^{\infty} i f_{i}(t) d t<\varepsilon .
$$

When $V_{i, j} \leq \frac{i+j}{\min \{i, j\}}$, the following holds

$$
\begin{equation*}
\int_{0}^{T} \sum_{j=1}^{\infty} V_{i, j} f_{j}(t) d t<\infty \quad \forall i . \tag{2.30}
\end{equation*}
$$

For any $n>l, t \in[0, T)$, one can write

$$
\begin{aligned}
& \left|f_{i}^{n}(t)-f_{i}(0)-\int_{0}^{t}\left(f_{i-1}^{n}(s) \sum_{j=1}^{i-1} j V_{i-1, j} f_{j}^{n}-f_{i}^{n}(s) \sum_{j=1}^{i} j V_{i, j} f_{j}^{n}(s)-f_{i}^{n}(s) \sum_{j=i}^{l} V_{i, j} f_{j}^{n}(s)\right) d s\right| \\
& \leq\left|f_{i}^{n}(t)\right|+\left|f_{i}(0)\right|+\int_{0}^{t}\left(f_{i-1}^{n}(s) \sum_{j=1}^{i-1} j V_{i-1, j} f_{j}^{n}-f_{i}^{n}(s) \sum_{j=1}^{i} j V_{i, j} f_{j}^{n}(s)-f_{i}^{n}(s) \sum_{j=i}^{l} V_{i, j} f_{j}^{n}(s)\right) d s .
\end{aligned}
$$

Now, letting $l \rightarrow \infty$ and further using (2.14) and the equations (2.28) and (2.29), one can obtain

$$
\begin{gathered}
\left|f_{i}^{n}(t)-f_{i}(0)-\int_{0}^{t}\left(f_{i-1}^{n}(s) \sum_{j=1}^{i-1} j V_{i-1, j} f_{j}^{n}-f_{i}^{n}(s) \sum_{j=1}^{i} j V_{i, j} f_{j}^{n}(s)-f_{i}^{n}(s) \sum_{j=i}^{\infty} V_{i, j} f_{j}^{n}(s)\right) d s\right| \\
\leq x_{m}^{n}(t)+\varepsilon+\int_{0}^{t} x_{m}^{o n}(s) d s \leq \varepsilon+2 k_{1} \varepsilon .
\end{gathered}
$$

Taking $n \rightarrow \infty$ yields

$$
\begin{aligned}
& \left|f_{i}(t)-f_{i}(0)-\int_{0}^{t}\left(f_{i-1}(s) \sum_{j=1}^{i-1} j V_{i-1, j} f_{j}-f_{i}(s) \sum_{j=1}^{i} j V_{i, j} f_{j}(s)-f_{i}(s) \sum_{j=i}^{\infty} V_{i, j} f_{j}(s)\right) d s\right| \\
& \leq\left(1+2 k_{1}\right) \varepsilon
\end{aligned}
$$

Using the arbitrariness of $\varepsilon$, the solution $f_{i}(t)$ can be defined as

$$
f_{i}(t)=f_{i}(0)+\int_{0}^{t} f_{i-1}(s) \sum_{j=1}^{i-1} j V_{i-1, j} f_{j}-f_{i}(s) \sum_{j=1}^{i} j V_{i, j} f_{j}(s)-f_{i}(s) \sum_{j=i}^{\infty} V_{i, j} f_{j}(s) d s .
$$

Below an important result of strong convergence of subsequence $f^{n_{k}}$ to the solution $f$ is established.

### 2.3.1.1 Corollary to Existence Theorem

Corollary 2.24. Let $f^{n_{k}}$ be the corresponding pointwise convergent subsequence of solutions to the finite-dimensional system (2.6-2.9). Then, $f^{n_{k}} \rightarrow f$ in $X$ uniformly on compact subsets of $[0, \infty)$.

Proof. To prove the above result, first we show that $f_{i}^{n_{k}}(t) \rightarrow f_{i}(t)$ for each $i$ uniformly on the compact subsets of $[0, \infty)$. For this, it is sufficient to prove that for each $m>1$

$$
z_{m}^{n_{k}}(t):=e^{-t}\left[M_{1}^{n}(t)-\sum_{i=1}^{m-1} i f_{i}^{n_{k}}(t)+4 M_{1}^{n}(0)^{2}\right],
$$

converges to $z_{m}(t)=e^{-t}\left[M_{1}(t)-\sum_{i=1}^{m-1} i f_{i}(t)+4 M_{1}(0)^{2}\right]$ uniformly on compact subsets of $[0, T)$. This follows by the pointwise convergence of $z_{m}^{n_{k}}(t)$ to $z_{m}(t)$ and

$$
\frac{d z_{m}^{n_{k}}(t)}{d t} \leq 0, \quad n \geq M, \quad t \in[0, T]
$$

where the second equation follows from the results by Lemma 2.21 and Lemma 2.22. Let, $K \subset[0, \infty)$ be compact and $t_{n_{k}} \rightarrow t$ in $K$, then

$$
\lim _{n \rightarrow \infty}\left\|f^{n_{k}}\left(t_{n_{k}}\right)\right\|=\lim _{n \rightarrow \infty} \sum_{i=1}^{\infty} i f_{i}^{n_{k}}\left(t_{n_{k}}\right)=\lim _{n \rightarrow \infty} \sum_{i=1}^{\infty} i f_{i}\left(t_{n_{k}}\right)=\sum_{i=1}^{\infty} i f_{i}(t)=\|f(t)\|,
$$

which ensures

$$
\left\|f^{n_{k}}\right\| \rightarrow\|f\| .
$$

Therefore

$$
f^{n_{k}} \rightarrow f
$$

in $C(K, X)$.

To move further, in the following subsection, the mass conservation of the SafronovDubovski coagulation equation is discussed.

### 2.3.2 Density Conservation

Another interesting phenomenon to discuss for the equation (2.1) is the rate of change of the mass in the system. The total mass of the system may or may not be conserved, i.e., there might be certain situations in which the initial mass of the system is greater than the mass at any time during the process. Therefore in this subsection, the mass for the Safronov-Dubovski coagulation equation is investigated for the kernel $V_{i, j}$ satisfying $V_{i, j} \leq \frac{(i+j)}{\min \{i, j\}}$.

Theorem 2.25. Let $f_{i}(t)$ be the solution of (2.1) when $V_{i, j} \leq \frac{(i+j)}{\min \{i, j\}}$, then the total mass of the system remains conserved, i.e.,

$$
\begin{equation*}
\sum_{i=1}^{\infty} i f_{i}(t)=\sum_{i=1}^{\infty} i f_{i}(0) \quad \text { or } \quad M_{1}(t)=M_{1}(0), \tag{2.31}
\end{equation*}
$$

when $t \in[0, \infty)$.

Proof. Following (2.29), it is given that for $n \geq m$

$$
x_{m}^{n}(t) \leq k_{1} \varepsilon,
$$

which implies that

$$
\begin{equation*}
\sum_{i=m}^{n} i f_{i}^{n} \leq k_{1} \varepsilon \tag{2.32}
\end{equation*}
$$

Letting $n \rightarrow \infty$ and using the convergence of $f^{n} \rightarrow f$ entails

$$
\begin{equation*}
\sum_{i=m}^{\infty} i f_{i} \leq k_{1} \varepsilon \tag{2.33}
\end{equation*}
$$

If $f_{i}^{n}(t):=0$ when $i>n$, it yields for $n \geq m$

$$
\begin{equation*}
\left|\sum_{i=1}^{\infty} i\left(f_{i}^{n}(t)-f_{i}(t)\right)\right| \leq\left|\sum_{i=1}^{m-1} i\left(f_{i}^{n}(t)-f_{i}(t)\right)\right|+\sum_{i=m}^{n} i f_{i}^{n}(t)+\sum_{i=m}^{n} i f_{i}(t)+\sum_{i=n}^{\infty} i f_{i}(t) \tag{2.34}
\end{equation*}
$$

Using (2.32) and (2.33) in (2.34), one can achieve

$$
\left|\sum_{i=1}^{\infty} i\left(f_{i}^{n}(t)-f_{i}(t)\right)\right| \leq\left|\sum_{i=1}^{m-1} i\left(f_{i}^{n}(t)-f_{i}(t)\right)\right|+2 k_{1} \varepsilon
$$

Taking $n \rightarrow \infty$ followed by using

$$
\sum_{i=1}^{\infty} i f_{i}^{n}(t)=\sum_{i=1}^{\infty} i f_{i}(0),
$$

on lhs of the above equation, it reduces to

$$
\left|\sum_{i=1}^{\infty} i\left(f_{i}(0)-f_{i}(t)\right)\right| \leq 2 k_{1} \varepsilon .
$$

As $\varepsilon$ is arbitrary, the desired result is obtained.

Finally, the uniqueness result is developed in the following section.

### 2.4 Uniqueness

When an equation has a unique solution, it becomes more relevant and trustworthy for calculating the analytical solutions and comparing them with the numerical solutions.

The statement and proof of uniqueness result are given through the following theorem.
Theorem 2.26. Let, $f_{i}(t)$ be a solution of the equation (2.1) with $V_{i, j}$ being the coagulation kernel such that $\min \{i, j\} V_{i, j} \leq(i+j) \forall i, j \in \mathbb{N}$ and initial mass $M_{1}(0)=$ $\sum_{i=1}^{\infty} i f_{i}(0)<\infty$, then the solution $f_{i}(t)$ is unique.

Proof. To prove the uniqueness theorem, the continuity and the non-negativity of $f_{i}(t)$ when $\min \{i, j\} V_{i, j} \leq(i+j)$ are required. The non-negativity of $f_{i}(t)$ follows from (2.22), and the continuity follows from the existence theorem. Let $f_{i}(t)$ and $g_{i}(t)$ be two solutions of the Safronov-Dubovski coagulation equation with the same initial condition, i.e.,

$$
\begin{equation*}
f_{i}(0)=g_{i}(0) . \tag{2.35}
\end{equation*}
$$

Considering $h(t)$ as

$$
h(t)=\sum_{i=1}^{\infty}\left|f_{i}(t)-g_{i}(t)\right|,
$$

where $f_{i}(t)$ is given by the equation (2.4). Then,

$$
\begin{aligned}
h(t)= & \sum_{i=1}^{\infty} \mid f_{i}(0)+\int_{0}^{t} f_{i-1}(s) \sum_{j=1}^{i-1} V_{i-1, j} j f_{j}(s)-f_{i}(s) \sum_{j=1}^{i} V_{i, j} j f_{j}(s)-\sum_{j=i}^{\infty} V_{i, j} f_{i}(s) f_{j}(s) d s \\
& -g_{i}(0)-\int_{0}^{t} g_{i-1}(s) \sum_{j=1}^{i-1} V_{i-1, j} j g_{j}(s)+g_{i}(s) \sum_{j=1}^{i} V_{i, j} j g_{j}(s)+\sum_{j=i}^{\infty} V_{i, j} g_{i}(s) g_{j}(s) d s \mid .
\end{aligned}
$$

Using the equation (2.35), replacing $i-1$ by $i^{\prime}$ and then taking $i^{\prime} \rightarrow i$ in the first and fourth sums, the above equation becomes,

$$
\begin{aligned}
h(t) \leq & 2 \sum_{i=1}^{\infty}\left|\int_{0}^{t}\left(f_{i}(s) \sum_{j=1}^{i} j V_{i, j} f_{j}(s)-g_{i}(s) \sum_{j=1}^{i} j V_{i, j} g_{j}(s)\right) d s\right| \\
& +\sum_{i=1}^{\infty}\left|\int_{0}^{t}\left(\sum_{j=i}^{\infty} V_{i, j} g_{i}(s) g_{j}(s)-V_{i, j} f_{i}(s) f_{j}(s)\right) d s\right| .
\end{aligned}
$$

Putting $\min \{i, j\} V_{i, j} \leq(i+j)$ in the equation above yields,

$$
\begin{aligned}
& h(t) \leq \int_{0}^{t}\left(\sum_{i=1}^{\infty} \sum_{j=1}^{i}(i+j)\left|g_{i}(s)-f_{i}(s)\right|\left|g_{j}(s)+f_{j}(s)\right|+\sum_{i=1}^{\infty} \sum_{j=1}^{i}(i+j)\left|g_{i}(s)+f_{i}(s)\right|\left|g_{j}(s)-f_{j}(s)\right|\right) d s \\
& \quad+\int_{0}^{t}\left(\sum_{i=1}^{\infty} \sum_{j=i}^{\infty} \frac{(i+j)}{2}\left|g_{i}(s)-f_{i}(s)\right|\left|g_{j}(s)+f_{j}(s)\right|+\sum_{i=1}^{\infty} \sum_{j=i}^{\infty} \frac{(i+j)}{2}\left|g_{i}(s)+f_{i}(s)\right|\left|g_{j}(s)-f_{j}(s)\right|\right) d s .
\end{aligned}
$$

Using symmetry in the first and the fourth sums lead to,

$$
\begin{aligned}
& h(t) \leq \int_{0}^{t}\left(\sum_{i=1}^{\infty} \sum_{j=i}^{\infty} 2 j\left|g_{i}(s)-f_{i}(s)\right|\left|g_{j}(s)+f_{j}(s)\right|+\sum_{i=1}^{\infty} \sum_{j=1}^{i} 2 i\left|g_{i}(s)+f_{i}(s) \| g_{j}(s)-f_{j}(s)\right|\right) d s \\
& +\int_{0}^{t}\left(\sum_{i=1}^{\infty} \sum_{j=i}^{\infty} j\left|g_{i}(s)-f_{i}(s)\left\|g_{j}(s)+f_{j}(s)\left|+\sum_{i=1}^{\infty} \sum_{j=1}^{i} i\right| g_{i}(s)+f_{i}(s)\right\| g_{j}(s)-f_{j}(s)\right|\right) d s
\end{aligned}
$$

Thus, using the definition of norm and the definition of $h(t)$, one can write,

$$
h(t) \leq \int_{0}^{t} 6\|f+g\| h(s) d s
$$

which, by using Theorem 2.25, reduces to

$$
h(t) \leq 12 M_{1}(0) \int_{0}^{t} h(s) d s
$$

Hence, equation (2.22), the continuity of $f_{i}(t)$ and the Gronwall's lemma ensure that $h(t) \equiv 0$ for $0 \leq t \leq T$, which implies that $f_{i}(t)=g_{i}(t) \forall i$ and $\forall 0 \leq t \leq T$. Since $T$ is arbitrary, this shows that the solution is unique.

### 2.5 Non-Conservative Truncation

In this section, we explore a more realistic interpretation of our problem (2.1)-(2.2), through the analysis of a finite-dimensional system that does not conserve mass. We establish the global existence and density conservation of a solution to (2.1)-(2.2) using the results on the non-conservative truncation. Such a type of analysis is conducted by several researchers (see [101] [119], [120] and references therein).

## Required Results

Here, in this subsection, we present an approximating system of equations that do not conserve the first moment. The system is hence called non-conservative and is defined as

$$
\begin{equation*}
\frac{d f_{i}^{n}}{d t}=F_{i}^{n}(f), \quad \text { for } 1 \leq i \leq n \tag{2.36}
\end{equation*}
$$

where

$$
\begin{align*}
& F_{1}^{n}(f):=-V_{1,1} f_{1}^{2}-f_{1} \sum_{j=1}^{n} V_{1, j} f_{j}  \tag{2.37}\\
& F_{i}^{n}(f):=f_{i-1} \sum_{j=1}^{i-1} j V_{i-1, j} f_{j}-f_{i} \sum_{j=1}^{i} j V_{i, j} f_{j}-f_{i} \sum_{j=i}^{n} V_{i, j} f_{j}, \quad \text { for } 2 \leq i \leq n-1,  \tag{2.38}\\
& F_{n}^{n}(f):=f_{n-1} \sum_{j=1}^{n-1} j V_{n-1, j} f_{j} \tag{2.39}
\end{align*}
$$

with the initial conditions

$$
\begin{equation*}
f_{i}(0)=f_{i}^{0} \geq 0, \quad \text { for } 1 \leq i \leq n \tag{2.40}
\end{equation*}
$$

We compute the $i^{t h}$ moment of the solution of the finite-dimensional system which aids in computing its zeroth and first moments.

Lemma 2.27. Let $f=\left(f_{i}\right)_{i \in\{1, \ldots, n\}}$ be a solution of (2.36)-(2.39) defined in an open interval I containing 0 . Let $g=\left(g_{i}\right)$ be a real sequence. Then

$$
\begin{equation*}
\frac{d M_{g}^{n}}{d t}=\sum_{i=1}^{n-1}\left|g_{i+1}-g_{i}\right| \sum_{j=1}^{i} j V_{i, j} f_{i} f_{j}-\sum_{i=1}^{n-1} \sum_{j=i}^{n} g_{i} V_{i, j} f_{i} f_{j} . \tag{2.41}
\end{equation*}
$$

Proof. Using the expressions (2.37)-(2.39), one can obtain

$$
\begin{aligned}
\frac{d M_{g}^{n}}{d t}=\sum_{i=1}^{n} g_{i} F_{i}^{n}(f)= & \underbrace{g_{1}\left(-V_{1,1} f_{1}^{2}-f_{1} \sum_{j=1}^{n} V_{1, j} f_{j}\right)}_{I}+\underbrace{g_{n}\left(f_{n-1} \sum_{j=1}^{n-1} j V_{n-1, j} f_{j}\right)}_{I I} \\
& +\underbrace{\sum_{i=2}^{n-1} g_{i}\left(f_{i-1} \sum_{j=1}^{i-1} j V_{i-1, j} f_{j}-f_{i} \sum_{j=1}^{i} j V_{i, j} f_{j}-f_{i} \sum_{j=i}^{n} V_{i, j} f_{j}\right)}_{I I I} .
\end{aligned}
$$

To obtain the desired result, some simple but careful computations are required. One can proceed as follows: expand $I I I$ for each $i$, then combine the first term in $I$ and the first term in $I I I_{1}$, where $I I I_{k}, k=1,2, \cdots,(n-1)$ denotes sub-brackets of $I I I$. Further, merge the second term of $I I I_{1}$ with the first term of $I I I_{2}$ and the second term of $I I I_{2}$ with the first term of $I I I_{3}$. Finally, combine $I I$ and the second term of $I I I_{(n-1)}$.

The rate of change in the number of particles of the finite-dimensional system can be calculated by putting $g_{i}=1$ in (2.41) and the non-negativity of $f_{i}, f_{j}$ and $V_{i, j}$ yield

$$
\frac{d M_{0}^{n}}{d t}=\sum_{i=1}^{n} F_{i}^{n}=-\sum_{i=1}^{n-1} \sum_{j=i}^{n} V_{i, j} f_{i} f_{j} \leq 0
$$

and thus $M_{0}^{n}(t) \leq M_{0}^{n}(0) \forall t \in I \cap\{t \geq 0\}$ which ensures that the above-mentioned truncation is valid. Taking $g_{1}=i$ in (2.41), we obtain

$$
\frac{d M_{1}^{n}(t)}{d t}=\sum_{i=1}^{n} i F_{i}^{n}=\sum_{i=1}^{n-1} \sum_{j=1}^{i} j V_{i, j} f_{i} f_{j}-\sum_{i=1}^{n-1} \sum_{j=i}^{n} i V_{i, j} f_{i} f_{j} .
$$

Now, adding and subtracting some terms, changing the order of summation, and replacing $i \leftrightarrow j$ in the second term, it is easy to see that

$$
\begin{equation*}
\frac{d M_{1}^{n}(t)}{d t}=-\sum_{j=1}^{n-1} j V_{n, j} f_{n} f_{j} \leq 0 \tag{2.42}
\end{equation*}
$$

which means that solutions to the truncated system do not conserve mass, i.e.,

$$
\begin{equation*}
F_{1}^{n}(t) \leq M_{1}^{n}(0), \quad \text { for any } t \tag{2.43}
\end{equation*}
$$

When the approximating system does not conserve the first moment, the global existence of the solution is established by the application of Helly's theorem (see [121]) to $\left\{f_{i}^{n}(t)\right\}$. The theorem requires us to prove that the truncated solution is of locally bounded total variation and uniformly bounded at a point. This is achieved by the application of Lemma 2.30, discussed later on. In addition to this, we make use of the refined version of De la Vallée- Poussin theorem (see $[115,119]$ ), which ensures that if $f_{i}^{0}$ is in weighted $L^{1}$ space, there exists a non-negative convex function $\gamma \in G$ where
$G:=\left\{\gamma \in C^{1}([0, \infty)) \cap W_{l o c}^{1, \infty}(0, \infty): \gamma(0)=0, \gamma^{\prime}(0) \geq 0, \gamma^{\prime}\right.$ is concave and $\left.\lim _{r \rightarrow \infty} \frac{\gamma(r)}{r}=\infty\right\}$,
satisfying certain properties given by the following proposition.
Proposition 2.28. Let, $i, j \geq 1$ and $\gamma \in G$, then the following holds true

$$
0 \leq \gamma(i+1)-\gamma(i) \leq \frac{(3 i+1) \gamma(1)+2 \gamma(i)}{(i+1)}
$$

Proof. The proof is provided in Lemma A. 2 in [122].

Now, the results which will be useful in proving the existence are presented below.
Lemma 2.29. Consider $T \in(0, \infty), t \in[0, T]$ and $\gamma \in G$,

$$
\begin{gather*}
\sum_{i=1}^{n} \gamma(i) f_{i}^{n}(t) \leq Q(T) \quad \text { and }  \tag{2.44}\\
0 \leq \int_{0}^{t}\left(\sum_{i=1}^{n-1} \sum_{j=i}^{n} \gamma(i) V_{i, j} f_{i}^{n}(h) f_{j}^{n}(h)\right) d h \leq Q(T), \tag{2.45}
\end{gather*}
$$

where $Q(T)$ depends only on $\gamma(1),\left\|f_{0}\right\|$ and $M_{0}(0)$.

Proof. Using $g_{i}=\gamma(i)$ in the equation (2.41) leads to

$$
\begin{equation*}
\sum_{i=1}^{n} \gamma(i) f_{i}^{n}(t)=\sum_{i=1}^{n} \gamma(i) f_{i}^{0}+\int_{0}^{t}\left(\sum_{i=1}^{n-1}|\gamma(i+1)-\gamma(i)| \sum_{j=1}^{i} j V_{i, j} f_{i}^{n}(h) f_{j}^{n}(h)-\sum_{i=1}^{n-1} \sum_{j=i}^{n} \gamma(i) V_{i, j} f_{i}^{n}(h) f_{j}^{n}(h)\right) d h \tag{2.46}
\end{equation*}
$$

Since $\gamma(k)$ and $f_{i}^{n}$ for $k=i, j$ are non-negative, the above expression simplifies to

$$
\sum_{i=1}^{n} \gamma(i) f_{i}^{n}(t) \leq \sum_{i=1}^{n} \gamma(i) f_{i}^{0}+\int_{0}^{t}\left(\sum_{i=1}^{n-1}|\gamma(i+1)-\gamma(i)| \sum_{j=1}^{i} j V_{i, j} f_{i}^{n}(h) f_{j}^{n}(h)\right) d h .
$$

Using Proposition 2.28, replacing $j V_{i, j} \leq(i+j)$ will give us

$$
\begin{aligned}
\sum_{i=1}^{n} \gamma(i) f_{i}^{n}(t) & \leq \sum_{i=1}^{n} \gamma(i) f_{i}^{0}+\int_{0}^{t}\left(\sum_{i=1}^{n-1} \sum_{j=1}^{i}[(3 i+1) \gamma(1)+2 \gamma(i)] 2 f_{i}^{n}(h) f_{j}^{n}(h)\right) d h \\
& \leq \sum_{i=1}^{n} \gamma(i) f_{i}^{0}+\int_{0}^{t}\left(Q_{1}(T)+Q_{2}(T) \sum_{i=1}^{n} \gamma(i) f_{i}^{n}(h)\right) d h
\end{aligned}
$$

where $Q_{1}(T)=2 \gamma(1) M_{0}(0)\left(M_{0}(0)+3\left\|f_{0}\right\|\right)$ and $Q_{2}(T)=4 M_{0}(0)$. Finally, an application of Gronwall's inequality proves (2.44) where $Q(T)=\sum_{i=1}^{n} \gamma(i) f_{i}^{0}+\frac{Q_{1}(T)}{Q_{2}(T)}\left(e^{T Q_{2}(T)}-1\right)$. Combining (2.44) and (2.46) leads to

$$
\int_{0}^{t}\left(\sum_{i=1}^{n-1} \sum_{j=i}^{n} \gamma(i) V_{i, j} f_{i}^{n}(h) f_{j}^{n}(h)\right) d h \leq Q(T),
$$

which establishes (2.45).
Lemma 2.30. Consider $T \in(0, \infty), i \in \mathbb{N}$. The following result holds true for $a$ constant $\tilde{Q}(T)$ which depends on $\left\|f_{0}\right\|$ and $T$ :

$$
\begin{equation*}
\sup _{0 \leq t \leq T} \int_{0}^{t}\left|\frac{d f_{i}^{n}}{d t}\right| d h=\tilde{Q}(T) . \tag{2.47}
\end{equation*}
$$

Proof. Using the equations (2.36) and (2.38) provide

$$
\begin{aligned}
\int_{0}^{t}\left|\frac{d f_{i}^{n}}{d t}\right| d h & \leq \int_{0}^{t}\left(\left|f_{i-1}^{n}(h) \sum_{j=1}^{i-1} j V_{i-1, j} f_{j}^{n}(h)\right|+\left|f_{i}^{n}(h) \sum_{j=1}^{i} j V_{i, j} f_{j}^{n}(h)\right|+\left|f_{i}^{n}(h) \sum_{j=i}^{\infty} V_{i, j} f_{j}^{n}(h)\right|\right) d h \\
& =\int_{0}^{t}\left(2\left|f_{i}^{n}(h) \sum_{j=1}^{i} j V_{i, j} f_{j}^{n}(h)\right|+\left|f_{i}^{n}(h) \sum_{j=i}^{\infty} V_{i, j} f_{j}^{n}(h)\right|\right) d h \\
& \leq 6| | f_{0}| | M_{0}(0) T .
\end{aligned}
$$

Also, the absolute values of the equations (2.37) and (2.39) can easily be shown bounded by $2\left|\mid f_{0}\left\|^{2}+\right\| f_{0} \| M_{0}(0)\right.$ and 2$| \mid f_{0} \| M_{0}(0)$, respectively, which completes the proof of the lemma.

## Existence

This section is devoted to proving the global existence of a solution for the problem (2.1)-(2.2) using the existing results for the non-conservative truncation.

Theorem 2.31. Consider $f \in X^{+}$and $V_{i, j} \leq \frac{(i+j)}{\min \{i, j\}} \forall i, j$. Suppose that $f_{i}^{n}(t)$ and $f_{i}^{0}$ are the solution and initial condition of the non-conservative approximation (2.36)(2.39), then there exists a solution of the discrete OHS equation (2.1)-(2.2) in $\mathbb{R}^{+}$.

Proof. Let, $(E, \sigma, M)$ be a measure space with $E=\mathbb{N}, \sigma=\{S: S \subset \mathbb{N}\}$ and the measure $M$ defined by

$$
M(S)=\sum_{i \in S} f_{i}^{0}
$$

Since, $f^{0} \in X^{+}$, we get $z \mapsto z \in L^{1}(E, \sigma, M)$. Then by the refined version of De la ValléePoussin theorem, there exists a function $\gamma_{0} \in G$ such that $z \mapsto \gamma_{0}(z) \in L^{1}(E, \sigma, M)$ meaning that

$$
\begin{equation*}
\sum_{i=1}^{\infty} \gamma_{0}(i) f_{i}^{0}<\infty . \tag{2.48}
\end{equation*}
$$

Using the equation (2.43) and Lemma 2.30, the sequence is locally bounded and absolutely continuous in $(0, T)$ for every $i \geq 1$ and $T \in(0, \infty)$. Thus, by Helly's theorem, there exists a subsequence of $\left\{f_{i}^{n}\right\}$ denoted as $\left\{\hat{f}_{i}^{n}\right\}$ and a sequence $\left\{f_{i}\right\}$ of functions of locally bounded variation such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \hat{f_{i}^{n}}=f_{i}(t), \quad \forall i \geq 1, t \geq 0 . \tag{2.49}
\end{equation*}
$$

Also, if we let $f_{i}^{n}=0$ when $i>n$,

$$
\begin{equation*}
\left\|f^{n}(t)\right\|=\sum_{i=1}^{n} i f_{i}^{n}(t) \leq \sum_{i=1}^{n} i f_{0 i}^{n} \leq\left\|f_{0}\right\| \tag{2.50}
\end{equation*}
$$

which, followed by the use of (2.49) gives the non-negativity of the solution $f_{i}(t)$. Further, since, $\gamma_{0} \in G$, equation (2.48) and Lemma 2.29 yield the following

$$
\begin{equation*}
\sum_{i=1}^{n} \gamma_{0}(i) f_{i}^{n}(t) \leq Q(T) \quad \& \quad 0 \leq \int_{0}^{T} \sum_{i=1}^{n-1} \sum_{j=i}^{n} \gamma_{0}(i) V_{i, j} f_{i}^{n}(h) f_{j}^{n}(h) d h \leq Q(T), \tag{2.51}
\end{equation*}
$$

for every $n \geq 2, t \in[0, T]$ where $T \in[0, \infty)$. If we take $T \in(0, \infty)$ and $m \geq 2$, then using the above equation (2.51) and the non-negativity of $\gamma(i)$ give us

$$
\begin{equation*}
\sum_{i=1}^{m} \gamma_{0}(i) f_{i}^{n}(t) \leq Q(T) \quad \& \quad 0 \leq \int_{0}^{T} \sum_{i=1}^{m-1} \sum_{j=i}^{m} \gamma_{0}(i) V_{i, j} f_{i}^{n}(h) f_{j}^{n}(h) d h \leq Q(T) . \tag{2.52}
\end{equation*}
$$

Using (2.49), passing the limit as $n \rightarrow \infty$ in equation (2.51) and $m \rightarrow \infty$ in (2.52) yield

$$
\begin{equation*}
\sum_{i=1}^{\infty} \gamma_{0}(i) f_{i}(t) \leq Q(T) \quad \& \quad 0 \leq \int_{0}^{T} \sum_{i=1}^{\infty} \sum_{j=i}^{\infty} \gamma_{0}(i) V_{i, j} f_{i}(h) f_{j}(h) d h \leq Q(T) \tag{2.53}
\end{equation*}
$$

Following on the lines of [123], the application of (2.50), (2.53), the definition of the kernel and the properties of $\gamma_{0}$ confirm the Definition 2.20(2) as

$$
\begin{equation*}
\int_{0}^{T} \sum_{j=1}^{\infty} V_{i, j} f_{j}(h) d h<\infty \tag{2.54}
\end{equation*}
$$

Now, by the definition of $V_{i, j}$ and Eqn. (2.50), we have

$$
\sum_{j=i}^{n} V_{i, j} f_{i}^{n} f_{j}^{n} \leq 2\left\|f_{0}\right\| M_{0}(0)
$$

Further, using (2.49) followed by the Lebesgue-dominated convergence theorem, the following holds

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{0}^{T}\left(\sum_{j=i}^{n} V_{i, j} f_{i}^{n} f_{j}^{n}-\sum_{j=i}^{\infty} V_{i, j} f_{i} f_{j}\right)(h) d h=0 . \tag{2.55}
\end{equation*}
$$

The relations, (2.49), (2.43), (2.50) and (2.55) lead to the fulfilment of Definition 2.4(3). Consequently using (2.54), the Definition $2.4(1)$ follows, hence establishing the existence result for the problem (2.1)-(2.2) in $\mathbb{R}^{+}$.

## Density Conservation

Here, density conservation is demonstrated for the non-mass conserving truncation by the following result.

Theorem 2.32. Let $V_{i, j} \leqslant \frac{(i+j)}{\min \{i, j\}}$ for all natural numbers $i$ and $j$. Let $f=\left(f_{i}\right) \in X^{+}$ be a solution of the Safronov-Dubovski equation (2.1) satisfying all the conditions of Theorem 2.31. Additionally, if

$$
\begin{equation*}
V_{n, j} \rightarrow 0 \text { as } n \rightarrow \infty \text { for every } j \in[1,(n-1)] \text {, } \tag{2.56}
\end{equation*}
$$

holds, then the solution is density conserving satisfying

$$
\begin{equation*}
\sum_{i=1}^{\infty} i f_{i}(t)=\sum_{i=1}^{\infty} i f_{i}(0) . \tag{2.57}
\end{equation*}
$$

Proof. To establish density conservation, let us consider

$$
\begin{equation*}
\left|\sum_{i=1}^{\infty} i f_{i}(t)-\sum_{i=1}^{\infty} i f_{i}(0)\right|=\left|\left(\sum_{i=1}^{m}+\sum_{i=m+1}^{\infty}\right) i f_{i}(t)-\left(\sum_{i=1}^{m}+\sum_{i=m+1}^{\infty}\right) i f_{i}(0)\right| . \tag{2.58}
\end{equation*}
$$

Now, writing the equation (2.42) as

$$
\begin{equation*}
\sum_{i=1}^{n} i f_{i}(0)=\sum_{i=1}^{m} i f_{i}^{n}(t)+\sum_{i=m+1}^{n} i f_{i}^{n}(t)-\sum_{j=1}^{n-1} j V_{n, j} f_{n}^{n}(t) f_{j}^{n}(t) . \tag{2.59}
\end{equation*}
$$

Using (2.59) in (2.58), one can obtain

$$
\begin{align*}
\left|\sum_{i=1}^{\infty} i f_{i}(t)-\sum_{i=1}^{\infty} i f_{i}(0)\right| \leq & \sum_{i=1}^{m} i\left|f_{i}(t)-f_{i}^{n}(t)\right|+\sum_{i=m+1}^{\infty} i f_{i}(t)+\sum_{i=m+1}^{n} i f_{i}^{n}(t)+\sum_{i=n+1}^{\infty} i f_{i}(0) \\
& +\left|f_{n}^{n}(t) \sum_{j=1}^{n-1} j V_{n, j} f_{j}^{n}(t)\right| . \tag{2.60}
\end{align*}
$$

Before passing the limit $n \rightarrow \infty$, the boundedness of the last expression in the above equation needs to be dealt with and is given as

$$
\left|f_{n}^{n}(t) \sum_{j=1}^{n-1} j V_{n, j} f_{j}^{n}(t)\right| \leq 2| | f_{0} \| M_{0}(0)
$$

Further, having (2.56), (2.49) and then passing the limit in (2.60) provide

$$
\lim _{n \rightarrow \infty}\left|\sum_{i=1}^{\infty} i f_{i}(t)-\sum_{i=1}^{\infty} i f_{i}(0)\right| \leq \sup _{i \geq m} \frac{2 i f_{i}^{n}(t) \gamma_{0}(i)}{\gamma_{0}(i)}
$$

Hence, the first result given in equation (2.53), and the properties of $\gamma_{0}$ lead to our claim.

## Chapter 3

## Theoretical Analysis of Safronov-Dubovski Coagulation Equation for Sum Kernel ${ }^{1}$

Let us define the Safronov-Dubovski coagulation equation for $t \in[0, \infty)$ and $i \in \mathbb{N}$ as

$$
\begin{equation*}
\frac{d f_{i}(t)}{d t}=\delta_{i \geq 2} f_{i-1}(t) \sum_{j=1}^{i-1} j V_{i-1, j} f_{j}(t)-f_{i}(t) \sum_{j=1}^{i} j V_{i, j} f_{j}(t)-\sum_{j=i}^{\infty} V_{i, j} f_{i}(t) f_{j}(t), \tag{3.1}
\end{equation*}
$$

where $\delta_{P}=1$ if $P$ is true, and zero otherwise. The Eqn.(3.1) deals with the change in concentration of $i$-clusters, and, consequently, the focus of our study is the qualitative behavior of $f_{i}(t)$ to the initial value problems defined by this system with initial conditions

$$
\begin{equation*}
f_{i}(0)=f_{0 i} \geq 0 . \tag{3.2}
\end{equation*}
$$

In this chapter, we study the existence of mass-conserving solutions to the initial value problem (3.1)-(3.2) with rate kernels satisfying $V_{i, j} \leq(i+j), \forall i, j \in \mathbb{N}$, and initial condition with finite initial mass. To establish the regularity of the solutions, we need to consider a balance between a more restrictive class of kernels $V_{i, j} \leq i^{\alpha}+j^{\alpha}$, for $\alpha \in[0,1]$, $\forall i, j \in \mathbb{N}$, and initial condition with some finite higher moment. The uniqueness result is also established for a restrictive class of kernels, i.e., $V_{i, j} \leq C_{V} \min \left\{i^{\eta}, j^{\eta}\right\}, 0 \leq \eta \leq 2$, $\forall i, j \in \mathbb{N}, C_{V} \in \mathbb{R}^{+}$. The boundedness of a higher moment in finite time played a significant role in proving uniqueness.

[^1]Let us now define some basic notations and notions that are needed throughout. Similar to Chapter 2, the set of finite mass sequences and the norm are defined by

$$
\begin{equation*}
X=\left\{z=\left(z_{k}\right):\|z\|<\infty\right\}, \quad \text { with } \quad\|z\|:=\sum_{k=1}^{\infty} k\left|z_{k}\right|, \tag{3.3}
\end{equation*}
$$

where $(X,\|\cdot\|)$ is a Banach space. For analysis, we often consider the non-negative cone

$$
\begin{equation*}
X^{+}=\left\{f=\left(f_{i}\right) \in X: f_{i} \geq 0\right\} \tag{3.4}
\end{equation*}
$$

Further, we shall need to define the solution of (3.1)-(3.2) and is written as:
Definition 3.1. The solution $f=\left(f_{i}\right)$ of the initial value problem (3.1)-(3.2) on $[0, T)$ where $0<T<\infty$, is a function $f:[0, T) \rightarrow X^{+}$with the following properties
(a) $\forall i, f_{i}$ is continuous,
(b) $\int_{0}^{t} \sum_{j=1}^{\infty} V_{i, j} f_{j}(s) d s<\infty$ for every $i$ and $\forall 0 \leq t<T$,
(c) $\forall i$ and $\forall 0 \leq t<T$

$$
\begin{equation*}
f_{i}(t)=f_{0 i}+\int_{0}^{t}\left(\delta_{i \geq 2} f_{i-1} \sum_{j=1}^{i-1} j V_{i-1, j} f_{j}-f_{i} \sum_{j=1}^{i} j V_{i, j} f_{j}-f_{i} \sum_{j=i}^{\infty} V_{i, j} f_{j}\right)(s) d s, \tag{3.5}
\end{equation*}
$$

where $\delta_{P}=1$ if $P$ is true, and is zero otherwise.

The chapter is organized into six sections. The Section 3.1 discusses the preliminary results required to establish the main results of the work. Section 3.2 deals with the existence of the solution and its corollary. Further, in Section 3.3, density conservation is shown for all the solutions of the given equation and the regularity result is proved in Section 3.4. Furthermore, the statement and proof of the uniqueness theorem are part of Section 3.5. Finally, in Section 3.6, the qualitative behavior of the solution in case of the non-conservative truncation is discussed.

### 3.1 A Finite-Dimensional Truncation

Our general approach in this work is similar to the one in the previous chapter which is considering a finite $n$-dimensional truncation of (3.1) and, after obtaining appropriate $a$ priori estimates for its solutions, passing to the limit $n \rightarrow \infty$ and getting corresponding results for (3.1). In this section, we introduce a truncated system of the SDCE and study some useful results about the moments of its solutions. The finite $n$-dimensional
truncated system for the equation (3.1) that we shall consider corresponds to assuming that no particles with a size larger than $n$ can exist initially or be formed by the dynamics. Thus, for the phase variable $f=\left(f_{1}, f_{2}, \ldots, f_{n}\right)$ the system is

$$
\begin{equation*}
\frac{d f_{i}}{d t}=f_{i}^{n}(f), \quad \text { for } 1 \leq i \leq n, \tag{3.6}
\end{equation*}
$$

where

$$
\begin{align*}
& f_{1}^{n}(f):=-V_{1,1} f_{1}^{2}-f_{1} \sum_{j=1}^{n-1} V_{1, j} f_{j}  \tag{3.7}\\
& f_{i}^{n}(f):=f_{i-1} \sum_{j=1}^{i-1} j V_{i-1, j} f_{j}-f_{i} \sum_{j=1}^{i} j V_{i, j} f_{j}-f_{i} \sum_{j=i}^{n-1} V_{i, j} f_{j}, \quad \text { for } 2 \leq i \leq n-1,  \tag{3.8}\\
& f_{n}^{n}(f):=f_{n-1} \sum_{j=1}^{n-1} j V_{n-1, j} f_{j} . \tag{3.9}
\end{align*}
$$

From what is stated above the initial conditions of interest are

$$
\begin{equation*}
f_{i}(0)=f_{i}^{0} \geq 0, \quad \text { for } 1 \leq i \leq n . \tag{3.10}
\end{equation*}
$$

It can be observed here that we have truncated the last sum up to $n-1$, not $n$. This is done to make sure that the truncation conserves mass which will be beneficial in proving the existence result. The solutions to (3.6)-(3.10) exist and are unique which can be proved using the fact that the right side contains polynomials and the Picard-Lindelöf theorem. The solutions are also non-negative, established by the addition of positive $\varepsilon$ to the right part of all equations. Now, if $f^{\varepsilon}$ satisfies $f_{i}^{\varepsilon}\left(t_{0}\right)>0$ for some $t_{0} \in \mathbb{R}^{+}-\{0\}$ and $f_{j}^{\varepsilon}\left(t_{0}\right)=0$ for every $j \in\{1, \ldots, n\}$, then $\frac{d}{d t} f_{j}^{\varepsilon}\left(t_{0}\right)>0$. Finally, taking $\varepsilon \rightarrow 0$ gives the non-negativity (see [117, Theorem III-4-5]). In the analysis of coagulation-type systems, estimating the time evolution of moments of solution is of paramount importance. For the truncated system, and in a way analogous to the $r^{\text {th }}$ moments, we consider the quantities

$$
\begin{equation*}
M_{g}^{n}(t):=\sum_{i=1}^{n} g_{i} f_{i}(t) \tag{3.11}
\end{equation*}
$$

where $g=\left(g_{i}\right)$ is a non-negative sequence. The following result on the evolution of $M_{g}^{n}$ will be relevant:

Lemma 3.2. Let $f=\left(f_{i}\right)_{i \in\{1, \ldots, n\}}$ be a solution of (3.6)-(3.10) defined in an open interval I containing 0 . Let $g=\left(g_{i}\right)$ be a real sequence. Then

$$
\begin{equation*}
\frac{d M_{g}^{n}}{d t}=\sum_{i=1}^{n-1} \sum_{j=i}^{n-1}\left(i g_{j+1}-i g_{j}-g_{i}\right) V_{i, j} f_{i} f_{j} \tag{3.12}
\end{equation*}
$$

Proof. The proof follows on the same lines of proof of the Eq. (2.5).

Now, for $g_{p}:=\left(i^{p}\right)$, consider the simplified notation $M_{p}^{n}:=M_{g_{p}}^{n}$. It is clear from (3.12) that, for all $t \in I$,

$$
\begin{equation*}
\frac{d M_{0}^{n}(t)}{d t} \leq 0 \tag{3.13}
\end{equation*}
$$

and thus $M_{0}^{n}(t) \leq M_{0}^{n}(0)$, for all $t \in I \cap\{t \geq 0\}$. This a priori bound implies that non-negative solutions of the truncated systems (3.6)-(3.9) are globally defined forward in time, i.e., $I \supset[0,+\infty)$. Taking $g=g_{1}$ in (3.12), we immediately conclude that, for all $t$

$$
\begin{equation*}
\frac{d M_{1}^{n}(t)}{d t}=0, \tag{3.14}
\end{equation*}
$$

which means that solutions to the truncated system conserve mass. For further reference, this is stated in the next lemma.

Lemma 3.3. Solutions to Cauchy problems for the truncated systems (3.6)-(3.9) are globally defined forward in time and mass conserving, i.e.,

$$
\begin{equation*}
M_{1}^{n}(t)=M_{1}^{n}(0), \quad \forall t \geq 0 . \tag{3.15}
\end{equation*}
$$

For the existence proof let us consider $x_{m}^{n}(t)$ defined as in [118] by

$$
\begin{equation*}
x_{m}^{n}(t):=\sum_{i=m}^{n} i f_{i}^{n}(t), \tag{3.16}
\end{equation*}
$$

where $f^{n}=\left(f_{1}^{n}, \ldots, f_{n}^{n}\right)$ is a solution of the $n$-dimensional truncated system (3.6)-(3.9). From these expressions, we immediately obtain

$$
\begin{equation*}
\frac{d x_{m}^{n}(t)}{d t}=\left(\sum_{i=m}^{n-1} \sum_{j=1}^{i} j V_{i, j} f_{i}^{n} f_{j}^{n}+m f_{m-1}^{n} \sum_{j=1}^{m-1} j V_{m-1, j} f_{j}^{n}-\sum_{i=m}^{n-1} \sum_{j=i}^{n-1} i V_{i, j} f_{i}^{n} f_{j}^{n}\right)(t) . \tag{3.17}
\end{equation*}
$$

Assume now $2 m<n$ and consider the function $q_{m}^{n}(\cdot)$ defined by

$$
\begin{equation*}
q_{m}^{n}(t):=\sum_{i=m}^{2 m} i f_{i}^{n}+2 m \sum_{i=2 m+1}^{n} f_{i}^{n}, \tag{3.18}
\end{equation*}
$$

where, again $f^{n}=\left(f_{1}^{n}, \ldots, f_{n}^{n}\right)$ is a solution of the $n$-dimensional truncated system. Then, after a few algebraic manipulations, we get

$$
\begin{align*}
\frac{d q_{m}^{n}(t)}{d t}= & \sum_{i=m}^{2 m} i f_{i}^{n}+2 m \sum_{i=2 m+1}^{n} f_{i}^{n} \\
= & m f_{m-1}^{n}(t) \sum_{j=1}^{m-1} j V_{m-1, j} f_{j}^{n}(t)+\sum_{i=m}^{2 m-1} f_{i}^{n}(t) \sum_{j=1}^{i} j V_{i, j} f_{j}^{n}(t)- \\
& -\sum_{i=m}^{2 m} \sum_{j=i}^{n-1} i f_{i}^{n}(t) V_{i, j} f_{j}^{n}(t)-2 m \sum_{i=2 m+1}^{n-1} \sum_{j=i}^{n-1} V_{i, j} f_{i}^{n}(t) f_{j}^{n}(t) . \tag{3.19}
\end{align*}
$$

Finally, so that we can take $n \rightarrow \infty$ (or, eventually, only on a subsequence $n_{k} \rightarrow \infty$ ), we make use of the following lemma.

Lemma 3.4. Take $f_{0}=\left(f_{0 i}\right) \in X^{+}$and, for each $n \in \mathbb{N}$, consider the point $f_{0}^{n} \in X^{+}$ defined by $f_{0}^{n}=\left(f_{01}, f_{02}, \ldots, f_{0 n}, 0,0, \ldots\right)$ and let it be identified with the point of $\mathbb{R}^{n}$ obtained by discarding the $j^{\text {th }}$ components, for $j>n$. Let $f^{n}$ be the solution of the $n$-dimensional truncated system (3.6)-(3.9) when $V_{i, j} \leq(i+j)$ with initial condition $f^{n}(0)=f_{0}^{n}$ such that (3.15) holds, then $f^{n}$ is relatively compact in $C([0, T])$.

Proof. Using the truncated system (3.7-3.9) and mass conservation of this system (see (3.15)), it can be shown that $\exists$ a constant $C>0$ such that $\forall n \geq i \geq 1$,

$$
\sup _{t \geq 0}\left(f_{i}^{n}(t)+\left|\frac{d f_{i}^{n}(t)}{d t}\right|\right) \leq C M_{1}(0)^{2} .
$$

Thus, Ascoli theorem gives the intended result.

Now, we have gathered all the required information to proceed with the existence results.

### 3.2 Existence Result for the Cauchy Problem

We can now prove the existence of global solutions for the Cauchy problem (3.1)-(3.2).
Theorem 3.5. Let, $V_{i, j}$ be nonnegative, symmetric for the exchange of $i$ with $j$, and satisfy $V_{i, j} \leq(i+j), \forall i, j$, and let $f_{0}=\left(f_{0 i}\right) \in X^{+}, M_{1}(0)<\infty$. Then, $\exists$ a non-negative solution of (3.1)-(3.2) defined globally.

Proof. Let $n$ be an arbitrarily fixed positive integer and let $f_{0}^{n}$ be defined as in the statement of Lemma 3.4. As we stated above, following (3.10), the initial value problem
(3.6)-(3.10) has a unique solution, $f^{n}=\left(f_{i}^{n}\right)_{1 \leq i \leq n}$, which is globally defined, nonnegative and, by Lemma 3.3, density conserving. By defining $f_{i}^{n}(t)=0$ when $i>n$ we can consider $f^{n}(t)$ as an element of $X^{+}$for all $t$, and thus

$$
\begin{equation*}
\left\|f^{n}(t)\right\|=\sum_{i=1}^{\infty} i f_{i}^{n}(t)=\sum_{i=1}^{n} i f_{i}^{n}(t)=\sum_{i=1}^{n} i f_{0 i}^{n}=\sum_{i=1}^{n} i f_{0 i} \leq \sum_{i=1}^{\infty} i f_{0 i}=\left\|f_{0}\right\| . \tag{3.20}
\end{equation*}
$$

By Lemma 3.4 and (3.15) for each $i, \exists$ a subsequence of $f^{n}$ (not relabelled) \& a function $f_{i}:[0, \infty) \rightarrow \mathbb{R}$, which are of bounded variation on each subset of $[0, \infty)$, such that $f_{i}^{n}(t)$ converges to $f_{i}(t)$ as $n$ approaches $\infty$, for every $t \in \mathbb{R}^{+}$. Thus $\forall t \geq 0$,

$$
\begin{equation*}
f_{i}(t) \geq 0 \quad \text { and } \quad\|f(t)\| \leq\left\|f_{0}\right\| . \tag{3.21}
\end{equation*}
$$

Our goal is to prove that this limit function $f$ is a mild solution of the initial value problem (3.1)-(3.2), i.e., fulfills the conditions in Definition 3.1. This will be done by passing to the limit $n \rightarrow \infty$ in the integrated version of the truncated problem (3.6)(3.10), namely
$f_{i}^{n}(t)=f_{0 i}+\int_{0}^{t}\left(f_{i-1}^{n}(s) \sum_{j=1}^{i-1} j V_{i-1, j} f_{j}^{n}(s)-f_{i}^{n}(s) \sum_{j=1}^{i} j V_{i, j} f_{j}^{n}(s)-f_{i}^{n}(s) \sum_{j=i}^{n-1} V_{i, j} f_{j}^{n}(s)\right) d s$.
To do this, and also to satisfy condition (b) in Definition 3.1, we need to prove that, for every fixed $i \in \mathbb{N}, T \geq 0$, and $\varepsilon>0$, there exists $m$ and $n_{0}$, with $n_{0}>m \geq i$, such that, for all $n>n_{0}$,

$$
\begin{equation*}
\int_{0}^{T} x_{m}^{n}(t) d t \leq \varepsilon \tag{3.23}
\end{equation*}
$$

where $x_{m}^{n}$ is defined in (3.16). This can be achieved by integrating (3.17) in $[0, t]$ and using (3.19) as

$$
\begin{aligned}
& x_{m}^{n}(t)=x_{m}^{n}(0)+\int_{0}^{t}\left(\sum_{i=m}^{n-1} \sum_{j=1}^{i} j V_{i, j} f_{i}^{n}(s) f_{j}^{n}(s)\right.+m f_{m-1}^{n} \sum_{j=1}^{m-1} j V_{m-1, j} f_{j}^{n}- \\
&\left.\quad-\sum_{i=m}^{n-1} \sum_{j=i}^{n-1} i V_{i, j} f_{i}^{n}(s) f_{j}^{n}(s)\right) d s \\
&=x_{m}^{n}(0)+q_{m}^{n}(t)-q_{m}^{n}(0)+\int_{0}^{t}\left(f_{2 m}^{n}(s) \sum_{j=1}^{2 m} j V_{2 m, j} f_{j}^{n}(s)+\sum_{i=2 m+1}^{n-1} \sum_{j=1}^{i} j V_{i, j} f_{i}^{n}(s) f_{j}^{n}(s)-\right. \\
&\left.-\sum_{i=2 m+1}^{n-1} \sum_{j=i}^{n-1} i V_{i, j} f_{i}^{n}(s) f_{j}^{n}(s)+2 m \sum_{2 m+1}^{n-1} \sum_{j=i}^{n-1} V_{i, j} f_{i}^{n}(s) f_{j}^{n}(s)\right) d s .
\end{aligned}
$$

Some algebraic manipulations of the second double sum above provide

$$
\sum_{i=2 m+1}^{n-1} \sum_{j=1}^{i} j V_{i, j} f_{i}^{n}(s) f_{j}^{n}(s)=\sum_{i=2 m+1}^{n-1} \sum_{j=1}^{2 m} j V_{i, j} f_{i}^{n}(s) f_{j}^{n}(s)+\sum_{i=2 m+1}^{n-1} \sum_{j=i}^{n-1} i V_{j, i} f_{j}^{n}(s) f_{i}^{n}(s)
$$

Substituting this into the above expression for $x_{m}^{n}(t)$ gives

$$
\begin{align*}
x_{m}^{n}(t)=x_{m}^{n}(0)+q_{m}^{n}(t)-q_{m}^{n}(0)+\int_{0}^{t}\left(\sum_{i=2 m}^{n-1}\right. & \sum_{j=1}^{2 m} j V_{i, j} f_{i}^{n}(s) f_{j}^{n}(s)+ \\
& \left.+2 m \sum_{i=2 m+1}^{n-1} \sum_{j=i}^{n-1} V_{i, j} f_{i}^{n}(s) f_{j}^{n}(s)\right) d s \tag{3.24}
\end{align*}
$$

By (3.20), (3.21), and the pointwise convergence of $f_{i}^{n}$ to $f_{i}$ we conclude that, for all $t \in[0, T], \forall \varepsilon>0, \forall p>\frac{4\left\|f_{0}\right\|}{\varepsilon}, \exists n_{0}$ such that $\forall n>n_{0}$,

$$
\sum_{i=1}^{\infty}\left|f_{i}^{n}(t)-f_{i}(t)\right|=\sum_{i=1}^{p-1}\left|f_{i}^{n}(t)-f_{i}(t)\right|+\sum_{i=p}^{\infty}\left|f_{i}^{n}(t)-f_{i}(t)\right|<\frac{\varepsilon}{2}+\frac{2}{p}\left\|f_{0}\right\|<\varepsilon
$$

that enables us to take $n \rightarrow \infty$ in the definition of $q_{m}^{n}(t)$ in (3.18) and yields

$$
\begin{equation*}
q_{m}^{n}(t)[n \rightarrow \infty] \sum_{i=m}^{2 m} i f_{i}(t)+2 m \sum_{i=2 m+1}^{\infty} f_{i}(t)=: q_{m}(t) \leq \sum_{i=m}^{\infty} i f_{i}(t) \tag{3.25}
\end{equation*}
$$

and so $\lim _{m \rightarrow \infty} q_{m}(t)=0$ and $\left|q_{m}(t)\right| \leq\left\|f_{0}\right\|$, for all $t \in[0, T]$. Therefore, $\forall \varepsilon>0, \exists M, n_{0}$ with $n_{0}>M$, such that, $\forall m>M, n>n_{0}$ and $n \geq 2 m+1$,

$$
\begin{equation*}
q_{m}^{n}(t) \leq \frac{1}{3} \varepsilon \tag{3.26}
\end{equation*}
$$

and

$$
\begin{equation*}
q_{m}^{n}(0) \leq \frac{1}{3} \varepsilon \tag{3.27}
\end{equation*}
$$

By (3.26), (3.27), and using the assumption $V_{i, j} \leq(i+j)$ we can estimate the right-hand side of (3.24) as follows (redefining)

$$
\begin{aligned}
x_{m}^{n}(t) & \leq \varepsilon+\int_{0}^{t}\left(\sum_{i=2 m}^{n-1} \sum_{j=1}^{2 m} j(i+j) f_{i}^{n}(s) f_{j}^{n}(s)+2 m \sum_{i=2 m+1}^{n-1} \sum_{j=i}^{n-1}(i+j) f_{i}^{n}(s) f_{j}^{n}(s)\right) d s \\
& \leq \varepsilon+\int_{0}^{t}\left(2 \sum_{i=2 m}^{n-1} \sum_{j=1}^{2 m} i j f_{i}^{n}(s) f_{j}^{n}(s)+4 m \sum_{i=2 m+1}^{n-1} \sum_{j=i}^{n-1} i f_{i}^{n}(s) f_{j}^{n}(s)\right) d s \\
& \leq \varepsilon+\int_{0}^{t}\left(2 \sum_{i=m}^{n} i f_{i}^{n}(s) \sum_{j=1}^{n} j f_{j}^{n}(s)+4 \sum_{i=m}^{n} i f_{i}^{n}(s) \sum_{j=i}^{n} j f_{j}^{n}(s)\right) d s \\
& \leq \varepsilon+6\left\|f_{0}\right\| \int_{0}^{t} x_{m}^{n}(s) d s .
\end{aligned}
$$

Hence, thanks to Gronwall's lemma, we get, for all $t \in[0, T]$,

$$
\begin{equation*}
x_{m}^{n}(t) \leq k_{1} \varepsilon \tag{3.28}
\end{equation*}
$$

where $k_{1}=e^{6\left\|f_{0}\right\| T}$, which implies that $\forall \varepsilon>0, \exists M, n_{0}$ with $n_{0}>M$, such that, $\forall m>M$, $n>n_{0}$ and $n \geq 2 m+1$,

$$
\begin{equation*}
\int_{0}^{t} x_{m}^{n}(s) d s \leq \varepsilon k_{1} T, \quad \text { for all } t \in[0, T] \tag{3.29}
\end{equation*}
$$

Since, $f_{i}^{n}(t)$ is point-wise convergent to $f_{i}(t)$, the above expression entails that, for all $\varepsilon>0$, there exists $M$ such that, for all $m>M$, we have

$$
\int_{0}^{T} \sum_{i=m}^{\infty} i f_{i}(t) d t \leq \varepsilon
$$

Hence, when $V_{i, j} \leq(i+j)$ for all $i \geq 1$,

$$
\begin{equation*}
\int_{0}^{T} \sum_{j=1}^{\infty} V_{i, j} f_{j}(t) d t<\infty \tag{3.30}
\end{equation*}
$$

thus establishing (b) in Definition 3.1. Now, for every fixed $i$, take $n>i$ sufficiently large and for any $\ell$ such that $i<\ell<n-1$, write (3.22) as

$$
\begin{gathered}
\left|f_{i}^{n}(t)-f_{i}(0)-\int_{0}^{t}\left(f_{i-1}^{n}(s) \sum_{j=1}^{i-1} j V_{i-1, j} f_{j}^{n}-f_{i}^{n}(s) \sum_{j=1}^{i} j V_{i, j} f_{j}^{n}(s)-f_{i}^{n}(s) \sum_{j=i}^{\ell} V_{i, j} f_{j}^{n}(s)\right) d s\right| \\
=f_{i}^{n}(s) \int_{0}^{t} \sum_{j=\ell+1}^{n-1} V_{i, j} f_{j}^{n}(s) d s \leq 2\left\|f_{0}\right\| \int_{0}^{t} x_{\ell+1}^{n}(s) d s
\end{gathered}
$$

Thus, from (3.29), for all $\varepsilon>0$, there exists $M$ such that, for all $\ell+1>M$ and all $n$ sufficiently large, the right-hand side can be bounded above by $2 \varepsilon\left\|f_{0}\right\| k_{1} T$. Considering that each sum on the left-hand side has a fixed and finite number of terms, that $f_{j}^{n}(s) \rightarrow$ $f_{j}(s)$ pointwise as $n \rightarrow \infty$, and each of the three terms inside the integral is bounded by $2\left\|f_{0}\right\|^{2}$, we can use the dominated convergence theorem and take $n \rightarrow \infty$ to conclude that, for every $\varepsilon>0$, there exists $M$ such that, for all $\ell \geq M$, we have

$$
\begin{gathered}
\left|f_{i}(t)-f_{i}(0)-\int_{0}^{t}\left(f_{i-1}(s) \sum_{j=1}^{i-1} j V_{i-1, j} f_{j}-f_{i}(s) \sum_{j=1}^{i} j V_{i, j} f_{j}(s)-f_{i}(s) \sum_{j=i}^{\ell} V_{i, j} f_{j}(s)\right) d s\right| \\
\leq 2 \varepsilon\left\|f_{0}\right\| k_{1} T
\end{gathered}
$$

Hence, by the arbitrariness of $\varepsilon$, we can let $\ell \rightarrow \infty$ and conclude that $f=\left(f_{i}\right)$ satisfy (3.5), which completes the proof.

Next, we establish that the subsequence $f^{n_{k}}$ of solutions to the truncated system which converges to the solution $f$ of (3.1)-(3.2) actually does so in the strong topology of $X$, uniformly for $t$ in compact subsets of $[0, \infty)$.

Corollary 3.6. Let $f^{n_{k}}$ be the pointwise convergent subsequence of solutions to (3.83.10). Then, $f^{n_{k}} \rightarrow f$ in $X$ uniformly on compact subsets of $[0, \infty)$.

Proof. To prove this, we prove that $f_{i}^{n_{k}}(t) \rightarrow f_{i}(t)$ for each $i$ uniformly on the compact subsets of $[0, \infty)$. For this, let $n_{k}$ be $n$ and for each $I<m$

$$
\begin{equation*}
z_{m}^{n}(t):=e^{-t}\left[M_{1}^{n}(t)-\sum_{i=1}^{m-1} i f_{i}^{n}(t)+(2 m+2) M_{1}^{n}(0)^{2}\right] . \tag{3.31}
\end{equation*}
$$

Now, differentiating (3.31) gives

$$
\begin{equation*}
\frac{d z_{m}^{n}(t)}{d t}=e^{-t}\left[\frac{d M_{1}^{n}(t)}{d t}-\sum_{i=1}^{m-1} i \frac{d f_{i}^{n}(t)}{d t}\right]-e^{-t}\left[M_{1}^{n}(t)-\sum_{i=1}^{m-1} i f_{i}^{n}(t)+(2 m+2) M_{1}^{n}(0)^{2}\right] \tag{3.32}
\end{equation*}
$$

where

$$
\begin{equation*}
\frac{d}{d t} \sum_{i=1}^{m-1} i f_{i}^{n}(t)=\sum_{i=1}^{m-2} \sum_{j=1}^{i} j V_{i, j} f_{i}^{n} f_{j}^{n}-\sum_{i=1}^{m-1} \sum_{j=i}^{n-1} i V_{i, j} f_{i}^{n} f_{j}^{n}-(m-1) f_{m-1}^{n} \sum_{j=1}^{m-1} j V_{m-1, j} f_{j}^{n} . \tag{3.33}
\end{equation*}
$$

Using the above expression, Lemma 3.3 and $V_{i, j} \leq(i+j) \forall i, j$ in (3.32), one can obtain
$\frac{d z_{m}^{n}(t)}{d t} \leq e^{-t}\left[\sum_{i=1}^{m-1} \sum_{j=i}^{n-1} j(i+j) f_{i}^{n} f_{j}^{n}+(m-1) f_{m-1}^{n} \sum_{j=1}^{m-1} j(m-1+j) f_{j}^{n}-2 M_{1}^{n}(0)^{2}-2 m M_{1}^{n}(0)^{2}\right]$.
Some simplifications guarantee that

$$
\frac{d z_{m}^{n}(t)}{d t} \leq 0, \quad n \geq m, \quad t \in[0, T]
$$

Hence, $z_{m}^{n}(t) \rightarrow z_{m}(t)$ uniformly on compact subsets of $[0, T)$ where

$$
z_{m}(t):=e^{-t}\left[M_{1}(t)-\sum_{i=1}^{m-1} i f_{i}(t)+(2 m+2) M_{1}(0)^{2}\right] .
$$

Let, $K \subset[0, \infty)$ be compact and $t_{n} \rightarrow t$ in $K$, then

$$
\lim _{n \rightarrow \infty}\left\|f^{n}\left(t_{n}\right)\right\|=\lim _{n \rightarrow \infty} \sum_{i=1}^{\infty} i f_{i}^{n}\left(t_{n}\right)=\sum_{i=1}^{\infty} i f_{i}(t)=\|f(t)\|
$$

which ensures that $\left\|f^{n}\right\| \rightarrow\|f\|$ in $C(K, X)$.

### 3.3 All Solutions Conserve Density

In this section, we prove that under the assumption on the rate coefficients we have been using, all solutions of (3.1)-(3.2) conserve density.

Let $f=\left(f_{i}\right) \in X^{+}$be a solution of (3.5) in $[0, T]$. Multiplying equation (3.5) by $g_{i}$ and adding from $i=1$ to $n$, we have, after some algebraic manipulations, for all $t \in[0, T]$,

$$
\begin{align*}
\sum_{i=1}^{n} g_{i} f_{i}(t)- & \sum_{i=1}^{n} g_{i} f_{0 i}=\int_{0}^{t} \sum_{i=1}^{n} \sum_{j=i}^{n}\left(j g_{i+1}-j g_{i}-g_{j}\right) V_{i, j} f_{i}(s) f_{j}(s) d s \\
& -\int_{0}^{t} \sum_{j=1}^{n} \sum_{i=n+1}^{\infty} g_{j} V_{i, j} f_{i}(s) f_{j}(s) d s-\int_{0}^{t} g_{n+1} f_{n}(s) \sum_{j=1}^{n} j V_{n, j} f_{j}(s) d s \tag{3.34}
\end{align*}
$$

We start by observing that, taking $g_{i} \equiv i$ in (3.34) concludes that

$$
\sum_{i=1}^{n} i f_{i}(t) \leq \sum_{i=1}^{n} i f_{0 i} \leq\left\|f_{0}\right\|
$$

and, as this inequality is valid for all $n$, we can take the limit as $n \rightarrow \infty$ and conclude the a priori bound $\|f(t)\| \leq\left\|f_{0}\right\|$. We now use (3.34) to prove that, under the assumed conditions on $V_{i, j}$, all solutions conserve density.

Theorem 3.7. Let $V_{i, j} \leq(i+j)$ for all $i$ and $j$. Let $f=\left(f_{i}\right) \in X^{+}$be a solution of the Safronov-Dubovski equation (3.1). Then the total density of $f$ is constant.

Proof. Let $A \in \mathbb{N}$ be fixed, and consider the sequence $\left(g_{i}^{A}\right) \in \ell^{\infty}$ defined by

$$
\begin{equation*}
g_{i}^{A}=i \wedge A \tag{3.35}
\end{equation*}
$$

where $a \wedge b=\min \{a, b\}$. Then

$$
j g_{i+1}^{A}-j g_{i}^{A}-g_{j}^{A}= \begin{cases}-A & \text { on }\{(i, j): A \leq i \leq j \leq n\} \\ 0 & \text { on }\{(i, j): 1 \leq i \leq A-1 \text { and } i \leq j \leq n\}\end{cases}
$$

and (3.34) becomes, for $n>A$,

$$
\begin{align*}
& \sum_{i=1}^{n} g_{i}^{A} f_{i}(t)-\sum_{i=1}^{n} g_{i}^{A} f_{0 i}=  \tag{3.36}\\
&=-\int_{0}^{t} A \sum_{j=A}^{n} \sum_{i=A}^{j} V_{i, j} f_{i}(s) f_{j}(s) d s  \tag{3.37}\\
&-\int_{0}^{t}\left(\sum_{j=1}^{A} \sum_{i=n+1}^{\infty} j V_{i, j} f_{i}(s) f_{j}(s)+A \sum_{j=A+1}^{n} \sum_{i=n+1}^{\infty} V_{i, j} f_{i}(s) f_{j}(s)\right) d s  \tag{3.38}\\
&-\int_{0}^{t} A f_{n}(s) \sum_{j=1}^{n} j V_{n, j} f_{j}(s) d s . \tag{3.39}
\end{align*}
$$

We first estimate the term in (3.37):

$$
\begin{align*}
A \sum_{j=A}^{n} \sum_{i=A}^{j} V_{i, j} f_{i} f_{j} & \leq A \sum_{j=A}^{n} f_{j} \sum_{i=A}^{j} i f_{i}+A \sum_{j=A}^{n} j f_{j} \sum_{i=A}^{j} f_{i} \\
& =A \sum_{j=A}^{n} \frac{1}{j} j f_{j} \sum_{i=A}^{j} i f_{i}+A \sum_{j=A}^{n} j f_{j} \sum_{i=A}^{j} \frac{1}{i} i f_{i} \\
& \leq 2 \sum_{j=A}^{n} j f_{j} \sum_{i=A}^{n} i f_{i} \\
& \leq 2 \sum_{j=A}^{\infty} j f_{j} \sum_{i=A}^{\infty} i f_{i} . \tag{3.40}
\end{align*}
$$

Thus, $f \in X^{+}$implies that (3.40) converges to zero as $A \rightarrow \infty$. Furthermore, since (3.40) is bounded above by $2\left\|f_{0}\right\|^{2}$, the dominated convergence theorem implies that, for all $\varepsilon>0$ there exists $A_{0}$ such that, for all $n>A \geq A_{0}$ the absolute value of (3.37) is smaller than $\frac{\varepsilon}{5}$. Consider now (3.38). For the first double sum, observe that for $n>A$,

$$
\begin{align*}
\sum_{j=1}^{A} \sum_{i=n+1}^{\infty} j V_{i, j} f_{i} f_{j} & \leq \sum_{j=1}^{A} j f_{j} \sum_{i=n+1}^{\infty} i f_{i}+\sum_{j=1}^{A} j^{2} f_{j} \sum_{i=n+1}^{\infty} f_{i} \\
& \leq\left\|f_{0}\right\| \sum_{i=n+1}^{\infty} i f_{i}+\sum_{j=1}^{A} j^{2} f_{j} \frac{1}{n+1} \sum_{i=n+1}^{\infty} i f_{i} \\
& \leq\left\|f_{0}\right\| \sum_{i=n+1}^{\infty} i f_{i}+\frac{A}{A+1} \sum_{j=1}^{A} j f_{j} \sum_{i=n+1}^{\infty} i f_{i} \\
& \leq\left\|f_{0}\right\| \sum_{i=n+1}^{\infty} i f_{i}+\left\|f_{0}\right\| \sum_{i=n+1}^{\infty} i f_{i} \\
& \leq 2\left\|f_{0}\right\| \sum_{i=n+1}^{\infty} i f_{i} . \tag{3.41}
\end{align*}
$$

For the second double sum in (3.38) we have a similar estimate:

$$
\begin{align*}
A \sum_{j=A+1}^{n} \sum_{i=n+1}^{\infty} V_{i, j} f_{i} f_{j} & \leq A \sum_{j=A+1}^{n} f_{j} \sum_{i=n+1}^{\infty} i f_{i}+A \sum_{j=A+1}^{n} j f_{j} \sum_{i=n+1}^{\infty} f_{i} \\
& \leq \frac{A}{A+1} \sum_{j=A+1}^{n} j f_{j} \sum_{i=n+1}^{\infty} i f_{i}+A \sum_{j=A+1}^{n} j f_{j} \frac{1}{n+1} \sum_{i=n+1}^{\infty} i f_{i} \\
& \leq\left\|f_{0}\right\| \sum_{i=n+1}^{\infty} i f_{i}+\frac{A}{n+1}\left\|f_{0}\right\| \sum_{i=n+1}^{\infty} i f_{i} \\
& \leq 2\left\|f_{0}\right\| \sum_{i=n+1}^{\infty} i f_{i} \tag{3.42}
\end{align*}
$$

Thus, by (3.41) and (3.42), we conclude that the integrand function in (3.38) is bounded by $4\left\|f_{0}\right\|^{2}$ and converges pointwise to zero as $n \rightarrow \infty$, for each fixed $A$. Hence, again by the dominated convergence theorem, we conclude that, as previously, for all $\varepsilon>0$, there exists $A_{0}$ such that, for all $n>A_{0}$, the absolute value of the integral (3.38) is smaller than $\frac{\varepsilon}{5}$. Finally, let us consider (3.39)

$$
\begin{align*}
A f_{n} \sum_{j=1}^{n} j V_{n, j} f_{j} & \leq A f_{n} \sum_{j=1}^{n} j(n+j) f_{j} \\
& \leq 2 A n f_{n} \sum_{j=1}^{n} j f_{j} \\
& \leq 2\left\|f_{0}\right\| A n f_{n} \tag{3.43}
\end{align*}
$$

Clearly, for each fixed $A,(3.43)$ converges to zero as $n \rightarrow \infty$ and it is bounded above by $A\left\|f_{0}\right\|^{2}$, and so the dominated convergence theorem implies that, for every $\varepsilon>0$, there exits $A_{0}=A_{0}(\varepsilon)$ such that, for any fixed $A>A_{0}$, there exists $n_{0}=n_{0}(\varepsilon, A)$ such that, for all $n>n_{0} \vee A$, the absolute value of (3.39) is smaller than $\frac{\varepsilon}{5}$.

To estimate (3.36) observe that, for every $n>A$, we can write

$$
\left|\sum_{i=1}^{n} g_{i}^{A} f_{i}(t)-\sum_{i=1}^{n} g_{i}^{A} f_{0 i}\right| \geq\left|\sum_{i=1}^{A} i f_{i}(t)-\sum_{i=1}^{A} i f_{0 i}\right|-A\left|\sum_{i=A+1}^{n} f_{i}(t)-\sum_{i=A+1}^{n} f_{0 i}\right|
$$

and thus,

$$
\begin{equation*}
\left|\sum_{i=1}^{A} i f_{i}(t)-\sum_{i=1}^{A} i f_{0 i}\right| \leq \sum_{i=A+1}^{\infty} i f_{i}(t)+\sum_{i=A+1}^{\infty} i f_{0 i}+\left|\sum_{i=1}^{n} g_{i}^{A} f_{i}(t)-\sum_{i=1}^{n} g_{i}^{A} f_{0 i}\right| \tag{3.44}
\end{equation*}
$$

Now, for every $\varepsilon>0$ there exists $A_{0}$ such that, for all $A>A_{0}$, each of the first two sums in the right-hand side of (3.44) can be made smaller than $\frac{\varepsilon}{5}$, and since the estimates of (3.37)-(3.39) obtained previously allow us to have the last term in the right-hand side
of (3.44) is smaller than $\frac{3}{5} \varepsilon$, we conclude that

$$
\forall \varepsilon>0, \exists A_{0}: \forall A>A_{0},\left|\sum_{i=1}^{A} i f_{i}(t)-\sum_{i=1}^{A} i f_{0 i}\right|<\varepsilon,
$$

which proves the result.

### 3.4 Differentiability

This section is devoted to proving that the solution of the S-D model is first-order differentiable if the rate coefficients satisfy $V_{i, j} \leq i^{\alpha}+j^{\alpha}$ for $\alpha \in[0,1]$. This requires the boundedness of $(\alpha+1)$-moments of the solutions and an invariance result, which are proved below in Lemma 3.8 and Theorem 3.9, respectively.

Lemma 3.8. Let the non-negative kernel $V_{i, j}$ satisfy $V_{i, j} \leq i^{\alpha}+j^{\alpha}$, for all $i, j \geq 1$, and for some fixed $0 \leq \alpha \leq 1$. For any $T \in(0, \infty)$, let $f$ be a solution to (3.1)-(3.2) in $[0, T]$ with initial condition $f_{0} \in X^{+}$. If the $(\alpha+1)$-moment of $f_{0}, M_{1+\alpha}\left(f_{0}\right)$, is bounded, then the $(\alpha+1)$-moment of $f(t)$ is also bounded for all $t \in[0, T]$.

Proof. Let $f=\left(f_{i}\right)$ be a solution of (3.1)-(3.2) in $[0, T]$ with initial condition $f_{0}$. By (3.5) adding the components from $i=1$ to $n$, we have, for all $t \in[0, T]$,

$$
\begin{align*}
\sum_{i=1}^{n} i^{1+\alpha} f_{i}(t)+ & \int_{0}^{t} \sum_{i=1}^{n} \sum_{j=i}^{\infty} i^{i+\alpha} V_{i, j} f_{i}(s) f_{j}(s) d s+\int_{0}^{t}(n+1)^{1+\alpha} f_{n}(s) \sum_{j=1}^{n} j V_{n, j} f_{j}(s) d s \\
& =\sum_{i=1}^{n} i^{1+\alpha} f_{0 i}+\int_{0}^{t} \sum_{i=1}^{n} \sum_{j=1}^{i}\left(j(i+1)^{1+\alpha}-j i^{1+\alpha}\right) V_{i, j} f_{i}(s) f_{j}(s) d s \tag{3.45}
\end{align*}
$$

Due to the non-negativity of solutions, (3.45) implies that

$$
\begin{equation*}
\sum_{i=1}^{n} i^{1+\alpha} f_{i}(t) \leq \sum_{i=1}^{n} i^{1+\alpha} f_{0 i}+\int_{0}^{t} \sum_{i=1}^{n} \sum_{j=1}^{i}\left(j(i+1)^{1+\alpha}-j i^{1+\alpha}\right) V_{i, j} f_{i}(s) f_{j}(s) d s \tag{3.46}
\end{equation*}
$$

Since $\alpha \in[0,1]$ and $i \geq 1$ we have $(i+1)^{1+\alpha}-i^{1+\alpha} \leq(1+\alpha) i^{\alpha}+\frac{(1+\alpha) \alpha}{2!}$, and so,

$$
j\left((i+1)^{1+\alpha}-i^{1+\alpha}\right) V_{i, j} \leq(1+\alpha) j i^{2 \alpha}+(1+\alpha) j^{1+\alpha} i^{\alpha}+\frac{(1+\alpha) \alpha}{2!} j i^{\alpha}+\frac{(1+\alpha) \alpha}{2!} j^{1+\alpha}
$$

from where, using $\sum_{i=1}^{n} i f_{i}(s) \leq\left\|f_{0}\right\|$, we obtain

$$
\begin{aligned}
& \sum_{i=1}^{n} \sum_{j=1}^{i}\left(j(i+1)^{1+\alpha}-j i^{1+\alpha}\right) V_{i, j} f_{i}(s) f_{j}(s) \\
& \quad \leq \frac{1}{2}(1+\alpha) \alpha\left\|f_{0}\right\|^{2}+\frac{1}{2}(1+\alpha)(4+\alpha)\left\|f_{0}\right\| \sum_{i=1}^{n} i^{1+\alpha} f_{i}(s) \\
& \quad \leq\left\|f_{0}\right\|^{2}+5\left\|f_{0}\right\| \sum_{i=1}^{n} i^{1+\alpha} f_{i}(s)
\end{aligned}
$$

which, upon substitution in (3.46), gives

$$
\sum_{i=1}^{n} i^{1+\alpha} f_{i}(t) \leq \sum_{i=1}^{n} i^{1+\alpha} f_{0 i}+\left\|f_{0}\right\|^{2} T+\int_{0}^{t} 5\left\|f_{0}\right\| \sum_{i=1}^{n} i^{1+\alpha} f_{i}(s) d s
$$

Hence, by Gronwall's lemma, we conclude that, for all $t \in[0, T]$ and $n \geq 1$,

$$
\begin{align*}
\sum_{i=1}^{n} i^{1+\alpha} f_{i}(t) & \leq\left(\sum_{i=1}^{n} i^{1+\alpha} f_{0 i}+T\left\|f_{0}\right\|^{2}\right) e^{5\left\|f_{0}\right\| t} \\
& \leq\left(M_{1+\alpha}\left(f_{0}\right)+T\left\|f_{0}\right\|^{2}\right) e^{5\left\|f_{0}\right\| t} \tag{3.47}
\end{align*}
$$

where the inequality (3.47) is due to the assumption about the boundedness of the $(1+\alpha)$-moment of the initial condition $f_{0}$. Since the right-hand side of (3.47) does not depend on $n$ we conclude that the same is valid in the limit $n \rightarrow \infty$, which proves the result.

An important result regarding the evaluation of the higher moments of the solution is analyzed here.

Theorem 3.9. Assume $\left(g_{i}\right)$ be a real-valued non-negative sequence such that $g_{i}=$ $O\left(i^{\alpha+1}\right)$. Let $f$ be a solution of (3.1) when $V_{i, j} \leq i^{\alpha}+j^{\alpha}, \alpha \in[0,1]$ under the assumption that $M_{\alpha+1}\left(f_{0}\right)$ is bounded on some interval $[0, T)$, for $0<T \leq \infty$. Let $0 \leq t_{1}<t_{2}<T$. If the following hypotheses hold
(H1)

$$
\begin{equation*}
\int_{t_{1}}^{t_{2}} \sum_{i=1}^{\infty} \sum_{j=1}^{i} j\left(g_{i+1}-g_{i}\right) V_{i, j} f_{j}(s) f_{i}(s) d s<\infty \tag{3.48}
\end{equation*}
$$

(H2)

$$
\begin{equation*}
\int_{t_{1}}^{t_{2}} \sum_{i=1}^{\infty} \sum_{j=1}^{i} g_{j} V_{i, j} f_{i}(s) f_{j}(s) d s<\infty \tag{3.49}
\end{equation*}
$$

then, for every $m \in \mathbb{N}$,

$$
\begin{align*}
\sum_{i=m}^{\infty} g_{i} f_{i}\left(t_{2}\right)-\sum_{i=m}^{\infty} g_{i} f_{i}\left(t_{1}\right)= & \int_{t_{1}}^{t_{2}} \sum_{i=m}^{\infty} \sum_{j=1}^{i}\left(j g_{i+1}-j g_{i}-g_{j}\right) V_{i, j} f_{i}(s) f_{j}(s) d s \\
& +\delta_{m \geq 2} \int_{t_{1}}^{t_{2}} \sum_{i=m}^{\infty} \sum_{j=1}^{m-1} g_{j} V_{i, j} f_{i}(s) f_{j}(s) d s  \tag{3.50}\\
& +\delta_{m \geq 2} \int_{t_{1}}^{t_{2}} g_{m} f_{m-1}(s) \sum_{j=1}^{m-1} j V_{m-1, j} f_{j}(s) d s
\end{align*}
$$

where $\delta_{P}=1$ if $P$ holds, and is equal to zero otherwise.

Proof. Take positive integers $m<n$. Multiplying each equation in (3.5) by $g_{i}$ and summing over $i$ from $m$ to $n$, we obtain

$$
\begin{align*}
\sum_{i=m}^{n} g_{i} f_{i}\left(t_{2}\right)-\sum_{i=m}^{n} g_{i} f_{i}\left(t_{1}\right)= & \int_{t_{1}}^{t_{2}} \sum_{i=m}^{n} \sum_{j=1}^{i}\left(j g_{i+1}-j g_{i}-g_{j}\right) V_{i, j} f_{i}(s) f_{j}(s) d s  \tag{3.51}\\
& +\delta_{m \geq 2} \int_{t_{1}}^{t_{2}} \sum_{i=m}^{n} \sum_{j=1}^{m-1} g_{j} V_{i, j} f_{i}(s) f_{j}(s) d s  \tag{3.52}\\
& +\delta_{m \geq 2} \int_{t_{1}}^{t_{2}} g_{m} f_{m-1}(s) \sum_{j=1}^{m-1} j V_{m-1, j} f_{j}(s) d s  \tag{3.53}\\
& -\int_{t_{1}}^{t_{2}} \sum_{i=m}^{n} \sum_{j=n+1}^{\infty} g_{i} V_{i, j} f_{i}(s) f_{j}(s) d s  \tag{3.54}\\
& -\int_{t_{1}}^{t_{2}} g_{n+1} f_{n}(s) \sum_{j=1}^{n} j V_{n, j} f_{j}(s) d s . \tag{3.55}
\end{align*}
$$

We need to prove that, as $n \rightarrow \infty$, the integrals in (3.54) and (3.55) converge to zero, and the other integrals converge to the corresponding ones on the right-hand side of (3.50).

Using (H2) by interchanging the order of summation and replacing $i$ for $j$ and then following (a) in Definition 3.1, one can obtain

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{t_{1}}^{t_{2}} \sum_{i=m}^{n} \sum_{j=n+1}^{\infty} g_{i} V_{i, j} f_{i}(s) f_{j}(s) d s=0 \tag{3.56}
\end{equation*}
$$

which proves the convergence of (3.54) to zero. With $g_{i}=1$ we can write (3.51)-(3.55) as follows

$$
\begin{aligned}
\sum_{i=m}^{n} f_{i}\left(t_{2}\right)-\sum_{i=m}^{n} f_{i}\left(t_{1}\right)= & \int_{t_{1}}^{t_{2}} \sum_{i=m}^{n} \sum_{j=1}^{i}\left(-V_{i, j} f_{i}(s) f_{j}(s)\right) d s+\delta_{m \geq 2} \int_{t_{1}}^{t_{2}} \sum_{i=m}^{n} \sum_{j=1}^{m-1} V_{i, j} f_{i}(s) f_{j}(s) d s \\
& +\delta_{m \geq 2} \int_{t_{1}}^{t_{2}} f_{m-1}(s) \sum_{j=1}^{m-1} j V_{m-1, j} f_{j}(s) d s-\int_{t_{1}}^{t_{2}} \sum_{i=m}^{n} \sum_{j=n+1}^{\infty} V_{i, j} f_{i}(s) f_{j}(s) d s \\
& -\int_{t_{1}}^{t_{2}} f_{n}(s) \sum_{j=1}^{n} j V_{n, j} f_{j}(s) d s
\end{aligned}
$$

Further, thanks to relation $(H 2)$ and the fact that $g_{j}=O\left(j^{\alpha+1}\right)$, the last two integrals in the above expression tend to zero as $n \rightarrow \infty$. Therefore,

$$
\begin{align*}
\sum_{i=m}^{\infty} f_{i}\left(t_{2}\right)-\sum_{i=m}^{\infty} f_{i}\left(t_{1}\right)= & \int_{t_{1}}^{t_{2}} \sum_{i=m}^{\infty} \sum_{j=1}^{i}\left(-V_{i, j}\right) f_{i}(s) f_{j}(s) d s+\delta_{m \geq 2} \int_{t_{1}}^{t_{2}} \sum_{i=m}^{\infty} \sum_{j=1}^{m-1} V_{i, j} f_{i}(s) f_{j}(s) d s \\
& +\delta_{m \geq 2} \int_{t_{1}}^{t_{2}} f_{m-1}(s) \sum_{j=1}^{m-1} j V_{m-1, j} f_{j}(s) d s \tag{3.57}
\end{align*}
$$

For $p=1,2$, consider,

$$
\begin{aligned}
\left|g_{n+1}\right| \sum_{i=n+1}^{\infty} f_{i}\left(t_{p}\right) & \leq C(n+1)^{\alpha+1} \sum_{i=n+1}^{\infty} f_{i}\left(t_{p}\right) \\
& \leq C \sum_{i=n+1}^{\infty} i^{\alpha+1} f_{i}\left(t_{p}\right)
\end{aligned}
$$

for $C \in \mathbb{R}^{+}$and thus Lemma 3.8 guarantees that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left|g_{n+1}\right| \sum_{i=n+1}^{\infty} f_{i}\left(t_{p}\right)=0 \tag{3.58}
\end{equation*}
$$

Replacing $m$ by $n+1$ in (3.57), multiplying both sides by $g_{n+1}$, letting $n \rightarrow \infty$, and using (H2) together with (3.58) confirms that

$$
\begin{equation*}
\int_{t_{1}}^{t_{2}} g_{n+1} f_{n}(s) \sum_{j=1}^{n} j V_{n, j} f_{j}(s) d s \rightarrow 0 \tag{3.59}
\end{equation*}
$$

By Definition 3.1, the boundedness of $f_{i}(t),(H 1)$ and $(H 2)$, we conclude that

$$
\begin{equation*}
\int_{t_{1}}^{t_{2}} \sum_{i=m}^{n} \sum_{j=1}^{i}\left(j g_{i+1}-j g_{i}-g_{j}\right) V_{i, j} f_{i}(s) f_{j}(s) d s \rightarrow \int_{t_{1}}^{t_{2}} \sum_{i=m}^{\infty} \sum_{j=1}^{i}\left(j g_{i+1}-j g_{i}-g_{j}\right) V_{i, j} f_{i}(s) f_{j}(s) d s \tag{3.60}
\end{equation*}
$$

and

$$
\begin{equation*}
\delta_{m \geq 2} \int_{t_{1}}^{t_{2}} \sum_{i=m}^{n} \sum_{j=1}^{m-1} g_{j} V_{i, j} f_{i}(s) f_{j}(s) d s \rightarrow \delta_{m \geq 2} \int_{t_{1}}^{t_{2}} \sum_{i=m}^{\infty} \sum_{j=1}^{m-1} g_{j} V_{i, j} f_{i}(s) f_{j}(s) d s \tag{3.61}
\end{equation*}
$$

Thus, using Definition 3.1 together with equations (3.56), (3.59)-(3.61) and the bounded convergence theorem, the result follows.

Finally, the following proposition is discussed which is essential in showing that the solution of SDCE is first-order differentiable.

Proposition 3.10. Let $\left\{V_{i, j}\right\}_{i, j \in \mathbb{N}}$ be non-negative and $V_{i, j} \leq i^{\alpha}+j^{\alpha}, 0 \leq \alpha \leq 1$. Let $f=\left(f_{i}\right)$ be a solution on some interval $[0, T[$, where $0<T \leq \infty$, of the equation (3.1) with initial condition $f_{0}$ and having bounded $M_{\alpha+1}\left(f_{0}\right)$. Then, the series $\sum_{j=1}^{i} j V_{i, j} f_{j}(t) f_{i}(t)$ and $\sum_{j=i}^{\infty} V_{i, j} f_{j}(t) f_{i}(t)$ are absolutely continuous on the compact sub-intervals of $[0, T[$.

Proof. Let, $\left(g_{i}\right)$ satisfy the conditions in the statement of Theorem 3.9. For ( $H 1$ ) to hold, proving the boundedness of the series $\sum_{i=1}^{\infty} \sum_{j=1}^{i} j\left(g_{i+1}-g_{i}\right) V_{i, j} f_{i}(t) f_{j}(t)$ is enough. Using the fact that $g_{i+1}-g_{i}=O\left(i^{\alpha}\right)$, we have the following

$$
\begin{aligned}
\sum_{i=1}^{\infty} \sum_{j=1}^{i} j\left(g_{i+1}-g_{i}\right) V_{i, j} f_{i} f_{j} & \leq \sum_{i=1}^{\infty} \sum_{j=1}^{i} C j i^{\alpha} V_{i, j} f_{i} f_{j} \\
& \leq \sum_{i=1}^{\infty} \sum_{j=1}^{i} C j i^{\alpha}\left(i^{\alpha}+j^{\alpha}\right) f_{i} f_{j} \leq \sum_{i=1}^{\infty} \sum_{j=1}^{i} C\left(j i^{\alpha+1}+i^{\alpha} j^{\alpha+1}\right) f_{i} f_{j}
\end{aligned}
$$

for $C$ being some positive constant. Hence, by Lemma 3.8 and Section 3.3, one can obtain

$$
\begin{equation*}
\sum_{i=1}^{\infty} \sum_{j=1}^{i} j\left(g_{i+1}-g_{i}\right) V_{i, j} f_{i} f_{j} \leq 2 C N_{\alpha+1} M_{1}(0) . \tag{3.62}
\end{equation*}
$$

Thus, (H1) holds true. Further, to establish the relation (H2), consider the expression,

$$
\begin{aligned}
\sum_{i=1}^{\infty} \sum_{j=1}^{i} g_{j} V_{i, j} f_{i}(s) f_{j}(s) & \leq \sum_{i=1}^{\infty} \sum_{j=1}^{i} C\left[j^{2 \alpha+1}+i^{\alpha} j^{\alpha+1}\right] f_{i} f_{j} \\
& \leq 2 C N_{\alpha+1} M_{1}(0)
\end{aligned}
$$

which is finite by Lemma 3.8. Therefore, all hypotheses of Theorem 3.9 are satisfied for any $t_{1}, t_{2} \in[0, T)$. Hence, considering $m=1$ for $t \in[0, T)$, equation (3.50) implies the uniform convergence of the series $\sum_{i=1}^{\infty} g_{i} f_{i}(t)$. Since, the series $\sum_{j=1}^{i} j V_{i, j} f_{j}(t)$ is bounded by this series, as $j V_{i, j}=O\left(i^{\alpha+1}\right)$ when $j<i$, we conclude the uniform convergence of $\sum_{j=1}^{i} j V_{i, j} f_{j}(t)$. Now, the boundedness of $f_{i}(t)$ ensures the absolute continuity
of $\sum_{j=1}^{i} j V_{i, j} f_{j}(t) f_{i}(t)$. Also, the series $\sum_{j=i}^{\infty} V_{i, j} f_{j}(t)$ is bounded by $\sum_{j=1}^{\infty} g_{j} f_{j}(t)$, which yields its uniform convergence. Finally, the boundedness of $f_{i}(t)$ gives the desired result.

The Definition $3.1(\mathrm{a})$, hypotheses $(H 1)-(H 2)$ of Theorem 3.9 and Proposition 3.10 ensure that the solution $f$ is differentiable in the classical sense in $[0, T[$.

### 3.5 Uniqueness

In this section, we discuss the uniqueness of solutions for the SDCE for a restrictive class of kernels. It should be mentioned here that it was not easy to deal with $V_{i, j} \leq C_{V}(i+j)$ $\forall i, j$, so the kernel was restricted to establish uniqueness.

Theorem 3.11. Let, the kernel $V_{i, j} \leq(i+j)$ only when $j<i$, and $V_{i, j} \leq C_{V} \min \left\{i^{\eta}, j^{\eta}\right\}, 0 \leq$ $\eta \leq 2$ valid $\forall i, j \in \mathbb{N}, C_{V} \in \mathbb{R}^{+}$. If the Lemma 3.8 holds, then the equations (3.1)-(3.2) have a unique solution in $X^{+}$.

Proof. We shall use an approach that revolves around defining a function (say $u(t)$ ) that is a difference of two solutions of the equation (3.1) (let $f_{i}$ and $\rho_{i}$ ), both satisfying the initial condition (3.2). Furthermore, it makes use of the properties of the signum function such as

- $(P 1)(\mathcal{C}(t)) \frac{d \mathcal{C}(t)}{d t}=\frac{d|\mathcal{C}(t)|}{d t}$,
- $(P 2)(a)(b)=(a b)$ and $|a|=a(a)$ for any real numbers $a, b$.

Our goal here is to use Gronwall's lemma to the function $u(t)$ to reach at the required result. Define

$$
\begin{equation*}
u(t):=\sum_{i=1}^{\infty}\left|f_{i}(t)-\rho_{i}(t)\right|=\sum_{i=1}^{\infty}\left|u_{i}(t)\right| . \tag{3.63}
\end{equation*}
$$

Using the expression of the equation (3.1), we obtain

$$
\begin{aligned}
\frac{d u_{i}(t)}{d t} & =\left(\delta_{i \geq 2} f_{i-1}(t) \sum_{j=1}^{i-1} j V_{i-1, j} f_{j}(t)-f_{i}(t) \sum_{j=1}^{i} j V_{i, j} f_{j}(t) \sum_{j=i}^{\infty} V_{i, j} f_{i}(t) f_{j}(t)\right) \\
& -\left(\delta_{i \geq 2} \rho_{i-1}(t) \sum_{j=1}^{i-1} j V_{i-1, j} \rho_{j}(t)-\rho_{i}(t) \sum_{j=1}^{i} j V_{i, j} \rho_{j}(t)-\sum_{j=i}^{\infty} V_{i, j} \rho_{i}(t) \rho_{j}(t)\right) .
\end{aligned}
$$

Multiplying both sides by $\left(u_{i}(t)\right)$ and then using ( $P 1$ ) , the above equation reduces to

$$
\begin{aligned}
\frac{d}{d t}\left|u_{i}(t)\right| & =\left(u_{i}(t)\right)\left(\delta_{i \geq 2} f_{i-1}(t) \sum_{j=1}^{i-1} j V_{i-1, j} f_{j}(t)-f_{i}(t) \sum_{j=1}^{i} j V_{i, j} f_{j}(t)-\sum_{j=i}^{\infty} V_{i, j} f_{i}(t) f_{j}(t)\right) \\
& -\left(u_{i}(t)\right)\left(\delta_{i \geq 2} \rho_{i-1}(t) \sum_{j=1}^{i-1} j V_{i-1, j} \rho_{j}(t)-\rho_{i}(t) \sum_{j=1}^{i} j V_{i, j} \rho_{j}(t)-\sum_{j=i}^{\infty} V_{i, j} \rho_{i}(t) \rho_{j}(t)\right) .
\end{aligned}
$$

Further, integrating both sides, using $u(0)=0$ and summing over $i$ from 1 to $\infty$ yield

$$
\begin{aligned}
u(t) & =\int_{0}^{t} \sum_{i=1}^{\infty}\left(u_{i}(h)\left(\delta_{i \geq 2} f_{i-1}(h) \sum_{j=1}^{i-1} j V_{i-1, j} f_{j}(h)-f_{i}(h) \sum_{j=1}^{i} j V_{i, j} f_{j}(h)-\sum_{j=i}^{\infty} V_{i, j} f_{i}(h) f_{j}(h)\right) d h\right. \\
& -\int_{0}^{t} \sum_{i=1}^{\infty}\left(u_{i}(h)\left(\delta_{i \geq 2} \rho_{i-1}(h) \sum_{j=1}^{i-1} j V_{i-1, j} \rho_{j}(h)-\rho_{i}(h) \sum_{j=1}^{i} j V_{i, j} \rho_{j}(h)-\sum_{j=i}^{\infty} V_{i, j} \rho_{i}(h) \rho_{j}(h)\right) d h .\right.
\end{aligned}
$$

Replacing $i-1$ by $i^{\prime}$, then changing $i^{\prime}$ by $i$ in the first and fourth sums and finally using

$$
\left(f_{i} f_{j}-\rho_{i} \rho_{j}\right)(t)=\left(f_{i} u_{j}+\rho_{j} u_{i}\right)(t),
$$

simplify to

$$
\begin{aligned}
u(t)= & \int_{0}^{t}\left(\sum _ { i = 1 } ^ { \infty } \left(\left(u_{i+1}\right)\left(\delta_{i \geq 1} \sum_{j=1}^{i} j V_{i, j}\left(f_{i} u_{j}+\rho_{j} u_{i}\right)\right)-\left(u_{i}\right)\left(\sum_{j=1}^{i} j V_{i, j}\left(f_{i} u_{j}+\rho_{j} u_{i}\right)\right)\right.\right. \\
& \left.\left.-\left(u_{i}\right)\left(\sum_{j=i}^{\infty} V_{i, j}\left(f_{i} u_{j}+\rho_{j} u_{i}\right)\right)\right)\right)(h) d h .
\end{aligned}
$$

Using ( $P 1$ ) and ( $P 2$ ), one can obtain the following expression

$$
\begin{aligned}
u(t) \leq & \int_{0}^{t}\left(\left(\sum_{i=1}^{\infty} \sum_{j=1}^{i} j V_{i, j}\left(\left|u_{j}\right| f_{i}+\left|u_{i}\right| \rho_{j}\right)\right)-\left(\sum_{i=1}^{\infty} \sum_{j=1}^{i} j V_{i, j}\left(\left(u_{i}\right) u_{j} f_{i}+\left|u_{i}\right| \rho_{j}\right)\right)\right. \\
& \left.-\left(\sum_{i=1}^{\infty} \sum_{j=i}^{\infty} V_{i, j}\left(\left(u_{i}\right) u_{j} f_{i}+\left|u_{i}\right| \rho_{j}\right)\right)\right)(h) d h .
\end{aligned}
$$

Now, canceling the second and fourth expressions and estimating the summations will give us

$$
u(t) \leq \int_{0}^{t}\left(2 \sum_{i=1}^{\infty} \sum_{j=1}^{i} j V_{i, j}\left|u_{j}\right| f_{i}+\sum_{i=1}^{\infty} \sum_{j=i}^{\infty} V_{i, j}\left|u_{j}\right| f_{i}\right)(h) d h .
$$

Finally, inserting the value of $V_{i, j}$, we write

$$
u(t) \leq \int_{0}^{t}\left(2 \sum_{i=1}^{\infty} \sum_{j=1}^{i} j(i+j)\left|u_{j}\right| f_{i}+\sum_{i=1}^{\infty} \sum_{j=i}^{\infty} C_{V} i^{\eta}\left|u_{j}\right| f_{i}\right)(h) d h .
$$

The application of Lemma 3.8 for $\alpha=1$ leads to

$$
u(t) \leq \int_{0}^{t}\left(4 M_{2}+C_{V} M_{2}\right) u(h) d h .
$$

The application of Gronwall's lemma enables us to have $u(t) \equiv 0$ which implies that $f_{i}(t)=\rho_{i}(t) \forall 0 \leq t \leq T$. Since, $T$ is arbitrary, we get uniqueness of $f_{i}(t)$.

### 3.6 Non-Conservative Truncation

## Required Results

Here, in this subsection, we present an approximating system of equations that do not conserve the first moment. The system is hence called non-conservative and is defined same as in equations (2.37)-(2.40)]. We compute the $i^{\text {th }}$ moment of the solution of the finite-dimensional system defined as

$$
\begin{equation*}
\frac{d M_{g}^{n}}{d t}=\sum_{i=1}^{n-1}\left|g_{i+1}-g_{i}\right| \sum_{j=1}^{i} j V_{i, j} f_{i} f_{j}-\sum_{i=1}^{n-1} \sum_{j=i}^{n} g_{i} V_{i, j} f_{i} f_{j} . \tag{3.64}
\end{equation*}
$$

which aids in computing its zeroth and first moments and can be followed from Lemma 2.21

When the approximating system does not conserve the first moment, the global existence of the solution is established by the application of Helly's theorem (see [121]) to $\left\{f_{i}^{n}(t)\right\}$. The theorem requires us to prove that the truncated solution is of locally bounded total variation and uniformly bounded at a point. This is achieved by the application of Lemma 3.14, discussed later on. In addition to this, we make use of the refined version of De la Vallée- Poussin theorem (see $[115,119]$ ), which ensures that if $f_{i}^{0}$ is in weighted $L^{1}$ space, there exists a non-negative convex function $\gamma \in G$ where
$G:=\left\{\gamma \in C^{1}([0, \infty)) \cap W_{l o c}^{1, \infty}(0, \infty): \gamma(0)=0, \gamma^{\prime}(0) \geq 0, \gamma^{\prime}\right.$ is concave and $\left.\lim _{r \rightarrow \infty} \frac{\gamma(r)}{r}=\infty\right\}$,
satisfying certain properties given by the following proposition.

Proposition 3.12. Let, $i, j \geq 1$ and $\gamma \in G$, then the following holds true

$$
0 \leq \gamma(i+1)-\gamma(i) \leq \frac{(3 i+1) \gamma(1)+2 \gamma(i)}{(i+1)}
$$

Proof. The proof can be adapted from Lemma A. 2 in [122].

Now, the results which will be useful in proving the existence are presented below.
Lemma 3.13. Consider $T \in(0, \infty), t \in[0, T]$ and $\gamma \in G$ and $V_{i, j} \leq(i+j) \forall i, j \geq 1$, then we have

$$
\begin{gather*}
\sum_{i=1}^{n} \gamma(i) f_{i}^{n}(t) \leq Q(T) \quad \text { and }  \tag{3.65}\\
0 \leq \int_{0}^{t}\left(\sum_{i=1}^{n-1} \sum_{j=i}^{n} \gamma(i) V_{i, j} f_{i}^{n}(h) f_{j}^{n}(h)\right) d h \leq Q(T), \tag{3.66}
\end{gather*}
$$

where $Q(T)$ depends only on $\gamma(1),\left\|f_{0}\right\|$ and $M_{0}(0)$.

Proof. Using $g_{i}=\gamma(i)$ in the equation (3.64) leads to
$\sum_{i=1}^{n} \gamma(i) f_{i}^{n}(t)=\sum_{i=1}^{n} \gamma(i) f_{i}^{0}+\int_{0}^{t}\left(\sum_{i=1}^{n-1}|\gamma(i+1)-\gamma(i)| \sum_{j=1}^{i} j V_{i, j} f_{i}^{n}(h) f_{j}^{n}(h)-\sum_{i=1}^{n-1} \sum_{j=i}^{n} \gamma(i) V_{i, j} f_{i}^{n}(h) f_{j}^{n}(h)\right) d h$.
Since $\gamma(k)$ and $f_{i}^{n}$ for $k=i, j$ are non-negative, the above expression simplifies to

$$
\sum_{i=1}^{n} \gamma(i) f_{i}^{n}(t) \leq \sum_{i=1}^{n} \gamma(i) f_{i}^{0}+\int_{0}^{t}\left(\sum_{i=1}^{n-1}|\gamma(i+1)-\gamma(i)| \sum_{j=1}^{i} j V_{i, j} f_{i}^{n}(h) f_{j}^{n}(h)\right) d h .
$$

Using Proposition 3.12, replacing $V_{i, j} \leq(i+j)$ will give us

$$
\begin{aligned}
\sum_{i=1}^{n} \gamma(i) f_{i}^{n}(t) & \leq \sum_{i=1}^{n} \gamma(i) f_{i}^{0}+\int_{0}^{t}\left(\sum_{i=1}^{n-1} \sum_{j=1}^{i}[(3 i+1) \gamma(1)+2 \gamma(i)] 2 f_{i}^{n}(h) f_{j}^{n}(h)\right) d h \\
& \leq \sum_{i=1}^{n} \gamma(i) f_{i}^{0}+\int_{0}^{t}\left(Q_{1}(T)+Q_{2}(T) \sum_{i=1}^{n} \gamma(i) f_{i}^{n}(h)\right) d h
\end{aligned}
$$

where $Q_{1}(T)=2 \gamma(1) M_{0}(0)\left(M_{0}(0)+3\left\|f_{0}\right\|\right)$ and $Q_{2}(T)=4\left\|f_{0}\right\|$. Finally, an application of Gronwall's inequality proves (3.65) where $Q(T)=\sum_{i=1}^{n} \gamma(i) f_{i}^{0}+\frac{Q_{1}(T)}{Q_{2}(T)}\left(e^{T Q_{2}(T)}-1\right)$. Combining (3.65) and (3.67) leads to

$$
\int_{0}^{t}\left(\sum_{i=1}^{n-1} \sum_{j=i}^{n} \gamma(i) V_{i, j} f_{i}^{n}(h) f_{j}^{n}(h)\right) d h \leq Q(T),
$$

which establishes (3.66).

Lemma 3.14. Consider $T \in(0, \infty), i \in \mathbb{N}$. The following result holds true for $a$ constant $\tilde{Q}(T)$ which depends on $\left\|f_{0}\right\|$ and $T$ :

$$
\begin{equation*}
\sup _{0 \leq t \leq T} \int_{0}^{t}\left|\frac{d f_{i}^{n}}{d t}\right| d h=\tilde{Q}(T) \tag{3.68}
\end{equation*}
$$

Proof. Using the equations (2.36) and (2.38) yield

$$
\begin{aligned}
\int_{0}^{t}\left|\frac{d f_{i}^{n}}{d t}\right| d h \leq & \int_{0}^{t}\left(\left|f_{i-1}^{n}(h) \sum_{j=1}^{i-1} j V_{i-1, j} f_{j}^{n}(h)\right|+\left|f_{i}^{n}(h) \sum_{j=1}^{i} j V_{i, j} f_{j}^{n}(h)\right|+\left|f_{i}^{n}(h) \sum_{j=i}^{\infty} V_{i, j} f_{j}^{n}(h)\right|\right) d h \\
& =\int_{0}^{t}\left(2\left|f_{i}^{n}(h) \sum_{j=1}^{i} j V_{i, j} f_{j}^{n}(h)\right|+\left|f_{i}^{n}(h) \sum_{j=i}^{\infty} V_{i, j} f_{j}^{n}(h)\right|\right) d h \\
& \leq 4\left\|f_{0}\right\|^{2} T+2\left\|f_{0}\right\| M_{0}(0) T
\end{aligned}
$$

Also, the absolute values of the equations (2.37) and (2.39) can easily be shown bounded by $2\left\|f_{0}\right\|^{2}+\left\|f_{0}\right\| M_{0}(0)$ and $2\left\|f_{0}\right\|^{2}$, respectively, which completes the proof of the lemma.

## Existence

This section is devoted to prove the global existence of a solution for non-conservative truncation.

Theorem 3.15. Consider $f \in X^{+}$and $V_{i, j} \leq(i+j) \forall i, j$. Suppose that $f_{i}^{n}(t)$ and $f_{i}^{0}$ are the solution and initial condition of the non-conservative approximation (2.36)-(2.39), then there exists a solution of the discrete OHS equation (3.1)-(3.2) in $\mathbb{R}^{+}$.

Proof. The proof follows the same pattern and the same bounds are obtained in the case of the considered kernel as in Chapter 2 [Theorem 2.31].

## Density Conservation

Here, density conservation is demonstrated for the non-mass conserving truncation by the following result.

Theorem 3.16. Let $V_{i, j} \leq(i+j)$ for all natural numbers $i$ and $j$. Let $f=\left(f_{i}\right) \in X^{+}$ be a solution of the Safronov-Dubovski equation (3.1) satisfying all the conditions of Theorem 3.15. Additionally, if

$$
\begin{equation*}
V_{n, j} \rightarrow 0 \text { as } n \rightarrow \infty \text { for every } j \in[1,(n-1)] \tag{3.69}
\end{equation*}
$$

holds, then the solution is density conserving satisfying

$$
\begin{equation*}
\sum_{i=1}^{\infty} i f_{i}(t)=\sum_{i=1}^{\infty} i f_{i}(0) \tag{3.70}
\end{equation*}
$$

Proof. To establish density conservation, let us consider

$$
\begin{equation*}
\left|\sum_{i=1}^{\infty} i f_{i}(t)-\sum_{i=1}^{\infty} i f_{i}(0)\right|=\left|\left(\sum_{i=1}^{m}+\sum_{i=m+1}^{\infty}\right) i f_{i}(t)-\left(\sum_{i=1}^{m}+\sum_{i=m+1}^{\infty}\right) i f_{i}(0)\right| \tag{3.71}
\end{equation*}
$$

Now, writing the equation (2.42) as

$$
\begin{equation*}
\sum_{i=1}^{n} i f_{i}(0)=\sum_{i=1}^{m} i f_{i}^{n}(t)+\sum_{i=m+1}^{n} i f_{i}^{n}(t)-\sum_{j=1}^{n-1} j V_{n, j} f_{n}^{n}(t) f_{j}^{n}(t) \tag{3.72}
\end{equation*}
$$

Using (3.72) in (3.71), one can obtain

$$
\begin{align*}
\left|\sum_{i=1}^{\infty} i f_{i}(t)-\sum_{i=1}^{\infty} i f_{i}(0)\right| \leq & \sum_{i=1}^{m} i\left|f_{i}(t)-f_{i}^{n}(t)\right|+\sum_{i=m+1}^{\infty} i f_{i}(t)+\sum_{i=m+1}^{n} i f_{i}^{n}(t)+\sum_{i=n+1}^{\infty} i f_{i}(0) \\
& +\left|f_{n}^{n}(t) \sum_{j=1}^{n-1} j V_{n, j} f_{j}^{n}(t)\right| . \tag{3.73}
\end{align*}
$$

Before passing the limit $n \rightarrow \infty$, the boundedness of the last expression in the above equation needs to be dealt with and is given as

$$
\left|f_{n}^{n}(t) \sum_{j=1}^{n-1} j V_{n, j} f_{j}^{n}(t)\right| \leq 2\left\|f_{0}\right\|^{2}
$$

Further, having (3.69), then passing the limit in (3.73) and using (2.49) provide

$$
\lim _{n \rightarrow \infty}\left|\sum_{i=1}^{\infty} i f_{i}(t)-\sum_{i=1}^{\infty} i f_{i}(0)\right| \leq \sup _{i \geq m} \frac{2 i f_{i}^{n}(t) \gamma_{0}(i)}{\gamma_{0}(i)}
$$

Hence, the first result is given in equation (2.53), and the properties of $\gamma_{0}$ lead to accomplishing our claim.

## Chapter 4

## Steady-State Solution for

Safronov-Dubovski Coagulation
Equation ${ }^{1}$

Let us consider the SDCE written as

$$
\begin{gather*}
\frac{d f_{1}(t)}{d t}=-V_{1,1} f_{1}^{2}(t)-f_{1}(t) \sum_{j=1}^{\infty} V_{1, j} f_{j}(t)  \tag{4.1}\\
\frac{d f_{i}(t)}{d t}=f_{i-1} \sum_{j=1}^{i-1} j V_{i-1, j} f_{j}-f_{i} \sum_{j=1}^{i} j V_{i, j} f_{j}-f_{i} \sum_{j=i}^{\infty} V_{i, j} f_{j}(t), \quad i>1 \tag{4.2}
\end{gather*}
$$

with the initial datum as

$$
\begin{equation*}
f_{i}(0)=f_{i n}, \quad \forall i \geq 1 . \tag{4.3}
\end{equation*}
$$

The chapter attempts to understand the steady-state behavior of the solutions of SDCE for the coagulation kernel $V_{i, j}=C_{V}\left(i^{\beta} j^{\gamma}+i^{\gamma} j^{\beta}\right)$ when $0 \leq \beta \leq \gamma \leq 1, \forall i, j \in \mathbb{N}, C_{V} \in$ $\mathbb{R}^{+}$. The kernel covers a wide variety of physical parameters including the constant, sum, and product kernels. The theoretical investigation into the existence of the unique steady-state is carried out for these kernels. The solutions for the equation (4.1)-(4.2) are numerically plotted to ensure steady-state behavior. The motivation for this work comes from the steady-state analysis done by Wattis [13] on the discrete coagulationdisintegration model developed in 2012 and the work by Ghosh et al. [124] where the same analysis was investigated for the continuous coagulation-fragmentation equation.

The chapter is organized in the following order. Section 4.1 includes the characterization of the steady-state solution while in Section 4.2, the existence and uniqueness results

[^2]are discussed. Finally, some numerical observations and verification of theoretical results are reported in Section 4.3.

### 4.1 Characterization of Steady-State

The steady state refers to a phase in the dynamics of the system wherein the solution does not change with time. The steady state for the system that we are concerned with, would mean that the concentration of the particles in the system does not vary as time changes. This section is devoted to such an analysis for the Safrononv-Dubovski coagulation equation (4.1)-(4.3) when the rate of collision between the particles is given by the following general classes of the kernel,

$$
\begin{equation*}
V_{i, j}=C_{V}\left(i^{\beta} j^{\gamma}+i^{\gamma} j^{\beta}\right), 0 \leq \beta \leq \gamma \leq 1 \tag{4.4}
\end{equation*}
$$

By using the above expression for $V_{i, j}$, the equations (4.1)-(4.2) simplify to

$$
\begin{gather*}
\frac{d f_{1}(t)}{d t}=-2 C_{V} f_{1}(t)^{2}-C_{V} f_{1}(t) \sum_{j=1}^{\infty}\left(j^{\gamma}+j^{\beta}\right) f_{j}(t)  \tag{4.5}\\
\frac{d f_{i}(t)}{d t}=f_{i-1}(t) \sum_{j=1}^{i-1} C_{V}\left((i-1)^{\beta} j^{\gamma+1}+(i-1)^{\gamma} j^{\beta+1}\right) f_{j}(t)-f_{i}(t) \sum_{j=1}^{i} C_{V}\left(i^{\beta} j^{\gamma+1}+i^{\gamma} j^{\beta+1}\right) f_{j}(t) \\
-f_{i}(t) \sum_{j=i}^{\infty} C_{V}\left(i^{\beta} j^{\gamma}+i^{\gamma} j^{\beta}\right) f_{j}(t), \quad i>1 \tag{4.6}
\end{gather*}
$$

Now, the steady-state solution will be the one when the left part of the equation (4.6) will tend to zero (assuming that $f_{i}(t)$ is differentiable). Rearranging the terms in the above expression, one can easily obtain the value of $f_{i}(t)$. For the sake of notations, let us denote this solution as $c_{i}$, which yields the following equation

$$
\begin{equation*}
c_{i}=c_{i-1} \frac{\sum_{j=1}^{i-1}\left((i-1)^{\beta} j^{\gamma+1}+(i-1)^{\gamma} j^{\beta+1}\right) c_{j}}{\left(i^{\beta} \sum_{j=1}^{i} j^{\gamma+1} c_{j}+i^{\gamma} \sum_{j=1}^{i} j^{\beta+1} c_{j}+i^{\beta} \sum_{j=i}^{\infty} j^{\gamma} c_{j}+i^{\gamma} \sum_{j=i}^{\infty} j^{\beta} c_{j}\right)}, \quad i \geq 2 \tag{4.7}
\end{equation*}
$$

To analyze the steady-state solution, we adopt an approach that involves defining some summation terms in the equation, which will enable easy retrieval of the explicit expression of the steady-state solution. The summations in the denominator are defined as

$$
\begin{equation*}
L_{a}=\sum_{j=1}^{i} j^{a} c_{j}, \quad a \leq 2 \tag{4.8}
\end{equation*}
$$

and

$$
\begin{equation*}
U_{b}=\sum_{j=i}^{\infty} j^{b} c_{j}, \quad b \leq 2 \tag{4.9}
\end{equation*}
$$

The aforementioned sums are finite as a consequence of the assumption that the second moment is bounded and expressed as

$$
\begin{equation*}
M_{2}=\sum_{i=1}^{\infty} i^{2} c_{i} \leq K \tag{4.10}
\end{equation*}
$$

where $K \in \mathbb{R}^{+}$. Based on the equations (4.8)-(4.9), (4.7) can be written as

$$
\begin{equation*}
c_{i}=c_{i-1} \frac{\sum_{j=1}^{i-1}\left((i-1)^{\beta} j^{\gamma+1}+(i-1)^{\gamma} j^{\beta+1}\right) c_{j}}{\left(i^{\beta} L_{\gamma+1}+i^{\gamma} L_{\beta+1}+i^{\beta} U_{\gamma}+i^{\gamma} U_{\beta}\right)}, \quad i \geq 2 \tag{4.11}
\end{equation*}
$$

For theoretical and numerical analysis, we shall assume $c_{1}=f_{1}(0) \geq 0$. For any $\beta, \gamma \geq 0$, $i \geq 2$, and $j \geq 1$, the numerator consists of two summands and the denominator involves the finite quantities. Hence, we can define a nonlinear operator $A$ as

$$
\begin{equation*}
A(c)_{i}:=c_{i-1} \frac{\sum_{j=1}^{i-1}\left((i-1)^{\beta} j^{\gamma+1}+(i-1)^{\gamma} j^{\beta+1}\right) c_{j}}{\left(i^{\beta} L_{\gamma+1}+i^{\gamma} L_{\beta+1}+i^{\beta} U_{\gamma}+i^{\gamma} U_{\beta}\right)}, \quad i \geq 2 \tag{4.12}
\end{equation*}
$$

such that $A: l_{1, i} \rightarrow l_{1, i}$ (proved later) where the norm on $l_{1, i}$ is defined as

$$
\begin{equation*}
\|z\|=\sum_{i=1}^{\infty} i^{\gamma}\left|z_{i}\right|, \quad \gamma \leq 1 \tag{4.13}
\end{equation*}
$$

### 4.2 Existence and Uniqueness of Steady-State

In this section, we apply the contraction mapping theorem to prove that there exists a unique fixed point of the operator $A$. For this, we shall first prove that $A$ maps $l_{1, i}$ to itself. For this, we show

$$
\left\|A(c)-c_{1}\right\|<b, \quad \text { where } \quad\left[c_{1}-b, c_{1}+b\right]
$$

We have,

$$
\begin{aligned}
\left\|A(c)-c_{1}\right\| & =\sum_{i=2}^{\infty} i^{\gamma}\left|\frac{\sum_{j=1}^{i-1}\left((i-1)^{\beta} j^{\gamma+1}+(i-1)^{\gamma} j^{\beta+1}\right) c_{i-1} c_{j}}{\left(L_{\gamma+1} i^{\beta}+L_{\beta+1} i^{\gamma}+i^{\beta} U_{\gamma}+i^{\gamma} U_{\beta}\right)}\right| \\
& \leq \sum_{i=2}^{\infty} i^{\gamma}\left|\frac{\sum_{j=1}^{i-1}\left((i-1)^{\beta} j^{\gamma+1}+(i-1)^{\gamma} j^{\beta+1}\right) c_{i-1} c_{j}}{i^{\beta}\left(L_{\gamma+1}+L_{\beta+1}+U_{\gamma}+U_{\beta}\right)}\right| \quad \quad \text { wlog } \quad \text { let } \quad \beta \leq \gamma
\end{aligned}
$$

Replacing $(i-1)$ by $i^{\prime}$, then taking $i^{\prime} \leftrightarrow i$ and using $(i+1)^{\gamma} \leq(i+1)$, one can easily obtain

$$
\left\|A(c)-c_{1}\right\| \leq \frac{\sum_{i=1}^{\infty} \sum_{j=1}^{i}(i+1)\left(j^{\gamma+1}+i^{\gamma} j\right) c_{i} c_{j}}{\left(L_{\gamma+1}+L_{\beta+1}+U_{\gamma}+U_{\beta}\right)}
$$

Further, changing the order of integration and $i \leftrightarrow j$ yields

$$
\left\|A(c)-c_{1}\right\| \leq \frac{\sum_{i=1}^{\infty} \sum_{j=i}^{\infty} 2(j+1) j^{\gamma} i c_{i} c_{j}}{\left(L_{\gamma+1}+L_{\beta+1}+U_{\gamma}+U_{\beta}\right)} \leq \frac{4 M_{1}(0) U_{\gamma+1}}{\left(L_{\gamma+1}+L_{\beta+1}+U_{\gamma}+U_{\beta}\right)}
$$

So, we obtain the condition on $b, L_{a}, U_{b}$ as

$$
\begin{equation*}
\frac{4 M_{1}(0) U_{\gamma+1}}{b\left(L_{\gamma+1}+L_{\beta+1}+U_{\gamma}+U_{\beta}\right)}<1 \tag{4.14}
\end{equation*}
$$

Now, we shall proceed towards proving that $A$ is a contraction mapping in the following theorem.

Theorem 4.1. Let the steady-state solution $c_{i} \geq 0 \quad \forall i \geq 1$ and the following condition

$$
\begin{equation*}
4 U_{\gamma+1}<L_{\gamma+1}+L_{\beta+1}+U_{\gamma}+U_{\beta} \tag{4.15}
\end{equation*}
$$

holds where $U_{\gamma+1}, L_{\gamma+1}, L_{\beta+1}, U_{\gamma}$ as well as $U_{\beta}$ can be derived from (4.8)-(4.9). Then $A$ is a contraction mapping.

Proof. The result is established by applying the contraction mapping theorem to the operator $A$. For this, we prove that $A: l_{1, i} \rightarrow l_{1, i}$ is a contraction mapping with respect to the norm defined in (4.13). Consider, $c_{i}$ and $d_{i}$ be two solutions satisfying the equation (4.7) such that $c_{1}=d_{1}$ and hence, we get
$\|A(c)-A(d)\|=\left|c_{1}-d_{1}\right|+\sum_{i=2}^{\infty} i^{\gamma}\left|\frac{\sum_{j=1}^{i-1}\left((i-1)^{\beta} j^{\gamma+1}+(i-1)^{\gamma} j^{\beta+1}\right) c_{i-1} c_{j}-\sum_{j=1}^{i-1}\left((i-1)^{\beta} j^{\gamma+1}+(i-1)^{\gamma} j^{\beta+1}\right) d_{i-1} d_{j}}{\left(L_{\gamma+1} i^{\beta}+L_{\beta+1} i^{\gamma}+i^{\beta} U_{\gamma}+i^{\gamma} U_{\beta}\right)}\right|$.
Now, let us assume wlog that $\beta \leq \gamma$ which simplifies the above equation to

$$
\|A(c)-A(d)\| \leq \sum_{i=1}^{\infty} i^{\gamma}\left|\frac{\sum_{j=1}^{i-1}\left((i-1)^{\beta} j^{\gamma+1}+(i-1)^{\gamma} j^{\beta+1}\right) c_{i-1} c_{j}-\sum_{j=1}^{i-1}\left((i-1)^{\beta} j^{\gamma+1}+(i-1)^{\gamma} j^{\beta+1}\right) d_{i-1} d_{j}}{i^{\beta}\left(L_{\gamma+1}+L_{\beta+1}+U_{\gamma}+U_{\beta}\right)}\right|
$$

Using the formula, $a b-c d=\frac{(a-c)(b+d)+(a+c)(b-d)}{2}$, one can obtain

$$
\begin{align*}
\|A(c)-A(d)\| & \leq \frac{\sum_{i=1}^{\infty} i^{\gamma} \sum_{j=1}^{i-1}\left((i-1)^{\beta} j^{\gamma+1}+(i-1)^{\gamma} j^{\beta+1}\right)\left[\left|c_{i-1}-d_{i-1}\right|\left|c_{j}+d_{j}\right|+\left|c_{i-1}+d_{i-1}\right|\left|c_{j}-d_{j}\right|\right]}{2 i^{\beta}\left(L_{\gamma+1}+L_{\beta+1}+U_{\gamma}+U_{\beta}\right)} \\
& =: \frac{S_{1}+S_{2}+S_{3}+S_{4}}{2\left(L_{\gamma+1}+L_{\beta+1}+U_{\gamma}+U_{\beta}\right)} . \tag{4.16}
\end{align*}
$$

Let us analyze these terms one by one. For the first term $S_{1}$,

$$
\begin{aligned}
\sum_{i=1}^{\infty} i^{\gamma} \frac{\sum_{j=1}^{i-1}(i-1)^{\beta} j^{\gamma+1}\left|c_{i-1}-d_{i-1}\right|\left|c_{j}+d_{j}\right|}{i^{\beta}} & \leq \sum_{i=1}^{\infty} \sum_{j=1}^{i-1} i^{\gamma} j^{\gamma+1}\left|c_{i-1}-d_{i-1}\right|\left|c_{j}+d_{j}\right| \\
& \leq \sum_{i=1}^{\infty} \sum_{j=1}^{i} i^{\gamma}(i-1)^{\gamma} j\left|c_{i-1}-d_{i-1}\right|\left|c_{j}+d_{j}\right| .
\end{aligned}
$$

Further, replacing $i-1$ by $i^{\prime}$ and then $i^{\prime} \rightarrow i$ and some simplifications lead to

$$
S_{1} \leq \sum_{i=1}^{\infty} \sum_{j=i}^{\infty} i^{\gamma} j^{\gamma+1}\left|c_{i}-d_{i}\right|\left|c_{j}+d_{j}\right| .
$$

Using the positivity of the steady state solution, the above equation reduces to

$$
\begin{equation*}
S_{1} \leq 2 U_{\gamma+1}\|c-d\| . \tag{4.17}
\end{equation*}
$$

Now, the second sum $S_{2}$ can be evaluated as
$S_{2}=\sum_{i=1}^{\infty} i^{\gamma} \frac{\sum_{j=1}^{i-1}(i-1)^{\gamma} j^{\beta+1}\left|c_{i-1}-d_{i-1}\right|\left|c_{j}+d_{j}\right|}{i^{\beta}} \leq \frac{\sum_{i=1}^{\infty} \sum_{j=1}^{i} i^{\gamma}(i-1)^{\gamma} j i^{\beta}\left|c_{i-1}-d_{i-1}\right|\left|c_{j}+d_{j}\right|}{i^{\beta}}$,
which can be further made easier as

$$
\begin{align*}
S_{2} & \leq \sum_{i=1}^{\infty} \sum_{j=i}^{\infty} i^{\gamma}(i-1)^{\gamma} j\left|c_{i-1}-d_{i-1}\right|\left|c_{j}+d_{j}\right| \\
& \leq 2 U_{\gamma+1}\|c-d\| . \tag{4.18}
\end{align*}
$$

Further, consider the term $S_{3}$ which is written as
$S_{3}=\frac{\sum_{i=1}^{\infty} i^{\gamma} \sum_{j=1}^{i-1}(i-1)^{\beta} j^{\gamma+1}\left|c_{i-1}+d_{i-1}\right|\left|c_{j}-d_{j}\right|}{i^{\beta}} \leq \sum_{i=1}^{\infty} \sum_{j=1}^{i} i^{\gamma}(i-1)^{\gamma+1}\left|c_{i-1}+d_{i-1}\right|\left|c_{j}-d_{j}\right|$.

Using the symmetricity of the summation on the right side of the inequality yields

$$
S_{3} \leq \sum_{j=1}^{\infty} \sum_{i=j}^{\infty} j^{\gamma}(i-1)^{\gamma+1}\left|c_{i-1}+d_{i-1}\right|\left|c_{j}-d_{j}\right| .
$$

Changing the order of variables in the above expression, letting $i-1=i^{\prime}$ and then replacing $i^{\prime}=i$, one can easily obtain

$$
\begin{equation*}
S_{3} \leq \sum_{j=1}^{\infty} \sum_{i=j}^{\infty} j^{\gamma} i^{\gamma+1}\left|c_{i}+d_{i}\right|\left|c_{j}-d_{j}\right| \leq 2 U_{\gamma+1}\|c-d\| . \tag{4.19}
\end{equation*}
$$

Finally, $S_{4}$ can be interpreted as

$$
\begin{aligned}
S_{4} & =\sum_{i=1}^{\infty} i^{\gamma} \frac{\sum_{j=1}^{i-1}(i-1)^{\gamma} j^{\beta+1}\left|c_{i-1}+d_{i-1}\right|\left|c_{j}-d_{j}\right|}{i^{\beta}} \\
& \leq \sum_{i=1}^{\infty} i^{\gamma} \frac{\sum_{j=1}^{i-1}(i-1)^{\gamma} j(i-1)^{\beta}\left|c_{i-1}+d_{i-1}\right|\left|c_{j}-d_{j}\right|}{i^{\beta}} \\
& \leq \sum_{i=1}^{\infty} i^{\gamma} \sum_{j=1}^{i-1}(i-1)^{\gamma+1}\left|c_{i-1}+d_{i-1}\right|\left|c_{j}-d_{j}\right| \\
& \leq \sum_{i=1}^{\infty} i^{\gamma} \sum_{j=1}^{i}(i-1)^{\gamma+1}\left|c_{i-1}+d_{i-1}\right|\left|c_{j}-d_{j}\right| .
\end{aligned}
$$

Furthermore, after some simple computations and changing the order of variables, the above can be rewritten as

$$
\begin{align*}
S_{4} & \leq \sum_{i=1}^{\infty} \sum_{j=i}^{\infty} j^{\gamma}(i-1)^{\gamma+1}\left|c_{i-1}+d_{i-1}\right|\left|c_{j}-d_{j}\right| \\
& \leq 2 U_{\gamma+1}\|c-d\| \tag{4.20}
\end{align*}
$$

Substituting all the relations (4.17)-(4.20) in the main expression (4.16), one gets

$$
\|A(c)-A(d)\| \leq \frac{8 U_{\gamma+1}}{2\left(L_{\gamma+1}+L_{\beta+1}+U_{\gamma}+U_{\beta}\right)}\|c-d\|
$$

Following the condition (4.15) stated in Theorem 4.1 above implies that the non-linear operator $A: l_{1, i} \rightarrow l_{1, i}$ has a contraction mapping. Since $l_{1, i}$ is a complete metric space, the contraction mapping theorem states the operator $A$ has only one fixed point, and therefore, the steady-state solution $c_{i}$ is unique for any $b>M_{1}(0)$.

The result proved above depends solely on the fact that the condition (4.15) holds. For this condition, the values of the terms $U_{\gamma+1}, L_{\gamma+1}, L_{\beta+1}, U_{\gamma}$ and $U_{\beta}$ are needed which require the values of the solution $f_{i}(t)$. The discrete OHS equation is a coupled system due to the term

$$
\sum_{j=i}^{\infty} C_{V}\left(i^{\beta} j^{\gamma}+i^{\gamma} j^{\beta}\right) f_{i}(t) f_{j}(t), \quad 0 \leq \beta \leq \gamma \leq 1
$$

and can be converted to a non-coupled system by altering it as

$$
\left(\sum_{j=1}^{\infty}-\sum_{j=1}^{i-1}\right) C_{V}\left(i^{\beta} j^{\gamma}+i^{\gamma} j^{\beta}\right) f_{i}(t) f_{j}(t)
$$

Thus, using the above expression, the computations for calculating the solutions $f_{i}(t)$ involve the zeroth and first moments, but not explicitly. The expression of $f_{i}(t)$ also
involves the solutions up to $f_{i-1}(t)$. The presence of these moments creates various problems while evaluating $f_{i}(t)$ as we have

$$
\frac{d f_{i}(t)}{d t}=\left(f_{i-1} \sum_{j=1}^{i-1} j V_{i-1, j} f_{j}-f_{i} \sum_{j=1}^{i} j V_{i, j} f_{j}-f_{i} \sum_{j=i}^{\infty} V_{i, j} f_{j}\right)(t) .
$$

Now, if we put $V_{i, j}=C_{V}$ (constant kernel), then

$$
\frac{d f_{i}(t)}{d t}=C_{V}\left(f_{i-1} \sum_{j=1}^{i-1} j f_{j}-f_{i} \sum_{j=1}^{i} j f_{j}-M_{0} f_{i}+f_{i} \sum_{j=1}^{i-1} f_{j}\right)(t) .
$$

Since, (4.1)-(4.2) is a coagulation equation, it is obvious from the article [20] that $M_{0}(t) \leq$ $M_{0}(0)$. Hence, the exact solution is not easily tractable. Furthermore, for the sum kernel, i.e., $V_{i, j}=C_{V}(i+j)$, the expression is written as

$$
\frac{d f_{i}(t)}{d t}=C_{V}\left(\sum_{j=1}^{i-1} j(i-1+j) f_{i-1} f_{j}-\sum_{j=1}^{i} j(i+j) f_{i} f_{j}-M_{0} i f_{i}-M_{1} f_{i}+\sum_{j=1}^{i-1} C_{V}(i+j) f_{i} f_{j}\right)(t) .
$$

The above term involves the zeroth and the first moments, where even if $M_{1}(t)$ is assumed to be constant, the presence of $M_{0}(t)$ makes it difficult to obtain the explicit value of the exact solution. For the product kernel $V_{i, j}=C_{V} i j$, the solution appears as

$$
\frac{d f_{i}(t)}{d t}=C_{V}\left(f_{i-1} \sum_{j=1}^{i-1}(i-1) j^{2} f_{j}-f_{i} \sum_{j=1}^{i} i j^{2} f_{j}-M_{1} i f_{i}+f_{i} \sum_{j=1}^{i-1} i j f_{j}\right)(t)
$$

Now, the loss of mass for this kernel is registered in [125], i.e., $M_{1}(t) \leq M_{1}(0)$, and therefore, the exact solution cannot be obtained. Finally, for any kernel with $0<\beta \leq$ $\gamma<1$, the two expressions given as

$$
\sum_{j=1}^{\infty} j^{\beta} f_{j}(t) \quad \text { and } \quad \sum_{j=1}^{\infty} j^{\gamma} f_{j}(t)
$$

are clearly bounded by $M_{1}(t)$. We have explored some analytical methods to establish a comparison with the numerical solutions. The method of moments (MOM) was used to calculate the analytical solutions for all the cases and it was observed that the scheme is unable to calculate the general value of $f_{i}(t)$. So, the authors decided to compute the value of $f_{1}$ and then use it to calculate the higher $f_{i}^{\prime} s$. However, the calculations in MATLAB ${ }^{( }$(dsolve) show that in case of $V_{i, j}=2, f_{i}(0)=(1 / 2)^{i}$ and $V_{i, j}=2 i j, f_{i}(0)=$ $e^{-i^{2}}$, the values of $f_{2}$ are not real. In addition, for $V_{i, j}=(i+j)$ and $f_{i}(0)=e^{-i}$, the value of $f_{2}$ was reported to be 'empty'. Therefore, in absence of the exact solutions, the analytical values of $f_{1}$ for each case are compared with that of its numerical counterparts
in Figures 4.1(d), 4.4(c), and 4.7(c). The numerical solutions show nice accuracy with the analytical ones for all the examples and the plots can be further improved by increasing the value of $N$.

### 4.3 Numerical Results

In this section, we consider four different test cases of numerical examples to verify the theoretical observations. The solutions $f_{i}(t)$ are evaluated using the fourth-order explicit Runge-Kutta method (ODE45) in MATLAB ${ }^{\circledR}$. The examples presented below discuss the properties of the solution when constant, sum and product kernels are taken. The analysis also includes the type of kernels discussed by Davidson [20].

## Test Case 1: Constant Kernel

Putting $\beta=0, \gamma=0, C_{V}=1$ in (4.4), the kernel $V_{i, j}=2$ is obtained. The other parameters used in the computations are initial condition $f_{i}(0)=\frac{1}{2^{i}}$ and $c_{1}=0.5$ :
Figure 4.1 presents the concentration plots for the constant kernel $V_{i, j}=2$ with Figure 4.1(a) depicting the normalized solution with respect to (wrt) size when $1 \leq N \leq 50$ at various time durations. The Figures 4.1(b) and 4.1(c) show the plots of normalized solutions wrt time when $t \in[0,60]$ and $\log$-linear plot of the concentration when $t \in$ [ 0,100$]$, respectively. The analytical value of $f_{1}$ is compared with the numerical solution in Figure 4.1(d) for $N=20$ and it is visualized that they are in good agreement with each other. In all the figures, we can see as time increases, the concentration of the particles decreases. The Figures 4.2(a) and 4.2(b) represent the condition (4.15) plot which confirms the steady-state and the normalized moments of the non-normalized solution, respectively. The presence of a steady-state solution is visualized in Figure 4.3. The Figure $4.3(\mathrm{~b})$ depicts the plot of the normalized $f_{i}(t)$ when $N \in[1,500]$. Interestingly, it can be seen that oscillations start to appear as the value of $N$ exceeds $\approx 320$, but as the value of $t$ increases, the oscillations start to relax and a steady state is reached. The Figures 4.3(c) and 4.3(d) are the flag-bearers for the case $N \in[1,1000]$ and since, this case is computationally very expensive, the calculations are done only up to $t=200$. The said figures show that for the same values of $N$, as time progresses (from $t=100$ to $t=200$ ), the oscillations start to settle and the authors are imperative that the concentration will reach the steady state when the value of $t$ is increased further. In addition to this, in Table 4.1, values of $M_{2}(t)$ are summarized for three different initial conditions. It is observed that when $N=100$, very mild differences in the numerical values are obtained for all the three cases $(a),(b),(c)$ when $t=100$ and $t=1000$. Moreover, for large values of $N$, for instance, $N=500$, this similarity is observed for
a large time scales. Hence, it is certain that the steady-state behavior of the SDCE is achieved.


Figure 4.1: Concentration plots for $V_{i, j}=2$


Figure 4.2: Condition (4.15) plot and normalized moments for $V_{i, j}=2$

## Test Case 2: Sum Kernel

Considering $\beta=0, \gamma=1, C_{V}=1$ leads to the sum kernel $V_{i, j}=(i+j)$. The initial


Figure 4.3: Steady-state solution for $V_{i, j}=2$
condition $f_{i}(0)=e^{-i}$ is taken along with $c_{1}=1 / e$ :
The Figure (4.4) presents the normalized solutions at various time durations for $N=$ 80, 100; a log-log plot of the non-normalized solution and comparison of analytical (MOM) $f_{1}$ with the numerical one for $N=100$. It is clear that the numerical solution provides good accuracy with the analytical one. Figure 4.5(a) proves that the condition (4.15) holds for the sum kernel which guarantees the uniqueness of a steadystate solution. The normalized moments displayed in Figure 4.5(b) indicates that they also tend to reach steady-state. The normalized concentration plots in the Figures 4.6(b) and 4.6(c) show that the oscillations start to appear near $N \approx 100$ and as the value of $N$ is increased up to 500 , the oscillations become more prominent for lower $t$ but as time increases, the oscillations start to fade out.
It should be noted that similar results are observed for the initial condition $f_{i}(0)=\frac{1}{2^{2}}$ as well. Also, the qualitative behavior of the concentration with respect to size is similar to the previous case and therefore, plots are omitted here. Further, the values of the second moment are computed which aids in evaluating the numerical bound for it. Again, it is evident from Table 4.2 that the values of the second moment are almost similar for small
$N$ after a certain point in time. For large $N$, the time taken by the system to achieve a certain level of energy is different for every initial condition. For example, $f_{i}(0)=e^{-i}$ takes maximum time $(\mathrm{t}=1000)$ to reach the approximate value 0.5 , which is estimated at $t=300$ for the other two initial conditions, see Table 4.2 .

(a) Normalized $f_{i}(t)$ wrt time at $N=80,100$

(b) Log-log plot of solution at $N=100$

(c) $f_{1}$ plot for $N=100$

Figure 4.4: Concentration plots for $V_{i, j}=(i+j)$


Figure 4.5: Condition (4.15) plot and normalized moments for $V_{i, j}=(i+j)$


Figure 4.6: Steady-state solution for $V_{i, j}=(i+j)$

## Test Case 3: Product Kernel

Now, we consider the product kernel which is given by $\beta=1, \gamma=1, C_{V}=1$, i.e., $V_{i, j}=2 i j$. Consider the initial condition as $f_{i}(0)=e^{-i^{2}}$ with $c_{1}=1 / 2.73$ :
The normalized solutions for $N=30,50$ and $\log$-linear plot for $N=100$ are provided at different times in Figures 4.7(a) and 4.7(b), respectively. The analytical and numerical values for $f_{1}$ are shown to be overlapping with each other in Figure 4.7(c). Similar to the previous cases, the same observation follows for the condition 4.15 and the moments that can be visualized through Figure 4.8. The steady-state behavior of the solution is presented in the Figure $4.9(\mathrm{a})$ when $N \in[1,30]$. We observe from the Figures $4.9(\mathrm{~b})$ and 4.9 (c), that oscillations start to appear for a very low value of $N \approx 50$ but only for small $t$. We would like to mention that in the case of this kernel, the time steps also have a significant role in displaying the oscillatory behavior. One can visualize from these figures the damping behavior of the oscillations by increasing the number of time steps even for a large value of $N$. Similar to the previous cases, Table 4.3 summarizes the values of $M_{2}(t)$ for various initial conditions.

Test Case 4: Putting $\beta=1 / 2, \gamma=1 / 2, C_{V}=4$ in (4.4), we obtain $V_{i, j}=8 i^{1 / 2} j^{1 / 2}$.

(a) $f_{i}(t)$ wrt $t$ up to $t=0,150$

(b) Log-linear plot of $f_{i}(t)$ at $N=100$

(c) $f_{1}$ plot when $N=100$

Figure 4.7: Concentration plots for $V_{i, j}=2 i j$


Figure 4.8: Condition (4.15) plot and normalized moments for $V_{i, j}=2 i j$

The initial condition is taken $f_{i}(0)=\frac{1}{2^{i}}$ and the steady-state solution at $i=1$ is assumed to be equal to $f_{1}(t)$, i.e., $c_{1}=1 / 2$ :
A similar type of kernel was discussed by Davidson [20] mentioned in Section 1. The normalized concentration plot of $f_{i}(t)$ for $N \in[1,100]$ and its $\log -\log$ plot for $N=100$ with $t \in[0,100]$ are shown in the Figures 4.10 (a) and 4.10 (b), respectively. Also, the


Figure 4.9: Steady-state solution for $V_{i, j}=2 i j$
condition 4.15 holds and the normalized moments show steady-state behavior, see Figure 4.11. Figure 4.12 (a) displays the steady-state solutions for different values of $N$ and $t$ while the oscillatory behavior are summarized in Figures 4.12(b) and 4.12(c). The oscillations arise around $N \approx 250$ for all values of $t$ as can be observed through Figure 4.12(b). It is worth pointing out that this nature is present only at lower values of $t$ but when $t$ is increased up to 100, the steady-state is visible, see Figure 4.12(c). However, some oscillations can be seen at lower values of $N$ (see Figure 4.12(b)), but when the value of $N$ is increased, the solutions become stationary. The numerical simulations for $M_{2}(t)$ are reported in Table 4.4. Note that the computational time for Test cases 3 and 4 is more as compared to Test cases 1 and 2 due to high coagulation rates. Moreover, as expected, this leads to reaching steady-state conditions earlier. We also observe that the second moment $M_{2}(t)$ is a decreasing function of time for a particular value of $N$ and a constant $K(T)$ can be found for every initial condition such that the second moment satisfies (4.10).


Figure 4.10: Concentration plots for $V_{i, j}=8 i^{1 / 2} j^{1 / 2}$


Figure 4.11: Condition (4.15) plot and normalized moments for $V_{i, j}=8 i^{1 / 2} j^{1 / 2}$


Figure 4.12: Steady-state solution for $V_{i, j}=8 i^{1 / 2} j^{1 / 2}$

Table 4.1: Values of $M_{2}(t)$ for different initial conditions for Test Case 1

| IC | $N$ | $t$ | $M_{2}(t)$ |
| :---: | :---: | :---: | :---: |
| $e^{-i}$ | 100 | 0 | 38.045 |
|  |  | 100 | 17.476 |
|  |  | 1000 | 1.715 |
|  | 500 | 0 | 185.196 |
|  |  | 100 | 438.827 |
|  |  | 1000 | 43.218 |
| $e^{-i^{2}}$ | 100 | 0 | 36.494 |
|  |  | 100 | 17.589 |
|  |  | 1000 | 1.727 |
|  | 500 | 0 | 183.646 |
|  |  | 100 | 440.250 |
|  |  | 1000 | 43.270 |
| $1 / 2^{i}$ | 100 | 0 | 55.000 |
|  |  | 100 | 17.342 |
|  |  | 1000 | 1.705 |
|  | 500 | 0 | 255 |
|  |  | 100 | 436.514 |
|  |  | 1000 | 43.072 |

Table 4.2: Values of $M_{2}(t)$ for different initial conditions for Test Case 2

| IC | $N$ | $t$ | $M_{2}(t)$ |
| :---: | :---: | :---: | :---: |
| $1 / 2^{i}$ | 100 | 0 | 55.000 |
|  |  | 100 | . 508 |
|  |  | 1000 | . 015 |
|  | 300 | 0 | 155 |
|  |  | 100 | 1.594 |
|  |  | 300 | . 556 |
| $e^{-i^{2}}$ | 100 | 0 | 36.494 |
|  |  | 100 | . 523 |
|  |  | 1000 | . 051 |
|  | 300 | 0 | 110.070 |
|  |  | 100 | 1.628 |
|  |  | 300 | . 539 |
|  |  | 1000 | . 196 |
| $e^{-i}$ | 100 | 0 | 38.045 |
|  |  | 100 | . 515 |
|  |  | 1000 | . 051 |
|  | 300 | 0 | 111.620 |
|  |  | 100 | 1.618 |
|  |  | 1000 | . 536 |
|  |  | 1500 | . 105 |

Table 4.3: Values of $M_{2}(t)$ for different initial conditions for Test Case 3

| IC | $N$ | $t$ | $M_{2}(t)$ |
| :--- | :---: | :---: | :---: |
| $e^{-i^{2}}$ | 50 | 0 | 18.1005 |
|  |  | 50 | .2472 |
|  | 70 | 70 | .1760 |
|  |  | 0 | 25.4581 |
|  | 50 | 50 | .3453 |
|  |  | 70 | .2470 |
| $e^{-i}$ | 70 | 50 | 19.6505 |
|  |  | 70 | .2472 |
|  |  | 0 | .1764 |
|  | 50 | 70 | 27.6081 |
|  |  | 0 | .3451 |
|  |  | 50 | .2467 |
| $1 / 2^{i}$ | 70 | 70 | 30.000 |
|  |  | 50 | .2413 |
|  |  | 70 | .1765 |
|  |  | 40.000 |  |
|  |  |  | .3451 |
|  |  |  | .2470 |

TABLE 4.4: Values of $M_{2}(t)$ for different initial conditions for Test Case 4

| IC | $N$ | $t$ | $M_{2}(t)$ |
| :---: | :---: | :---: | :---: |
| $1 / 2^{i}$ | 100 | 0 | 55.000 |
|  |  | 100 | 1.633 |
|  |  | 1000 | . 163 |
|  | 300 | 0 | 155 |
|  |  | 100 | 9.075 |
|  |  | 1000 | . 905 |
| $e^{-i^{2}}$ | 100 | 0 | 36.494 |
|  |  | 100 | 1.642 |
|  |  | 1000 | . 164 |
|  | 300 | 0 | 110.070 |
|  |  | 100 | 9.085 |
|  |  | 1000 | . 913 |
| $e^{-i}$ | 100 | 0 | 38.045 |
|  |  | 100 | 1.636 |
|  |  | 1000 | . 163 |
|  | 300 | 0 | 111.620 |
|  |  | 100 | 9.073 |
|  |  | 1000 | . 907 |

## Chapter 5

## A Novel Optimized Decomposition Method for Smoluchowski's Coagulation and Multi-Dimensional Burgers <br> Equations ${ }^{1}$

In this chapter, we focus on the continuous version of Smoluchowski's equation modeling coagulation phenomenon [24] and the multi-dimensional Burgers equation [25, 32, 33]. Let us recall the coagulation equation which is written as

$$
\begin{equation*}
\frac{\partial u(t, x)}{\partial t}=\frac{1}{2} \int_{0}^{x} a(x-y, y) u(t, x-y) u(t, y) d y-u(t, x) \int_{0}^{\infty} a(x, y) u(t, y) d y \tag{5.1}
\end{equation*}
$$

for $\left.x \in \mathbb{R}^{+}:=\right] 0, \infty[, t \in[0, \infty[$ and with initial datum

$$
\begin{equation*}
u(0, x)=u_{0}(x) \geq 0 \tag{5.2}
\end{equation*}
$$

The one-dimensional Burgers equation $[25,31]$ is written as

$$
\begin{equation*}
\frac{\partial u}{\partial t}+u \frac{\partial u}{\partial x}=\nu \frac{\partial^{2} u}{\partial x^{2}}+f(x, t) \tag{5.3}
\end{equation*}
$$

with the initial data

$$
\begin{equation*}
u(x, 0)=u_{0}(x) \tag{5.4}
\end{equation*}
$$

[^3]The system of two-dimensional Burgers equation [32] is expressed as

$$
\begin{align*}
& \frac{\partial u}{\partial t}+u \frac{\partial u}{\partial x}+v \frac{\partial u}{\partial y}=\frac{1}{R_{e}}\left(\frac{\partial^{2} u}{\partial x^{2}}+\frac{\partial^{2} u}{\partial y^{2}}\right), \\
& \frac{\partial v}{\partial t}+u \frac{\partial v}{\partial x}+v \frac{\partial v}{\partial y}=\frac{1}{R_{e}}\left(\frac{\partial^{2} v}{\partial x^{2}}+\frac{\partial^{2} v}{\partial y^{2}}\right), \tag{5.5}
\end{align*}
$$

with the initial values

$$
\begin{equation*}
u(x, y, 0)=f_{1}(x, y), \quad v(x, y, 0)=f_{2}(x, y), \quad \forall(x, y) \in D \tag{5.6}
\end{equation*}
$$

and boundary values

$$
\begin{equation*}
u(x, y, t)=g_{1}(x, y, t), \quad v(x, y, t)=g_{2}(x, y, t), \quad \forall(x, y) \in \partial D, \tag{5.7}
\end{equation*}
$$

and the three-dimensional BE [33] is defined as

$$
\begin{equation*}
\frac{\partial}{\partial t} u=u \frac{\partial}{\partial x} u+\nu\left(\frac{\partial^{2}}{\partial x^{2}} u+\frac{\partial^{2}}{\partial y^{2}} u+\frac{\partial^{2}}{\partial z^{2}} u\right) . \tag{5.8}
\end{equation*}
$$

Recently, an article by Obidat [67] pointed out some demerits of the Adomian decomposition method (ADM) such as slow convergence [126] and inability to deal with the boundary conditions [127]. To overcome these issues, the author [67] introduced a new optimized decomposition method (ODM) for solving non-linear ordinary and partial differential equations and showed using numerical examples that ODM is much more efficient than ADM. Further, in [68], the ODM has been used to evaluate the approximated solutions for the second-order differential equations.

Therefore, it would be interesting to implement the ODM to compute the series solutions for the famous partial differential equation such as Burgers equation and integro-partial differential equations, in particular, the coagulation equation, and conduct a comparative analysis with the existing ADM [58]. So, this chapter is an attempt to introduce this method for the equations (5.1) and (5.3) and analyze the results theoretically and numerically. Additionally, as seen in the literature, the semi-analytical methods are known to be extended to multi-dimensional problems, it piques interest to develop the extension of ODM to compute the series solutions for the two and three-dimensional coupled Burgers equations.

We have considered several numerical examples and it is observed that ODM gives better agreement with the exact solution as compared to the well-established Adomian decomposition method (ADM) provided in [128] for all the cases considered for 1D Burgers equation. It is shown that the series solutions are convergent to the exact solutions in most of the cases. Moreover, by taking finite term approximations, the
numerical simulations are in excellent agreement with the analytical solutions for all the cases of 2D and 3D problems. Interestingly, ODM is able to obtain the series solution for a two-dimensional case where exact solution is not available and is validated by numerical results. In addition, the results for the coagulation equation are validated using several test cases including $a(x, y)=1, a(x, y)=(x+y), a(x, y)=x y$ with $u(0, x)=e^{-x}$. Further, the comparison with the approximated solutions computed using ADM is shown to justify the novelty of the technique.

The chapter is organized as follows: Section 5.1 includes the preliminaries for ODM. The application of ODM to the coagulation equation, the theoretical results related to the convergence analysis, and the numerical examples are presented in Section 5.2. Section 5.3 presents the implementation of ODM to the one-dimensional Burgers equation along with the theoretical error estimates. The extension of ODM to the system of PDEs and its application to the two-dimensional BE are part of Section 5.4 and Section 5.5, respectively. The last Section 5.6 depicts the numerical test cases for one, two, and three-dimensional test cases and establishes the accuracy of the proposed method.

### 5.1 Optimized Decomposition Method: Preliminaries

Consider the equation of the type

$$
\begin{equation*}
\frac{\partial}{\partial t} u(t, x)=M[u(t, x)] \tag{5.9}
\end{equation*}
$$

with the initial condition as given in (5.2) and where $M$ is a non-linear operator in $u$. The solution of the above equation is written as

$$
\begin{equation*}
u(t, x)=u_{0}(x)+\mathcal{L}^{-1}(M[u(t, x)]) \tag{5.10}
\end{equation*}
$$

where $\mathcal{L}^{-1}$ is the inverse operator of $\mathcal{L}=\frac{\partial}{\partial t}$. The main idea of this method revolves around obtaining a linear approximation to the non-linear problem. As in [67], under the assumption that the non-linear function $F\left(\frac{\partial}{\partial t} u, u\right):=\frac{\partial}{\partial t} u-M[u]$ can be linearized by a first-order Taylor series expansion at $t=0$, the linear approximation to $F$ can be obtained as

$$
F\left(\frac{\partial}{\partial t} u, u\right) \approx \frac{\partial}{\partial t} u-C(x) u
$$

where

$$
\begin{equation*}
C(x)=\left.\frac{\partial M}{\partial u}\right|_{t=0} \tag{5.11}
\end{equation*}
$$

The above approximation leads us to a linear operator $R$ defined as

$$
R[u(t, x)]=M[u(t, x)]-C(x) u(t, x),
$$

which is not easily invertible. Thanks to [67], the solution

$$
\begin{equation*}
u(t, x)=\sum_{k=0}^{\infty} u_{k}(t, x) \tag{5.12}
\end{equation*}
$$

and the coefficients $u_{k}(t, x)$ are determined by TABLE 5.1
Table 5.1: Table of the coefficients for ODM

| $u_{0}(t, x)$ | $u_{0}(x)$ |
| :---: | :---: |
| $u_{1}(t, x)$ | $\mathcal{L}^{-1}\left(Q_{0}(t, x)\right)$ |
| $u_{2}(t, x)$ | $\mathcal{L}^{-1}\left(Q_{1}(t, x)-C(x) u_{1}(t, x)\right)$ |
| $u_{k+1}(t, x)$ | $\mathcal{L}^{-1}\left(Q_{k}(t, x)-C(x)\left(u_{k}(t, x)-u_{k-1}(t, x)\right)\right), \quad k \geq 2$ |

where

$$
Q_{k}(t, x)=\left.\frac{1}{k!} \frac{d^{k}}{d \theta^{k}}\left[M\left(\sum_{i=0}^{k} \theta^{i} u_{i}(t, x)\right)\right]\right|_{\theta=0},
$$

and

$$
\begin{equation*}
M\left[\sum_{k=0}^{\infty} u_{k}(t, x)\right]=\sum_{k=0}^{\infty} Q_{k}(t, x) . \tag{5.14}
\end{equation*}
$$

The following proposition discusses the condition required for the convergence of this method.

Proposition 5.1. Let the coefficients of the series solution be determined by TABLE 5.1 and the series $\sum_{k=0}^{\infty} u_{k}(t, x)$ is convergent then $u(t, x)$ is the solution of equation (5.9).

Proof. Given that

$$
\begin{aligned}
\sum_{k=0}^{\infty} u_{k}(t, x) & =u_{0}(x)+\mathcal{L}^{-1}\left(Q_{0}(t, x)+\left[Q_{1}(t, x)-C(x) u_{1}(t, x)\right]+\left[Q_{2}(t, x)-C(x)\right.\right. \\
& \left.\left.\left(u_{2}(t, x)-u_{1}(t, x)\right)\right]+\ldots+\left[Q_{n-1}(t, x)-C(x)\left(u_{n-1}(t, x)-u_{n-2}(t, x)\right)\right]+\ldots\right) .
\end{aligned}
$$

Simplifying the above equation followed by using the convergence of the series $\sum_{k=0}^{\infty} u_{k}(t, x)$ which ensures that $\lim _{k \rightarrow \infty} u_{k}=0$, we get

$$
\sum_{k=0}^{\infty} u_{k}(t, x)=u_{0}(x)+\mathcal{L}^{-1}\left(\sum_{k=0}^{\infty} Q_{k}(t, x)\right) .
$$

The equation (5.14) and $u(t, x)=\sum_{k=0}^{\infty} u_{k}(t, x)$ yield

$$
u(t, x)=u_{0}(x)+\mathcal{L}^{-1}\left(M\left[\sum_{k=0}^{\infty} u_{k}(t, x)\right]\right)
$$

and so $\mathcal{L}[u(t, x)]=M[u(t, x)]$. Hence, $u(t, x)$ is the solution of (5.9).
Remark 5.2. Note that the iterative scheme for ODM reduces to ADM if $C(x)=0$. Also, let us define the coefficients and the $n$-term series solutions for ADM as $v_{k}(t, x)$ and $\psi_{n}(t, x)$, respectively, where $\psi_{n}(t, x)$ is given as

$$
\begin{equation*}
\psi_{n}(t, x)=\sum_{k=0}^{n} v_{k}(t, x) \tag{5.15}
\end{equation*}
$$

Remark 5.3. As explained in [67], ODM is an optimized method in the sense that the approximation $R[u]=\frac{\partial}{\partial t} u-C(x) u$ is the best linear approximation to $F\left(\frac{\partial}{\partial t} u, u\right)$ near $t=0$, i.e, near the initial data $u(0, x)$.

### 5.2 ODM Implementation for Coagulation Equation

In this section, the general expression for the $n$-term series solution is provided for the coagulation equation (5.1). For this, define the non-linear operator $M$ as

$$
\begin{equation*}
M[u(t, x)]=\frac{1}{2} \int_{0}^{x} a(x-y, y) u(t, x-y) u(t, y) d y-u(t, x) \int_{0}^{\infty} a(x, y) u(t, y) d y \tag{5.16}
\end{equation*}
$$

then using Leibnitz rule (differentiating wrt $u(t, x)$ ), we obtain

$$
\begin{equation*}
C(x)=\frac{1}{2} \int_{0}^{x} a(x-y, y) u(0, y) d y-\int_{0}^{\infty} a(x, y) u(0, y) d y \tag{5.17}
\end{equation*}
$$

Having (5.16) and (5.17), the linear operator $R$ becomes

$$
\begin{array}{rl}
R[u(t, x)]=\frac{1}{2} \int_{0}^{x} & a(x-y, y) u(t, x-y) u(t, y) d y-u(t, x) \int_{0}^{\infty} a(x, y) u(t, y) d y \\
& -\left(\frac{1}{2} \int_{0}^{x} a(x-y, y) u(0, y) d y-\int_{0}^{\infty} a(x, y) u(0, y) d y\right) u(t, x)
\end{array}
$$

Setting $k=0$ in (5.13) and using (5.16), the term $Q_{0}$ is written as

$$
Q_{0}(t, x)=\left(\frac{1}{2} \int_{0}^{x} a(x-y, y) u_{0}(t, x-y) u_{0}(t, y) d y-u_{0}(t, x) \int_{0}^{\infty} a(x, y) u_{0}(t, y) d y\right)
$$

so that,

$$
\begin{equation*}
u_{1}(t, x)=\mathcal{L}^{-1}\left(\frac{1}{2} \int_{0}^{x} a(x-y, y) u_{0}(t, x-y) u_{0}(t, y) d y-u_{0}(t, x) \int_{0}^{\infty} a(x, y) u_{0}(t, y) d y\right) \tag{5.18}
\end{equation*}
$$

Further, $k=1$ in (5.13) yields

$$
\begin{aligned}
& Q_{1}(t, x)=\frac{1}{2} \int_{0}^{x} a(x-y, y)\left(u_{0}(t, x-y) u_{1}(t, y)+u_{1}(t, x-y) u_{0}(t, y)\right) d y \\
&-\int_{0}^{\infty} a(x, y)\left(u_{0}(t, x) u_{1}(t, y)+u_{1}(t, x) u_{0}(t, y)\right) d y
\end{aligned}
$$

which using (5.17), gives

$$
\begin{align*}
u_{2}(t, x)=\mathcal{L}^{-1} & \left(\frac{1}{2} \int_{0}^{x} a(x-y, y)\left(u_{0}(t, x-y) u_{1}(t, y)+u_{1}(t, x-y) u_{0}(t, y)\right) d y\right. \\
& -\int_{0}^{\infty} a(x, y)\left(u_{0}(t, x) u_{1}(t, y)+u_{1}(t, x) u_{0}(t, y)\right) d y \\
- & \left.u_{1}(t, x)\left(\frac{1}{2} \int_{0}^{x} a(x-y, y) u(0, y) d y-\int_{0}^{\infty} a(x, y) u(0, y) d y\right)\right) \tag{5.19}
\end{align*}
$$

Finally, for $k \geq 2$ and only when $i+j=k$, we have
$Q_{k}(t, x)=\frac{1}{2} \int_{0}^{x} a(x-y, y)\left(\sum_{i=0}^{k} u_{i}(t, x-y) \sum_{j=0}^{k} u_{j}(t, y)\right) d y-\int_{0}^{\infty} a(x, y)\left(\sum_{i=0}^{k} u_{i}(t, x) \sum_{j=0}^{k} u_{j}(t, y)\right) d y$,
and

$$
\begin{align*}
& u_{k+1}(t, x)=\mathcal{L}^{-1}\left(\frac{1}{2} \int_{0}^{x} a(x-y, y)\left(\sum_{i=0}^{k} u_{i}(t, x-y) \sum_{j=0}^{k} u_{j}(t, y)\right) d y\right. \\
&\left.-\int_{0}^{\infty} a(x, y)\left(\sum_{i=0}^{k} u_{i}(t, x) \sum_{j=0}^{k} u_{j}(t, y)\right) d y-C(x)\left[u_{k}(t, x)-u_{k-1}(t, x)\right]\right) \tag{5.20}
\end{align*}
$$

Hence, the $n$-term series solution for (5.1) becomes

$$
\begin{aligned}
\phi_{n}(t, x) & :=\sum_{k=0}^{n} u_{k}(t, x)=u_{0}(x)+\mathcal{L}^{-1}\left(Q_{0}(t, x)+\left[Q_{1}(t, x)-C(x) u_{1}(t, x)\right]+\left[Q_{2}(t, x)-C(x)\right.\right. \\
& \left.\left(u_{2}(t, x)-u_{1}(t, x)\right)\right]+\ldots+\left[Q_{n-2}(t, x)-C(x)\left(u_{n-2}(t, x)-u_{n-3}(t, x)\right)\right] \\
& \left.+\left[Q_{n-1}(t, x)-C(x)\left(u_{n-1}(t, x)-u_{n-2}(t, x)\right)\right]\right) .
\end{aligned}
$$

Simplifying the above equation enables us to have

$$
\begin{aligned}
\phi_{n}(t, x) & :=u_{0}(x)+\mathcal{L}^{-1}\left(\sum_{k=1}^{n} Q_{k-1}(t, x)-C(x) u_{n-1}(t, x)\right) \\
& =u_{0}(x)+\mathcal{L}^{-1}\left(M\left(\phi_{n-1}(t, x)\right)-C(x) u_{n-1}(t, x)\right) \\
& =u_{0}(x)+\mathcal{L}^{-1}\left(M\left(\sum_{k=0}^{n-1} u_{k}(t, x)\right)-C(x) u_{n-1}(t, x)\right) .
\end{aligned}
$$

### 5.2.1 Convergence Analysis

Consider the Banach space $B=\left(\mathcal{C}([0, T]): L^{1}[0, \infty),\|\cdot\|\right)$ with the norm defined as

$$
\begin{equation*}
\|u\|=\sup _{s \in[0, T]} \int_{0}^{\infty}|u(s, x)| d x<\infty, \tag{5.21}
\end{equation*}
$$

and $D=\{u \in B:\|u\| \leq 2 L\}$, where $L>1 / 2$. Using the expression of solution from (5.10) and the definition of function $M$ from (5.16), the equation (5.1) is expressed in the following form

$$
\begin{equation*}
u=\mathcal{A} u, \tag{5.22}
\end{equation*}
$$

where $\mathcal{A}: B \rightarrow B$ is a non-linear operator defined by

$$
\begin{equation*}
\mathcal{A} u=u_{0}(x)+\mathcal{L}^{-1}(M[u(t, x)]) . \tag{5.23}
\end{equation*}
$$

Now, taking into account the recursive scheme for (5.1) and using (5.23), the $n$-term series solution becomes

$$
\begin{equation*}
\phi_{n}=\mathcal{A} \phi_{n-1}-\int_{0}^{t} C(x) u_{n-1}(s, x) d s . \tag{5.24}
\end{equation*}
$$

To establish our main findings in Theorem 5.5 below, the following theorem is required which states an important result regarding the contraction mapping of the operator $\mathcal{A}$. The result plays a significant role in proving that the sequence $\left\{\phi_{n}\right\}$ is a Cauchy sequence which finally proves that the series solution converges towards the exact solution.

Theorem 5.4. Let the operator $\mathcal{A}$ be defined in (5.23) such that $a(x, y)=1, \forall x, y \in$ $(0, \infty)$. Then $\mathcal{A}: D \rightarrow D$ is a contraction map, i.e., $\left\|\mathcal{A} u-\mathcal{A} u^{*}\right\| \leq \delta\left\|u-u^{*}\right\|, \forall$ $u, u^{*} \in D$ if

$$
\delta=T \exp (2 T L)\left[\left\|u_{0}\right\|+2 T L^{2}+2 T L\right]<1,
$$

holds, where $L>1 / 2$.

Proof. To establish the contraction mapping of $\mathcal{A}$, the above equation can be written in the following equivalent form

$$
\frac{\partial}{\partial t}[u(t, x) \exp [H(x, t, u)]]=\frac{1}{2} \exp [H(x, t, u)] \int_{0}^{x} a(x-y, y) u(t, x-y) u(t, y) d y,
$$

where,

$$
H(x, t, u)=\int_{0}^{t} \int_{0}^{\infty} a(x, y) u(s, y) d y d s
$$

Thus the equivalent operator $\tilde{\mathcal{A}}$ is given by
$\tilde{\mathcal{A}} u=u_{0}(x) \exp [-H(x, t, u)]+\frac{1}{2} \int_{0}^{t} \exp [H(x, s, u)-H(x, t, u)] \int_{0}^{x} a(x-y, y) u(x-y, s) u(s, y) d y d s$,
where $\tilde{A}$ maps $D$ to itself. Let, $u, u^{*} \in D$ and define $W(x, s, t)=\exp [H(x, s, u)-$ $H(x, t, u)]-\exp \left[H\left(x, s, u^{*}\right)-H\left(x, t, u^{*}\right)\right]$, then

$$
\begin{align*}
\tilde{\mathcal{A}} u & -\tilde{\mathcal{A}} u^{*}=u_{0}(x) W(x, 0, t)+\frac{1}{2} \int_{0}^{t}\left(W(x, s, t) \int_{0}^{x} u(s, x-y) u(s, y) d y\right) d s \\
& -\frac{1}{2} \int_{0}^{t}\left(\exp \left[H\left(x, s, u^{*}\right)-H\left(x, t, u^{*}\right)\right]\right) \\
\cdot & \left(\int_{0}^{x} u^{*}(x-y, s)\left(u(y, s)-u^{*}(y, s)\right) d y+\int_{0}^{x} u(y, s)\left(u(x-y, s)-u^{*}(x-y, s)\right) d y\right) d s . \tag{5.26}
\end{align*}
$$

We shall now obtain a bound on $W(x, 0, t)$ and $W(x, s, t)$ as

$$
\begin{aligned}
|W(x, s, t)| & =\left|\exp \left[-\int_{s}^{t} \int_{0}^{\infty} u(\tau, y) d y d \tau\right]-\exp \left[-\int_{s}^{t} \int_{0}^{\infty} u^{*}(\tau, y) d y d \tau\right]\right| \\
& =\left|-\exp \left[-\int_{s}^{t} \int_{0}^{\infty} u^{*}(\tau, y) d y d \tau\right]\left(1-\exp \left[-\int_{s}^{t} \int_{0}^{\infty} u(\tau, y) d y d \tau+\int_{s}^{t} \int_{0}^{\infty} u^{*}(\tau, y) d y d \tau\right]\right)\right| \\
& \leq \exp \left[\int_{s}^{t} \int_{0}^{\infty} u^{*}(\tau, y) d y d \tau\right](t-s)\left\|u-u^{*}\right\|, \text { using } 1-\exp [-x] \leq x, \forall x \\
& \leq t \exp [2 t L]| | u-u^{*} \| .
\end{aligned}
$$

Now, using the definition of norm (5.21), the Eqn. (5.26), one be easily expressed as

$$
\begin{aligned}
\left\|\tilde{\mathcal{A}} u-\tilde{\mathcal{A}} u^{*}\right\| & \leq t \exp [2 t L]\left\|u-u^{*}\right\|\left(\left\|u_{0}\right\|+\int_{0}^{t}\left(\frac{1}{2}\left(\|u\|^{2}+\|u\|+\left\|u^{*}\right\|\right)\right) d s\right. \\
& \leq t \exp [2 t L]\left\|u-u^{*}\right\|\left(\left\|u_{0}\right\|+2 t L^{2}+2 t L\right) \leq T \exp [2 T L]\left(\left\|u_{0}\right\|+2 T L^{2}+2 T L\right)\left\|u-u^{*}\right\| .
\end{aligned}
$$

If $\delta=T \exp [2 T L]\left(\left\|u_{0}\right\|+2 T L^{2}+2 T L\right)<1$, then $\tilde{\mathcal{A}}$ is a contraction mapping on D , and so is $\mathcal{A}$.

Theorem 5.5. Let the coefficients of the series solution for the coagulation equation (5.1) be determined by the equations (5.18)-(5.20) and $\phi_{n}$ be the $n$-term series solution defined by (5.24). Then, $\phi_{n}$ converges to the exact solution $u$ with

$$
\begin{equation*}
\left\|u-\phi_{m}\right\| \leq \frac{\delta^{m}}{1-\delta}\left\|u_{1}\right\| \tag{5.27}
\end{equation*}
$$

if the following conditions hold
(A1) $\delta=T \exp (2 T L)\left[\left\|u_{0}\right\|+2 T L^{2}+2 T L\right]<1$, where $L>1 / 2$, and $\left\|u_{1}\right\| \leq 2 L$.
(A2) $\left\|u_{m-l}-u_{m-(l+1)}\right\|<\varepsilon$, for $0 \leq l \leq(m-1)$ where $\varepsilon=\frac{1}{n^{p}}$ such that $p>1$.
(A3) $C(x) \in L^{\infty}\left(B,|\cdot|_{\infty}\right)$ where $|\cdot|_{\infty}$ is the essential supremum norm, i.e., $|C(x)| \leq k$ for some $k \in \mathbb{R}^{+}$.

Proof. Following (5.24), consider

$$
\left\|\phi_{n}-\phi_{m}\right\|=\left\|\mathcal{A} \phi_{n-1}-\int_{0}^{t} C(x) u_{n-1}(s, x) d s-\mathcal{A} \phi_{m-1}+\int_{0}^{t} C(x) u_{m-1}(s, x) d s\right\|
$$

The triangle inequality gives us

$$
\left\|\phi_{n}-\phi_{m}\right\| \leq\left\|\mathcal{A} \phi_{n-1}-\mathcal{A} \phi_{m-1}\right\|+\left\|\int_{0}^{t} C(x)\left(u_{n-1}(s, x)-u_{m-1}(s, x)\right) d s\right\| .
$$

Theorem 5.4 yield

$$
\left\|\phi_{n}-\phi_{m}\right\| \leq \delta\left\|\phi_{n-1}-\phi_{m-1}\right\|+\left\|\int_{0}^{t} C(x)\left(u_{n-1}(s, x)-u_{m-1}(s, x)\right) d s\right\|
$$

Putting $n=m+1$ in the above expression, using ( $A 2$ ), and further simplifications lead to

$$
\begin{aligned}
\left\|\phi_{m+1}-\phi_{m}\right\| & \leq \delta\left\|\phi_{m}-\phi_{m-1}\right\|+\varepsilon t|C(x)|_{\infty} \\
& =\delta\left\|\mathcal{A} \phi_{m-1}-\int_{0}^{t} C(x) u_{m-1}(s, x) d s-\mathcal{A} \phi_{m-2}-\int_{0}^{t} C(x) u_{m-2}(s, x) d s\right\|+\varepsilon t|C(x)|_{\infty} \\
& \leq \delta\left(\delta\left\|\phi_{m-1}-\phi_{m-2}\right\|+\varepsilon t|C(x)|_{\infty}\right)+\varepsilon t|C(x)|_{\infty} \\
& \vdots \\
& \leq \delta^{m}\left\|\phi_{1}-\phi_{0}\right\|+\varepsilon t k\left(1+\delta+\delta^{2}+\ldots+\delta^{m-1}\right)
\end{aligned}
$$

Now,

$$
\begin{aligned}
\left\|\phi_{n}-\phi_{m}\right\| \leq & \left\|\phi_{m+1}-\phi_{m}\right\|+\left\|\phi_{m+2}-\phi_{m+1}\right\|+\ldots+\left\|\phi_{n}-\phi_{n-1}\right\| \\
\leq & {\left[\delta^{m}\left\|\phi_{1}-\phi_{0}\right\|+\varepsilon t k\left(1+\delta+\delta^{2}+\ldots+\delta^{m-1}\right)\right] } \\
& +\left[\delta^{m+1}\left\|\phi_{1}-\phi_{0}\right\|+\varepsilon t k\left(1+\delta+\delta^{2}+\ldots+\delta^{m}\right)\right] \\
& +\ldots+\left[\delta^{n-1}\left\|\phi_{1}-\phi_{0}\right\|+\varepsilon t k\left(1+\delta+\delta^{2}+\ldots+\delta^{n-2}\right)\right] \\
= & \left(\delta^{m}+\delta^{m+1}+\ldots+\delta^{n-1}\right)\left\|\phi_{1}-\phi_{0}\right\| \\
& +\varepsilon t k\left[\left(1+\delta+\delta^{2}+\ldots+\delta^{m-1}\right)+\left(1+\delta+\delta^{2}+\ldots+\delta^{m}\right)\right. \\
& \left.+\ldots+\left(1+\delta+\delta^{2}+\ldots+\delta^{n-2}\right)\right] \\
= & \frac{\delta^{m}\left(1-\delta^{n-m}\right)}{1-\delta}\left\|\phi_{1}-\phi_{0}\right\|+\varepsilon t k\left[\frac{\left(1-\delta^{m}\right)}{1-\delta}+\frac{\left(1-\delta^{m+1}\right)}{1-\delta}+\ldots+\frac{\left(1-\delta^{n-1}\right)}{1-\delta}\right] .
\end{aligned}
$$

For a suitable $t_{0}$ and thanks to (A1), the above expression becomes

$$
\begin{equation*}
\left\|\phi_{n}-\phi_{m}\right\| \leq \frac{\delta^{m}}{1-\delta}\left\|u_{1}\right\|+\frac{\varepsilon t_{0} k}{(1-\delta)}(n-m) . \tag{5.28}
\end{equation*}
$$

Finally, using ( $A 2$ ) and $\frac{1}{n^{p}}<\frac{1}{m^{p}}$, the above expression converges to zero as $m \rightarrow \infty$. Since, $\frac{\delta^{m}}{1-\delta}<1$, using (A1), we have $\left\|\phi_{n}-\phi_{m}\right\| \leq 2 L$. Thus, $\exists$ a $\phi$ such that $\lim _{n \rightarrow \infty} \phi_{n}=$ $\phi$ and so $u=\sum_{k=0}^{\infty} u_{k}=\lim _{n \rightarrow \infty} \phi_{n}=\phi$, which is the exact solution of (5.22). Finally, fixing $m$ and letting $n \rightarrow \infty$ in the equation (5.28), we obtain the theoretical error bound (5.27).

### 5.2.2 Numerical Examples

This section includes the implementation of ODM for several test cases of coagulation equation (5.1) considering three different kernels, i.e., constant $(a(x, y)=1)$, sum $(a(x, y)=x+y)$ and product $(a(x, y)=x y)$ with the initial condition $u_{0}(x)=e^{-x}$. The calculations of the approximated solutions and other requisite computations are done with the help of MATHEMATICA ${ }^{\circledR}$. To establish the accuracy of ODM, the series solution is compared with the available exact solution for concentration and moments. Further, the ODM results are also compared with the findings of ADM proposed in [58] and it is shown through graphs and tables of errors that ODM enjoys better estimates than ADM.

Example 5.1. Consider the case of constant aggregation, i.e., $a(x, y)=1$ with $u_{0}(x)=$ $e^{-x}$. The exact solution in this case is given in [129] as

$$
u(t, x)=\frac{4}{(2+t)^{2}} e^{-\frac{2 x}{2+t}} .
$$

Using the equations (5.16), (5.17) and (5.18-5.20), one gets

$$
\begin{aligned}
C(x) & =\frac{1}{2}(\sinh (x)-\cosh (x))-\frac{1}{2}, \quad u_{0}(x)=e^{-x}, \\
u_{1}(t, x) & =\frac{t e^{-x}(x-2)}{2^{1} 1!}, \\
u_{2}(t, x) & =\frac{e^{-2 x} t^{2}}{2^{2} 2!}(-2+x)+\frac{e^{-x} t^{2}}{2^{2} 2!}\left(4-5 x+x^{2}\right), \\
u_{3}(t, x) & =\frac{e^{-3 x} t^{3}}{2^{3} 3!}(-2+x)+\frac{e^{-2 x} t^{3}}{2^{3} 3!}\left(8-8 x+x^{2}\right)+(-1)^{3} 3!\frac{e^{-2 x} t^{2}}{2^{3} 3!}(-2+x)+(-1)^{3} 2!\frac{e^{-x}}{2^{3} 3!}(-2+x) \\
& +\frac{t^{3} e^{-x}}{2^{3} 3!}\left(x^{3}+25 x-10 x^{2}-29 / 2\right), \\
u_{4}(t, x) & =\frac{e^{-4 x} t^{4}}{2^{4} 4!}(-2+x)+9 e^{x}\left(-32(-2+x)+t\left(23-20 x+2 x^{2}\right)\right)+9 e^{2 x}\left(-16\left(4-6 x+x^{2}\right)+\right. \\
& \left.\operatorname{tau}\left(-101+138 x-26 x^{2}+2 x^{3}\right)\right)+e^{3 x}\left(-72\left(15-20 x+4 x^{2}\right)\right. \\
& \left.\left.+t\left(1073-2511 x+1494 x^{2}-300 x^{3}+18 x^{4}\right)\right)\right) .
\end{aligned}
$$

As we proceed further, the coefficients become more complex but thanks to MATHEMATICA©, higher terms can be computed using the equation (5.20).


Figure 5.1: ODM coefficients plot for Example 5.1

Figure 5.1(a) and Figure 5.1(b) graphically depict the coefficients $u_{k}(t, x)$ of ODM for $k=1,2, \ldots, 8$ at $t=1$ and $t=1.5$, respectively. These coefficients plot help in deciding which $n$ to choose to compute the non-negative approximate solution $\phi_{n}(t, x)$. For instance, at $t=1$, the most negative value contribution is from $u_{1}(t, x)$ but the positive value contribution from $u_{2}(t, x)$ and $u_{3}(t, x)$ can not surpass this negative value. Further, it is easy to see that $u_{4}(t, x)$ and $u_{5}(t, x)$ are again negative, but the addition of the positive value of $u_{6}(t, x)$ gives the non-negative 6 -term solution $\phi_{6}(t, x)$ as the first desired non-negative solution whose value is interestingly close to the exact solution $u(t, x)$. By following Singh et al. [58], Figure 5.2 shows the plot of the coefficients for


Figure 5.2: ADM coefficients plot for Example 5.1
the approximate series solutions computed using ADM at $t=1$ and $t=1.5$. These coefficients are denoted by $v_{k}(t, x)$ and it can be observed that $v_{k}(t, x)$ is negative for odd values of $k$ while positive for even values of $k$ for both values of $t$. This leads to the negative of $\psi_{k}(t, x)$ for odd $k$, which is not the case for the ODM coefficients for any $k$.


Figure 5.3: Series solutions using ODM at $t=1$ and $t=1.5$ for Example 5.1

To see these finite term solutions $\phi_{n}$ and $\psi_{n}$ for various values of $n$, the comparison with the exact number density is provided at time $t=1$ and $t=1.5$ for ODM in Figure 5.3 and ADM in Figure 5.4. One can also visualize the decreasing behavior of the concentration ( $u, \phi_{n}$ and $\psi_{n}$ ) as size increases which confirms the aggregation of particles. In addition to this, Figure 5.3 depicts that as time increases from $t=1$ to $t=1.5$, concentration value reduces. It is evident from Figure 5.5 that the 8 -term solution $\psi_{8}$ by ADM and 6 -term solution $\phi_{6}$ by ODM are close to the exact solution $u(t, x)$ at $t=1$. Further, at $t=1.5, \psi_{14}$ is nearest to $u(t, x)$ whereas only 8 -term solution $\phi_{8}$ is required to get the same accuracy with the exact solution. This indicates the advantage of using ODM over


Figure 5.4: Series solutions using ADM at $t=1$ and $t=1.5$ for Example 5.1

(a) Comparison of $\psi_{8}(t, x), \phi_{6}(t, x)$ and $u(t, x)$ at (b) Comparison of $\psi_{14}(t, x), \phi_{8}(t, x)$ and $u(t, x)$ at $t=1$

$t=1.5$

Figure 5.5: Comparison of ODM, ADM and exact number density at $t=1$ and $t=1.5$ for Example 5.1

ADM. Moving further, the efficacy of the two methods is also compared by calculating the moments of the approximated solutions and comparing them with the moments of the exact solution. The $r^{\text {th }}$ moment of the exact solution is defined as

$$
\begin{equation*}
\mu_{r}^{E x a c t}(t)=\int_{0}^{\infty} x^{r} u(t, x) d x \tag{5.29}
\end{equation*}
$$

while for the ODM and ADM approximated solutions, it is given by

$$
\begin{equation*}
\mu_{r, n}^{O D M}(t)=\int_{0}^{\infty} x^{r} \phi_{n}(t, x) d x, \quad \mu_{r, n}^{A D M}(t)=\int_{0}^{\infty} x^{r} \psi_{n}(t, x) d x \tag{5.30}
\end{equation*}
$$

respectively. These moments are relevant physical quantities with zeroth moment (obtained by putting $r=0$ in (5.29)) being the total number of clusters and the first moment ( $r=1$ in (5.29)) gives the total mass (volume) of the system. Putting $r=2$ gives the


Figure 5.6: Moments comparison: ODM, ADM, and exact solutions for Example 5.1


Figure 5.7: Second-moment comparison: ODM, ADM and exact solutions for Example 5.1
second moment which is defined as the energy dissipated by the system [22]. In Figure 5.6, the zeroth and first moments are computed using 8-term series solutions of ODM and ADM and the results are compared with the exact moments. It is well known that the number of particles in a coagulation system has a decreasing trend and is justified by the moments plotted in Figure 5.6(a). However, it is visualized here that $\mu_{0,8}^{A D M}(t)$ starts to get away from $\mu_{0}^{\text {Exact }}(t)$ approximately around $t=1$ whereas $\mu_{0,8}^{O D M}(t)$ gives nice accuracy. Since Figure 5.5 concludes that $\phi_{8}$ is closest to the exact solution $u$ at $t=1.5$, it is imperative that ODM will give the best approximation, but the method is performing well even when time is increased up to $t=2$. The first and second moments using approximated solutions $\phi_{8}$ and $\psi_{8}$ are compared with the corresponding exact moments in Figures 5.6(b) and 5.7. The increasing nature of the second moment plot, as time progresses, shows that more energy is dissipated with time. This is due to the formation of bigger particles due to the coagulation process. It needs to be mentioned here that for $i=1,2, \mu_{i, 8}^{O D M}(t)$ and $\mu_{i, 8}^{A D M}(t)$ estimate $\mu_{i}^{\text {Exact }}(t)$ very well.


Figure 5.8: Absolute error plots for ODM and ADM series solutions for Example 5.1

TABLE 5.2: Comparison of numerical errors in computing approximate solutions using ADM and ODM for Eqn (5.1) with parameters as given in Example 5.1

| n | 2 | 3 | 4 | 5 | 6 | 8 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ADM at $t=0.5$ | 0.023 | 0.006 | 0.002 | $4.5 \times 10^{-4}$ | $1.2 \times 10^{-4}$ | $8.3 \times 10^{-6}$ |
| ODM at $t=0.5$ | 0.054 | 0.014 | 0.007 | 0.002 | $4.6 \times 10^{-4}$ | $3.6 \times 10^{-5}$ |
| ADM at $t=1$ | 0.149 | 0.082 | 0.044 | 0.024 | 0.013 | 0.004 |
| ODM at $t=1$ | 0.178 | 0.086 | 0.036 | 0.015 | 0.008 | 0.003 |
| ADM at $t=1.5$ | 0.428 | 0.353 | 0.287 | 0.231 | 0.184 | 0.115 |
| ODM at $t=1.5$ | 0.328 | 0.230 | 0.010 | 0.075 | 0.060 | 0.027 |
| ADM at $t=2$ | 0.882 | 0.972 | 1.054 | 1.131 | 1.200 | 1.332 |
| ODM at $t=2$ | 0.517 | 0.441 | 0.286 | 0.295 | 0.245 | 0.166 |

The novelty of ODM can also be justified by looking at 3D plots in Figure 5.8 which provides the absolute error between the exact and the approximated number density computed using 8 -term series solutions for both the methods. We also summarize the numerical errors associated with the ADM and ODM at $t=0.5, t=1, t=1.5$, and $t=2$ in TABLE 5.2. These errors are computed by dividing the interval [0,10] into $N$ sub-intervals $\left[x_{i-1 / 2}, x_{i+1 / 2}\right], i=1(1) N$. Each interval is represented by the mid-point $x_{i}=\frac{x_{i-1 / 2}+x_{i+1 / 2}}{2}$ and the error is computed using the following rule

$$
\begin{equation*}
\text { Error }=\sum_{i=1}^{N}\left|\xi_{n}^{i}-u_{i}\right| h_{i} \tag{5.31}
\end{equation*}
$$

where $\xi_{n}^{i}=\xi_{n}\left(t, x_{i}\right)$ and $u_{i}=u\left(t, x_{i}\right)$ are the series and exact solutions with step size $h_{i}=x_{i+1 / 2}-x_{i-1 / 2}$. All the computations are done by considering $N=100$ and $h_{i}=0.1$ $\forall i$. The table clearly shows that the error for ADM is less than ODM when $t=0.5$. But when the value of $t$ is increased which is a more realistic scenario, the error for ODM is seen to be lower than the error associated with the ADM. There is a significant difference in the error for ODM and ADM at $t=2$ which claims the superiority of the novel method. Furthermore, TABLE 5.3 presents the order of convergence at $t=2$ and it indicates that ADM has a slower rate of convergence than ODM. Although, as $h$ tends to 0 , the order of convergence for both methods approaches 1 .

Table 5.3: Order of convergence using ADM and ODM at $t=2$ for Eqn (5.1) with parameters as given in Example 5.1.

| $h$ | ADM | ODM |
| :---: | :---: | :---: |
| 0.5 | 0.38 | 0.92 |
| 0.25 | 0.63 | 1 |
| $(0.25) / 2$ | 0.82 | 1 |
| $(0.25) / 4$ | 0.89 | 1 |
| $(0.25) / 8$ |  |  |

Example 5.2. The computation of ODM series solution for the aggregation parameter $a(x, y)=(x+y)$ with exponential initial value $u_{0}(x)=e^{-x}$ is done and the simulation results are compared with the exact solution defined in [130] as

$$
u(t, x)=\frac{e^{-t} \exp \left(x\left(e^{-t}-2\right)\right) I_{1}\left(2 x \sqrt{1-e^{-t}}\right)}{x \sqrt{1-e^{-t}}} .
$$

Following equations (5.16), (5.17) and (5.18-5.20) give us

$$
\begin{aligned}
C(x)= & \frac{1}{2} x(\sinh (x)-\cosh (x)-1)-1, \quad u_{0}(x)=e^{-x}, \\
u_{1}(t, x)= & \frac{1}{2} t e^{-x}(x(x-2)-2), \\
u_{2}(t, x)= & \frac{1}{24} t^{2} e^{-2 x} x\left(e^{x}(2 x+3)((x-6) x+6)+3((x-2) x-2)\right), \\
u_{3}(t, x)= & \frac{1}{576} t^{2} e^{-3 x}\left(-72 e^{x}\left(x^{2}-2 x-2\right)\left(x+e^{x}(x+2)+t\left(12((x-2) x-2) x^{2}\right)\right)\right) \\
& +e^{-x}\left(x\left(2 x\left(x\left(x\left(2 x^{2}-17 x+2\right)+144\right)-84\right)-177\right)-180\right) \\
& +\frac{1}{576} t^{3} e^{-3 x} 8 x^{2} e^{x}\left(x^{3}-9 x^{2}+9 x\right) .
\end{aligned}
$$

Figure 5.9 shows the comparison of the exact concentration with the approximated 10 term series solutions obtained by using ODM and ADM. In addition, it also presents the comparison between the exact and numerically approximated zeroth moment. Since the aggregation rate is more than the constant rate, it is seen that less number of particles are left at the end of the process. The number obtained after $t=1$ is approximately the same as in the previous case after $t=2$. The plots of the first and second moments considering $\phi_{10}$ and $\psi_{10}$ are shown in Figure 5.10 along with the analytical moments. It is observed that ODM predicts all the moments better than ADM. The absolute errors for both the techniques in computing the series solutions using 10 -terms are depicted in Figure 5.11. Again, one can see that ODM enjoys better estimates as compared to ADM.


Figure 5.9: Comparison of solutions and zeroth moment for Example 5.2


Figure 5.10: Moments comparison: ODM, ADM and exact solutions, for Example,


Figure 5.11: Absolute error plots for ODM and ADM series solutions for Example 5.2

TABLE 5.4: Comparison of numerical errors for ADM and ODM with parameters as given in Example 5.2.

| n | 6 | 7 | 8 | 9 | 10 | 11 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ADM at $t=0.5$ | 0.003 | 0.002 | 0.001 | 0.0009 | 0.0006 | 0.0004 |
| ODM at $t=0.5$ | 0.008 | 0.0075 | 0.004 | 0.0043 | 0.002 | 0.002 |
| ADM at $t=1$ | 0.226 | 0.352 | 0.500 | 0.593 | 0.808 | 1.187 |
|  |  |  |  |  |  |  |
| ODM at $t=1$ | 0.196 | 0.317 | 0.281 | 0.436 | 0.367 | 0.449 |

Additionally, the numerical errors at $t=0.5$ and $t=1$ are given in TABLE 5.4 which proves that ODM is a better method to obtain an approximate solution for the Eq. (5.1) having sum aggregation rate. It is worth mentioning that the order of convergence, in this case, has similar observations as in the previous example.

Example 5.3. Now, consider the case of product kernel $a(x, y)=x y$ with initial data $u_{0}(x)=e^{-x}$. For this case, the analytic number density is provided in [129] as

$$
u(t, x)=e^{-t x-x} \sum_{k=0}^{\infty} \frac{t^{k} x^{3 k}}{\Gamma(2 k+2)(k+1)!}
$$



Figure 5.12: Series solutions for $n=3,4,5$ using ODM and ADM at $t=0.5$ for Example 5.3


Figure 5.13: Absolute error plots for ODM and ADM series solutions for Example 5.3

Using the equations (5.16), (5.17) and the recursive scheme from equations (5.18-5.20) yield

$$
\begin{aligned}
C(x)= & \frac{1}{2}\left[(x+2)\left(e^{-x}-1\right)\right], \quad u_{0}(x)=e^{-x}, \\
u_{1}(t, x)= & \frac{1}{12} t e^{-x} x\left(x^{2}-12\right), \\
u_{2}(t, x)= & \frac{1}{720} t^{2} e^{-2 x} x\left(15\left(e^{x}-1\right)(x+2)\left(x^{2}-12\right)+e^{x} x\left(x^{4}-60 x^{2}+360\right)\right), \\
u_{3}(t, x)= & \frac{t^{2} e^{-3 x}}{120960}\left(28\left(-1+e^{x}\right) x(2+x)\left(-15 t(2+x)\left(-12+x^{2}\right)+e^{x}\left(-90\left(-12+x^{2}\right)\right)\right)\right) \\
& +\frac{t^{3} e^{-2 x}}{120960}\left(28\left(-1+e^{x}\right) x(2+x)\left(-360+x\left(180+x\left(30-45 x+x^{3}\right)\right)\right)\right) \\
& +\frac{t^{3} e^{-2 x}}{120960}(-1680(264+x(240+x(120+x(38+5 x))))) \\
& +\frac{t^{3} e^{-x}}{120960}\left(443520-86625 x+20160 x^{2}\right. \\
& \left.\left.+x^{4}\left(-10080+x^{4}\left(-3360+x^{4}\left(3696+x^{4}\left(56-148 x+x^{3}\right)\right)\right)\right)\right)\right) .
\end{aligned}
$$

Figure 5.12 represents the approximate solutions $\phi_{n}$ and $\psi_{n}$ when $n=3,4$ and 5 . Similar to the previous examples, we notice a similar trend for concentration and moments. It is unequivocal that the ODM series solution provides a better approximation than ADM. It is mentioned in [58] that ADM needs 8-term solution to get a good agreement with the exact solution. However, here one can notice that ODM needs only 5 terms. Moving further, the absolute errors in computing ODM series solution ( $\phi_{5}$ ) and ADM solution $\left(\psi_{5}\right)$ are presented in Figure 5.13 which clearly claims the superiority of ODM over ADM. The TABLE 5.5 depicts the comparison of error (defined in (5.31) with $N=1000$ and $h_{i}=0.01$ ) values for the ADM and ODM for different values of $n$. Again, it is noticed that the errors for ODM are lower than the errors of the solution computed using ADM. Note that, in this case as well, both ODM and ADM provide first-order convergence but the values due to ODM are slightly closer to 1 as compared to ADM which shows the superiority of ODM. The following Remark 5.6 presents some important observations regarding the advantage of the method.

Table 5.5: Numerical errors in computing approximated solutions using ADM and ODM at $t=0.5$ with parameters as given in Example 5.3.

| n | 3 | 4 | 5 |
| :---: | :---: | :---: | :---: |
| ADM | 0.175 | 0.221 | 0.220 |
|  |  |  |  |
| ODM | 0.123 | 0.144 | 0.086 |

Remark 5.6. It is important to note that in the case of constant and sum kernels, when the value of $t$ is increased, error values using ODM are significantly lower than ADM. However, for the product kernel, where the rate of aggregation is highest among all, the ODM gives better results even at lower values of $t$.

### 5.3 ODM Implementation for 1D Burgers Equation

In order to understand the implementation of ODM for the one-dimensional Burgers equation, we shall first define a non-linear operator $M$ as

$$
\begin{equation*}
M[w(x, t)]=-w \frac{\partial w}{\partial x}, \tag{5.32}
\end{equation*}
$$

and as a result, it gives

$$
\begin{equation*}
C(x)=-\frac{\partial w_{0}}{\partial x}-w_{0}\left(\frac{\frac{\partial^{2} w_{0}}{\partial x^{2}}}{\frac{\partial w_{0}}{\partial x}}\right) . \tag{5.33}
\end{equation*}
$$

Using (5.32) and (5.33), the operator $R$ can be written as

$$
R[w(x, t)]=-w \frac{\partial w}{\partial x}+\left(\frac{\partial w_{0}}{\partial x}+w_{0}\left(\frac{\frac{\partial^{2} w_{0}}{\partial x^{2}}}{\frac{\partial w_{0}}{\partial x}}\right)\right) c(x, t)
$$

The definition of $Q_{k}(x, t)$ from equation (5.13) and $M$ from (5.32), the following can be obtained

$$
Q_{0}(x, t)=-w_{0}(x, t) \frac{\partial w_{0}(x, t)}{\partial x}
$$

so that,

$$
\begin{equation*}
w_{1}(x, t)=\int_{0}^{t}\left(-w_{0}(x, t) \frac{\partial w_{0}(x, t)}{\partial x}+\nu \frac{\partial^{2}}{\partial x^{2}} w_{0}(x, t)\right) d t \tag{5.34}
\end{equation*}
$$

For $k \geq 1$, we have

$$
Q_{k}(x, t)=-\sum_{i=0}^{k} w_{i}(x, t) \sum_{j=0}^{k} \frac{\partial w_{j}(x, t)}{\partial x}, \quad \text { only when } i+j=k
$$

to give

$$
\begin{equation*}
w_{2}(x, t)=\mathcal{L}^{-1}\left(Q_{1}(x, t)-C(x) w_{1}(x, t)\right) \tag{5.35}
\end{equation*}
$$

and for $k \geq 2$,

$$
\begin{equation*}
w_{k+1}(x, t)=\mathcal{L}^{-1}\left[Q_{k}(x, t)+\nu \frac{\partial^{2}}{\partial x^{2}} w_{k-1}(x, t)-C(x)\left(w_{k}(x, t)-w_{k-1}(x, t)\right)\right] \tag{5.36}
\end{equation*}
$$

## Convergence Analysis

Consider the Hilbert space $H=L^{2}((\alpha, \beta) \times[0, T])$ with the set of applications:- $w$ : $(\alpha, \beta) \times[0, T] \rightarrow \mathbb{R}$ with

$$
\int_{(\alpha, \beta) \times[0, T]} w^{2}(x, s) d s d t<\infty
$$

Writing the Burgers equation in the operator form gives

$$
\begin{equation*}
\mathcal{B}[w]=\nu \frac{\partial^{2} w}{\partial x^{2}}-w \frac{\partial w}{\partial x} \tag{5.37}
\end{equation*}
$$

where $\mathcal{B}: H \rightarrow H$ is an operator in H . Now, taking into account the recursive scheme, the $n$-term series solution $\phi_{n}:=\sum_{k=0}^{n} w_{k}(x, t)$ becomes

$$
\begin{equation*}
\phi_{n}=w_{0}+\mathcal{A} \phi_{n-1}-\int_{0}^{t} C(x) w_{n-1}(x, s) d s \tag{5.38}
\end{equation*}
$$

where $\mathcal{A}: H \rightarrow H:=\mathcal{L}^{-1}(\mathcal{B})$. The result below plays a significant role in proving that the sequence $\left\{\phi_{n}\right\}$ is a Cauchy sequence which finally establishes that the series solution converges towards the exact solution.

Theorem 5.7. The following is true for the operator $\mathcal{B}$ :
(H1) $(\mathcal{B}(w)-\mathcal{B}(v), w-v) \geq k\|w-v\|^{2}, k>0, \forall w, v \in H$.
(H2) for any $M>0$, there exists a constant $C(M)>0$ such that for $w, v \in H$, with $\|w\| \leq M,\|v\| \leq M$, we have $(\mathcal{B}(w)-\mathcal{B}(v), w-v) \leq C(M)\|w-v\|\|w\|$, for every $w \in H$.

Proof. The proof of this theorem can be followed from (Section 6, Theorem 1 [131]).
Theorem 5.8. Consider $\mathcal{A}$ be an operator from a Hilbert space $H$ to $H$ and the truncated series solution be defined by the Eq. (5.38). Then the series solution converges to the exact solution $w$ with

$$
\begin{equation*}
\left\|w-\phi_{m}\right\| \leq\left(\frac{\delta^{m-1}+\delta^{m}}{1-\delta}\right)\left\|w_{1}\right\| \tag{5.39}
\end{equation*}
$$

if
(A1) $\exists 0<\delta<1$ such that $\left\|\mathcal{A}\left[w_{0}+w_{1}+\ldots+w_{k}\right]\right\| \leq \delta\left\|\mathcal{A}\left[w_{0}+w_{1}+\ldots+w_{k-1}\right]\right\|$, with $\mathcal{A}\left[w_{0}\right]=w_{1}$ (see [132]).
(A2) $\left\{w_{n}\right\}$ is a Cauchy sequence, i.e., for any $n>m,\left\|w_{n}-w_{m}\right\|<\varepsilon$, where $\varepsilon=\frac{1}{n^{p}}$ such that $p>1$.
(A3) $C(x) \in L^{\infty}\left(H,|\cdot|_{\infty}\right)$ where $|\cdot|_{\infty}$ is the essential supremum norm, i.e., $|C(x)| \leq k$ for some $k \in \mathbb{R}^{+}$.

Proof. Following (5.38), consider

$$
\left\|\phi_{n}-\phi_{m}\right\|=\left\|\mathcal{A} \phi_{n-1}-\int_{0}^{t} C(x) w_{n-1}(x, s) d s-\mathcal{A} \phi_{m-1}+\int_{0}^{t} C(x) w_{m-1}(x, s) d s\right\|
$$

The triangle inequality gives us

$$
\left\|\phi_{n}-\phi_{m}\right\| \leq\left\|\mathcal{A} \phi_{n-1}-\mathcal{A} \phi_{m-1}\right\|+\left\|\int_{0}^{t} C(x)\left(w_{n-1}(x, s)-w_{m-1}(x, s)\right) d s\right\| .
$$

Theorem 5.7 and assumption (A1) yield

$$
\begin{aligned}
\left\|\phi_{n}-\phi_{m}\right\| & \leq \delta\left\|A\left[w_{0}+w_{1}+\ldots w_{n-2}\right]\right\|+\delta\left\|A\left[w_{0}+w_{1}+\ldots w_{m-2}\right]\right\|+\left\|\int_{0}^{t} C(x)\left(w_{n-1}(x, s)-w_{m-1}(x, s)\right) d s\right\| \\
& \leq\left(\delta^{n-1}+\delta^{m-1}\right)\left\|w_{1}\right\|+\left\|\int_{0}^{t} C(x)\left(w_{n-1}(x, s)-w_{m-1}(x, s)\right) d s\right\| .
\end{aligned}
$$

Using ( $A 2$ ) and ( $A 3$ ) lead to

$$
\left\|\phi_{n}-\phi_{m}\right\| \leq\left(\delta^{n-1}+\delta^{m-1}\right)\left\|w_{1}\right\|+t k \varepsilon
$$

Putting $n=m+1$ in the above expression and further simplifications provide

$$
\left\|\phi_{m+1}-\phi_{m}\right\| \leq\left(\delta^{m}+\delta^{m-1}\right)\left\|w_{1}\right\|+t k \varepsilon
$$

Now,

$$
\begin{aligned}
\left\|\phi_{n}-\phi_{m}\right\| & \leq\left\|\phi_{m+1}-\phi_{m}\right\|+\left\|\phi_{m+2}-\phi_{m+1}\right\|+\ldots+\left\|\phi_{n}-\phi_{n-1}\right\| \\
& \leq\left[\left(\delta^{m}+\delta^{m-1}\right)\left\|w_{1}\right\|+t k \varepsilon\right]+\left[\left(\delta^{m+1}+\delta^{m}\right)\left\|w_{1}\right\|+t k \varepsilon\right]+\ldots+\left[\left(\delta^{n-1}+\delta^{n-2}\right)\left\|w_{1}\right\|+t k \varepsilon\right] \\
& =\left[\delta^{m-1}+2\left(\delta^{m}+\delta^{m+1}+\ldots+\delta^{n-2}\right)+\delta^{n-1}\right]\left\|w_{1}\right\|+t k \varepsilon(n-m) \\
& =\left(\frac{\delta^{m-1}\left(1-\delta^{n-m}\right)}{1-\delta}+\frac{\delta^{m}\left(1-\delta^{n-m-1}\right)}{1-\delta}\right)\left\|w_{1}\right\|+t k \varepsilon(n-m) .
\end{aligned}
$$

For a suitable $t_{0}$ and thanks to $(A 1)$, the above expression becomes

$$
\begin{equation*}
\left\|\phi_{n}-\phi_{m}\right\| \leq\left(\frac{\delta^{m-1}+\delta^{m}}{1-\delta}\right)\left\|w_{1}\right\|+\varepsilon t_{0} k(n-m) \tag{5.40}
\end{equation*}
$$

Finally, using $(A 2)$ and $\frac{1}{n^{p}}<\frac{1}{m^{p}}$, the above expression converges to zero as $m \rightarrow \infty$. Thus, $\exists$ a $\phi$ such that $\lim _{n \rightarrow \infty} \phi_{n}=\phi$ and so $w=\sum_{k=0}^{\infty} w_{k}=\lim _{n \rightarrow \infty} \phi_{n}=\phi$, which is the exact solution of the Burgers equation. Finally, fixing $m$ and letting $n \rightarrow \infty$ in the equation (5.40), we obtain the theoretical error bound (5.39).

### 5.4 Extension of ODM to System of PDEs

Consider the non-linear system of PDEs of the type (5.5)

$$
\begin{align*}
\frac{\partial}{\partial t} w(x, y, t) & =\nu \frac{\partial^{2}}{\partial x^{2}} w(x, y, t)+\nu \frac{\partial^{2}}{\partial y^{2}} w(x, y, t)+M_{1}[w(x, y, t), v(x, y, t)] \\
\frac{\partial}{\partial t} v(x, y, t) & =\nu \frac{\partial^{2}}{\partial x^{2}} v(x, y, t)+\nu \frac{\partial^{2}}{\partial y^{2}} v(x, y, t)+M_{2}[w(x, y, t), v(x, y, t)] \tag{5.41}
\end{align*}
$$

with the initial conditions mentioned in (5.6). The solution of the above equation is formulated as

$$
\begin{aligned}
w(x, y, t) & =f_{1}(x, y)+\mathcal{L}^{-1}\left(\nu \frac{\partial^{2}}{\partial x^{2}} w(x, y, t)+\nu \frac{\partial^{2}}{\partial y^{2}} w(x, y, t)+M_{1}[w(x, y, t), v(x, y, t)]\right) \\
v(x, y, t) & =f_{2}(x, y)+\mathcal{L}^{-1}\left(\nu \frac{\partial^{2}}{\partial x^{2}} v(x, y, t)+\nu \frac{\partial^{2}}{\partial y^{2}} v(x, y, t)+M_{2}[w(x, y, t), v(x, y, t)]\right)
\end{aligned}
$$

for $\mathcal{L}^{-1}$ being the inverse operator of $\mathcal{L}=\frac{\partial}{\partial t}$. Under the assumptions that the non-linear functions

$$
\begin{aligned}
F\left(\frac{\partial}{\partial t} w, \frac{\partial^{2}}{\partial x^{2}} w, \frac{\partial^{2}}{\partial y^{2}} w, w\right):=\frac{\partial}{\partial t} w-\nu \frac{\partial^{2} w}{\partial x^{2}}-\nu \frac{\partial^{2} w}{\partial y^{2}}-M_{1}[w, v], \\
G\left(\frac{\partial}{\partial t} v, \frac{\partial^{2}}{\partial x^{2}} v, \frac{\partial^{2}}{\partial y^{2}} v, v\right):=\frac{\partial}{\partial t} v-\nu \frac{\partial^{2} v}{\partial x^{2}}-\nu \frac{\partial^{2} v}{\partial y^{2}}-M_{2}[w, v],
\end{aligned}
$$

can be linearized by a first-order Taylor series expansions at $t=0$, the linear approximation to $F$ and $G$ can be obtained as

$$
\begin{aligned}
F\left(\frac{\partial}{\partial t} w, w_{x x}, w_{y y}, w\right) & \approx \frac{\partial}{\partial t} w-\nu \frac{\partial^{2} w}{\partial x^{2}}-\nu \frac{\partial^{2} w}{\partial y^{2}}-C_{1}(x, y) w \\
G\left(\frac{\partial}{\partial t} v, v_{x x}, v_{y y}, v\right) & \approx \frac{\partial}{\partial t} v-\nu \frac{\partial^{2} v}{\partial x^{2}}-\nu \frac{\partial^{2} v}{\partial x^{2}}-C_{2}(x, y) v
\end{aligned}
$$

where we define $C_{i}$ for $i=1,2$ as

$$
\begin{equation*}
C_{i}(x, y)=\left.\frac{\partial M_{i}}{\partial w}\right|_{t=0}+\left.\frac{\partial M_{i}}{\partial v}\right|_{t=0} . \tag{5.42}
\end{equation*}
$$

Using the implicit differentiation rule, we obtain

$$
\begin{aligned}
& \frac{\partial M_{i}}{\partial x}=\left(\frac{\partial M_{i}}{\partial w}\right)\left(\frac{\partial w}{\partial x}\right)+\left(\frac{\partial M_{i}}{\partial v}\right)\left(\frac{\partial v}{\partial x}\right), \\
& \frac{\partial M_{i}}{\partial y}=\left(\frac{\partial M_{i}}{\partial w}\right)\left(\frac{\partial w}{\partial y}\right)+\left(\frac{\partial M_{i}}{\partial v}\right)\left(\frac{\partial v}{\partial y}\right) .
\end{aligned}
$$

Solving the above two equations yield

$$
\begin{equation*}
\frac{\partial M_{i}}{\partial w}=\frac{\left(\frac{\partial M_{i}}{\partial x}\right)\left(\frac{\partial v}{\partial y}\right)-\left(\frac{\partial M_{i}}{\partial y}\right)\left(\frac{\partial v}{\partial x}\right)}{\left(\frac{\partial w}{\partial x}\right)\left(\frac{\partial v}{\partial y}\right)-\left(\frac{\partial w}{\partial y}\right)\left(\frac{\partial v}{\partial x}\right)}, \tag{5.43}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial M_{i}}{\partial v}=\frac{\left(\frac{\partial M_{i}}{\partial x}\right)\left(\frac{\partial w}{\partial y}\right)-\left(\frac{\partial M_{i}}{\partial y}\right)\left(\frac{\partial w}{\partial x}\right)}{\left(\frac{\partial v}{\partial x}\right)\left(\frac{\partial w}{\partial y}\right)-\left(\frac{\partial w}{\partial x}\right)\left(\frac{\partial v}{\partial y}\right)}, \tag{5.44}
\end{equation*}
$$

provided that

$$
\left(\frac{\partial v_{0}}{\partial x} \frac{\partial w_{0}}{\partial y}-\frac{\partial w_{0}}{\partial x} \frac{\partial v_{0}}{\partial y}\right) \neq 0
$$

The above approximation leads us to the linear operators $R$ and $S$ that are defined as

$$
\begin{array}{r}
R[w(x, y, t)]=M_{1}[w(x, y, t)]-C_{1}(x, y) w(x, y, t), \\
S[v(x, y, t)]=M_{2}[v(x, y, t)]-C_{2}(x, y) v(x, y, t),
\end{array}
$$

which are not easily invertible. Let us define the solutions as

$$
\begin{equation*}
w(x, y, t)=\sum_{k=0}^{\infty} w_{k}(x, y, t), \quad v(x, y, t)=\sum_{k=0}^{\infty} v_{k}(x, y, t) \tag{5.45}
\end{equation*}
$$

and the coefficients $w_{k}(x, y, t), v_{k}(x, y, t)$ are determined by the TABLES 5.6 and 5.7,
Table 5.6: Table of the coefficients for $w(x, y, t)$

| $w_{0}(x, y, t)$ | $f_{1}(x, y)$ |
| :---: | :---: |
| $w_{1}(x, y, t)$ | $\mathcal{L}^{-1}\left(\nu \frac{\partial^{2}}{\partial x^{2}} w_{0}(x, y, t)+\nu \frac{\partial^{2}}{\partial y^{2}} w_{0}(x, y, t)+Q_{0}(x, y, t)\right)$ |
| $u_{2}(x, y, t)$ | $\mathcal{L}^{-1}\left(\left(\nu \frac{\partial^{2}}{\partial x^{2}} w_{1}+\nu \frac{\partial^{2}}{\partial y^{2}} w_{1}+Q_{1}\right)(x, y, t)-\left(\nu \frac{\partial^{2}}{\partial x^{2}}+\nu \frac{\partial^{2}}{\partial y^{2}}+C_{1}(x, y)\right) w_{1}(x, y, t)\right)$ |
| $w_{k+1}(x, y, t)$ | $\mathcal{L}^{-1}\left(\left(\nu \frac{\partial^{2}}{\partial x^{2}} w_{k}+\nu \frac{\partial^{2}}{\partial y^{2}} w_{k}+Q_{k}\right)-\left(\nu \frac{\partial^{2}}{\partial x^{2}}+\nu \frac{\partial^{2}}{\partial y^{2}}+C_{1}(x, y)\right)\left(w_{k}-w_{k-1}\right)\right), \quad k \geq 2$ |

Table 5.7: Table of the coefficients for $v(x, y, t)$

| $v_{0}(x, y, t)$ | $f_{2}(x, y)$ |
| :---: | :---: |
| $v_{1}(x, y, t)$ | $\mathcal{L}^{-1}\left(\nu \frac{\partial^{2}}{\partial x^{2}} v_{0}(x, y, t)+\nu \frac{\partial^{2}}{\partial y^{2}} v_{0}(x, y, t)+P_{0}(x, y, t)\right)$ |
| $v_{2}(x, y, t)$ | $\mathcal{L}^{-1}\left(\left(\nu \frac{\partial^{2}}{\partial x^{2}} v_{1}+\nu \frac{\partial^{2}}{\partial y^{2}} v_{1}+P_{1}\right)(x, y, t)-\left(\nu \frac{\partial^{2}}{\partial x^{2}}+\nu \frac{\partial^{2}}{\partial y^{2}}+C_{2}(x, y)\right) v_{1}(x, y, t)\right)$ |
| $v_{k+1}(x, y, t)$ | $\mathcal{L}^{-1}\left(\left(\nu \frac{\partial^{2}}{\partial x^{2}} v_{k}+\nu \frac{\partial^{2}}{\partial y^{2}} v_{k}+P_{k}\right)-\left(\nu \frac{\partial^{2}}{\partial x^{2}}+\nu \frac{\partial^{2}}{\partial y^{2}}+C_{2}(x, y)\right)\left(v_{k}-v_{k-1}\right)\right), \quad k \geq 2$ |

where

$$
\begin{aligned}
& Q_{k}(x, y, t)=\left.\frac{1}{k!} \frac{d^{k}}{d \theta^{k}}\left[M_{1}\left(\sum_{i=0}^{k} \theta^{i} w_{i}(x, y, t), \sum_{i=0}^{k} \theta^{i} v_{i}(x, y, t)\right)\right]\right|_{\theta=0}, \\
& P_{k}(x, y, t)=\left.\frac{1}{k!} \frac{d^{k}}{d \theta^{k}}\left[M_{2}\left(\sum_{i=0}^{k} \theta^{i} w_{i}(x, y, t), \sum_{i=0}^{k} \theta^{i} v_{i}(x, y, t)\right)\right]\right|_{\theta=0},
\end{aligned}
$$

with

$$
\begin{align*}
& \sum_{k=0}^{\infty} Q_{k}(x, y, t)=M_{1}\left[\sum_{k=0}^{\infty} w_{k}(x, y, t), \sum_{k=0}^{\infty} v_{k}(x, y, t)\right],  \tag{5.46}\\
& \sum_{k=0}^{\infty} P_{k}(x, y, t)=M_{2}\left[\sum_{k=0}^{\infty} w_{k}(x, y, t), \sum_{k=0}^{\infty} v_{k}(x, y, t)\right] . \tag{5.47}
\end{align*}
$$

In the following proposition, the condition required for the convergence of the method is provided.

Proposition 5.9. Let the coefficients of the series solution be determined by TABLES 5.6 and 5.7 and the series $\sum_{k=0}^{\infty} w_{k}(x, y, t)$ and $\sum_{k=0}^{\infty} v_{k}(x, y, t)$ are convergent then $w(x, y, t)$ and $v(x, y, t)$ are the solutions of the system (5.41).

Proof. Given that

$$
\begin{aligned}
& \sum_{k=0}^{\infty} w_{k}(x, y, t)= f_{1}(x, y)+\mathcal{L}^{-1}\left(\nu \frac{\partial^{2}}{\partial x^{2}}+\nu \frac{\partial^{2}}{\partial y^{2}}\left(w_{0}(x, y, t)\right)+Q_{0}(x, y, t)\right) \\
&+\mathcal{L}^{-1}\left(\left[Q_{1}(x, y, t)-C_{1}(x, y) w_{1}(x, y, t)\right]\right) \\
&+ \mathcal{L}^{-1}\left[Q_{2}(x, y, t)+\nu \frac{\partial^{2}}{\partial x^{2}}+\nu \frac{\partial^{2}}{\partial y^{2}}\left(w_{1}(x, y, t)\right)-C_{1}(x, y)\left(w_{2}(x, y, t)-w_{1}(x, y, t)\right)\right] \\
&+\ldots+\mathcal{L}^{-1}\left[Q_{n-1}(x, y, t)+\nu \frac{\partial^{2}}{\partial x^{2}}+\nu \frac{\partial^{2}}{\partial y^{2}}\left(w_{n-2}(x, y, t)\right)-C_{2}(x, y)\left(w_{n-1}(x, y, t)-w_{n-2}(x, y, t)\right)\right]+\ldots
\end{aligned}
$$

By simplifying the above equation and using the convergence of the series $\sum_{k=0}^{\infty} w_{k}(x, y, t)$ which guarantees that $\lim _{k \rightarrow \infty} w_{k}=0$, one has

$$
\sum_{k=0}^{\infty} w_{k}(x, y, t)=f_{1}(x, y)+\mathcal{L}^{-1}\left(\sum_{k=0}^{\infty}\left[\nu \frac{\partial^{2}}{\partial x^{2}} w_{k}(x, y, t)+\nu \frac{\partial^{2}}{\partial x^{2}} w_{k}(x, y, t)+Q_{k}(x, y, t)\right]\right)
$$

The equation (5.46) and $u(x, y, t)=\sum_{k=0}^{\infty} w_{k}(x, y, t)$ provide

$$
\begin{aligned}
w(x, y, t)= & f_{1}(x, y)+\mathcal{L}^{-1}\left(\nu \frac{\partial^{2}}{\partial x^{2}}\left[\sum_{k=0}^{\infty} w_{k}(x, y, t)\right]+\nu \frac{\partial^{2}}{\partial y^{2}}\left[\sum_{k=0}^{\infty} w_{k}(x, y, t)\right]\right) \\
& +\mathcal{L}^{-1}\left(M_{1}\left[\sum_{k=0}^{\infty} w_{k}(x, y, t), \sum_{k=0}^{\infty} v_{k}(x, y, t)\right]\right),
\end{aligned}
$$

and so

$$
\mathcal{L}[w(x, y, t)]=\nu \frac{\partial^{2}}{\partial x^{2}} w(x, y, t)+\nu \frac{\partial^{2}}{\partial y^{2}} w(x, y, t)+M_{1}[w(x, y, t), v(x, y, t)] .
$$

Similarly, we can prove using TABLE 5.7 and (5.47) that

$$
\mathcal{L}[v(x, y, t)]=\nu \frac{\partial^{2}}{\partial x^{2}} v(x, y, t)+\nu \frac{\partial^{2}}{\partial y^{2}} v(x, y, t)+M_{2}[w(x, y, t), v(x, y, t)] .
$$

Hence, $w(x, y, t)$ and $v(x, y, t)$ are the solutions of the equation (5.41).

### 5.5 ODM Implementation for 2D Burgers Equation

In order to extend the optimized decomposition method for a two-dimensional problem, we shall define two nonlinear functions $M_{1}$ and $M_{2}$ as

$$
\begin{equation*}
M_{1}[w, v]=-w \frac{\partial w}{\partial x}-v \frac{\partial w}{\partial y}, \tag{5.48}
\end{equation*}
$$

and

$$
\begin{equation*}
M_{2}[w, v]=-w \frac{\partial v}{\partial x}-v \frac{\partial v}{\partial y} . \tag{5.49}
\end{equation*}
$$

Using (5.43) leads to

$$
\begin{aligned}
& \frac{\partial M_{1}}{\partial w}=\frac{-\left(\frac{\partial w}{\partial x}\right)^{2}\left(\frac{\partial v}{\partial y}\right)-w\left(\frac{\partial^{2} w}{\partial x^{2}}\right) \frac{\partial v}{\partial y}-v\left(\frac{\partial^{2} w}{\partial x \partial y}\right) \frac{\partial v}{\partial y}+\frac{\partial w}{\partial y} \frac{\partial w}{\partial x} \frac{\partial v}{\partial x}+w\left(\frac{\partial^{2} w}{\partial y \partial x}\right) \frac{\partial v}{\partial x}+v\left(\frac{\partial^{2} w}{\partial y^{2}}\right) \frac{\partial v}{\partial x}}{\left(\frac{\partial w}{\partial x} \frac{\partial v}{\partial y}-\frac{\partial w}{\partial y} \frac{\partial v}{\partial x}\right)}, \\
& \frac{\partial M_{2}}{\partial w}=\frac{-\frac{\partial w}{\partial x} \frac{\partial v}{\partial x} \frac{\partial v}{\partial y}-w\left(\frac{\partial^{2} v}{\partial x^{2}}\right) \frac{\partial v}{\partial y}-v\left(\frac{\partial^{2} v}{\partial x \partial y}\right) \frac{\partial v}{\partial y}+\left(\frac{\partial v}{\partial x}\right)^{2}\left(\frac{\partial w}{\partial y}\right)+w\left(\frac{\partial^{2} v}{\partial y \partial x}\right) \frac{\partial v}{\partial x}+v\left(\frac{\partial^{2} v}{\partial y^{2}}\right) \frac{\partial v}{\partial x}}{\left(\frac{\partial w}{\partial x} \frac{\partial v}{\partial y}-\frac{\partial w}{\partial y} \frac{\partial v}{\partial x}\right)} .
\end{aligned}
$$

Similarly, using (5.44), the following can be obtained

$$
\begin{aligned}
& \frac{\partial M_{1}}{\partial v}=\frac{-w\left(\frac{\partial^{2} w}{\partial x^{2}}\right) \frac{\partial w}{\partial y}-\left(\frac{\partial w}{\partial y}\right)^{2}\left(\frac{\partial v}{\partial x}\right)-v\left(\frac{\partial^{2} w}{\partial x \partial y}\right) \frac{\partial w}{\partial y}+w\left(\frac{\partial^{2} w}{\partial y \partial x}\right) \frac{\partial w}{\partial x}+\frac{\partial w}{\partial y} \frac{\partial w}{\partial x} \frac{\partial v}{\partial y}+v\left(\frac{\partial^{2} w}{\partial y^{2}}\right) \frac{\partial w}{\partial x}}{\left(\frac{\partial v}{\partial x} \frac{\partial w}{\partial y}-\frac{\partial w}{\partial x} \frac{\partial v}{\partial y}\right)}, \\
& \frac{\partial M_{2}}{\partial v}=\frac{-w\left(\frac{\partial^{2} v}{\partial x^{2}}\right) \frac{\partial w}{\partial y}-\frac{\partial w}{\partial y} \frac{\partial v}{\partial x} \frac{\partial v}{\partial y}-v\left(\frac{\partial^{2} v}{\partial x \partial y}\right) \frac{\partial w}{\partial y}+w\left(\frac{\partial^{2} v}{\partial y \partial x}\right) \frac{\partial w}{\partial x}+\left(\frac{\partial v}{\partial y}\right)^{2}\left(\frac{\partial w}{\partial x}\right)+v\left(\frac{\partial^{2} v}{\partial y^{2}}\right) \frac{\partial w}{\partial x}}{\left(\frac{\partial v}{\partial x} \frac{\partial w}{\partial y}-\frac{\partial w}{\partial x} \frac{\partial v}{\partial y}\right)} .
\end{aligned}
$$

Finally, the equation (5.42) yields

$$
\begin{align*}
C_{1}(x, y) & =\frac{-\left(\frac{\partial w_{0}}{\partial x}\right)^{2}\left(\frac{\partial v_{0}}{\partial y}\right)-w_{0}\left(\frac{\partial^{2} w_{0}}{\partial x^{2}}\right) \frac{\partial v_{0}}{\partial y}-v_{0}\left(\frac{\partial^{2} w_{0}}{\partial x y y}\right) \frac{\partial v_{0}}{\partial y}+\frac{\partial w_{0}}{\partial y} \frac{\partial w_{0}}{\partial x} \frac{\partial v_{0}}{\partial x}+w_{0}\left(\frac{\partial^{2} w_{0}}{\partial y \partial x}\right) \frac{\partial v_{0}}{\partial x}+v_{0}\left(\frac{\partial^{2} w_{0}}{\partial y^{2}}\right) \frac{\partial v_{0}}{\partial x}}{\left(\frac{\partial w_{0}}{\partial x} \frac{\partial v_{0}}{\partial y}-\frac{\partial w_{0}}{\partial y} \frac{\partial v_{0}}{\partial x}\right)} \\
& +\frac{-w_{0}\left(\frac{\partial^{2} w_{0}}{\partial x^{2}}\right) \frac{\partial w_{0}}{\partial y}-\left(\frac{\partial w_{0}}{\partial y}\right)^{2}\left(\frac{\partial v_{0}}{\partial x}\right)-v_{0}\left(\frac{\partial^{2} w_{0}}{\partial x y y}\right) \frac{\partial w_{0}}{\partial y}+w_{0}\left(\frac{\partial^{2} w_{0}}{\partial y \partial}\right) \frac{\partial w_{0}}{\partial x}+\frac{\partial w_{0}}{\partial y} \frac{\partial w_{0}}{\partial x} \frac{\partial v_{0}}{\partial y}+v_{0}\left(\frac{\partial^{2} w_{0}}{\partial y^{2}} \frac{\partial w_{0}}{\partial x}\right.}{\left(\frac{\partial v_{0}}{\partial x} \frac{\partial w_{0}}{\partial y}-\frac{\partial w_{0}}{\partial x} \frac{\partial v_{0}}{\partial y}\right)}, \tag{5.50}
\end{align*}
$$

and

$$
\begin{align*}
C_{2}(x, y) & =\frac{-\frac{\partial w_{0}}{\partial x} \frac{\partial v_{0}}{\partial x} \frac{\partial v_{0}}{\partial y}-w_{0}\left(\frac{\partial^{2} v_{0}}{\partial x^{2}}\right) \frac{\partial v_{0}}{\partial y}-v_{0}\left(\frac{\partial^{2} v_{0}}{\partial x y y}\right) \frac{\partial v_{0}}{\partial y}+\left(\frac{\partial v_{0}}{\partial x}\right)^{2}\left(\frac{\partial w_{0}}{\partial y}\right)+w_{0}\left(\frac{\partial^{2} v_{0}}{\partial y \partial x}\right) \frac{\partial v_{0}}{\partial x}+v_{0}\left(\frac{\partial^{2} v_{0}}{\partial y^{2}}\right) \frac{\partial v_{0}}{\partial x}}{\left(\frac{\partial w_{0}}{\partial x} \frac{\partial v_{0}}{\partial y}-\frac{\partial w_{0}}{\partial y} \frac{\partial v_{0}}{\partial x}\right)} \\
& +\frac{-w_{0}\left(\frac{\partial^{2} v_{0}}{\partial x^{2}}\right) \frac{\partial w_{0}}{\partial y}-\frac{\partial w_{0}}{\partial y} \frac{\partial v_{0}}{\partial x} \frac{\partial v_{0}}{\partial y}-v_{0}\left(\frac{\partial^{2} v_{0}}{\partial x \partial y}\right) \frac{\partial w_{0}}{\partial y}+w_{0}\left(\frac{\partial^{2} v_{0}}{\partial y \partial x}\right) \frac{\partial w_{0}}{\partial x}+\left(\frac{\partial v_{0}}{\partial y}\right)^{2}\left(\frac{\partial w_{0}}{\partial x}\right)+v_{0}\left(\frac{\partial^{2} v_{0}}{\partial y^{2}}\right) \frac{\partial w_{0}}{\partial x}}{\left(\frac{\partial v_{0}}{\partial x} \frac{\partial w_{0}}{\partial y}-\frac{\partial w_{0}}{\partial x} \frac{\partial v_{0}}{\partial y}\right)}, \tag{5.51}
\end{align*}
$$

provided that

$$
\begin{equation*}
\frac{\partial v}{\partial x} \frac{\partial w}{\partial y}-\frac{\partial w}{\partial x} \frac{\partial v}{\partial y} \neq 0 \tag{5.52}
\end{equation*}
$$

Now, for $\nu=\frac{1}{R_{e}}$, the coefficients for $w_{k}(x, y, t)$ and $v_{k}(x, y, t)$ can be determined from the TABLES 5.6 and 5.7 , respectively.

### 5.6 Numerical Examples for Burgers Equation

The section deals with some numerical examples to establish the applicability and accuracy of ODM to calculate the series solutions for the multi-dimensional Burgers equations. In the case of 1 D problem, we have considered three test cases for inviscid BE, one for inviscid non-homogenous BE , and two for viscous Burgers equation where the exact solutions are available. In all the cases, it is established that ODM outperforms the solution proposed by ADM provided in [128]. The second subsection includes two test cases for the viscous 2D and generalized 2D BE. We have also dealt with a case of viscous 3D Burgers equation. All the computations and requisite calculations are done with the help of MATHEMATICA ${ }^{\circledR}$.

## One Dimensional Case

Example 5.4. Consider the inviscid Burgers equation

$$
\begin{equation*}
\frac{\partial w}{\partial t}+w \frac{\partial w}{\partial x}=0 \tag{5.5}
\end{equation*}
$$

with $w(x, 0)=w_{0}(x)=a x+b, a \neq 0$ and $b \in \mathbb{R}$. The exact solution is derived in [128] as

$$
\begin{equation*}
w(x, t)=\frac{a x+b}{1+a t} . \tag{5.54}
\end{equation*}
$$

Using (5.33) and the equations (5.34)-(5.36) give the value of $C(x)$ and the first ten terms by ODM as

$$
\begin{aligned}
C(x) & =-a, w_{0}(x, t)=a x+b, \quad w_{1}(x, t)=-a t(a x+b), w_{2}(x, t)=\frac{1}{2} a^{2} t^{2}(a x+b) \\
w_{3}(x, t) & =-\frac{1}{2} a^{2} t^{2}(a t-1)(a x+b), w_{4}(x, t)=\frac{1}{24} a^{3} t^{3}(9 a t-8)(a x+b), \\
w_{5}(x, t) & =-\frac{1}{120} a^{3} t^{3}(a t(39 a t-55)+20)(a x+b), w_{6}(x, t)=\frac{1}{80} a^{4} t^{4}(a t(21 a t-32)+10)(a x+b), \\
w_{7}(x, t) & =-\frac{a^{4} t^{4}(a t(9 a t(41 a t-77)+392)-70)(a x+b)}{1680} \\
w_{8}(x, t) & =\frac{a^{5} t^{5}(a t(3 a t(2427 a t-5072)+9296)-1344)(a x+b)}{40320} \\
w_{9}(x, t) & =\frac{a^{5} t^{5}(a t(3 a t(3 a t(671 a t-1599)+3784)-3472)+336)(a x+b)}{40320} \\
w_{10}(x, t) & =\frac{a^{6} t^{6}(a t(3 a t(a t(16623 a t-43720)+38790)-38080)+2800)(a x+b)}{403200}
\end{aligned}
$$

Let us denote the ODM series solution by $\phi_{n}(x, t)$ which is given as

$$
\begin{aligned}
\phi_{n}(t, x) & =\sum_{k=0}^{n} w_{k}(t, x)=w_{0}(x, t)+w_{1}(x, t)+w_{2}(x, t)+w_{3}(x, t)+w_{4}(x, t)+w_{5}(x, t)+\ldots \\
& =(a x+b)+(-a t(a x+b))+\left(\frac{1}{2} a^{2} t^{2}(a x+b)\right)+\left(-\frac{1}{2} a^{2} t^{2}(a t-1)(a x+b)\right) \\
& +\frac{1}{24} a^{3} t^{3}(9 a t-8)(a x+b)-\frac{1}{120} a^{3} t^{3}(a t(39 a t-55)+20)(a x+b)+\ldots \\
& =(a x+b)\left[1-a t+\left(\frac{1}{2} a^{2} t^{2}+\frac{1}{2} a^{2} t^{2}\right)-\left(\frac{1}{2} a^{3} t^{3}-\frac{1}{3} a^{3} t^{3}-\frac{1}{6} a^{3} t^{3}\right)+\ldots\right] \\
& =(a x+b)\left[1-a t+a^{2} t^{2}-a^{3} t^{3}+\ldots\right] .
\end{aligned}
$$

It is easy to see that the above series converges to the exact solution $w(x, t)=\frac{a x+b}{1+a t}$ when $|a t|<1$. For the numerical comparisons, in the later part, the Adomian coefficients are taken from the article [128] and the series solution by ADM is denoted by $\psi_{n}(x, t)$. Figures 5.14(a) and 5.14(c) depict the plots of the series solution of 3 terms computed using ODM and ADM, respectively, and the exact solution is presented in Figure 5.14(b) for comparison. The simulations clearly show that however, the range for both the series solutions is the same as the exact solution, the ODM solution displays more similarities with the exact solution. This claim is strengthened by the relative error plots of the series solutions in Figure 5.15. We noticed that the error corresponding to $\phi_{3}$ is very low and has decreasing behavior for a large time while in the case of ADM, it is observed that the behavior is increasing. Finally, the absolute error for 3 and 10 terms of both ODM and ADM at a fixed value of $x$ and $t \in[0,1]$ are plotted in Figure 5.16 which establishes the superiority of ODM by noticing that after a certain point of time, the error via ADM starts blowing up.

In addition, we have provided TABLE 5.8 which shows the numerical errors in calculating the series solutions for ODM and ADM for different values of $n$. The error is computed by dividing the interval $[a, b]$ into $N$ sub-intervals $\left[x_{i-1 / 2}, x_{i+1 / 2}\right], i=1(1) N$. Each interval is represented by the mid-point $x_{i}=\frac{x_{i-1 / 2}+x_{i+1 / 2}}{2}$. Define error for ODM as

$$
\begin{equation*}
\text { Error }:=\sum_{i=1}^{N}\left|\phi_{n}^{i}-w_{i}\right| h_{i}, \tag{5.55}
\end{equation*}
$$

and similarly replacing $\phi_{n}^{i}$ by $\psi_{n}^{i}$ gives error for ADM. For this case, let $h_{i}=1$. From the TABLE 5.8, one can easily see the advantage of using ODM over ADM as error decreases very rapidly in ODM for increasing values of $n$.


Figure 5.14: Comparison of ODM and ADM series solutions when $a, b=1, x$ from -3 to 2 and $t$ from 0 to 1 for Example 5.4

Example 5.5. The example deals with computing the series solution of the inviscid $1 D$ $B E(5.53)$ with initial speed $w_{0}(x)=a x^{2}, a \neq 0$ and its comparison with the exact speed which is presented in [128] as

$$
\begin{equation*}
w(x, t)=\frac{(2 a t x+1)-\sqrt{4 a t x+1}}{2 a t^{2}} . \tag{5.56}
\end{equation*}
$$



Figure 5.15: Relative errors for ODM and ADM series solutions of three terms for Example 5.4

(a) Absolute error for $\phi_{3}$ and $\psi_{3}$ at $x=2$

(b) Absolute error for $\phi_{10}$ and $\psi_{10}$ at $x=2$

Figure 5.16: Absolute errors for ODM and ADM series solutions of three and ten terms at $x=2$ for Example 5.4

TABLE 5.8: Numerical errors in computing approximate solutions using ADM and ODM for Example 5.4 at time $t=0.5$

| n | 3 | 5 | 7 | 10 | 15 | 20 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ADM | 0.375 | 0.093 | 0.023 | 0.003 | 0.0009 | 0.0008 |
| ODM | 0.187 | 0.002 | 0.0025 | 0.0004 | $2.9 \times 10^{-7}$ | $7.9 \times 10^{-10}$ |

Again, using (5.33) and the equations (5.34)-(5.36) yield the following first few terms of the series solution as

$$
\begin{aligned}
C(x) & =-3 a x, \quad w_{0}(x, t)=a x^{2}, \quad w_{1}(x, t)=-2 a^{2} t x^{3}, \quad w_{2}(x, t)=2 a^{3} t^{2} x^{4} \\
w_{3}(x, t) & =3 a^{3} t^{2} x^{4}(1-2 a t x), \quad w_{4}(x, t)=a^{4} t^{3} x^{5}(13 a t x-5) \\
w_{5}(x, t) & =-\frac{1}{5} a^{4} t^{3} x^{5}(a t x(177 a t x-100)+15), \quad w_{6}(x, t)=\frac{3}{20} a^{5} t^{4} x^{6}(4 a t x(154 a t x-89)+45), \\
w_{7}(x, t) & =\frac{1}{20} a^{5} t^{4} x^{6}(a t x(2 a t x(1731-2564 a t x)-711)+45)
\end{aligned}
$$

Here, the value of ODM series solution leads to

$$
\begin{aligned}
\phi_{n}(t, x)= & \sum_{k=0}^{n} w_{k}(t, x)=w_{0}(x, t)+w_{1}(x, t)+w_{2}(x, t)+w_{3}(x, t)+w_{4}(x, t)+w_{5}(x, t) \\
+ & w_{6}(x, t)+w_{7}(x, t) \ldots \\
= & a x^{2}-2 a^{2} t x^{3}+\left(2 a^{3} t^{2} x^{4}+3 a^{3} t^{2} x^{4}\right)-\left(6 a^{4} t^{3} x^{5}+5 a^{4} t^{3} x^{5}+3 a^{4} t^{3} x^{5}\right) \\
& +\left(13 a^{5} t^{4} x^{6}+20 a^{5} t^{4} x^{6}+9 a^{5} t^{4} x^{6}\right)+\ldots \\
= & a x^{2}-2 a^{2} t x^{3}+5 a^{3} t^{2} x^{4}-14 a^{4} t^{3} x^{5}+42 a^{5} t^{4} x^{6}+\ldots
\end{aligned}
$$

We noticed that the above series converges to the exact solution if we expand the series of $\sqrt{1+4 z}$ and put $z=a t x$. The series solutions of 5 terms computed using ODM and


Figure 5.17: Comparison of ODM and ADM series solutions when $a=1, x$ from -0.35 to 0.60 and $t$ from 0 to 0.7 for Example 5.5

ADM along with the exact solution are visualized in Figure 5.17. The plots indicate that the ODM solution has the same range as the exact solution, whereas the solution obtained using ADM shows little similarity with the exact one. Figure 5.18 further confirms our assertion that the solution by ODM is stable and in excellent agreement
with the exact one while ADM overpredicts the results even by taking more terms in the approximated series solution. Additionally, by using formula (5.55) with $h_{i}=0.1$, the numerical errors in computing the series solutions for ODM and ADM for different values of $n$ are provided in TABLE 5.9. The table depicts that the errors in ADM are not only higher than the errors in ODM but the values keep on increasing as $n$ progresses. Thus, indicating the superiority of ODM over ADM.


Figure 5.18: Errors for ODM and ADM series solutions of five and seven terms for
Example 5.5

Table 5.9: Numerical errors in computing approximate solutions using ADM and ODM at $t=0.7$, for Example, 5.5

| n | 3 | 5 | 7 | 10 | 15 | 20 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ADM | 0.032 | 0.034 | 0.044 | 0.085 | 0.4 | 2.3 |
| ODM | 0.018 | 0.012 | 0.0095 | 0.0070 | 0.005 | 0.004 |

Example 5.6. Consider again the same equation (5.53) but with $w_{0}(x)=\frac{a x+b}{c x+d}, a, c \neq 0$ for which the exact solution is given in [128] as

$$
\begin{equation*}
u(x, t)=\frac{-\sqrt{(a t+d+x)^{2}-4 t(a x+b)}+a t+d+x}{2 t} . \tag{5.57}
\end{equation*}
$$

Thanks to (5.33) and the equations (5.34)-(5.36), the term $C(x)$ and the solution coefficients are computed as

$$
\begin{aligned}
C(x) & =-\frac{(a x+b)\left(\frac{2 c^{2}(a x+b)}{(c x+d)^{3}}-\frac{2 a c}{(c x+d)^{2}}\right)}{(c x+d)\left(\frac{a}{c x+d}-\frac{c(a x+b)}{(c x+d)^{2}}\right)}+\frac{c(a x+b)}{(c x+d)^{2}}-\frac{a}{c x+d}, \\
w_{1}(x, t) & =\frac{t(a x+b)(b c-a d)}{(c x+d)^{3}}, \quad w_{2}(x, t)=\frac{t^{2}(a x+b)(b c-a d)^{2}}{2(c x+d)^{5}}, \\
w_{3}(x, t) & =\frac{t^{2}(a x+b)(b c-a d)(2 a c x-a d+3 b c)\left(-a d t+b c t+(c x+d)^{2}\right)}{2(c x+d)^{7}}, \\
w_{4}(x, t) & =\frac{1}{24(c x+d)^{9}}(b c-a d) t^{3}(a x+b)\left(8(c x+d)^{2}\left(a^{2}\left(c^{2} x^{2}-4 c d x+d^{2}\right)+6 a b c(c x-d)+6 b^{2} c^{2}\right)\right) \\
& +t(b c-a d)\left(a^{2}\left(6 c^{2} x^{2}-14 c d x+3 d^{2}\right)+2 a b c(13 c x-10 d)+23 b^{2} c^{2}\right) .
\end{aligned}
$$



Figure 5.20: Relative errors for ODM and ADM series solutions of four terms for Example 5.6

Figures 5.19(a) and 5.19(c) show the numerical simulations of the series solution by taking 4 terms using ODM and ADM, respectively and the exact solution is presented in Figure 5.19(b) for comparison. The figures depict that the ADM solution does not have the same range as the exact solution, whereas the solution obtained using ODM shows a very similar plot. The novelties of ODM over ADM can also be visualized by looking at the relative errors considering 4 term series solutions in Figure 5.20. The TABLE 5.10 depicts the comparison of the order of convergence for the approximated

(c) ADM series solution of 4 terms

Figure 5.19: Comparison of ODM and ADM series solutions of four terms when $a, b, c=1, d=2, x$ from -0.40 to 4 and $t$ from 0 to 3 for Example 5.6
solutions for $n=10$ computed using ADM and ODM at $t=2$, and clearly establishes ODM as a superior method to ADM.

TABLE 5.10: Comparison of the order of convergence for ten terms of ADM and ODM approximated solution at $t=2$, for Example, 5.6

| $h$ | ADM | ODM |
| :---: | :---: | :---: |
| 0.5 | 0.77 | $\approx 1$ |
| 0.25 | 0.88 | $\approx 1$ |
| $(0.25) / 2$ |  | $\approx 1$ |
| $(0.25) / 4$ | 0.90 |  |

Example 5.7. Let us now consider a case of non-homogenous inviscid BE given as

$$
\begin{equation*}
\frac{\partial w}{\partial t}+w \frac{\partial w}{\partial x}=f(x, t) \tag{5.58}
\end{equation*}
$$

with $f(x, t)=-\sin (x+t)-\sin (2 x+2 t) / 2$ and initial condition $w_{0}(x)=\cos x$ for which the exact solution is presented in [133] as

$$
\begin{equation*}
w(x, t)=\cos (x+t) . \tag{5.59}
\end{equation*}
$$

The ODM coefficients can be computed by taking $w_{0}(x, t)=w_{0}(x)+\int_{0}^{t} f(x, t) d t$, and the rest of the coefficients are expressed in the same way as in TABLE 5.1. So, we get

$$
\begin{aligned}
w_{0}(x, t)= & \cos (x+t)+(\cos (2 x+2 t)-\cos 2 x) / 4, \quad C(x)=\sin (t+x)-\cos (t+x) \cot (t+x), \\
w_{1}(x, t)= & \frac{1}{8}\left(-\cos (t-x)+2 \cos x+2 \cos 2 x-2 \cos 3 x-\frac{3}{8} \cos 4 x-\cos (t+x)-2 \cos (2 t+2 x)\right) \\
& +\frac{1}{64}(-8 \cos (3 t+3 x)-\cos (4 t+4 x)+4(t \sin (4 x)+\cos (2(t+2 x))+6 \cos (t+3 x))),
\end{aligned}
$$

and so on. Here, the expression for $w_{1}(x, t)$ is too complicated and contains some terms common with $w_{0}(x, t)$ in the opposite sign. So, when we add $w_{0}(x, t)$ and $w_{1}(x, t)$, the only term left in $w_{0}(x, t)$ is $\cos (x+t)$ which is the exact solution. The other terms in $w_{1}(x, t)$ make a balance with values in $w_{2}(x, t)$ and $w_{3}(x, t)$ and thus we arrive at the exact solution. Another way to compute the coefficients is if we take $w_{0}(x, t)=\cos (x+t)$ so that we have

$$
\begin{aligned}
& w_{1}(x, t)=\mathcal{L}^{-1}(-\sin (x+t)-\sin (2 x+2 t) / 2+\sin (t+x) \cos (t+x))=0, \\
& w_{k}(x, t)=0, \quad k \geq 2 .
\end{aligned}
$$

So, the initial condition gives us the exact solution. It needs to be mentioned here that the same value of the coefficients are obtained via ADM in [128] and therefore, the numerical comparisons are omitted here.

Example 5.8. Let us now consider the viscous Burgers equation

$$
\begin{equation*}
\frac{\partial w}{\partial t}+w \frac{\partial w}{\partial x}=\nu \frac{\partial^{2} w}{\partial x^{2}} \tag{5.60}
\end{equation*}
$$

with $w(x, 0)=a x+b$. The exact solution for this problem is presented in [128] and is written as

$$
\begin{equation*}
w(x, t)=(a x+b) /(1+a t) . \tag{5.61}
\end{equation*}
$$

Using (5.33) and the equations (5.34)-(5.36) give the coefficients as

$$
\begin{aligned}
& C(x)=-a, w_{0}(x, t)=a x+b, w_{1}(x, t)=-a t(a x+b), w_{2}(x, t)=\frac{1}{2} a^{2} t^{2}(a x+b), \\
& w_{3}(x, t)=-\frac{1}{2} a^{2} t^{2}(a t-1)(a x+b), w_{4}(x, t)=\frac{1}{24} a^{3} t^{3}(9 a t-8)(a x+b) .
\end{aligned}
$$

These coefficients are exactly the same as in Example 5.4. This is due to the initial condition considered whose second derivative is zero.

Example 5.9. The example deals with computing the approximate solutions for the viscous Burgers equation (5.60) satisfying $w_{0}(x)=x-2 /(x+c)$. The solution for this problem is expressed in the Appendix of [133] as

$$
\begin{equation*}
u(x, t)=\frac{x}{t}-\frac{2}{x+c t} . \tag{5.62}
\end{equation*}
$$

The term $C(x)$ and the first two terms are calculated as

$$
\begin{aligned}
C(x) & =\frac{4\left(x-\frac{2}{c+x}\right)}{(c+x)^{3}\left(\frac{2}{(c+x)^{2}}+1\right)}-\frac{2}{(c+x)^{2}}-1, \quad w_{0}(x, t)=x-\frac{2}{c+x}, \\
w_{1}(x, t) & =(t-1)\left(\frac{2 c}{(c+x)^{2}}-x\right), \quad w_{2}(x, t)=\frac{(t-1)^{2}(x(c+x)-2)\left((c+x)^{2}+6\right)}{2(c+x)\left((c+x)^{2}+2\right)} .
\end{aligned}
$$

By following the same formula as in previous examples, it should be mentioned here that the higher-order coefficients can be computed using (5.34)-(5.36) and MATHEMATICA© but due to the complexity in their nature, they are omitted here. Figure 5.21 shows the error plots for series solutions $\phi_{4}$ and $\psi_{4}$ which indicates that ADM shows a larger value of negative error. The novelty of ODM is established by looking at the absolute errors when time is increased up to $t=2.5$ presented in Figure 5.22.


Figure 5.21: Error for ODM and ADM series solutions of four terms for Example 5.9


Figure 5.22: Error for ODM and ADM series solutions of four terms at $x=2$ for Example 5.9

In the following subsection, we discuss two test cases for the 2D Burgers equation to show the implementation of ODM defined in Section 4, and the simulations are compared with the available analytical solutions.

## Two Dimensional Case

Example 5.10. Let us compute the series solution of the two-dimensional viscous Burgers equation obtained by putting $\nu=1$ in (5.41) with $f_{1}(x, y)=x+y$ and $f_{2}(x, y)=x-y$. The exact solution for the equation is presented in [96] as

$$
\begin{equation*}
w(x, y, t)=\frac{-2 t x+x+y}{1-2 t^{2}}, \quad v(x, y, t)=\frac{-2 t y+x-y}{1-2 t^{2}} . \tag{5.63}
\end{equation*}
$$

The equations (5.50), (5.51) and the TABLES 5.6, 5.7 yield the following expressions for $C_{1}(x, y), C_{2}(x, y), u_{k}(x, y, t)$ and $v_{k}(x, y, t)$ upto $k=7$ as

$$
\begin{aligned}
C_{1}(x, y) & =-2, \quad C_{2}(x, y)=0 \\
w_{1}(x, y, t) & =-2 t x, \quad v_{1}(x, y, t)=-2 t y \\
w_{2}(x, y, t) & =2 t^{2} y, \quad v_{2}(x, y, t)=2 t^{2}(x-y) \\
w_{3}(x, y, t) & =\frac{2}{3} t^{2}((3-4 t) x+3 t y), \quad v_{3}(x, y, t)=\frac{2}{3} t^{3}(x-6 y) \\
w_{4}(x, y, t) & =\frac{1}{3}(-2) t^{3}(t(x-7 y)+3 y), \quad v_{4}(x, y, t)=\frac{1}{3} t^{3}((11 t-2) x-14 t y) \\
w_{5}(x, y, t) & =-\frac{1}{15} t^{3}\left(\left(69 t^{2}-60 t+20\right) x+10 t(3-8 t) y\right), \quad v_{5}(x, y, t)=\frac{1}{15} t^{4}(36 t x-113 t y+10 y) \\
w_{6}(x, y, t) & =\frac{1}{45} t^{4}(2 t(15-59 t) x+3(3 t(49 t-30)+20) y) \\
v_{6}(x, y, t) & =\frac{1}{45} t^{4}((t(311 t-102)+15) x+3 t(10-157 t) y) \\
w_{7}(x, y, t) & =\frac{1}{315} t^{4}((t((2597-2710 t) t-1197)+210) x+t(t(3931 t-2100)+420) y) \\
v_{7}(x, y, t) & =\frac{1}{315} t^{5}(t(3(677 t-70) x+(924-5420 t) y)-105 y)
\end{aligned}
$$

Let us denote the semi-analytical solutions for $w(x, y, t)$ and $v(x, y, t)$ by $\phi_{n}(x, y, t)$ and $\psi_{n}(x, y, t)$, respectively, as

$$
\phi_{n}(x, y, t)=\sum_{k=0}^{n} w_{k}(x, y, t), \quad \psi_{n}(x, y, t)=\sum_{k=0}^{n} v_{k}(x, y, t)
$$

The series solutions using ODM by taking five terms $\left(\phi_{5}\right)$ and seven terms $\left(\phi_{7}\right)$ at $t=0.1$ and $t=0.5$, respectively, are provided in the Figure 5.23 for $w(x, y, t)$ and in Figure 5.24 for $v(x, y, t)$. It is clearly visible that the numerical simulations are in excellent agreement with the exact solutions. The promising outcomes of ODM can be visualized by looking at the absolute error plots in Figures 5.25 and 5.26. In addition to the absolute errors, the numerical errors in computing the series solutions $\phi_{n}$ and $\psi_{n}$ are depicted through TABLE 5.11 and defined as

$$
\begin{equation*}
\operatorname{Error}_{2 D}^{w}=\left\|\phi_{n}^{i}-w_{i}\right\|_{F}, \quad \operatorname{Error}_{2 D}^{v}=\left\|\psi_{n}^{i}-v_{i}\right\|_{F} \tag{5.64}
\end{equation*}
$$

Here $F$ stands for the Frobenius norm.
TABLE 5.11: Numerical errors in computing approximate solutions using ODM for Example 5.10

| n | 5 | 7 | 10 |
| :---: | :---: | :---: | :---: |
| $\phi_{n}(w)$ | 0.004 | 0.005 | $6.01 \times 10^{-6}$ |
| $\psi_{n}(v)$ | 0.0275 | 0.014 | 0.007 |


(a) $w(x, y, t)$ at $t=0.1$

(b) $\phi_{5}$ at $t=0.1$

(c) $w(x, y, t)$ at $t=0.5$

(d) $\phi_{7}$ at $t=0.5$

Figure 5.23: Comparison of ODM series solutions with exact solutions at $t=0.1$ and $t=0.5$ when $R_{e}=1, x \in[0.1,0.5]$ and $y \in[0.1,0.5]$ for Example 5.10

Example 5.11. The series solution of the two-dimensional viscous Burgers equation obtained by putting $\nu=1$ in (5.41) with $f_{1}(x, y)=x^{2} y$ and $f_{2}(x, y)=y^{2} x$ with no exact solution are presented in this example.

By following the equations (5.50), (5.51) and the TABLES 5.6, 5.7, the expressions for $C_{1}(x, y), C_{2}(x, y), w_{k}(x, y, t)$ and $v_{k}(x, y, t)$ up to $k=3$ are obtained as

$$
\begin{aligned}
C_{1}(x, y) & =\frac{-4 x^{3} y^{3}-4 x y^{2}}{3 x^{2} y^{2}}-\frac{4 x^{3} y^{3}-x^{4} y^{2}}{3 x^{2} y^{2}}, \quad C_{2}(x, y)=-4 x y-\frac{5 y^{2}}{3}, \\
w_{1}(x, y, t) & =t\left(\frac{y}{50}-3 x^{3} y^{2}\right), \quad v_{1}(x, y, t)=t\left(\frac{x}{50}-3 x^{2} y^{3}\right), \\
w_{2}(x, y, t) & =\frac{t^{2}\left(2400 x^{5} y^{3}-3 x^{4}-\left(x^{3}-4\right) y+\left(150 x\left(x^{3}-4\right)-1\right) x^{2} y^{2}\right)}{300 x}, \\
v_{2}(x, y, t) & =\frac{1}{300} t^{2} y\left(1800 x^{3} y^{3}+x^{2}\left(3-750 y^{4}\right)+5 x y-3 y^{2}\right),
\end{aligned}
$$


(a) $v(x, y, t)$ at $t=0.1$

(b) $\psi_{5}$ at $t=0.1$

(c) $v(x, y, t)$ at $t=0.5$

(d) $\psi_{7}$ at $t=0.5$

Figure 5.24: Comparison of ODM series solutions with exact solutions at $t=0.1$ and $t=0.5$ when $R_{e}=1, x \in[0.1,0.5]$ and $y \in[0.1,0.5]$ for Example 5.10

(a) $\left|w-\phi_{5}\right|$ at $t=0.1$

(b) $\left|w-\phi_{7}\right|$ at $t=0.5$

Figure 5.25: Absolute errors in ODM series solutions for computing $w$ in Example 5.10

$$
\begin{aligned}
w_{3}(x, y, t)= & -\frac{1}{18} t^{3} x^{7} y^{2}-\frac{35}{18} t^{3} x^{6} y^{3}-\frac{305}{9} t^{3} x^{5} y^{4}+\frac{t^{3} x^{5}}{900}+\frac{5}{6} t^{3} x^{4} y^{5}+\frac{4}{9} t^{3} x^{4} y^{2}+\frac{121 t^{3} x^{4} y}{2700}+\frac{52}{9} t^{3} x^{3} y^{3} \\
& -\frac{7 t^{3} x^{3} y^{2}}{2700}+\frac{58}{675} t^{3} x^{2} y^{3}+\frac{4 t^{3} y}{675 x^{2}}-\frac{t^{3} x^{2}}{225}-\frac{8}{9} t^{3} x y^{2}-\frac{2}{675} t^{3} x y-\frac{t^{3} x}{7500}+\frac{t^{3} y^{2}}{675}-\frac{1}{2} t^{2} x^{5} y^{2} \\
& +4 t^{2} x^{4} y^{3}-\frac{3 t^{2} x^{3}}{100}+2 t^{2} x^{2} y^{2}+\frac{1}{300} t^{2} x^{2} y-\frac{7}{60} t^{2} x y^{2}-\frac{t^{2} y}{75 x}, \\
v_{3}(x, y, t)= & -\frac{1}{6} t^{3} x^{5} y^{4}-\frac{83}{3} t^{3} x^{4} y^{5}+\frac{15}{2} t^{3} x^{3} y^{6}+\frac{2}{25} t^{3} x^{3} y^{2}-\frac{1}{18} 25 t^{3} x^{2} y^{7}+\frac{2}{3} t^{3} x^{2} y^{4}+\frac{1}{900} t^{3} x^{2} y^{3}+\frac{29}{540} \\
& -\frac{t^{3} y^{3}}{225 x}-\frac{t^{3} y^{5}}{180}-\frac{t^{3} y}{7500}+6 t^{2} x^{3} y^{4}+\frac{5}{2} t^{2} x^{2} y^{5}-\frac{1}{25} t^{2} x^{2} y-\frac{1}{60} t^{2} x y^{2}-\frac{303 t^{2} y^{3}}{100} .
\end{aligned}
$$



Figure 5.26: Absolute errors in ODM series solutions for computing $v$ in Example 5.10

The other coefficients are too complex to include here but can be computed using MATHEMATICA. Figures 5.27 (a)-5.27(c) depict the absolute errors among 3, 4, 5, and 6 -term truncated solutions in calculating $w$ at $t=0.1$. They show a constant decrease in the error values, which indicates the convergence of the ODM series solution towards the exact solution. The decreasing behavior of the absolute errors of these truncated solutions in computing the value of $v$ is represented in Figures 5.28(a)-5.28(c). This depicts that our proposed method ODM can provide solution for problems where an analytical solution is not available.

## Three Dimensional Case

In this section, we shall extend ODM to a viscous 3D Burgers equation.
Example 5.12. Consider the viscous Burgers equation (5.8) together with the initial condition $w(x, y, z, 0)=x+y+z$ and the exact solution is given in [134] as

$$
\begin{equation*}
w(x, y, z, t)=\frac{(x+y+z)}{1-t} . \tag{5.65}
\end{equation*}
$$

Here,

$$
M[w]=w \frac{\partial w}{\partial x}, \quad C(x)=\left.\frac{\partial M}{\partial w}\right|_{t=0}=\frac{w_{0}(x, y, z, t) \frac{\partial^{2} w_{0}(x, y, z, t)}{\partial x^{2}}}{\frac{\partial w_{0}(x, y, z, t)}{\partial x}}+\frac{\partial w_{0}(x, y, z, t)}{\partial x} .
$$

By using the following TABLE 5.12, one can obtain the series solution for 3D Burgers equation. The values $Q_{k}(x, y, z, t)$ are defined as:


Figure 5.27: Absolute errors in ODM series solutions for computing $w$ when $x \in$ $[0.1,0.9]$ and $y \in[0.1,0.5]$ in Example 5.11

Table 5.12: Table of the coefficients for $w(x, y, z, t)$

| $w_{0}(x, y, z, t)$ | $w(x, y, z, 0)$ |
| :---: | :---: |
| $w_{1}(x, y, z, t)$ | $\mathcal{L}^{-1}\left(\frac{\partial^{2}}{\partial x^{2}} w_{0}(x, y, z, t)+\frac{\partial^{2}}{\partial y^{2}} w_{0}(x, y, z, t)+Q_{0}(x, y, z, t)\right)$ |
| $w_{2}(x, y, z, t)$ | $\mathcal{L}^{-1}\left(\left(\frac{\partial^{2}}{\partial x^{2}} w_{1}+\frac{\partial^{2}}{\partial y^{2}} w_{1}+Q_{1}\right)(x, y, z, t)-\left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}+C(x)\right) w_{1}(x, y, z, t)\right)$ |
| $w_{k+1}(x, y, z, t)$ | $\mathcal{L}^{-1}\left(\left(\frac{\partial^{2}}{\partial x^{2}} w_{k}+\frac{\partial^{2}}{\partial y^{2}} w_{k}+Q_{k}\right)-\left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}+C(x)\right)\left(w_{k}-w_{k-1}\right)\right), k \geq 2$ |

$$
\begin{equation*}
Q_{k}(x, y, z, t)=\left.\frac{1}{k!} \frac{d^{k}}{d \theta^{k}}\left[M\left(\sum_{i=0}^{k} \theta^{i} w_{i}(x, y, z, t)\right)\right]\right|_{\theta=0} \tag{5.66}
\end{equation*}
$$



(c) $\left|\psi_{6}-\psi_{5}\right|$ at $t=0.1$

Figure 5.28: Absolute errors in ODM series solutions for computing $v$ when $x \in$ $[0.1,0.9]$ and $y \in[0.1,0.5]$ in Example 5.11

The value of $C(x)$ and the coefficients are computed as

$$
\begin{aligned}
C(x)=1, \quad w_{0}(x, y, z, t) & =(x+y+z), \quad w_{1}(x, y, z, t)=t(x+y+z), \\
w_{2}(x, y, z, t) & =\frac{t^{2}}{2}(x+y+z), \quad w_{3}(x, y, z, t)=\frac{t^{2}}{2}(x+y+z)+\frac{t^{3}}{2}(x+y+z), \\
w_{4}(x, y, z, t) & =\frac{t^{3}}{3}(x+y+z)+\frac{9 t^{4}}{24}(x+y+z), \\
w_{5}(x, y, z, t) & =\frac{t^{3}}{6}(x+y+z)+\frac{11 t^{4}}{24}(x+y+z)+\frac{13 t^{5}}{40}(x+y+z), \\
w_{6}(x, y, z, t) & =\frac{3 t^{4}}{24}(x+y+z)+\frac{16 t^{5}}{40}(x+y+z)+\frac{21 t^{5}}{80}(x+y+z), \\
w_{7}(x, y, z, t) & =\frac{t^{4}}{24}(x+y+z)+\frac{392 t^{5}}{1680}(x+y+z)+\frac{693 t^{6}}{80}(x+y+z)+\frac{369 t^{7}}{1680}(x+y+z) .
\end{aligned}
$$

Thus, the series solution is obtained by

$$
\begin{aligned}
\phi_{n}(x, y, z, t) & =(x+y+z)\left[1+t+\left(\frac{t^{2}}{2}+\frac{t^{2}}{2}\right)+\left(\frac{t^{3}}{2}+\frac{t^{3}}{3}+\frac{t^{3}}{6}\right)\right] \\
& +(x+y+z)\left[\left(\frac{9 t^{4}}{24}+\frac{11 t^{4}}{24}+\frac{3 t^{4}}{24}+\frac{t^{4}}{24}\right)+\ldots\right] \\
& =(x+y+z)\left[1+t+t^{2}+t^{3}+t^{4}+\ldots\right]
\end{aligned}
$$

which converges to the exact solution $w(x, y, z, t)=\frac{(x+y+z)}{1-t}$.

(a) ODM solution of seven terms
(b) Exact solution at for $z=0$ for $z=0$

(c) ODM solution of seven terms
(d) Exact solution at for $z=1$ for $z=1$

Figure 5.29: ODM series solution of seven terms at $t=0.5$ for $x, y$ from 0 to 1 and $z=0,1$ for Example 5.12

(a) $\left|w-\phi_{3}\right|$ at $t=0.1$ for $z=0$ (b) $\left|w-\phi_{7}\right|$ at $t=0.5$ for $z=0$


(c) $\left|w-\phi_{3}\right|$ at $t=0.1$ for $z=1$ (d) $\left|w-\phi_{7}\right|$ at $t=0.5$ for $z=1$

Figure 5.30: Absolute error in ODM series solution for $x, y$ from 0 to 1 and $z=0,1$ for Example 5.12

To compare the numerical results for a three-dimensional equation, we fix two values of $z$, i.e., $z=0$ and $z=1$. It is observed that only 3 terms of the ODM series solution are needed to give an excellent similarity with the exact solution at $t=0.1$ for both $z=0,1$ and when the value of $t$ is increased, adding four extra terms gives us the desired behavior as the exact one. The absolute errors for both $t=0.1$ and $t=0.5$ for $z=0,1$ justify the accuracy of the ODM approximated solutions with exact.

## Chapter 6

## Laplace Transform Based

## Semi-Analytical Techniques for Pure Coagulation and Fragmentation Equations ${ }^{1}$

The focus of this chapter is the introduction of the Laplace optimized decomposition method (LODM) and Laplace Adomian decomposition method (LADM) to solve the coagulation equation

$$
\begin{equation*}
\frac{\partial u(x, t)}{\partial t}=\frac{1}{2} \int_{0}^{x} K(x-y, y) u(x-y, t) u(y, t) d y-\int_{0}^{\infty} K(x, y) u(x, t) u(y, t) d y, \tag{6.1}
\end{equation*}
$$

and fragmentation equation

$$
\begin{equation*}
\frac{\partial u(x, t)}{\partial t}=\int_{x}^{\infty} b(x, y) u(y, t) \phi(y) d y-\phi(x) u(x, t), \tag{6.2}
\end{equation*}
$$

respectively, where $u: J \rightarrow \mathbb{R}$ where $J=] 0, \infty[\times[0, T]$ and initial datum

$$
\begin{equation*}
u(x, 0)=u_{0}(x) \geq 0 . \tag{6.3}
\end{equation*}
$$

It has been shown in recent works [69-71] that the addition of the Laplace transformation on the ADM approach (LADM) provides better accuracy than ADM for solving fractional differential and Volterra integral equations. In 2022, Beghami et al. [72] developed a new series solution method based on ODM called the Laplace optimized decomposition method (LODM) to solve the system of partial differential equations of fractional order with great accuracy. Therefore, this study aims to solve the coagulation and fragmentation population balance equations using LODM and LADM, respectively.

[^4]The advantage of using the Laplace transform-based techniques is the presence of an extra time multiplier while computing the theoretical error bound which leads to lower values of error for lower $t$. Several numerical examples of coagulation and fragmentation problems are taken to validate the theoretical findings. It is shown that the scheme shows nice agreement with the analytical solutions.

The rest part of the chapter is organized as follows. In Section 6.1, the fundamental idea of LODM is described for the general non-linear problems and then discussed for the coagulation equation. Further, the theoretical convergence results are part of Section 6.2. Section 6.3 deals with the numerical implementations of LODM for Eq. (6.1) and LADM for Eq. (6.2) and the simulations are presented in the form of figures and tables.

### 6.1 Laplace Optimized Decomposition Method: Preliminaries

The concept of LODM for integro-partial differential equations is developed in this section. The following general non-linear differential equation is taken into consideration:

$$
\begin{equation*}
L u(x, t)=R u(x, t)+N u(x, t)+h(x, t), \tag{6.4}
\end{equation*}
$$

with initial condition

$$
\begin{equation*}
u(x, 0)=f(x), \tag{6.5}
\end{equation*}
$$

where $L:=\frac{\partial}{\partial t}$ is linear differential operator, $R$ is the linear operator, $N$ is a non-linear differential operator and $h(x, t)$ is source term. Now, the procedure of LODM for the equation (6.4) is discussed in the following steps:

Step 1: Taking Laplace transform of Eq. (6.4) and using the differentiation property of Laplace transform, we acquire:

$$
\begin{equation*}
\mathcal{L}[u(x, t)]=\frac{f(x)}{p}+\frac{1}{p} \mathcal{L}[R u(x, t)]+\frac{1}{p} \mathcal{L}[N u(x, t)]+\frac{1}{p} \mathcal{L}[h(x, t)] . \tag{6.6}
\end{equation*}
$$

Step 2: In terms of infinite series, LODM provides the following solution:

$$
\begin{equation*}
u(x, t)=\sum_{k=0}^{\infty} u_{k}(x, t), \tag{6.7}
\end{equation*}
$$

and the nonlinear terms can be written as follows:

$$
\begin{equation*}
N u(x, t)=\sum_{k=0}^{\infty} A_{k}(x, t) \tag{6.8}
\end{equation*}
$$

where $A_{k}, k \geq 0$ are referred as Adomian polynomials and can be computed as given below

$$
\begin{equation*}
A_{k}(x, t)=\left.\frac{1}{k!} \frac{d^{k}}{d \theta^{k}}\left[N\left(\sum_{i=0}^{k} \theta^{i} u_{i}(x, t)\right)\right]\right|_{\theta=0} \tag{6.9}
\end{equation*}
$$

Now, to illustrate the core idea of ODM (see [67]), we take a linear approximation of the related nonlinear function. Consider,

$$
F[L u, R u, N u]=L u-R u-N u
$$

as linear operators by linearizing the non-linear term by the first-order Taylor series expansion at $t=0$ as follows:

$$
F[L u, R u, N u] \approx L u-R u-C(x) u
$$

where the function $C(x)$ is defined as

$$
\begin{equation*}
C(x)=\left.\frac{\partial N}{\partial u}\right|_{t=0} \tag{6.10}
\end{equation*}
$$

Step 3: The component functions $u_{k}(x, t), k \geq 0$ will be determined by the help of the following iteration formula

$$
\begin{cases}\mathcal{L}\left[u_{0}(x, t)\right] & =\frac{f(x)}{p}+\frac{1}{p} \mathcal{L}[h(x, t)] \\ \mathcal{L}\left[u_{1}(x, t)\right] & =\frac{1}{p} \mathcal{L}\left[A_{0}(x, t)+R u_{0}(x, t)\right] \\ \mathcal{L}\left[u_{2}(x, t)\right] & \frac{1}{p} \mathcal{L}\left[\left(A_{1}(x, t)+R u_{1}(x, t)\right)-(R+C(x)) u_{1}(x, t)\right] \\ \mathcal{L}\left[u_{k+1}(x, t)\right] & \frac{1}{p} \mathcal{L}\left[\left(A_{k}(x, t)+R u_{k}(x, t)\right)-(R+C(x))\left(u_{k}(x, t)-u_{k-1}(x, t)\right)\right], \quad k \geq 2 .\end{cases}
$$

Step 4: The required recursive relation is provided by applying the inverse Laplace transform to the equation generated in Step 3, as shown below

$$
\begin{cases}u_{0}(x, t) & =\mathcal{L}^{-1}\left[\frac{f(x)}{p}+\frac{1}{p} \mathcal{L}[h(x, t)]\right]  \tag{6.11}\\ u_{1}(x, t) & =\mathcal{L}^{-1}\left[\frac{1}{p} \mathcal{L}\left[A_{0}(x, t)+R u_{0}(x, t)\right]\right] \\ u_{2}(x, t) & =\mathcal{L}^{-1}\left[\frac{1}{p} \mathcal{L}\left[\left(A_{1}(x, t)+R u_{1}(x, t)\right)-(R+C(x)) u_{1}(x, t)\right]\right] \\ u_{k+1}(x, t) & =\mathcal{L}^{-1}\left[\frac{1}{p} \mathcal{L}\left[\left(A_{k}(x, t)+R u_{k}(x, t)\right)-(R+C(x))\left(u_{k}(x, t)-u_{k-1}(x, t)\right)\right]\right], \quad k \geq 2 .\end{cases}
$$

Finally, if $\sum_{k=0}^{\infty} u_{k}(x, t)$ converges then $u(x, t)=\sum_{k=0}^{\infty} u_{k}(x, t)$ is the solution of the problem (6.4). Hence

$$
\begin{equation*}
u(x, t)=g(x, t)+\mathcal{L}^{-1}\left[\frac{1}{p} \mathcal{L}\left[R\left(\sum_{k=0}^{\infty} u_{k}(x, t)\right)+\sum_{k=0}^{\infty} A_{k}(x, t)\right]\right] \tag{6.12}
\end{equation*}
$$

such that

$$
g(x, t)=f(x)+\mathcal{L}^{-1}\left[\frac{1}{p} \mathcal{L}[h(x, t)]\right] .
$$

Remark 6.1. Comparing the expression (6.4) with the coagulation equation (6.1), one can observe that

$$
L u(x, t)=\frac{\partial u(x, t)}{\partial t}, \quad R u(x, t)=0, \quad h(x, t)=0, \quad f(x)=u_{0}(x)
$$

and

$$
N u(x, t)=\frac{1}{2} \int_{0}^{x} K(x-y, y) u(x-y, t) u(y, t) d y-\int_{0}^{\infty} K(x, y) u(x, t) u(y, t) d y .
$$

Thus the coefficients of LODM for Eq. (6.1), with the help of relation (6.10) reduce to the following:

$$
\begin{cases}u_{0}(x, t) & =\mathcal{L}^{-1}\left[\frac{u_{0}(x)}{p}\right]  \tag{6.13}\\ u_{1}(x, t) & =\mathcal{L}^{-1}\left[\frac{1}{p} \mathcal{L}\left[A_{0}(x, t)\right]\right] \\ u_{2}(x, t) & =\mathcal{L}^{-1}\left[\frac{1}{p} \mathcal{L}\left[A_{1}(x, t)-C(x) u_{1}(x, t)\right]\right] \\ u_{k+1}(x, t) & =\mathcal{L}^{-1}\left[\frac{1}{p} \mathcal{L}\left[\left(A_{k}(x, t)-C(x)\left(u_{k}(x, t)-u_{k-1}(x, t)\right)\right]\right], \quad k \geq 2\right.\end{cases}
$$

where $A_{k}^{\prime} s$ are given by (6.9) and the truncated series solution of the problem is determined by the $\operatorname{sum} \phi_{n}(x, t):=\sum_{k=0}^{n} u_{k}(x, t)$.

Remark 6.2. Comparing equation (6.2) to the Eq. (6.4), we observe that

$$
L u(x, t)=\frac{\partial u(x, t)}{\partial t}, \quad h(x, t)=0, \quad f(x)=u(x, 0), \quad N u(x, t)=0, \quad C(x)=0
$$

and

$$
R u(x, t)=\int_{x}^{\infty} b(x, y) u(y, t) \phi(y) d y-\phi(x) u(x, t)
$$

It is worth mentioning that LODM reduces to LADM when $C(x)=0$. In light of this, the coefficients for LADM for Eq. (6.2) are defined as

$$
\begin{cases}u_{0}(x, t) & =\mathcal{L}^{-1}\left[\frac{u_{0}(x)}{p}\right]  \tag{6.14}\\ u_{k+1}(x, t) & =\mathcal{L}^{-1}\left[\frac{1}{p} \mathcal{L}\left[R u_{k}(x, t)\right]\right], \quad k \geq 0\end{cases}
$$

As mentioned, the truncated series solution of the problem (6.2) is given by the sum $\psi_{n}(x, t):=\sum_{k=0}^{n} u_{k}(x, t)$.

The next part of the work deals with the theoretical convergence results for the coagulation and fragmentation problems. The theorems present the error bounds for the series solutions obtained using the approximate methods.

### 6.2 Theoretical Convergence Results

### 6.2.1 Coagulation Problem

In order to analyze the convergence result, we need to define the space $X=(C([0, T])$ : $\left.L^{1}[0, \infty),\|\cdot\|\right)$ with the norm

$$
\begin{equation*}
\|u\|=\sup _{s \in[0, T]} \int_{0}^{\infty}|u(x, s)| d x<\infty \tag{6.15}
\end{equation*}
$$

and $D=\{u \in X:\|u\| \leq 2 L\}$. Thanks to the values of the operators from Remark 6.1 and the Eq. (6.6), one can easily define the coagulation equation (6.1) in the operator form as

$$
\begin{equation*}
u=\tilde{\mathcal{N}} u \tag{6.16}
\end{equation*}
$$

where

$$
\tilde{\mathcal{N}} u=u_{0}(x)+\mathcal{N} u
$$

and

$$
\begin{equation*}
\mathcal{N} u=\mathcal{L}^{-1}\left[\frac{1}{p} \mathcal{L}[N u]\right] \tag{6.17}
\end{equation*}
$$

such that $\tilde{\mathcal{N}}, \mathcal{N}, N: X \rightarrow X$ are non-linear operators where $N u$ is the right-hand side of Eq. (6.1). Taking into account the Eq. (6.13) and using (6.1), (6.8), and (6.17), we have the $n$-term series solution defined as

$$
\begin{equation*}
\phi_{n}=\tilde{\mathcal{N}} \phi_{n-1}-[t C(x)] \tilde{\mathcal{N}} u_{n-1} . \tag{6.18}
\end{equation*}
$$

We shall now state and prove our main convergence result below:
Theorem 6.3. When the coefficients $u_{k}(x, t)$ be determined by (6.13) and $\phi_{n}$ be defined by (6.18). Then, $\phi_{n}$ converges to $u$ with

$$
\begin{equation*}
\left\|u-\phi_{m}\right\| \leq \frac{\Delta^{m-1}}{1-\Delta}\left[\Delta\left\|u_{1}\right\|+T k\left\|u_{1}-u_{0}\right\|(\Delta+1)\right], \tag{6.19}
\end{equation*}
$$

when
$\left(A 1_{\text {agg }}\right) K(x, y)=1, \Delta=(T)^{2} \exp (2 T L)\left[\left\|u_{0}\right\|+2 T L^{2}+2 T L\right]<1$, where $L>1 / 2$, and $\left|\mid u_{1} \| \leq L\right.$.
$\left(A 2_{\text {agg }}\right) C(x) \in L^{\infty}\left(X,|\cdot|_{\infty}\right),|\cdot|_{\infty}$ is the essential supremum norm, i.e., $|C(x)| \leq k, k \in \mathbb{R}^{+}$ and $k T\left\|u_{1}-u_{0}\right\| \leq L / 2$.

Proof. In order to prove the above assertion, we shall adopt the following steps:

Step 1: We shall prove that the operator $N: X \rightarrow X$ is a contraction mapping, i.e.,

$$
\begin{equation*}
\left\|N u-N u^{*}\right\| \leq \delta\left\|u-u^{*}\right\| \quad \forall u, u^{*} \in D, \quad \delta<1, \tag{6.20}
\end{equation*}
$$

when $K(x, y)=1, \delta=T \exp (2 T L)\left[\left\|u_{0}\right\|+2 T L^{2}+2 T L\right]<1$, where $L>1 / 2$ and $\left\|u_{1}\right\| \leq L$.

Proof. Similarly as in [58], to prove the contraction mapping of $N$, Eq. (6.1) shall be converted in an equivalent state (see [135]) with the help of the equivalent operator $\tilde{N}$ written as
$\tilde{N} u=u_{0}(x) \exp [-H(x, t, u)]+\frac{1}{2} \int_{0}^{t} \exp [H(x, s, u)-H(x, t, u)] \int_{0}^{x} K(x-y, y) u(x-y, s) u(y, s) d y d s$,
where,

$$
H(x, t, u)=\int_{0}^{t} \int_{0}^{\infty} K(x, y) u(y, s) d y d s
$$

The rest of the proof can be followed from Theorem 3.1 in [58].

Step 2: Then, we shall evince that employing (6.20) and definitions as well as basic properties of Laplace and inverse Laplace transforms, the operator $\tilde{\mathcal{N}}$ is a contraction mapping, i.e.,

$$
\begin{equation*}
\left\|\tilde{\mathcal{N}} u-\tilde{\mathcal{N}} u^{*}\right\| \leq \Delta\left\|u-u^{*}\right\| \quad \forall \quad u, u^{*} \in D, \quad \Delta<1, \tag{6.21}
\end{equation*}
$$

when $\Delta=\delta T$.

Proof. We have

$$
\begin{aligned}
\left\|\tilde{\mathcal{N}} u-\tilde{\mathcal{N}} u^{*}\right\| & =\left\|\mathcal{L}^{-1}\left[\frac{1}{p}\left[\mathcal{L}\left[N u-N u^{*}\right]\right]\right]\right\| \\
& =\sup _{s \in[0, T]} \int_{0}^{\infty}\left[\left|\frac{1}{2 \pi} \int_{0}^{\infty}\left[\frac{e^{p s}}{p} \int_{0}^{\infty}\left[e^{-p s}\left(N u-N u^{*}\right)\right] d s\right] d p\right|\right] d x \\
& \leq \frac{1}{2 \pi} \int_{0}^{\infty}\left[\frac{e^{p s}}{p} \int_{0}^{\infty}\left[e^{-p s}\left[\sup _{[0, T]} \int_{0}^{\infty}\left|N u-N u^{*}\right| d x\right]\right] d s\right] d p \\
& \leq \mathcal{L}^{-1}\left[\frac{1}{p}\left[\mathcal{L}\left[\delta \| u-u^{*}| |\right]\right]\right] \\
& =\delta T| | u-u^{*} \|
\end{aligned}
$$

under the assumption that $\delta T<1$, the result (6.21) is proved.

Step 3: Finally, the authors indicate that the series solution $\phi_{n}$ is a Cauchy sequence under the assumption $\left(A 2_{a g g}\right)$.

Proof. Following (6.18), consider

$$
\left\|\phi_{n}-\phi_{m}\right\|=\left\|\tilde{\mathcal{N}} \phi_{n-1}-t C(x) \tilde{\mathcal{N}} u_{n-1}-\tilde{\mathcal{N}} \phi_{m-1}+t C(x) \tilde{\mathcal{N}} u_{m-1}\right\|
$$

The triangle inequality gives us

$$
\left\|\phi_{n}-\phi_{m}\right\| \leq\left\|\tilde{\mathcal{N}} \phi_{n-1}-\tilde{\mathcal{N}} \phi_{m-1}\right\|+\left\|t C(x)\left[\tilde{\mathcal{N}} u_{n-1}-\tilde{\mathcal{N}} u_{m-1}\right]\right\|
$$

Using the result in Eq. (6.21), one can easily obtain

$$
\left\|\phi_{n}-\phi_{m}\right\| \leq \Delta\left[\left\|\phi_{n-1}-\phi_{m-1}\right\|+\left\|u_{n-1}-u_{m-1}\right\| t|C(x)|_{\infty}\right]
$$

Let $n=m+1$ in the preceding equation which yields

$$
\begin{aligned}
\left\|\phi_{m+1}-\phi_{m}\right\| & \leq \Delta\left\|\phi_{m}-\phi_{m-1}\right\|+\Delta\left\|u_{m}-u_{m-1}\right\| t|C(x)|_{\infty} \\
& =\Delta\left\|\tilde{\mathcal{N}} \phi_{m-1}-t C(x) \tilde{\mathcal{N}} u_{m-1}-\tilde{\mathcal{N}} \phi_{m-2}+t C(x) \tilde{\mathcal{N}} u_{m-2}\right\|+\Delta\left\|u_{m}-u_{m-1}\right\| t|C(x)|_{\infty} \\
& \leq \Delta\left(\Delta\left\|\phi_{m-1}-\phi_{m-2}\right\|+\Delta\left\|u_{m-1}-u_{m-2}\right\| t|C(x)|_{\infty}\right)+\Delta\left\|u_{m}-u_{m-1}\right\| t|C(x)|_{\infty} \\
& \vdots \\
& \leq \Delta^{m}\left[\left\|\phi_{1}-\phi_{0}\right\|+t k\left\|u_{1}-u_{0}\right\|\right]+\Delta^{m-1} t k\left\|u_{1}-u_{0}\right\| .
\end{aligned}
$$

With the help of this, we get

$$
\begin{aligned}
\left\|\phi_{n}-\phi_{m}\right\| \leq & \left\|\phi_{m+1}-\phi_{m}\right\|+\left\|\phi_{m+2}-\phi_{m+1}\right\|+\ldots+\left\|\phi_{n}-\phi_{n-1}\right\| \\
\leq & {\left[\Delta^{m}\left[\left\|\phi_{1}-\phi_{0}\right\|+t k\left\|u_{1}-u_{0}\right\|\right]+\Delta^{m-1} t k\left\|u_{1}-u_{0}\right\|\right] } \\
& +\left[\Delta^{m+1}\left[\left\|\phi_{1}-\phi_{0}\right\|+t k\left\|u_{1}-u_{0}\right\|\right]+\Delta^{m} t k\left\|u_{1}-u_{0}\right\|\right] \\
& +\ldots+\left[\Delta^{n-1}\left[\left\|\phi_{1}-\phi_{0}\right\|+t k\left\|u_{1}-u_{0}\right\|\right]+\Delta^{n-2} t k\left\|u_{1}-u_{0}\right\|\right] \\
= & \frac{\Delta^{m}\left(1-\Delta^{n-m}\right)}{1-\Delta}\left[\left\|\phi_{1}-\phi_{0}\right\|+t k\left\|u_{1}-u_{0}\right\|\right]+\frac{\Delta^{m-1}\left(1-\Delta^{n-m}\right)}{1-\Delta} t k\left\|u_{1}-u_{0}\right\| .
\end{aligned}
$$

Finally using $\left(A 1_{\text {agg }}\right)$, one can obtain

$$
\begin{equation*}
\left\|\phi_{n}-\phi_{m}\right\| \leq \frac{\Delta^{m-1}}{1-\Delta}\left[\Delta\left\|u_{1}\right\|+T k\left\|u_{1}-u_{0}\right\|(\Delta+1)\right] \tag{6.22}
\end{equation*}
$$

Now, using $\left(A 2_{\text {agg }}\right)$, the above expression converges to zero as $m \rightarrow \infty$. Hence, $\phi_{n}$ is a Cauchy sequence. Also, using $\left\|u_{1}\right\| \leq L, k T\left\|u_{1}-u_{0}\right\| \leq L / 2$, we can prove that $\left\|\phi_{n}-\phi_{m}\right\| \leq 2 L$.

Therefore, there exists a $\phi$ so that $\lim _{n \rightarrow \infty} \phi_{n}=\phi$ which leads to $u=\sum_{k=0}^{\infty} u_{k}=$ $\lim _{n \rightarrow \infty} \phi_{n}=\phi$. In the end, fixing $m$ and taking $n \rightarrow \infty$ in the equation (6.22) lead to the requisite result (6.19).

### 6.2.2 Fragmentation Problem

Consider the Banach space $X=\left(\mathcal{C}([0, T]): L^{1}[0, \infty),\|\cdot\|\right)$ endowed with the norm

$$
\begin{equation*}
\|u\|=\sup _{s \in[0, T]} \int_{0}^{\infty} e^{\lambda x}|u(x, s)| d x \quad \text { for } \lambda \in \mathbb{R}^{+} . \tag{6.23}
\end{equation*}
$$

The equation (6.2) can be written in the operator form as

$$
\begin{equation*}
u=\tilde{\mathcal{R}} u \tag{6.24}
\end{equation*}
$$

where

$$
\tilde{\mathcal{R}} u=u_{0}(x)+\mathcal{R} u
$$

and

$$
\begin{equation*}
\mathcal{R} u=u_{0}(x)+\mathcal{L}^{-1}\left[\frac{1}{p} \mathcal{L}[R u]\right] \tag{6.25}
\end{equation*}
$$

such that $\tilde{\mathcal{R}}, \mathcal{R}, R: X \rightarrow X$ are linear operators where $R u$ is the right-hand side of (6.2). Using the Eq. (6.14) and (6.2.2), the $n$-term series solution is computed as

$$
\begin{equation*}
\psi_{n}:=\tilde{\mathcal{R}} \psi_{n-1} \tag{6.26}
\end{equation*}
$$

The convergence result for the fragmentation equation is presented below:
Theorem 6.4. Let $\psi_{n}$ be the truncated solution defined by (6.26). Then, $\psi_{n}$ converges to $u$ with

$$
\begin{equation*}
\left\|u-\psi_{m}\right\| \leq \frac{\Phi^{m}}{1-\Phi}\left\|u_{1}\right\| \tag{6.27}
\end{equation*}
$$

if $\Phi:=c \frac{\alpha!T^{2}}{\lambda^{\alpha+1}}<1$ and $\left\|u_{1}\right\|<\infty$.

Proof. We shall adopt the following steps one by one in order to obtain our main result.

Step 1: The operator $R$ is contractive, i.e.,

$$
\begin{equation*}
\left\|R u-R u^{*}\right\| \leq \rho\left\|u-u^{*}\right\|, \forall u, u^{*} \in X \tag{6.28}
\end{equation*}
$$

with $b(x, y)=c \frac{x^{r-1}}{y^{r}}$ where $c \in \mathbb{R}^{+}, r=1,2, \ldots$ and $\phi(x) \leq x^{\alpha}$ where $\alpha \geq 1$. Finally, $\lambda$ is selected so that $\left(e^{\lambda y}-1\right)<1$ and $\rho:=c \frac{\alpha!T}{\lambda^{\alpha+1}}<1$.

Proof. The operator $R$ can be expressed in the following equivalent form defined by
$\tilde{R} u=u_{0}(x) \exp [-A(x, t)]+\frac{1}{2} \int_{0}^{t} \exp [A(x, s)-A(x, t)] \int_{x}^{\infty} \phi(y) b(x, y) u(y, s) d y d s$,
where, $A(x, t)=t \phi(x)$. The outline of the proof can be followed from Theorem 2.1 in the article [58].

Step 2: The operator $\tilde{\mathcal{R}}$ is a contraction mapping such that

$$
\begin{equation*}
\left\|\tilde{\mathcal{R}} u-\tilde{\mathcal{R}} u^{*}\right\| \leq \Phi\left\|u-u^{*}\right\|, \forall u, u^{*} \in X \tag{6.30}
\end{equation*}
$$

when $\Phi=\rho T$.
Proof. It is certain that

$$
\begin{aligned}
\left\|\tilde{\mathcal{R}} u-\tilde{\mathcal{R}} u^{*}\right\| & =\left\|\mathcal{L}^{-1}\left[\frac{1}{p} \mathcal{L}[R u]\right]-\mathcal{L}^{-1}\left[\frac{1}{p} \mathcal{L}\left[R u^{*}\right]\right]\right\| \\
& =\sup _{s \in[0, T]} \int_{0}^{\infty}\left[e^{\lambda x}\left|\frac{1}{2 \pi} \int_{0}^{\infty}\left[\frac{e^{p s}}{p} \int_{0}^{\infty}\left[e^{-p s}\left(R u-R u^{*}\right)\right] d s\right] d p\right|\right] d x \\
& \leq \frac{1}{2 \pi} \int_{0}^{\infty}\left[\frac{e^{p s}}{p} \int_{0}^{\infty}\left[e^{-p s}\left[\sup _{[0, T]} \int_{0}^{\infty} e^{\lambda x}\left|R u-R u^{*}\right| d x\right]\right] d t\right] d p \\
& =\rho T\left\|u-u^{*}\right\|,
\end{aligned}
$$

under the assumption that $\rho T<1$, the result (6.30) is proved.
Step 3: Finally, the authors indicate that the series solution $\psi_{n}$ is a Cauchy sequence.

Proof. It is given that

$$
\left\|\psi_{n}-\psi_{m}\right\|=\left\|\tilde{\mathcal{R}} \psi_{n-1}-\tilde{\mathcal{R}} \psi_{m-1}\right\| .
$$

Now, following the proof similarly as in Step 3 of Section 3.1 with $C(x)=0$, the above assertion can be easily established.

The completion of all the steps gives us the required result (6.27).

### 6.3 Numerical Results

### 6.3.1 Coagulation Problem

In order to solve the aggregation equation (6.1), the fundamental LODM is applied in this part. Three test cases of constant, sum, and product kernels are considered which are useful for studying the early stages of coagulation, like in protein aggregation [7], analyzing colloidal suspensions [136], and for studying coagulation behavior in predominant particle size distributions, such as atmospheric aerosols [137]. The exponential initial condition is taken into account due to the availability of the exact solutions for the number density and moments in all the cases.

## Constant Kernel

Considering $K(x, y)=1$ in (6.1) and using Eq. (6.10) gives $C(x)=\frac{1}{2}(\sinh (x)-\cosh (x)+$ $1)-1$. Following are the explicit form of the components for $u_{i}^{\prime} s$ :
$u_{0}=e^{-x}, \quad u_{1}=\frac{1}{2} t e^{-x}(x-2), \quad u_{2}=\frac{1}{8} t^{2} e^{-2 x}\left(e^{x}(x-4)(x-1)+x-2\right)$,
$u_{3}=\frac{1}{96} t^{2} e^{-3 x}\left(2 t(x-2)+2 e^{x}(t((x-8) x+8)-6(x-2))+e^{2 x}\left(t\left(2(x-5)^{2} x-29\right)-12(x-2)\right)\right)$.

Continuing in this manner, one can compute higher order terms of the series solution with the help of MATHEMATICA ${ }^{\circledR}$. The exact solution to this problem is provided in [138] and given as

$$
u(x, t)=\frac{4 e^{-\frac{2 x}{t+2}}}{(t+2)^{2}}
$$

For numerical illustration, the exact solution and the truncated solution by LODM taking the partial sum of seven-term of the series are plotted in Figure 6.1. It can be seen that both solutions behave in a similar manner. In the beginning, there is a high density of smaller particles, and as time goes on, this density decreases (see Figure $6.1(\mathrm{a}))$. The comparison between the exact and the series approximated solutions using various terms $(n=3,5,7)$ at $t=1$ is shown in Figure 6.2 , along with the absolute error between the exact and seven-term truncated solutions. It can be seen that the accuracy of predicted number density can be increased by using more terms in the series approximated solution (see Figure $6.2(\mathrm{a})$ ). To strengthen the novelty of the LODM, number density using the 7 -term approximate solution is also compared with the finite volume approximated and exact solutions in Figure 6.3(a). The graph indicates that LODM and FVM overlap the results with the precise ones.

Moving further, the efficacy of the method can be checked by calculating the moments of the approximated solutions and comparing them with the moments of the exact solution. The $r^{t h}$ moment of the exact solution is defined as

$$
\begin{equation*}
\mu_{r}^{E x a c t}(t)=\int_{0}^{\infty} x^{r} u(x, t) d x \tag{6.31}
\end{equation*}
$$

while the approximated solutions using LODM, are given by

$$
\begin{equation*}
\mu^{r, n}(t)=\int_{0}^{\infty} x^{r} \phi_{n}(x, t) d x \tag{6.32}
\end{equation*}
$$

These moments are relevant physical quantities with zeroth moment (obtained by putting $r=0$ in (6.31)) being the total number of clusters and the first moment ( $r=1$ in (6.31)) gives the total mass (volume) of the system. Putting $r=2$ gives the second moment,
defined as the energy dissipated by the system [22]. As expected, it is observed that the series approximated solution conserves the total mass of the particles in the system and hence, plots for the first moment are omitted here as well as in the next two examples. Figure 6.3(b) represents the comparison of zeroth and second moments calculated via LODM $\left(\mu_{i, 7}\right)$, FVM ( $\mu_{i, F}$ ) and exact ( $\mu_{i}$ ) solutions for $i=0$ and 2 , respectively. From this figure, it is clearly visible that all the results are overlapping with each other.

## Exact and LODM



Figure 6.1: Number density for constant kernel


Figure 6.2: Number density and absolute error for constant kernel
These numerical results are also validated by Tables 6.1-6.3 which present the values of the theoretical error bound (6.19) for three different cases. In addition, these errors are compared with the error bounds of ODM (5.27). Here, we have $\left\|u_{0}\right\|=1,\left\|u_{1}\right\|=$ $\frac{T}{2},\left\|u_{1}-u_{0}\right\|=\left(1+\frac{T}{2}\right),|C(x)| \leq 1 / 2$ for large $x$, i.e., $k=1 / 2$.

Case 1: Let $L=1.1$.
Choosing $T=0.2$ provides from ( $A 1$ ) and $\left(A 1_{\text {agg }}\right)$, that $\delta=0.6<1$, and $\Delta=$ $0.1<1$, respectively.


Figure 6.3: Number density and moments using LODM and FVM for constant kernel

We have, $\left\|u_{1}\right\|=0.127 \leq 2 L$ (for ODM ) and
$\left\|u_{1}\right\|=0.127 \leq L$ as well as $k T\left\|u_{1}-u_{0}\right\|=0.1 \leq L / 2($ for LODM).

## Case 2 : Let $L=2$.

Selecting $T=0.1$ gives $\delta=0.33<1$, and $\Delta=0.03<1$
Now, $\left\|u_{1}\right\|=0.063 \leq 2 L$ (for ODM) and
$\left\|u_{1}\right\|=0.063 \leq L$ as well as $k T\left\|u_{1}-u_{0}\right\|=0.05 \leq L / 2$ (for LODM).
Case 3 : Let $L=11$.
Choosing $T=0.03$ such that we have $\delta=0.52<1, \Delta=0.02<1$.
Here, $\left\|u_{1}\right\|=0.019 \leq 2 L$ (For ODM) and
$\left\|u_{1}\right\|=0.019 \leq L$ and $k T\left\|u_{1}-u_{0}\right\|=0.015 \leq L / 2($ for LODM $)$.
Remark 6.5. It should be mentioned here that if we increase $L$ (say up to $L=101$, we can select $T=0.01$ to get $\delta=15.6 \nless 1$, but $\Delta=.156<1$ i.e., we can consider higher value of $T$ in case of LODM. In addition, in all cases above, it is observed that we can consider $T=0.3,0.2,0.08$, respectively, to obtain error estimates for LODM, but we have calculated error values for the same $T$ for comparison. In conclusion, the significantly lower values of these errors (see [58]) for comparison) depict the excellent accuracy of our method.

TABLE 6.1: Truncation error in computing approximate solution using ODM and LODM for constant kernel for case 1

| m | 5 | 10 | 15 | 20 | 25 | 30 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| error $_{\mathrm{ODM}}$ | $2.4 \times 10^{-2}$ | $1.8 \times 10^{-3}$ | $1.4 \times 10^{-4}$ | $10^{\wedge}-5$ | $8.1 \times 10^{-7}$ | $6.2 \times 10^{-8}$ |
| error $_{\text {LODM }}$ | $3.2 \times 10^{-5}$ | $7.8 \times 10^{-10}$ | $2 \times 10^{-14}$ | $4.6 \times 10^{-19}$ | $1.1 \times 10^{-23}$ | $2.8 \times 10^{-28}$ |

Table 6.2: Truncation error in computing approximate solution using ODM and LODM for constant kernel for case 2

| m | 5 | 10 | 15 | 20 | 25 | 30 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| error $_{\mathrm{ODM}}$ | $4 \times 10^{-3}$ | $1.4 \times 10^{-6}$ | $5.2 \times 10^{-9}$ | $2 \times 10^{-11}$ | $7.6 \times 10^{-14}$ | $2.8 \times 10^{-16}$ |
| error $_{\text {LODM }}$ | $6.8 \times 10^{-8}$ | $2.6 \times 10^{-15}$ | $9.8 \times 10^{-23}$ | $3.8 \times 10^{-30}$ | $1.4 \times 10^{-37}$ | $5.4 \times 10^{-45}$ |

TABLE 6.3: Truncation error in computing approximate solution using ODM and LODM for constant kernel for case 3

| m | 5 | 10 | 15 | 20 | 25 | 30 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| error $_{\text {ODM }}$ | $10^{-3}$ | $5 \times 10^{-5}$ | $2 \times 10^{-6}$ | $7.6 \times 10^{-8}$ | $2.8 \times 10^{-9}$ | $10^{-10}$ |
| error $_{\text {LODM }}$ | $9.3 \times 10^{-10}$ | $8.4 \times 10^{-19}$ | $7.6 \times 10^{-28}$ | $6.8 \times 10^{-37}$ | $6.2 \times 10^{-46}$ | $5.6 \times 10^{-55}$ |

## Sum Kernel

If sum kernel is taken, i.e. $K(x, y)=x+y$, this leads to $C(x)=-x+\frac{1}{2} x(\sinh (x)-$ $\cosh (x)+1)-1$ and the first few components of the solution are

$$
\begin{aligned}
u_{0}= & e^{-x}, \quad u_{1}=\frac{1}{2} t e^{-x}\left(x^{2}-2 x-2\right), \quad u_{2}=\frac{1}{24} t^{2} e^{-2 x} x\left(e^{x}(2 x+3)\left(x^{2}-6 x+6\right)+3\left(x^{2}-2 x-2\right)\right), \\
u_{3}= & \frac{1}{576} t^{2} e^{-3 x}\left(e^{2 x}\left(t(x(2 x(x(x(x(2 x-17)+2)+144)-84)-177)-180)-72\left(x^{3}-6 x-4\right)\right)\right. \\
& \left.+12 t((x-2) x-2) x^{2}+8 e^{x} x(x(t(x((x-9) x-3)+12)-9(x-2))+18)\right),
\end{aligned}
$$

and so on. According to [138], the exact solution to this problem is

$$
u(x, t)=\frac{e^{\left(e^{-t}-2\right) x-t} I_{1}\left(2 \sqrt{1-e^{-t}} x\right)}{\sqrt{1-e^{-t}} x},
$$

where $I_{1}$ is the modified Bessel function of the first kind. Figure 6.4 illustrates the excellent agreement between the exact and truncated series solutions by using the partial sum of the seventh term in the series. In Figure 6.5(a), the comparison of the analytical and LODM solutions taking 3,5 , and 7 terms in series approximated solution is made at $t=0.4$. The number density experiences noise over time, which can be reduced by including more terms in the series solution (see Figure 6.5(a)). Further, the absolute error is plotted in Figure 6.5(b) at different time levels. It clearly shows that the absolute error between exact and series approximated solutions is almost negligible for seven terms. Similar to the previous example, here again, it is reported from Figure 6.6(a) that the results for the number density obtained using LODM and FVM are very accurate and comparable with the analytical one.

In addition to this, the efficacy of the method can also be visualized from Figure 6.6(b), which provides the comparison of the zeroth and second moments plot for LODM and the FVM along with the exact moments. As expected, the figure demonstrates that due to the coagulation process, there is a decrease in the total number of particles and the values are very well predicted both by LODM and FVM. Further, it is visualized here that the second moment is predicted better using LODM than FVM. It is worth mentioning that both LODM and FVM yield total mass conservation.

Exact and LODM

(a) Exact solution

(b) LODM solution

Figure 6.4: Number density for sum kernel


Figure 6.5: Number density and absolute error for sum kernel


Figure 6.6: Number density and moments using LODM and FVM for sum kernel

## Product Kernel

Let us consider the case of product kernel, i.e., $K(x, y)=x y$, then one can obtain $C(x)=-\frac{1}{2} e^{-x}\left(e^{x}-1\right)(x+2)$ and the components $u_{i}^{\prime} s$ are

$$
\begin{aligned}
& u_{0}=e^{-x}, \quad u_{1}=\frac{1}{12} x t e^{-x}\left(x^{2}-12\right), \\
& u_{2}=\frac{1}{720} x t^{2} e^{-2 x}\left(-15 x^{3}-30 x^{2}+e^{x}\left(-45 x^{3}+30 x^{2}+181 x-360\right)+180 x+360\right) .
\end{aligned}
$$

Similarly, one can compute higher iterations with the software MATHEMATICA®. The exact solution to this problem is, see [129],

$$
u(x, t)=e^{(-(1+t) x)} \sum_{k=0}^{\infty} \frac{t^{k} x^{3 k}}{(k+1)!\Gamma(2 k+1)}
$$

The Exact and truncated solutions for the density distribution function are plotted in Figure 6.7. Similar outcomes are being pursued in this case, as was shown in the previous cases. Both the LODM-based density distribution and the actual density distribution plot exhibit identical behavior. A comparison between exact and LODM-based number density functions (for $n=3,5$ and 7 ) is carried out in Figure 6.8(a) at time $t=0.4$. It is visible that as the term in the approximated series solution increases, the truncated solution moves closer to the exact solution. In Figure 6.8(b), the absolute error is presented between the exact and LODM-based number densities, taking the partial sum of seven-term in the series approximation. The figure depicts that the error is almost zero for a shorter time. However, the error grows as time passes, which can be reduced by raising the series terms. Further, Figure 6.9(a) depicts the number density comparison of FVM and LODM with the analytical solution and it clearly indicates that both methods exhibit good agreement with the analytical concentration.

Exact and LODM


Figure 6.7: Number density for product kernel


Figure 6.8: Number density and absolute error for product kernel


Figure 6.9: Number density and moments using LODM and FVM for product kernel

Additionally, to verify the efficiency and accuracy of the method, zeroth and second moments for the approximated number densities computed using LODM (7-term series solution) and FVM are plotted in Figure 6.9(b) along with the exact ones. Both LODM
and FVM provide exact agreement with the precise total number of particles. However, for the second moment, LODM over-predicts the result as time progresses but it is still found to be better than the findings via FVM. It should be mentioned here that for higher rate of aggregation kernels, numerical schemes including FVM and fixed pivot technique fail to predict the second moment, see $[139,140]$ and further citations. Moreover, considering a higher number of terms in the semi-analytical method (which is a tedious task if not impossible to check), one can expect a better outcome. All of the above results show the novelty of the proposed method to solve this non-linear problem.

### 6.3.2 Fragmentation Problem

Consider the fragmentation equation (6.2) with the initial condition $u(x, 0)=u_{0}(x) \geq 0$. We have considered four different test cases in this section which include the binary fragmentation kernel with linear and quadratic selection rates and the Austin kernel with cubic selection rate. The other parameters are provided in the following subsections. Interestingly, in all the cases, closed-form solutions are obtained using LADM.

## Binary Fragmentation with Linear Selection Rate

Taking into account the fragmentation rate $b(x, y)=\frac{2}{y}$, selection rate $\phi(x)=x$ and the exponential initial condition $u_{0}(x)=e^{-x}$, the LODM iterations (6.14) will take the form

$$
\begin{aligned}
& u_{0}=e^{-x}, \quad u_{1}=-t x^{-1} e^{-x}\left(x^{2}-2 x\right), \\
& u_{2}=\frac{(-1)^{2}}{2!} t^{2} x^{0} e^{-x}\left(x^{2}-4 x+2\right), \quad u_{3}=\frac{(-1)^{3}}{3!} t^{3} e^{-x} x\left(x^{2}-6 x+6\right),
\end{aligned}
$$

and in general,

$$
u_{k}=\frac{(-1)^{k}}{k!} t^{k} e^{-x} x^{k-2}\left(x^{2}-2 k x+k(k-1)\right), \quad k \geq 0
$$

So, the $n$ term truncated series solution is given by

$$
\begin{equation*}
\psi_{n}=\sum_{k=0}^{n} u_{k}(x, t)=\sum_{k=0}^{n} \frac{(-1)^{k} t^{k} e^{-x} x^{k-2}}{k!}\left(x^{2}-2 k x+k(k-1)\right) . \tag{6.33}
\end{equation*}
$$

In order to get the closed-form solution, taking the limiting case of (6.33) leads to

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \psi_{n}=\lim _{n \rightarrow \infty} \sum_{k=0}^{n} \frac{(-1)^{k} t^{k} e^{-x} x^{k-2}}{k!}\left(x^{2}-2 k x+k(k-1)\right)=(1+t)^{2} e^{-(1+t) x}, \tag{6.34}
\end{equation*}
$$

which is also the exact solution to the problem as provided in [141]. To validate the theoretical results, we shall calculate the theoretical error bound which confirms the efficacy of the method. For this, we have: $u_{1}(x, t)=t e^{-x}(2-x)$, which gives

$$
\left\|u_{1}\right\|=\sup _{s \in[0, T]} \int_{0}^{\infty} s e^{\lambda x-x}(2-x) d x=\frac{T(1-2 \lambda}{(\lambda-1)^{2}}
$$

and we choose $\lambda=0.2$ and 0.1 that give two corresponding values of $T=0.015$ and 0.0045 to compute the theoretical bound (6.27) which are presented in the following Table 6.4 as

Table 6.4: Theoretical error bound for binary fragmentation with linear selection rate

| $m$ | 10 | 20 | 30 | 40 | 50 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\operatorname{Error}(\lambda=0.2)$ | $4.6 \times 10^{-22}$ | $1.5 \times 10^{-41}$ | $4.9 \times 10^{-61}$ | $1.6 \times 10^{-80}$ | $5.1 \times 10^{-100}$ |
| $\operatorname{Error}(\lambda=0.1)$ | $5.3 \times 10^{-27}$ | $6.3 \times 10^{-51}$ | $7.5 \times 10^{-75}$ | $8.9 \times 10^{-99}$ | $1.1 \times 10^{-122}$ |

## Binary Fragmentation with Quadratic Selection Rate

Considering the fragmentation rate $b(x, y)=\frac{2}{y}$, selection rate $\phi(x)=x^{2}$ and initial data $u_{0}(x)=e^{-x}$, the terms of the series solution (6.14) will be as

$$
\begin{aligned}
u_{0}= & e^{-x}, \quad u_{1}=-t e^{-x}\left(x^{2}-2 x-2\right) \\
u_{2}= & \frac{(-1)^{2}}{2!} t^{2} x^{2} e^{-x}\left(x^{2}-4 x-4\right), \quad u_{3}=\frac{(-1)^{3}}{3!} t^{3} x^{4} e^{-x}\left(x^{2}-6 x-6\right), \\
& \vdots \\
u_{k}= & \frac{(-1)^{k}}{k!} t^{k} x^{2 k-2} e^{-x}\left(x^{2}-2 k x-2 k\right), \quad k \geq 0
\end{aligned}
$$

So, the partial sum of $n$ terms of the series solution is

$$
\begin{equation*}
\psi_{n}=\sum_{k=0}^{n} u_{k}(x, t)=\sum_{k=0}^{n} \frac{(-1)^{k}}{k!} t^{k} x^{2 k-2} e^{-x}\left(x^{2}-2 k x-2 k\right) . \tag{6.35}
\end{equation*}
$$

If we take limit $n \rightarrow \infty$ then,

$$
u(x, t)=\lim _{n \rightarrow \infty} \psi_{n}(x, t)=(1+2 t+2 x t) e^{-(1+x t) x}
$$

which is exactly the same as the analytical solution of the problem given in [141].

Since, $u_{1}(x, t)=t e^{-x}\left(2+2 x-x^{2}\right)$, we have

$$
\begin{equation*}
\left\|u_{1}\right\|=\sup _{s \in[0, T]} \int_{0}^{\infty} s e^{\lambda x-x}\left(2+2 x-x^{2}\right) d x=\frac{2 T\left(\lambda^{2}-2 \lambda\right)}{(\lambda-1)^{3}} . \tag{6.36}
\end{equation*}
$$

By taking the parameters $\lambda=0.2,0.1$ and correspondingly $T=0.0015,0.0002$, the theoretical bound (6.27) is determined. These error bounds for different values of $m$ are summarized in Table 6.5 below as

Table 6.5: Theoretical error bound for binary fragmentation with quadratic selection rate

| $m$ | 10 | 20 | 30 | 40 | 50 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\operatorname{Error}(\lambda=0.2)$ | $6.9 \times 10^{-33}$ | $2.2 \times 10^{-62}$ | $7.2 \times 10^{-92}$ | $2.3 \times 10^{-121}$ | $7.6 \times 10^{-151}$ |
| $\operatorname{Error}(\lambda=0.1)$ | $5.5 \times 10^{-49}$ | $5.7 \times 10^{-93}$ | $6 \times 10^{-137}$ | $6.3 \times 10^{-181}$ | $6.6 \times 10^{-225}$ |

## Binary Fragmentation, Linear Selection Rate with Dirac Delta Initial Condition

Let us consider an interesting case of mono-disperse initial condition which is represented by using Dirac Delta function as $u_{0}(x)=\delta(x-\nu)$ along with the fragmentation rate $b(x, y)=\frac{2}{y}$ and selection rate $\phi(x)=x$. Then for a particular value of $\nu=10$, equation (6.14) gives

$$
\begin{aligned}
& u_{0}=\delta(x-10), \quad u_{1}=(-t x) \delta(x-10)+2 t H(10-x), \\
& u_{k}=\frac{(-t x)^{k}}{k!} \delta(x-10)+\frac{(-t x)^{k-1}}{(k-1)!} 2 t H(10-x)+\frac{(-t x)^{k-2}}{(k-2)!} t^{2}(10-x) H(10-x),
\end{aligned}
$$

for $H(10-x)$ being the unit step function. So, the $n$-term series is given by

$$
\begin{equation*}
\psi_{n}=\sum_{k=0}^{n} \frac{(-t x)^{k}}{k!} \delta(x-10)+\frac{(-t x)^{k-1}}{(k-1)!} 2 t H(10-x)+\frac{(-t x)^{k-2}}{(k-2)!} t^{2}(10-x) H(10-x) . \tag{6.37}
\end{equation*}
$$

In order to get the closed-form solution, taking the limiting case of (6.37) leads to

$$
\begin{align*}
\lim _{n \rightarrow \infty} \psi_{n} & =\lim _{n \rightarrow \infty} \sum_{k=0}^{n} \frac{(-t x)^{k}}{k!} \delta(x-10)+\frac{(-t x)^{k-1}}{(k-1)!} 2 t H(10-x)+\frac{(-t x)^{k-2}}{(k-2)!} t^{2}(10-x) H(10-x), \\
& =e^{-t x}\left(\delta(x-10)+\left(t^{2}(10-x)+2 t\right) H(10-x)\right) \tag{6.38}
\end{align*}
$$

which implies that $u(x, t)=e^{-t x}\left(\delta(x-10)+\left(t^{2}(10-x)+2 t\right) H(10-x)\right)$. Fortunately, this is also the exact solution to the problem as provided in [141]. We would like to mention here that these computations are possible for any $\nu \in \mathbb{R}$.

## Austin Fragmentation Kernel, General Selection Rate with Exponential Initial Condition

Taking into account the fragmentation equation with general selection rate $\phi(x)=x^{\alpha}$ and a physically relevant fragmentation kernel introduced by Austin as, see [142],

$$
b(x, y)=\frac{\left(\frac{\xi \gamma x^{\gamma-1}}{y^{\gamma}}+\frac{(1-\xi) \eta x^{\eta-1}}{y^{\eta}}\right)}{\left(\frac{\xi \gamma}{1+\eta} y+\frac{(1-\xi) \eta}{1+\eta}\right)}
$$

with initial condition $u_{0}(x)=e^{-x}$. It is worth mentioning that the analytical solution to the above problem is not available in the literature. Thanks to our series approximated approach, in order to find the closed form solution, we take special case as $\alpha=3, \eta=2$, $\gamma=2$ and $\xi=0$ which lead to $b(x, y)=\frac{3 x}{y^{2}}$ and $\phi(x)=x^{3}$.
Following the procedure as in (6.14), the coefficients of the series solution are

$$
\begin{aligned}
u_{0}= & e^{-x}, \quad u_{1}=-t x e^{-x}\left(x^{2}-3 x-3\right) \\
u_{2}= & \frac{(-1)^{2}}{2!} t^{2} x^{4} e^{-x}\left(x^{2}-6 x-6\right), \quad u_{3}=\frac{(-1)^{3}}{3!} t^{3} x^{7} e^{-x}\left(x^{2}-9 x-9\right) \\
& \vdots \\
u_{k}= & \frac{(-1)^{k}}{k!} t^{k} x^{3 k-2} e^{-x}\left(x^{2}-3 k x-3 k\right), \quad k \geq 0
\end{aligned}
$$

Hence, the partial sum of the $n$ terms of the series solution is

$$
\begin{equation*}
\psi_{n}=\sum_{k=0}^{n} u_{k}(x, t)=\sum_{k=0}^{n} \frac{(-1)^{k}}{k!} t^{k} x^{3 k-2} e^{-x}\left(x^{2}-3 k x-3 k\right) \tag{6.39}
\end{equation*}
$$

Further, by taking the limit $n \rightarrow \infty$, we obtain

$$
\begin{equation*}
u(x, t)=\lim _{n \rightarrow \infty} \psi_{n}(x, t)=e^{-t x^{3}-x}\left(3 t x^{2}+3 t x+1\right) \tag{6.40}
\end{equation*}
$$

By Theorem 6.4, if $\psi_{n}(x, t)$ converges, it will converge to the exact solution of the problem. Therefore, the limiting value of $\psi_{n}(x, t)$ must be the exact solution. We would like to emphasize here that the closed-form solution is obtained for a particular parameter case. However, if the problem is solvable, one can find the closed-form solution or an approximate solution in the series form for different sets of parameter values by our proposed algorithm.

## Concluding Remarks and Future Scope

## Concluding Remarks

This thesis work discussed in detail the theoretical, numerical, and semi-analytical approaches to deal with different forms of coagulation equations namely the SafronovDubovski coagulation equation (SDCE) and Smoluchowski's coagulation equation.

The theoretical analysis of the SDCE revolved around stating conditions for existence, density conservation, uniqueness, and differentiability for unbounded kernels. Our first aim was to discuss the global existence, uniqueness and density conservation of weak solutions for the unbounded kernel of the form $V_{i, j} \leq \frac{(i+j)}{\min \{i, j\}}$ for the SDCE. This kernel contains $V_{i, j}=i^{-2 / 3}+j^{-2 / 3} \forall i, j \geq 1$ which explains the 'Diffusion-controlled growth of supported metal crystallites, and $V_{i, j}=i^{1-\alpha} j^{-\alpha}+i^{-\alpha} j^{1-\alpha}$ and $V_{i, j}=(i+$ $j)^{1-\alpha}(i j)^{-\alpha}$, where $\alpha \geq 1$. The boundedness of the first moment and finiteness of the first moment at an initial time were the only prerequisites to establish these results.

The second goal was to extend the definition of the parameter to the sum kernel $V_{i, j} \leq$ $(i+j)$ and discuss the additional conditions under which all solutions conserve the density in the case of SDCE. Further, the first-order differentiability of the solutions was analyzed for the kernel $V_{i, j} \leq i^{\alpha}+j^{\alpha}, 0 \leq \alpha \leq 1$ which covers the sum kernel under its umbrella. Since, it was not easy to deal with the sum coagulation parameter, we analyzed the uniqueness of the solution for the kernel $V_{i, j} \leq \min \left\{i^{\eta}, j^{\eta}\right\}$ where $0 \leq \eta \leq 2$. It was observed that these results are valid when $(\alpha+1)^{\text {th }}$ moment was bounded and its value at $t=0$ is finite.

The numerical counterpart investigated the existence and uniqueness of the steady-state solution and its simulations considering up to bilinear growth rates for three initial data. Therefore, our third objective was to analyze the steady-state behavior and numerically analyze the solutions for the SDCE in the case of constant, sum, and product kernels, i.e., $V_{i, j}=2,(i+j), 8 i^{1 / 2} j^{1 / 2} \& 2 i j \forall i, j \geq 1$. All the results were established under the assumptions that $M_{2}(t)$ is bounded and the solution $f_{i}(t)$ is differentiable. In absence of the availability of analytical solutions, results were justified by producing numerical solutions, normalized moments, and steady-state solutions using three initial conditions $f_{i}(0)=\frac{1}{2^{i}}, f_{i}(0)=e^{-i}$ and $f_{i}(0)=e^{-i^{2}}$. However, it was observed that the results were replicated for taking any kernel and initial condition pair.
Interestingly, it was noticed that the oscillations arose as the value of $N$ was increased but only when the time was low; these oscillations seemed to relax as $t$ progressed. The oscillations appeared due to the fact that the large clusters become very efficient
at merging with small ones. As monomers are added to the system, the typical size remains fairly small until a small number of large clusters are generated. At this point, large clusters grow very rapidly by absorbing the smaller clusters, producing a pulse of mass through the space of cluster sizes. These large clusters are then removed by the cutoff, resetting the system to a state with almost no particles, and the cycle repeats. In the case of the product kernel, the aggregating system is open, so the oscillations might arise due to input at small masses and sink at large masses.

In the fourth task, we explored a semi-analytical technique known as the optimized decomposition method (ODM) to solve Smoluchowski's coagulation equation. In order to see the efficiency of this method to deal with multi-dimensional coagulation problems, we initially developed its extension to solve the 2D and 3D Burgers' equations. In addition, the theoretical investigation into the convergence analysis was also carried out for both the equations. It was observed that for the convergence of the series solution to the exact solution, two additional assumptions were required, i.e., $\left\{u_{n}\right\}$ should be a Cauchy sequence, and the parameter $C(x)$ must be essentially bounded. In case of the coagulation equation, the analysis included some numerical examples to establish the application and novelty of this method over ADM considering various relevant kernels with the exponential initial distribution. It was demonstrated that for the constant kernel, ODM needed fewer terms as compared to ADM for a higher value of time. Also, it predicted the behavior of the zeroth moment better than ADM. In the case of sum kernel, ODM proved to be a more reliable method for estimating the number and mass of particles in the system. Finally, we observed that ODM estimated the number density in fewer terms than ADM and both absolute and numerical error values were significantly lower than ADM for product kernel even for small values of time.
For the Burgers' equation, several test cases dealing with the 1D, 2D, and 3D problems were considered to establish the implementation of the method. In the case of 1 D , the results computed using ODM were compared with the existing method ADM and it was observed that ODM proved to be a more promising method. Owing to the novelty of ODM, the method was extended to two and three dimensions that aided in calculating the approximate solutions of the 2D and 3D Burgers' equations. Interestingly, we found that ODM was able to compute the solution of a 2D Burgers' equation with no exact solution. It was visualized that the method shows excellent accuracy with the exact solution in all the cases.

Lastly, a Laplace transform-based semi-analytical approach called the Laplace optimized decomposition method (LODM) was implemented to compute the series solutions of Smoluchowski's coagulation equation. In addition to the coagulation equation, we have discussed the approximate solution for the pure fragmentation equation using the

Laplace Adomian decomposition method (LADM). We considered three cases of the coagulation parameters including the constant, sum, and product kernels with exponential initial conditions. In addition, two examples of the fragmentation kernel (binary and Austin) with three selection parameters (up to cubic) and two initial conditions (exponential and mono-disperse) were analyzed.
It was observed that in the case of the fragmentation equation, we were able to compute the closed-form solutions in all the test cases using LADM with a rate of convergence faster than the existing ADM method. However, in the case of the coagulation equation, the seven-term approximated solution computed using LODM gave excellent agreement with the exact solution and was able to predict the moments with very nice accuracy in all the cases.
The article also dealt with theoretical convergence results for both equations. It is noteworthy that in both methods, the Laplace transform provided an advantage in getting a time multiplier for the constant while establishing contraction mapping. Therefore, the theoretical error bounds obtained for both LODM and LADM were significantly improved. In conclusion, these methods proved to be very efficient in dealing with non-linear as well as linear partial integro-differential equations.

## Future Scope

Based on the work done in this thesis, the possible future scopes are as follows:

- To conduct the stability analysis for the Safronov-Dubovski coagulation equation.
- To develop coupled numerical and semi-analytical methods to solve coagulation and breakage problems.
- To theoretically, numerically and semi-analytically analyze these coagulation problems in the presence of a little disturbance, i.e., the source term.
- To discuss existence and uniqueness as well as develop semi-analytical methods for multi-dimensional aggregation and breakage problems.
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