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Abstract 

The increase in ambient temperatures caused by global warming is expected to have a 

substantial effect on the energy needed for heating and cooling (H/C) buildings. This issue 

is particularly alarming in India, where many residential buildings have been constructed 

without regard for energy efficiency, as there is currently no mandatory residential energy 

efficiency code. Addressing this issue is crucial for improving indoor comfort and reducing 

air conditioning energy usage in residential spaces. Envelope retrofit solutions are a cost-

effective and practical way to improve thermal comfort and save energy. Consequently, 

researchers are actively exploring their potential to enhance indoor comfort. 

This study assessed the impact of global warming on space H/C energy requirements in 

eight major Indian cities covering all of the county’s climate zones. By using historical 

weather records and general circulation model outputs, we quantified the historical (1969–

2017) and future (2018–2100) trends in annual mean temperatures together with heating 

and cooling degree days (HDDs and CDDs), which are well-known metrics for quantifying 

buildings’ H/C requirements. The historical weather records of temperatures were primarily 

taken from India's Meteorological Department (IMD). On the other hand, the future 

projected temperatures were general circulation models. These mathematical models 

simulate the Earth’s climate system using mathematical equations to characterize how 

energy and matter interact in different parts of the ocean, atmosphere, and land.  

Furthermore, this study utilizes ordinary least square regression, Mann-Kendall test, 

and Theil-sen slope for the trends analysis. It was found that annual temperatures would be 

higher by 0.1–1.1 ℃ in the 2020s, by 0.6–2.8 ℃ in the 2050s, and by 1.0–4.6 ℃ in the 

2080s, depending on the city and the emission scenario. Due to rising temperatures, CDDs 

would also increase by 2.9–22.9% in the 2020s, by 8.3–54.1% in the 2050s, and by 11.89–
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83.0% in the 2080s; thus, increasing the cooling requirements by a similar amount. In 

contrast, HDDs would decrease by 8.1–30.3% in the 2020s, by 17.6–83.3% in the 2050s, 

and by 19.3–97.1% in the 2080s, thereby reducing the heating requirements. 

Retrofitting residential buildings could substantially reduce the sector’s energy and 

carbon footprint and provide significant economic benefits in the long run. Building 

retrofits must be urgently developed and promoted in India, where most residences are 

constructed without any consideration of energy efficiency due to the lack of a mandatory 

residential energy code.  

However, building retrofits must be devised considering the local construction practices 

and climatic conditions since an improper retrofit can deteriorate the indoor environment 

and even increase the building’s energy consumption. Therefore, through a year-long 

monitoring and simulation exercise, this investigation evaluated different envelope retrofit 

options for improving the thermal comfort conditions in a detached single-story houses in 

India’s hot-semi arid climate zone. The results showed that the indoor environment in such 

a dwelling was comfortable for only 23% of the year. The comfort period could be 

increased by 6–19 percentage points by applying cool/super-cool roof paints. Slight 

comfort enhancements could also be obtained by insulating the roof or the envelope (roof 

and walls); however, insulating the walls alone deteriorated the comfort conditions. 

Overall, applying cool/super-cool roof paints was recommended over other options since 

they provide the maximum thermal comfort benefits and are low-cost and easy to 

implement. 
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Chapter 1: 

Introduction 

1.1 Research Motivation 

In 2018 energy consumption in buildings accounted for around 30% of the total energy 

consumed worldwide, of which space heating and cooling (H/C) were responsible for 34% and 

6%, respectively [1]. A similar situation can also be seen in India, where in 2018, buildings 

accounted for about 33% of the country’s total energy consumption [2]. Of the energy 

consumed by Indian buildings, space cooling accounts for about 5% [3–5], while the heating 

energy consumption is likely to be relatively small (exact estimates unavailable) since most of 

the country experiences a warm climate. Thus, space H/C in buildings constitutes a significant 

portion of energy consumption globally and in India. The energy consumption in buildings is 

also responsible for about 28% of energy-related CO2 emissions worldwide, which is the 

primary reason for global warming [2]. Due to global warming, the global mean surface 

temperatures for 2081–2100 are projected to be 0.3–4.8 °C higher (depending on the emission 

scenario) than those in 1986–2005 [6]. As global temperatures rise, the energy required for 

space cooling will increase, while the space heating requirements will decrease [7]. Thus, in 

India, where energy requirements for space cooling are much larger than those for space 

heating [8], global warming may substantially increase the energy consumption in buildings 

and the associated CO2 emissions. 

A changing climate coupled with rising household incomes and built-up areas has led to a 

staggering increase in the cooling needs of Indian residences [9,10]. This trend is expected to 

persist, with projections indicating that the residential sector's air-conditioning (AC) stock will 

double within fifteen years and quadruple within the next two decades [8]. Adding to the 

challenge, most of India's residential buildings were and continue to be constructed without 

consideration for energy efficiency, primarily due to the absence of mandatory residential 



Page | 2  
 

energy efficiency codes [11]. Consequently, the implementation of energy efficiency measures 

within India's residential buildings can significantly reduce this sector's energy and carbon 

footprint [12,13], offering substantial long-term cost savings [14]. A critical factor influencing 

indoor conditions in residential buildings is heat transfer through the building envelope, 

encompassing walls, roofs, and windows [15]. Therefore, optimizing the thermal 

characteristics of the envelope through appropriate retrofit techniques, such as insulation, 

thermal mass enhancements, and heat-reflective paints, can enhance indoor comfort conditions 

and reduce the reliance on active H/C systems. 

1.2 Objective of the Study 

This study had three major objectives: 

 Assessing the impact of global warming on space H/C energy requirements in eight major 

Indian cities covering all the county’s climate zones.  

 Evaluating thermal comfort in detached single-story houses in India’s hot semi-arid climate 

conditions. 

 Comparing various envelope retrofit solutions for enhancing thermal comfort in detached 

single-story houses under hot semi-arid climate conditions. 

1.3 Methodology 

The different phases of the adopted methodology to achieve the objectives are as follows: 

Phase–I: A comprehensive literature review was conducted on studies that were focused on 

quantifying the impact of climate change on energy consumption for building space 

conditioning in India. Furthermore, the literature review will focus on studies that investigate 

the performance of different envelope retrofit solutions to enhance indoor thermal comfort. 

Phase–II: This study quantifies the impact of climate change on the H/C energy consumption 

in residential buildings in several major Indian cities. To achieve this, future climate predictions 
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for major Indian cities (covering all the climate zones of India) will be made under various 

GHG (greenhouse gases) emission scenarios by using appropriate general circulation models 

such as HadCM3, GFDL, CCSM, etc. Subsequently, future energy requirements for space 

conditions will be quantified by using the degree-day analysis. 

Phase–III: In this stage of the study, year-long measurements of the weather and indoor 

environmental conditions have been taken in the room of a residential house located in Pilani, 

Rajasthan, India. These observations assessed the occupants' comfort levels in the room as it 

was in an “as-built” state. It is essential to evaluate the initial thermal comfort of the houses 

before considering any potential changes to the building envelope. The data obtained from the 

measurements offer characterization of outdoor weather data and valuable insights into the 

room's thermal environment and comfort conditions.  

Phase–IV: An EnergyPlus model has been developed to predict the indoor environmental 

conditions within the monitored room. The EnergyPlus model was constructed using building 

materials, internal heat load, and monitored weather conditions data. These data inputs were 

essential for creating a robust and accurate representation of the monitored room's indoor 

environment over time. A rigorous calibration and validation process was undertaken to ensure 

the model's reliability and accuracy. 

Phase–V: In this phase of the research, the validated model was used with different envelope 

retrofit solutions to evaluate the impact of different retrofit solutions (e.g., the application of 

cool roof paints and the insulation of walls and roof) on the room’s thermal comfort conditions.  

1.4 Organization of Thesis 

The thesis is organized into six chapters. Chapter 1 provides the introduction to the present 

thesis. A review of literature related to the impact of climate on H/C degree days and envelop 

retrofit solutions for improving thermal comfort is presented in Chapter 2. Based on the 
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literature on the impact of climate change and the mitigation of its effect on the thermal comfort 

potential of envelope retrofit solutions are analysed to identify research gaps, and the study's 

objectives are determined based on the existing knowledge and research gaps. In Chapter 3, 

the impact of global warming on buildings’ H/C energy requirements in eight major Indian 

cities covering all of the county’s climate zones is presented. Chapter 4 presents a year-long 

measurement of the weather and indoor conditions in the house's bedroom. It assesses thermal 

comfort conditions and heat transfer characteristics in the as-built state. In Chapter 5, the well-

calibrated model was developed to compare different envelope retrofit options for improving 

the thermal comfort conditions in a detached single-story house in India’s hot-semi arid climate 

zone through detailed thermal comfort measurements. Finally, Chapter 6 summarises the 

change in H/C degree day and identifies the most suitable envelope retrofit solution for 

detached single-storeyed houses in hot semi-arid climates to improve thermal comfort, the 

limitations of the present work, and the direction of future research. 
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Chapter 2: 

Literature Review 

2.1 Literature Review on Impact of Global Warming on H/C Energy Consumption in 

Buildings 

The impact of global warming on the H/C energy consumption in buildings can either be 

estimated by conducting hourly energy simulation [16–18] or by using the degree-day method 

[7]. In the former approach, simulation programs (like EnergyPlus) are used to predict the 

energy requirements for space H/C of archetype buildings by modeling their thermal 

performance under current and future climatic conditions. The latter approach uses H/C degree-

days (HDDs and CDDs), which are essentially summations of temperature differences 

(ambient temperature minus a base temperature) over time, as indicators for predicting energy 

requirements for space H/C. Although degree-days do not consider the effect of variables like 

relative humidity and wind speed that can influence buildings’ H/C energy requirements, 

nevertheless, they remain excellent indicators for the same [19]. The degree-days approach 

stands out due to its simplicity, transparency, and repeatability that hourly energy simulations 

may not provide [20]. 

2.1.1 Historical HDD and CDD Trends 

Several researchers have investigated past trends in degree-days in different regions 

worldwide by estimating the HDD and CDD values based on historical weather records [21–

26]. For example, Rosa et al. [25] studied the changes in HDDs and CDDs in six cities in Italy 

from 1978 to 2013, covering all its climate zones. Their study found that HDDs decreased (by 

2.6–17.1%, depending on the city) while CDDs increased (by 7.4–170%, depending on the 

city) in 2000–2013, as compared to their values in 1980–1993. Similarly, Christenson et al. 

[21] estimated the impact of climate warming on degree-days in Switzerland’s four major cities 

during 1901–2003. Their investigation also showed that HDDs reduced by 11–18% while 
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CDDs increased by 50–170% during the study period, depending upon location and the base 

temperature used. A similar conclusion was obtained by Ortizbeviá et al. [23], who studied the 

trends in degree-days at 31 weather stations in Spain during 1970–2005. They reported 

decreasing trends (2.3–6%/decade) in HDDs at 21 stations, while no significant HDD trends 

were detected in the remaining stations. On the other hand, CDDs had increasing trends (5–

40%/decade) at 23 stations, while no significant CDD trends were detected in the rest. On 

similar lines, Jiang et al.  [22] studied variations in HDDs and CDDs at 51 weather stations in 

Xinjiang, China, from 1959 to 2004. They reported that HDDs exhibited decreasing trends 

(from −25.1 °Cd/decade to −312.1 °Cd/decade) in 49 stations, while no significant trend was 

detected in the remaining stations. The CDD trends ranged from −21.5 °Cd/decade to 38.4 

°Cd/decade, with 29 stations showing positive trends, 18 showing no trends, and the remaining 

four showing negative trends. 

2.1.2 Future HDD and CDD Trends 

In addition to studying the historical degree-day trends, several investigations have also 

made predictions of future degree-days using future weather data obtained from climate 

simulation models [27–29]. For example, Isaac and Vuuren [30] estimated that due to climate 

change (3.7 ℃ increase in global temperature over the pre-industrial age value), global HDDs 

would reduce by 34%, while CDDs will increase by 70% in 2100, as compared to their values 

in 2100 assuming no climate change. A similar conclusion was obtained by Warren et al. [31], 

who reported that a 1–5 ℃ increase in global temperatures would decrease global HDDs by 

14–18% and increase CDDs by 18–99%. Spinoni et al. [27] studied the impact of global 

warming on degree-days in Europe from 1981–2100 under two different representative 

concentration pathways (RCPs): RCP4.5 and RCP8.5. The RCPs are defined by the increase 

in ‘radiative forcing’ in the year 2100 relative to 1750 due to increasing greenhouse gas 

concentrations in the atmosphere, i.e., 4.5 W/m2 for RCP4.5 and 8.5 W/m2 for RCP8.5 [6]. 
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Their study showed that in Europe from 1981 to 2100, HDDs would decrease by 49–84 

°Cd/decade while CDDs would increase by 8–20 °Cd/decade, depending on the RCP. On 

similar lines, Petri and Caldeira [28] studied the variations in degree-days in 25 of the United 

States’ most populous cities under the RCP8.5 emission scenario. Their study showed that 

depending on the location, HDDs would decrease by 28–99% while CDDs would increase by 

12–650% in 2080–2099, as compared to those in 1981–2010. Ramon et al. [29] also obtained 

a similar conclusion by studying the impact of climate change on future degree days in Belgium 

under the RCP8.5 scenario. They reported that there would be a 27% decrease in HDDs and a 

140% increase in CDDs in 2070–2098, over those in 1976–2004. 

2.2 Literature Review on Envelop Retrofit Solutions 

In residential buildings, the heat transfer through the building envelope (walls, roof, and 

windows) plays a dominant role in determining the building’s indoor conditions [15]. Thus, 

modulating the envelope’s thermal characteristics through suitable retrofit techniques 

(insulation, thermal mass, reflective paints, etc.) can enhance indoor comfort conditions and 

minimize the need for active H/C. Two cost-efficient envelope retrofit techniques particularly 

suitable for India’s residential building stock and climate are: i) converting the roof to a 

cool/super-cool roof by applying heat-reflective paints [32] and ii) adding insulation on the 

roof and walls [33]. The applications of those techniques for residential buildings are discussed 

in the following sub-sections. 

2.2.1 Cool/Super-cool Roof Applications in Residential Buildings 

A conventional roof can be converted to a cool or super-cool roof by applying heat-reflective 

paints on its surface, such that its solar absorptance (α) is decreased while its thermal emittance 

(ε) is kept high. For example, a conventional gray roof has α ≈ 0.7 and ε ≈ 0.9, a cool roof has 

α ≤ 0.3 and ε ≥ 0.75 [34], and a super-cool roof has α ≤ 0.05 and ε ≥ 0.95 [32,35]. Several 
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investigations have assessed the impact of cool/super-cool roofs on occupants’ thermal comfort 

and AC energy savings in residential buildings [33,36–42], which are summarized in the 

following two paragraphs. For a comprehensive review of research on cool roof materials, their 

applications and challenges, the reader is referred to Tian et al. [32]. 

The studies that evaluated the energy and thermal comfort benefits of applying cool/super-

cool roofs in residential buildings generally used a two-step procedure. Firstly, a building 

energy model was calibrated for the region and construction of interest by using standard test 

cases from the literature [43], or experimental data from test chambers [33,44,45], or real-world 

case studies [46–48]. Subsequently, the calibrated model was used to determine the impact of 

the cool/super-cool roof retrofit strategy for various conditions. For example, Kolokotroni et 

al. [37] monitored a typical single-story house in Jamaica (a tropical country) and reported that, 

with the application of cool roof paint, the internal ceiling surface temperature was reduced by 

an average of 6.8 °C and indoor air temperature by 2.3 °C. Those monitoring results were 

subsequently used to develop and calibrate building energy models, with country-specific 

construction practices, to assess the impact of cool roofs in other tropical countries (Ghana and 

Brazil). Similar studies conducted for other climate zones and construction practices have 

found that converting a conventional roof to a cool/super-cool roof reduces roof temperatures 

by 20–40 °C [36,41], thus leading to indoor air temperature reductions between 0.75–4 °C 

[45,49]. Decreased indoor air temperatures significantly enhance occupants’ comfort in 

summer [33,36,37,39,41,50] and reduce AC energy consumption by 1–93% [33,39,49,51]. 

The results of such model-centric studies have also been confirmed by a few site-level 

measurements [37,40,52]. For example, Pisello et al. [52] conducted a two-year continuous 

monitoring campaign to evaluate the impact of a cool roof on a residential building in Italy. 

The building was monitored for an entire year in the original configuration and for another year 

with the cool roof. The results showed that the proposed cool roof solution produced substantial 
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thermal comfort benefits in summer and relatively small penalties in winter for residential 

buildings in temperate climates. Since cool/super-cool roofs lead to reduced roof heat gains, 

they are beneficial in lowering summer discomfort and AC energy consumption; however, they 

adversely impact comfort conditions and heating energy consumption in winter [49]. For 

example, implementing a cool roof in a typical single-story residence in Sydney decreased the 

cooling energy consumption but increased the heating energy consumption, thus leading to a 

net increase in the building’s energy consumption by 6.6 kWh/m2/year [41]. Similarly, due to 

cool roofs, a 1–5 kWh/m2/year increase in energy consumption was reported for residences in 

Barcelona, Spain [39]. Thus, cool roofs are generally beneficial in those locations where 

cooling energy consumption dominates over heating energy consumption and seem suited for 

most parts of India [53,54]. 

2.2.2 Wall and Roof Insulation of Residential Buildings 

Applying wall and roof insulation is another effective retrofit technique for residential 

buildings and forms the core of most energy-reduction policies worldwide [55,56]. Increasing 

wall and roof insulation levels significantly lower heat gains in summer and heat losses in 

winter, thus improving occupants’ thermal comfort [33,57–59] and buildings’ energy 

efficiency [33,57,59–62]. We provide a summary of those investigations in the following 

paragraphs. For a detailed review of the impact of insulation on building energy efficiency and 

thermal comfort, the reader is referred to [68–72]. 

Most investigations focusing on insulation as a retrofit strategy have also used the two-step 

simulation approach or on-site measurements, as discussed in the previous subsection. For 

example, a field study conducted on residential buildings in Mandi, India (with warm summers 

and cold winters) found that modern insulated houses were warmer in winter by 3–4 °C and 

cooler in summer by 1–3 °C than uninsulated ones [57]. Thus, envelope insulation significantly 

improved the thermal comfort conditions in both seasons. Similarly, an experimental study 
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conducted with test cubicles in Lleida, Spain, demonstrated up to 37% heating and 64% cooling 

energy reductions by applying wall insulation [59]. Simulation-based studies have also 

reported similar results, i.e., the annual heating and cooling energy consumption in detached 

residential dwellings was reduced by 11–30% with wall insulation [33,62] and by 16–20% with 

roof insulation [33,60]. 

However, increasing insulation levels have also been associated with enhanced summer 

overheating in dwellings in cold and mild climates [63–65,73]. For example, experiments 

conducted on a pair of semi-detached solid wall houses in the UK (with and without internal 

wall insulation) showed that the indoor temperatures in the main bedroom of the insulated 

house were about 1.5 °C higher than those in the uninsulated house [66]. Thus, wall insulation 

increased the overheating risk by 7.7 percentage points in the bedroom. Similar results were 

reported by a simulation-based study conducted on bungalows and single-story houses in 

London, i.e., wall insulation increased the indoor air temperature by 3 °C in summer [65]. 

Another simulation study using different residential building variants spread across multiple 

climates also found that higher insulation levels increase the overheating risk when windows 

are closed at night. However, higher insulation levels reduce overheating risk if windows can 

be opened at night [67]. Thus, the use of insulation needs to be carefully assessed for the 

construction practices, user behavior, and climate conditions. 

2.3 Research Gaps and Novelty of the Present Study 

The literature reviewed included impact of climate change on H/C degree days. The literature 

reveals that HDDs in the last century decreased while CDDs increased almost universally due 

to global warming. Similar trends in HDDs and CDDs are projected to continue in the future, 

leading to a decrease in the heating energy demand and an increase in the cooling energy 

demand of buildings. Thus, in India, where buildings’ cooling requirements are much larger 

than heating requirements, global warming would substantially increase the building energy 
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consumption. However, there are few studies [74,75] that have quantified the impact of climate 

change on building energy consumption for space conditioning purposes in India. 

In addition to that, the literature reviewed carried out for retrofitment practices to improve 

thermal comfort shows that envelope retrofits generally improve indoor thermal comfort and 

reduce air-conditioning energy consumption in residences. However, they should be applied 

carefully after considering the building characteristics and climatic conditions, and an improper 

application can even increase thermal discomfort and energy consumption. Thus, the present 

research was motivated by the immense potential of envelope retrofit solutions for improving 

thermal comfort conditions in Indian residences, together with the limited number of previous 

studies [42,57] that have assessed such solutions for Indian building practices and climatic 

conditions. The study was conducted to aid building retrofit programs in the region and made 

the following novel contributions to the field: 

 Most previous studies on cool/super-cool roofs and insulation-based retrofits focus on 

heating and cooling energy savings in air-conditioned buildings or on occupants’ thermal 

distress in summer. However, the effect of such retrofits on the year-round thermal comfort 

in non-air-conditioned buildings has not been well studied. This issue is crucial for India, 

where over 90% of households currently lack access to air-conditioning [8] and will 

experience severe thermal distress with rising global temperatures [76,77]. A proper 

application of cost-effective building retrofits can significantly improve indoor comfort in 

such houses, thus preventing their future shift and over-reliance on AC systems. 

 The present study was the first to be conducted in India’s composite climate zone (BSh 

according to the Köppen-Geiger climate classification system), measuring the year-round 

indoor and outdoor environmental conditions of a non-air-conditioned detached single-

story house. Even though the composite zone includes some major Indian cities such as 
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New Delhi, Allahabad, Amritsar, Lucknow, etc., and a total population of about 0.4 billion 

people, the indoor environment of such buildings has not been well-studied.  

 The study’s climate also presents a unique challenge for devising building retrofits since 

the location experiences a long and harsh summer (~6 months) with dry and wet spells and 

a relatively short but severe winter (~4 months). Thus, the retrofit must operate over the 

hot-dry, warm-humid, and cold periods and significantly improve the building’s indoor 

environment.  

 The study evaluated two cost-effective envelope retrofit options (cool/super-cool roofs and 

insulation) for improving the thermal comfort conditions in such residences using a well-

calibrated energy model. Overall, the results offer valuable physical insights into the heat 

transfer characteristics and thermal comfort conditions of such residences, along with 

identifying a suitable retrofit solution. 
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Chapter 3: 

Evaluating Global Warming's Effects on the Heating and Cooling Degree Days for 
Indian Major Cities 

3.1 Methodology 

To assess the impact of global warming on the H/C energy requirements in India, this 

investigation first selected eight representative Indian cities, for which the historical 

temperature records (from 1969 to 2017) were obtained from the Indian Meteorological 

Department (IMD). Since the IMD temperature data had missing values, those values were 

filled using other datasets. Next, this study obtained the future temperature projections (from 

2018 to 2100) for the selected cities from the National Aeronautics and Space Administration 

(NASA) earth exchange (NEX) global daily downscaled projections (GDDP) dataset after 

identifying a GCM suitable for each city. Subsequently, the annual mean temperatures, HDDs, 

and CDDs for each city from 1969 to 2100 were calculated, and their linear trends were 

estimated. The complete methodology is summarized in Figure 3.1 and elaborated in the 

following sub-sections.  

 
Figure 3.1: Flow chart of the methodology. 

3.2 Selection of Representative Cities 

In this study, eight representative cities covering all the country's climate zones were 

selected, as depicted in Figure 3.2. The total area of 4,812 square kilometers was encompassed 

by these chosen cities, supporting a population of 103 million. A detailed description of these 
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cities is provided in Table 3.1. Historical and future Cooling Degree Days (CDDs) were 

investigated for seven cities, as one city (Srinagar) had no cooling requirements. Conversely, 

Heating Degree Days (HDDs) were only studied for two cities (Delhi and Srinagar), as the 

others did not have significant heating requirements. By these carefully selected cities, a 

comprehensive analysis of India's climate was undertaken, spanning various climate zones. 

The aim of the research is to offer a holistic understanding of India's climate dynamics and 

their implications for energy consumption and urban planning. 

 
Figure 3.2: The selected cities covering all the climate zones of India. The climate 

classification map was taken from National Building Code of India [78]. 
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Table 3.1: Description of the selected cities. 

Climate zone City Description 

Hot–Dry Ahmedabad 

Ahmedabad is a large metropolis located in the western part 
of India. Winters are short and mild, with the lowest 
monthly temperature being 12 °C, whereas summers are 
long and harsh, with maximum monthly temperatures 
reaching up to 42 °C. 

Warm-Humid 

Chennai  
Chennai, Kolkata, and Mumbai are all coastal cities and the 
major metropolitan hubs of the country. The cities 
experience a very mild winter season with temperatures 
generally exceeding 15 ℃ throughout the day. Summers 
are hot and humid with maximum monthly temperatures 
ranging between 34–38 °C. 

Kolkata 

Mumbai 

Composite 

Delhi 

Delhi is a major metropolitan area and the capital city of 
India. Winters are cold, with temperatures dropping 
routinely below 10 °C at night, while summers are hot with 
temperatures exceeding 40 °C during the day. 

Hyderabad 

Hyderabad is a major metropolitan city located on the 
Telangana plateau in the southern part of the country. 
Winters are mild, with temperatures generally ranging 
between 15–30 ℃, while summers are hot with 
temperatures exceeding 40 °C. 

Temperate Bengaluru 
Bengaluru is another large metropolitan city in India. The 
city experiences a moderate climate with temperatures 
generally ranging between 16–34 ℃ throughout the year. 

Cold Srinagar 

Srinagar is one of India’s most populous city in the cold 
climate zone and lies in a valley region surrounded by the 
Himalayan mountains. Winters are cold, with temperatures 
dropping below 0 ℃ at night, while summers are mild, with 
the maximum daytime temperature being around 30 ℃. 

3.3 Calculation of HDD and CDD 

This investigation calculated the annual HDDs and CDDs for the selected cities, as per the 

definition of the American Society of Heating, Refrigerating, and Air-conditioning Engineers 

(ASHRAE) [79]: 

 
��� = �(����� − �)�

�

���

  (Eq.3.1) 
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 (Eq.3.2) 

where T is the daily mean ambient temperature, ����� the base temperature, and N the number 

of days in the year.  The ‘+’ superscript denotes that only positive values contribute to the 

degree-day calculations. In the above equations, the ambient temperature (T) was approximated 

as the arithmetic mean of the daily minimum and maximum temperatures, and the base 

temperature (�����) was taken as 18 °C. An 18 ℃ base temperature value was used for 

calculating both HDDs and CDDs, as recommended for India by Bhatnagar et al. [80], based 

on detailed energy simulations of several building types located across the different climate 

zones of the country. 

3.4 Historical Weather Data (1969–2017) 

The degree-days for the years 1969–2017 were calculated from the daily values of minimum 

and maximum ambient temperatures obtained from IMD. IMD has been monitoring 

meteorological parameters in more than 500 stations in India for over a century, and releases 

weather data following stringent quality tests and pre-processing based on World 

Meteorological Organization (WMO) protocols [81]. However, IMD’s temperature data had 

some missing values (0.2–4.5%, depending on the city). Those missing values were filled using 

the data obtained from the National Oceanic and Atmospheric Administration (NOAA), which 

maintains an archive of global historical climate data. IMD data was chosen as the primary data 

source, and NOAA was selected as the secondary source because IMD data exhibited lower 

missing values than the NOAA data. Even after combining both datasets, there were still some 

missing values (0.1–2.6%, depending on the city). The missing temperature values for the years 

1969–2005 were taken as the arithmetic means of the temperature predictions given by 21 

different general circulation models (GCM) under the ‘historical’ scenario (see details in 

Section 3.5). Since the historical scenario ends in 2005, the missing values from 2006–2017 
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were filled by data from TuTiempo.net, a website that provides access to WMO data. However, 

one or two temperature values were still missing for 2006–2017. Those values were filled by 

using linear interpolation since the consecutive missing values were less than five [82,83]. 

Finally, if the endpoint (31st December 2017) of the data was missing, it was filled by the 

previous day’s value. Thus, by following this procedure, we obtained the complete ambient air 

temperature records for all eight cities from 1969 to 2017. 

To assess the suitability of the procedure used for filling the missing values, in this study, 

the root mean square error (RMSE) in the daily mean ambient temperatures between the 

primary dataset (from IMD) and other datasets (from NOAA, mean GCM, or TuTiempo) was 

calculated, as reported in Table AI1 (Appendix-I). The RMSE values were calculated using all 

common data points available between the primary and secondary datasets, except for the 

TuTiempo data, for which we randomly selected 30 data points for RMSE calculation since 

the TuTiempo data had to be manually recorded for each day. Table AI1 shows that the RMSE 

values ranged between 0.46–2.67 for the different datasets, depending on the city. The RMSE 

values compared reasonably well with other imputation algorithms reported in the literature 

[84]. This study did not estimate the performance of the linear interpolation technique for 

missing value imputation since only 1–2 data points per city were filled by this method. 

3.5 Future Weather Data (2018–2100) 

For calculating future degree-days, daily predictions of ambient air temperatures were 

obtained from the NASA-NEX-GDDP dataset. This dataset (available at 

https://cds.nccs.nasa.gov/nex-gddp/) was developed from simulations conducted under the 5th 

phase of the coupled model inter-comparison project (CMIP-5) using 21 different GCMs, as 

given in Table AI2. The dataset contains statistically downscaled projections of the minimum 

and maximum ambient temperatures at a geospatial resolution of 0.25° × 0.25° (about 25 km 
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× 25 km) for RCP4.5 and RCP8.5 scenarios from 2005–2100. Note that RCP4.5 is a 

stabilization scenario with the total radiative forcing stabilizing at 4.5 W/m2 in 2100, relative 

to 1750 [85]; while RCP8.5 is a scenario with very high greenhouse gas emissions leading to 

an increase in radiative forcing of 8.5 W/m2 in 2100, relative to 1750 [86]. From the NEX-

GDDP dataset, this study obtained the daily temperature predictions (minimum and maximum 

values) at four closest grid-points for a particular city, and then used bilinear interpolation for 

estimating the city’s temperatures [17]. 

Since the NEX-GDDP dataset contained future temperature predictions from 21 different 

GCMs; therefore, choosing an appropriate GCM for making future temperature predictions 

was a non-trivial exercise. So, in this study first evaluated the performance of different GCMs 

by comparing their predictions under the ‘historical’ scenario with the corresponding 

observations (1969–2005) for all the eight cities. The historical scenario provides the modeled 

historical evolution of temperature using reconstructed historical forcing. Thus, temperature 

predictions under the historical run were evaluated by us for all eight cities by comparing them 

with their corresponding observed values using different GCMs. 

This investigation calculated the RMSE values for each model for all cities by using the 

following equation: 

 

���� = ��
(���� − ����)�

�

�

���

 
(Eq. 3.3) 

where ���� and ���� are the predicted (by a particular GCM) and observed values of the daily 

mean temperature on the ith day, respectively, and N is the number of days (N = 13514 days 

for years 1969–2005). 
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This study also calculated the absolute error in predicting the historical temperature trends 

(linear slope) for each GCM by using the following equation: 

 ���� = ������ − ������ (Eq.  3.4) 

where AELS is the absolute error in the linear slope, ����� and ����� are the GCM predicted 

and observed trends (slopes) in annual mean temperature from 1969–2005, respectively, 

obtained from the ordinary least square (OLS) analysis given in Section 3.6.1. 

Note that RMSE values quantify the errors in the daily mean temperatures predicted by each 

GCM, thus quantifying the model’s performance for short time-periods, whereas the AELS 

values assess the model’s long-term performance. To assess the model performances relative 

to each other, this study defined ����� and  ����� metrics, as suggested by Gleckler et al. [87]: 

 
����� =

���� − ������������

������������
 (Eq. 3.5) 

 
����� =

���� − �����������

�����������
 (Eq. 3.6) 

where ����� and ����� are the relative errors in the RMSE and AELS values, respectively;  

������������ and ����������� are the median values and quantify the ‘typical’ model errors. By using 

‘median’ rather than the ‘mean,’ this study clear out the possible problems arising from outliers 

in the dataset. The smaller the E value is for a model, the better is its performance compared to 

others. For example, if ����� = −0.1 for a particular model, it demonstrates that the model’s 

RMSE is 10% lower than that of the typical (median) model, which means that the model 

outperforms the typical model. 

Figure 3.3 shows the relative error values (����� and ����� denoted by the color scale) for 

the 21 GCMs (names given in the center) for all eight cities. Figure 3.3 a) shows that for most 

of the cities, the MIROC_ESM_CHEM model had the least �����  values (best short-term 
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performance) while the IPSL_CM5A_MR model had the highest ����� values (worst short-

term performance).  

a) ERMSE                        
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City ↓                                               3.0

Ahmedabad                        2.5

Bengaluru                        2.0
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Figure 3.3: Performance of different general circulation models (GCMs) in predicting the 
temperatures of major Indian cities from 1969−2005 based on a) ERMSE and b) EAELS metrics. 

On the other hand, Figure 3.3 b) shows that the GFDL_ESM2G model generally had the 

least ����� values (best long-term performance) while the IPSL_CM5A_LR model had some 

of the highest ����� values (worst long-term performance). Thus, the models that had good 

short-term performance did not necessarily capture the long-term temperature trends. It is also 



Page | 21  
 

evident from Figure 3.3 that a single GCM could not consistently perform well for all the eight 

Cites and that a single GCM could not consistently perform well for all the eight cities, and 

different models seem suitable for different cities. 

Table 3.2: Selected general circulation models (GCMs) for making future temperature 
predictions in major Indian cities. 

City Selected GCM 

Ahmedabad BNU_ESM 

Bengaluru IPSL_CM5A_LR 

Chennai BCC_CSM1_1 

Delhi MIROC_ESM_CHEM 

Hyderabad, Kolkata, and 
Mumbai 

MIROC_ESM 

Srinagar GFDL_ESM2G 

Thus, to choose an appropriate model for a particular city, in this study first ranked the 21 

GCMs based on their short-term and long-term performances, i.e., each GCM was ranked from 

1 to 21 corresponding to ����� and ����� metrics. Subsequently, both the ranks were summed 

to obtain the final model rankings for each city; thus, a lower rank was represented as a well-

performing model, and vice versa. The models with the best rankings (see Table 3.2) were 

selected to make future temperature predictions. Note that Ahmedabad had three models 

(BNU-ESM, MIROC-ESM, and MIROC5) while Mumbai had two models (BCC-CSM1-1 and 

MIROC-ESM) with equal summed ranks. Those ties were broken based on the model 

performances in predicting the historical CDD slopes, as discussed in the following paragraph. 

This investigation assessed the performances of the GCMs by comparing the historical CDD 

and HDD trends (the OLS slopes described in Section 3.6.1) with their corresponding model 

predictions obtained from the historical runs. Figure 3.4 shows the box plots of the CDD and 

HDD trends from 1969–2005 predicted by the different GCMs together with the observed 

trends and those predicted by the selected GCMs given in Table 3.2.  
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Figure 3.4 shows large differences in model predictions; however, the selected GCMs can 

reasonably capture the historical HDD and CDD trends with prediction errors ranging between 

1–39%. Thus, those GCMs were deemed suitable for forecasting future temperatures (2018–

2100) and calculating the future HDDs and CDDs. Note that since there were ties in model 

rankings for Ahmedabad and Mumbai, the GCMs that best captured the observed CDD trends 

in those cities were selected for making future projections. 

 
Figure 3.4: Box plots of a) CDD and b) HDD trends from 1969−2005 predicted by the 

different general circulation models (GCMs) in major Indian cities. 

3.6 Linear Trend Analysis of Temperatures and Degree-days 

This investigation quantified the trends in annual mean temperatures and degree days for 

the past (1969–2017) and the future (2018–2100) by using two approaches: 1) applying the 

ordinary least square regression to the time series (OLS analysis) and 2) prewhitening the time 

series followed by conducting the Mann-Kendall (MK) test and estimating the Theil-Sen (TS) 

slope (PWMKTS analysis). 

3.6.1 Ordinary Least Square (OLS) Analysis 

OLS regression is a widely used method to quantify trends in climatological time-series 

because of its simplicity and broad acceptance [88–93]. 
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 In this technique, a straight line is fit to the time-series modeled as: 

 �� = � + �� + ��,     � = 1, 2, … � (Eq. 3.7) 

where xi is the ith observations in the time series, t the time, a and b are the linear intercept and 

slope values, respectively, and ei is the error term. The OLS method provides an estimate of 

the linear trend (�����) by minimizing the sum of squared errors (∑ ��
��

��� ). The statistical 

significance of the trend was tested using the Student’s t-test at a significance level of 0.05. 

3.6.2 Prewhitening, Mann Kendall Test, and Theil-Sen Slope (PWMKTS) Analysis 

Although the OLS technique is popular for quantifying linear trends, it assumes that ei is 

normally distributed and there is no autocorrelation (correlation of a variable with itself at 

differing time lags) among the observations, which is seldom true for climatological time-

series. Thus, this study employed another model that assumes that the time-series is the sum of 

an AR(1) autoregressive process (current observation depends on the immediately preceding 

value) and a linear model [94], given by: 

 �� = ����� + � + �� + ��,     � = 1, 2, … � (Eq. 3.8) 

where � denotes the lag-1 autocorrelation between xi and xi−1. 

The above equation was transformed to Eq. 3.7 by a ‘prewhitening’ process (substituting 

�� = �� − ����� in Eq. 8 converts it into Eq. 3.7 form) that removes the lag-1 autocorrelation 

from the time-series without affecting the ‘true’ trend coefficient (b). The lag-1 autocorrelation 

was estimated (��) as the correlation coefficient between two N−1 long subsamples of the time-

series lagged by one-time step using the following equation: 

 

�� =

1
� − 1

∑ {(�� − �̅) × (���� − �̅)}���
���

1
�

∑ (�� − �)��
���

 ((Eq. 3.9) 

where �̅ represents the mean value. 
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The lag-1 autocorrelation (��) was significant (significance level of 0.05) for the time-series 

of annual temperatures, CDDs, and HDDs and ranged between 0.3–0.9 for the different time-

series, as shown in Figure AI1. Thus, the time-series were prewhitened before conducting 

additional statistical tests [95,96]. 

After prewhitening, the study applied the Mann Kendall (MK) test [97,98] on the time-

series. The MK test (details in Appendix A) is a rank-based method to detect trends, which is 

less sensitive to outliers than the OLS method and does not require the residuals to be normally 

distributed. Although the MK test can detect the existence or non-existence of a trend, it cannot 

provide its magnitude. Thus, this study used the Theil-Sen slope [99,100]  estimator (����) to 

calculate the magnitude of the linear trend that is given by: 

 
���� = ������ �

�� − ��

� − �
�  for all � > � (Eq. 3.10) 

3.7 Results 

This study analyzed the annual mean temperatures, CDD, and HDD variations in eight 

major Indian cities for 1969–2100. In this study first discusses the historical (1969–2017) and 

future (2018–2100) trends in annual temperatures, followed by a similar discussion for CDDs 

and HDDs. 

3.7.1 Temperature Trends (1969–2100) 

Historical Temperature Trends (1969–2017) 

Figure 3.5 shows the historical and future projections of annual mean temperature anomalies 

for Delhi from 1969 to 2100. The temperature anomalies were calculated as differences 

between the annual mean temperatures and a baseline temperature (mean temperature from 

1969–2017). 
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Figure 3.5: Historical and future anomalies in annual mean temperatures in Delhi. 

Figure 3.5 shows that the annual mean temperatures increased (positive anomaly values) 

during 1969–2017 in Delhi at a rate of 0.12 °C/decade (p-value = 0.009 and 0.03–0.21 is the 

95% confidence interval), as estimated from the OLS slope given in Table 3.3. It was obtained 

a similar conclusion from the PWMKTS analysis and the corresponding TS slope values (see 

Table 3.3), i.e., the observed temperature trend was significant for Delhi (p-value = 0.042), and 

its TS slope was 0.10 °C/decade (0.01–0.19 is the 95% confidence interval). The TS slope was 

slightly lower than the OLS slope since the prewhitened time-series was used for TS slope 

calculations, whereas the original time-series (without prewhitening) was used to calculate the 

OLS slope. The OLS slope possibly overestimates the annual temperature trends since there is 

significant positive autocorrelation in the original time-series. In contrast, the TS slope likely 

underestimates the trend since prewhitening could have reduced the magnitude of the trend 

[101]. 
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Table 3.3: Historical and future trends in annual mean temperature. 

Time 
period 

City 
OLS analysis PWMKTS analysis 

Slopeb  
(°C/decade) 

p-value 
TS Slopeb 

(°C/decade) 
MK test 
p-value 

H
is

to
ri

ca
l 

 
(1

9
69

–
20

1
7

) 

Ahmedabad 
0.13  

(0.02, 0.23) 
0.019 

0.09  
(0.00, 0.19) 

0.042 

Bengaluru 
0.22  

(0.15, 0.27)  
< 0.001 

0.13  
(0.06, 0.19) 

0.001 

Chennai 
0.16  

(0.10, 0.20) 
< 0.001 

0.08  
(0.01, 0.14) 

0.015 

Delhi 
0.12  

(0.03, 0.20) 
0.009 

0.10  
(0.01, 0.19) 

0.028 

Hyderabad 
0.21  

(0.14, 0.28) 
< 0.001 

0.10  
(0.03, 0.18) 

0.007 

Kolkata 
0.23  

(0.17, 0.28) 
< 0.001 

0.12  
(0.06, 0.19) 

0.001 

Mumbai 
0.13  

(0.06, 0.18) 
< 0.001 

0.01  
(0.02, 0.18) 

0.013 

Srinagar 
0.20  

(0.08, 0.32) 
0.001 

0.14  
(0.00, 0.26) 

0.044 

R
C

P
4

.5
  

(2
0

18
–

21
0

0
) 

Ahmedabad 
0.18  

(0.14, 0.22) 
< 0.001 

0.05  
(0.01, 0.08) 

0.010 

Bengaluru  
0.19  

(0.16, 0.22) 
< 0.001 

0.03  
(0.00, 0.05) 

0.020 

Chennai 
0.12  

(0.09, 0.15) 
< 0.001 

0.04  
(0.019, 0.08) 

0.002 

Delhi 
0.27  

(0.22, 0.31) 
< 0.001 

0.03a  
(−0.01, 0.06) 

0.176 

Hyderabad 
0.38  

(0.33, 0.43) 
< 0.001 

0.01a  
(−0.02, 0.03) 

0.725 

Kolkata 
0.21  

(0.16, 0.25) 
< 0.001 

0.03a  
(0.00, 0.06) 

0.060 

Mumbai 
0.19  

(0.16, 0.22) 
< 0.001 

0.04  
(0.01, 0.07) 

0.010 

Srinagar 
0.10  

(0.05, 0.14) 
< 0.001 

0.07  
(0.02, 0.11) 

0.006 

R
C

P
8

.5
  

(2
0

18
–

21
0

0
) 

Ahmedabad 
0.53  

(0.49, 0.56) 
< 0.001 

0.06  
(0.02, 0.09) 

0.006 

Bengaluru  
0.52  

(0.50, 0.54) 
< 0.001 

0.03a  
(0.00, 0.05) 

0.073 

Chennai 
0.34  

(0.31, 0.37) 
< 0.001 

0.04  
(0.00, 0.08) 

0.044 

Delhi 
0.78  

(0.73, 0.83) 
< 0.001 

0.05  
(0.02, 0.09) 

0.001 

Hyderabad 
0.72  

(0.69, 0.76) 
< 0.001 

0.03  
(0.01, 0.06) 

0.013 

Kolkata 
0.65  

(0.62, 0.68) 
< 0.001 

0.03  
(0.00, 0.06) 

0.023 

Mumbai 
0.51  

(0.49, 0.54) 
< 0.001 

0.04  
(0.00, 0.07) 

0.041 

Srinagar 
0.54  

(0.49, 0.58) 
< 0.001 

0.06  
(0.01, 0.11) 

0.022 

aNot a statistically significant result (p-value > 0.05). 
bThe values in parenthesis represent the 95% confidence interval. 

Similarly, for all the other seven cities, the annual temperatures increased in the past 49 

years, as shown in Figures AI2 a–g, with the OLS slopes ranging from 0.13–0.23 °C/decade, 
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as given in Table 3.3. The PWMKTS analysis also reached a similar conclusion, i.e., the 

observed temperature trends were statistically significant, and the magnitudes of TS slope 

ranged between 0.08–0.14 °C/decade, as given in Table 3.3. Once again, the OLS slopes were 

higher than their corresponding TS slopes due to the reasons discussed in the preceding 

paragraph. This study also compared the temperature trends in the selected cities with those 

previously reported for India during the periods 1969–2005 [79] and 1971–2003 [80]. During 

1969–2005, Basha et al. [79] reported that the country’s annual temperatures increased by 

0.081 ℃/decade or by 0.168 ℃/decade based on datasets obtained from IMD, India, or Climate 

Research Unit, UK, respectively. Similarly, Kothawale and Kumar [80] also reported that 

India’s annual temperatures increased by 0.22 ℃/decade during 1971–2003. Our investigation 

also found increasing temperature trends for the selected cities, with magnitudes ranging 

between 0.03–0.23 ℃/decade during 1969–2005 and between 0.04–0.28 ℃/decade during 

1971–2003. Thus, our results are in qualitative agreement with those reported previously.  

Note that the temperature rise in Indian cities may not be solely due to increasing greenhouse 

gas (GHG) emissions since other factors such as anthropogenic aerosols, natural forcings, and 

land-use/land-cover (LULC) changes also impact the surface air temperatures [79,81,82]. In 

India, increasing GHG emissions and LULC changes have contributed significantly towards 

increasing temperatures during the 20th century, while changes in anthropogenic aerosol 

emissions and natural forcings provided some cooling effect [79]. Thus, in this study also 

anticipate a similar contribution of those factors towards the estimated temperature trends in 

the selected cities. 

Future Temperature Trends (2018–2100) 

Figure 3.5 also shows that Delhi’s annual temperatures will gradually increase from 2018 

to 2100 under both the emission scenarios (RCP4.5 and RCP8.5). Under the RCP4.5 scenario, 
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the annual temperatures in Delhi are projected to be 0.6 °C higher in the 2020s (2005–2034), 

1.4 °C higher in the 2050s (2035–2064), and 2.2 °C higher in the 2080s (2065–2094) when 

compared to the baseline (mean temperature from 1969–2017), as shown in Figure 3.5. On the 

other hand, under the RCP8.5 scenario, temperatures will be 0.6 °C higher in the 2020s, 2.0 °C 

higher in the 2050s, and 4.5 °C higher in the 2080s than the baseline temperature.  

 
Figure 3.6: Increase in annual mean temperature in 2020s (2005–2034), 2050s (2035–2064), 

and 2080s (2065–2094) for eight major Indian cities under the a) RCP4.5 and b) RCP8.5 
emission scenario. 

Similarly, for all the other cities, the annual temperatures will increase from 2018 to 2100 

under both the emission scenarios, as shown in Figure 3.6 and Figures AI2 a–g. In the 2020s, 

the projected increase in annual temperatures ranged between 0.1 ℃–1.1 ℃ and was almost 

equal in both the scenarios for all cities. However, in the 2050s and 2080s, the annual 

temperature rise is projected to be significantly lower under the RCP4.5 scenario than under 

the RCP8.5 scenario. The OLS analysis detected statistically significant trends in the projected 

annual temperatures for all the eight cities (see Table 3.3), with magnitudes ranging from 0.10–

0.38 °C/decade under the RCP4.5 scenario and from 0.35–0.78 °C/decade under the RCP8.5 

scenario. The estimated temperature trends are in qualitative agreement with those reported by 
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Basha et al. [102], who found that the annual mean temperatures in India would increase by 

0.52 ℃/decade in the 21st century under the RCP8.5 scenario. 

The PWMKTS analysis also detected statistically significant trends for all cities in both the 

emission scenarios with TS slopes ranging from 0.03–0.07 °C/decade under the RCP4.5 

emission scenario and from 0.03–0.06 °C/decade under the RCP8.5 scenario. The exceptions 

were Delhi, Hyderabad, and Kolkata under the RCP4.5 scenario, and Bengaluru under the 

RCP8.5 scenario, for which the PWMKTS analysis did not detect statistically significant trends 

(p-value > 0.05). The discrepancies between the OLS and the PWMKTS analysis arise because 

this study used the original time-series for the former, while the latter used the prewhitened 

time-series. This likely led to an overestimation of the trend by the OLS analysis and an under-

estimation of the trend by the PWMKTS analysis, as discussed previously. 

3.7.2 CDD Trends (1696–2100) 

This section discusses the historical and future trends in CDDs for all cities, except Srinagar, 

which has a cold climate and therefore no cooling requirements. 

Historical CDD Trends (1969–2017) 

Figure 3.7 shows the historical (1969–2017) and future projections (2018–2100) of CDDs 

for Delhi, as well as the baseline value (2809 °Cd), which is the average CDD value from 1969 

to 2017. The CDDs in Delhi increased significantly during 1969–2017, i.e., by 40.8 °Cd/decade 

(14.7–67.3 °Cd/decade at 95% confidence level), as quantified by the OLS slope given in Table 

3.4, which corresponds to a 1.5% CDD increase per decade. The PWMKTS analysis also 

detected a statistically significant trend in CDDs during 1969–2017 of magnitude 34.2 

°Cd/decade (6.6–60.5 at 95% confidence level), as shown in Table 4, i.e., a 1.2% CDD increase 

per decade.  
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Figure 3.7: Historical and future cooling degree days (CDDs) in Delhi. 

Similarly, for the other six cities with cooling requirements, CDDs increased from 1969 to 

2017 (see Figures AI3 a–f). The OLS slopes for CDDs were statistically significant and ranged 

between 40.8–86.7 °Cd/decade (1.3–3.8 % CDD increase per decade), as given in Table 3.4. 

The PWMKTS analysis also detected statistically significant trends in CDDs for all cities 

except Ahmedabad (MK test p-value = 0.056), with the corresponding TS slopes ranging 

between 27.9–48.4 °Cd/decade (0.7–2.3% CDD increase per decade) in Table 3.4.  

Once more, OLS slopes were higher than the corresponding TS slopes since prewhitening 

was used before calculating the TS slopes. Overall, it is clear that the CDDs have increased for 

all the cities from 1969 to 2017; thus, increasing the cooling energy requirements in buildings. 

The CDD trends in Indian cities are generally in qualitative agreement with previous 

investigations conducted in other countries (CDD trends for India are unavailable in the 

existing literature).  
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Table 3.4: Historical and future trends in cooling degree days (CDDs). 

Time 
period 

City 
OLS analysis PWMKTS analysis 

Slopeb  
(°Cd/decade) 

p-value 
TS Slopeb 

(°Cd/decade)  
MK test 
p-value 

H
is

to
ri

ca
l 

 
(1

9
69

–
20

1
7

) 

Ahmedabad 
45.7  

(7.6, 83.9) 
0.020 

31.9  
(−0.1, 66.3) 

0.056 

Bengaluru 
78.2  

(57.7, 98.7) 
< 0.001 

48.4  
(22.0, 68.5) 

< 0.001 

Chennai 
56.9  

(39.1, 74.6) 
< 0.001 

27.9  
(6.0, 49.7) 

0.015 

Delhi 
40.8  

(14.7, 67.3) 
0.003 

34.2  
(6.6, 60.5) 

0.017 

Hyderabad 
77.8  

(53.4, 102.3) 
< 0.001 

38.5  
(9.5, 67.1) 

0.005 

Kolkata 
86.7  

(67.3, 106.1) 
< 0.001 

45.6  
(22.1, 69.6) 

0.001 

Mumbai 
47.1  

(23.4, 70.8) 
< 0.001 

35.4  
(7.5, 63.4) 

0.016 

R
C

P
4

.5
  

(2
0

18
–

21
0

0
) 

Ahmedabad 
66.8  

(56.4, 77.2) 
< 0.001 

16.5  
(4.1, 29.7) 

0.012 

Bengaluru  
69.9  

(38.8, 101.0) 
< 0.001 

11.5  
(1.7, 19.9) 

0.022 

Chennai 
44.5  

(33.7, 56.3) 
< 0.001 

16.4  
(6.3, 27.8) 

0.002 

Delhi 
86.0  

(71.4, 98.5) 
< 0.001 

7.7a 

 (−2.9, 17.2) 
0.132 

Hyderabad 
140.1  

(120.7, 159.4) 
< 0.001 

1.6a  
(−8.1, 12.2) 

0.731 

Kolkata 
76.8  

(59.9, 93.7) 
< 0.001 

10.6a  
(−0.7, 21.6) 

0.063 

Mumbai 
71.0  

(61.1, 80.8) 
< 0.001 

14.3  
(3.8, 25.9) 

0.009 

R
C

P
8

.5
  

(2
0

18
–

2
1

0
0

) 

Ahmedabad 
193.3 

 (196.5, 190.2) 
< 0.001 

20.4  
(6.0, 33.3) 

0.008 

Bengaluru  
191.6  

(260.6, 122.7) 
< 0.001 

8.8a  
(−0.4, 19.8) 

0.058 

Chennai 
126.7  

(116.4, 136.9) 
< 0.001 

13.6  
(0.2, 27.2) 

0.046 

Delhi 
265.1  

(246.4, 283.7) 
< 0.001 

18.0  
(7.6, 28.8) 

0.001 

Hyderabad 
265.5  

(252.1, 278.8) 
< 0.001 

11.9  
(2.3, 20.7) 

0.017 

Kolkata 
239.7  

(229.4, 279.9) 
< 0.001 

12.0  
(1.4, 23.2) 

0.031 

Mumbai 
189.2  

(179.4, 198.9) 
< 0.001 

12.7  
(0.4, 23.9) 

0.044 

aNot a statistically significant result (p-value > 0.05). 
bThe values in parenthesis represent the 95% confidence interval. 

However, significant differences can be seen in the quantitative values due to the differences 

in the climatic conditions, research approach, and the base values used for calculating CDDs. 

For example, it was found that during 1969–2017, the CDDs increased in Indian cities by 0.7–

3.8%/decade, while other investigations have reported CDDs to increase by about 3.7–
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85.4%/decade in Italian cities from 1980–2013 [103] and by 0–40%/decade in Spanish cities 

during 1970–2005 [104]. 

Future CDD Trends (2018–2100) 

Figure 3.7 also shows the future projections of Delhi’s CDDs from 2018–2100 under the 

RCP4.5 and RCP8.5 scenarios. Depending on the emission scenario, CDDs in Delhi will be 

higher by 6.4–7.1% in the 2020s, by 15.2–20.8% in the 2050s, and by 24.3–52.7% in the 2080s, 

compared to the baseline (see Figure 3.7), with the largest increase happening under RCP8.5 

(high emission scenario) in the 2080s. Similarly, CDDs will increase during 2018–2100 for all 

the other cities under both emission scenarios, as presented in Figure 3.8 (see Figures AI3 a–

f). Figure 3.8 shows that in the 2020s and 2050s, the CDD increase will be roughly equal under 

both the emission scenarios, with CDD increasing by 2.9–22.9% in the 2020s and by 8.3–

54.1% in the 2050s for the selected cities. However, by the 2080s, the CDD increase under the 

RCP8.5 scenario will be much higher (by 12–29 percentage points depending on the city) than 

that under the RCP4.5  

The OLS slopes of CDDs were also statistically significant for all the six cities, with 

magnitudes ranging from 44.5–140.1 °Cd/decade (1.1–4.5% CDD increase per decade) and 

126.7–265.5 °Cd/decade (3.3–9.4% CDD increase per decade) under the RCP4.5 and RCP8.5 

scenarios, respectively, as shown in Table 3.5. The PWMKTS analysis also detected 

statistically significant CDD trends for most cities, except Delhi, Hyderabad, and Kolkata 

under the RCP4.5 scenario and Bengaluru under the RCP8.5 scenario. The corresponding TS 

Slopes (when statistically significant) ranged between 11.5–16.5 °Cd/decade (0.1–0.6% CDD 

increase per decade) and 11.9–20.4 °Cd/decade (0.4–0.6% CDD increase per decade) under 

RCP4.5 and RCP8.5 scenarios, respectively. The discrepancies in detecting trends between the 
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OLS and PWMKTS analysis arise due to the prewhitening process applied in PWMKTS 

analysis. 

 

Figure 3.8: Increase in cooling degree days (CDDs) in 2020s (2005–2034), 2050s (2035–
2064), and 2080s (2065–2094) for seven major Indian cities under the a) RCP4.5 and b) 

RCP8.5 emission scenario. 

3.7.3 HDD Trends (1969–2100) 

This section discusses the historical and future trends in HDDs for Delhi and Srinagar since 

only those cities have heating requirements. 

Historical HDD Trends (1969–2017) 

Figure 3.9 shows the historical (1969–2017) and future (2018–2100) projections of HDDs 

for Delhi, along with its baseline value (277 °Cd). The HDDs were almost constant during 

1969–2017, which was also established from the OLS and PWMKTS analysis (no significant 

linear trend), presented in Table 3.5. In contrast, HDDs in Srinagar decreased significantly 

during 1969–2017 (see Figure AI4), with an OLS slope of −68.9 °Cd/decade (−100.0, −37.8 

°Cd/decade at 95% confidence level), as presented in Table 5, which corresponds to a 3.1% 

HDD decrease per decade. The PWMKTS analysis also obtained a similar conclusion, i.e., 

there was a significant downward HDD trend in Srinagar (see Table 3.5). Srinagar’s HDDs 
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decreased by 42.5 °Cd/decade (5.6–77.2 °Cd/decade is the 95% confidence level), which 

amounts to 1.9% HDD decrease per decade. 

 
Figure 3.9: Historical and future heating degree days (HDDs) in Delhi. 

Thus, building heating requirements decreased in Srinagar while they remained constant in 

Delhi during 1969–2017. The decrease in HDDs during 1969–2017 was less than 3.1%/decade 

in Indian cities, whereas HDDs decreased by 1.3–8.6%/decade during 1980–2013 and by 2.3–

6.0 %/decade during 1970–2005 in Italian [25] and Spanish [23] cities, respectively. Therefore, 

out estimated results are also in qualitative agreement with the previous investigation. 

Future HDD Trends (2018–2100) 

Figure 3.10 shows that HDDs will decrease in the future in Delhi and Srinagar under both 

the emission scenarios when compared to their corresponding baseline values. For Delhi, 

HDDs decrease by 28.4–30.3% in the 2020s, by 71.6–83.3% in the 2050s, and by 83.5–97.1% 

in the 2080s, depending on the emission scenario. Thus, the building heating requirements will 
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become very small (HDDs < 80 °Cd) in Delhi by the 2050s under both emission scenarios (see 

Figure 3.9). 

Table 3.5: Historical and future trends in heating degree days (HDDs). 

Time 
period 

City 
OLS analysis PWMKTS analysis 

Slopeb 
(°Cd/decade) 

p-value 
Slopeb 

(°Cd/decade) 
MK test 
p-value 

H
is

to
ri

ca
l 

(1
9

69
–

20
1

7
) 

Delhi 
−3.2a  

(−13.6, 7.2) 
0.541 

−3.8a  
(−13.2, 7.7) 

0.472 

Srinagar 
−68.9  

(−100.0, −37.8)  
< 0.001 

−42.4  
(−77.2, −5.6) 

0.020 

R
C

P
4

.5
 (

20
1

8–
2

1
0

0)
 Delhi 

−14.8  
(−18.6, −11.0) 

< 0.001 
−4.6  

(−7.6, −1.2) 
0.010 

Srinagar 
−29.2  

(−39.8, −18.5) 
< 0.001 

−19.2  
(−30.7, −7.8) 

0.002 

R
C

P
8

.5
 (

20
1

8–
2

1
0

0)
 Delhi 

−21.2  
(−2.3, −18.1) 

< 0.001 
−1.3a  

(−3.7, 0.0) 
0.065 

Srinagar 
−102.4  

(−15.2, −89.7) 
< 0.001 

−19.2  
(−34.9, −4.1) 

0.013 

aNot a statistically significant result (p-value > 0.05). 
bThe values in parenthesis represent the 95% confidence interval. 

 

Similarly, Srinagar’s building heating requirements will also reduce, as HDDs decrease by 

8.1–10.4% in the 2020s, by 17.6–23.9% in the 2050s, and by 19.3–38.1% in the 2080s, 

depending on the emission scenario. The OLS analysis found significant linear trends in future 

HDDs for Delhi. Delhi’s HDDs decrease by –14.8 °Cd/decade (–5.5% per decade) and by –

21.2 °Cd/decade (–7.9% per decade) under the RCP4.5 and RCP8.5 scenarios, respectively. 

On the other hand, the PWMKTS analysis detected a significant HDD trend of magnitude –4.6 

°Cd/decade (–1.7% per decade) under the RCP4.5 scenario, but not under the RCP8.5 scenario. 

For Srinagar, both the OLS and PWMKTS analysis detected significant decreasing trends in 

future HDDs. The OLS slopes were –29.2 °Cd/decade (–1.3% per decade) and –102.4 
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°Cd/decade (–4.6% per decade) under the RCP4.5 and RCP8.5 scenarios, respectively, while 

the TS slope was –19.2 °Cd/decade (–0.9% per decade) under both scenarios. 

 
Figure 3.10: Decrease in annual heating degree days (HDDs) in 2020s (2005–2034), 2050s 

(2035–2064), and 2080s (2065–2094) for two major Indian cities under the a) RCP4.5 and b) 
RCP8.5 emission scenario. 

Once more, in this study postulate that the “true” HDD trend is likely overestimated by OLS 

analysis as it does not account for autocorrelation in the time-series, while the PWMKTS 

analysis underestimates it since prewhitening can partly remove the trend. 
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Chapter 4: 

Assessment of thermal comfort in Detached Single-story Houses in Hot Semi-arid 
Climatic Zone 

4.1 Methodology 

A review of the literature presented in Chapter 2 reveals that the indoor thermal comfort 

significantly depends upon the climate and building envelope. Thus, to evaluate any envelope 

retrofit solution, the as-built thermal comfort of the houses should be evaluated. This study 

conducted year-long measurements (from 1st April 2021 to 31st March 2022) of the weather 

and indoor environmental conditions in the bedroom of a typical stand-alone house (see Figure 

4.1), located in Pilani, Rajasthan, India (latitude = 28.38° N, longitude = 75.61° E). The 

location experiences hot-semi arid climatic conditions (details in Section 4.5.1). The 

measurements were used to evaluate occupants’ thermal comfort in the as-built state of the 

house.  

 
Figure 4.1: a) The monitored room in a single-story house and b) the floor plan. 
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4.2 Monitored Room Description 

The monitored room was part of an unoccupied house (~94 m2 built-up area) with two 

bedrooms, a living room, and a kitchen, as shown in Figure 4.1. The house is a slab-on-grade 

construction, with brick masonry walls and a reinforced brick concrete roof. The monitored 

room (4.5×3.6×3.7 m3 in size) has three exterior walls (facing east, south, and north), two 

internal partition walls, and two wooden doors. The exterior walls (east and south facing) have 

casement windows with horizontal overhangs.     

4.3 Monitoring Setup 

 
Figure 4.2: The sensor positions inside and outside the room as shown in the a) plan and b) 

section. 

The room's indoor and outdoor environmental conditions, envelope heat fluxes, and surface 

temperatures were monitored, as depicted in Figure 4.2. The sensor details are provided in 

Table 4.1. The weather parameters: outdoor air temperature, relative humidity (RH), global 

horizontal radiation (GHI), precipitation, and wind conditions were measured using a weather 
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station mounted on the roof of the monitored house (see also Figure 4.3). The heat fluxes 

through the roof and walls, along with their inside and outside surface temperatures, were 

measured (see Figure 4.2 and Figure 4.3) to analyze the thermal behavior of the room. The 

occupants' thermal comfort conditions in the room were also assessed by monitoring the air 

temperature, black globe temperature, RH, and airspeed in the center of the room at a height of 

~1.1 m above the floor. 

 
Figure 4.3: Actual sensors position a) outdoor weather station and indoor thermal comfort 

sensors, b) heat flux and surface temperature positions inside the surface of the room, and c) 
surface temperature positions outside the surface of the room. 
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Table 4.1: The details of the sensors. 
A) Weather sensors 
Sensor  
[Model] 

Parameter Resolution 
Accuracy  
[Range] 

Silicon pyranometer  

[S-LIB-M003] 

Global horizontal 
irradiance 

1.25 W/m2 
± 10 W/m2  

[0 to 1280 W/m2] 

Temperature and RH sensor 
with radiation shield 

[S-THB-M002] 

Air temperature 0.02 °C 
± 0.21  

[− 40 to 70 °C] 

RH 0.1% 
± 2.5%  

[0 to 100%] 

Cup-type anemometer 

[S-WSB-M003] 
Wind speed 0.5 m/s 

± 1.1 m/s  

[0 to 76 m/s] 

Wind vane 

[S-WDA-M003] 
Wind direction 1.4 ° 

± 5°  

[0 to 355 °] 

Rain gauge 

[S-RGF-M002] 
Precipitation 0.2 mm 

± 5%  

[0 to 102 mm] 

B) Heat flux and surface temperature sensors 

Heat flux 

[PHFS-01e] 

Heat flux 1 W/m2 
± 5%  

[−150 to 150 kW/m2] 

Surface temperature 1 °C 
1 °C  

[0 to 200 °C] 

Surface temperature 

[FTC] 
Surface temperature 1 °C 

1 °C  

[0 to 200 °C] 

C) Thermal comfort sensors 

Heat index meter 

[WBGT-2010SD] 

Air temperature 0.1 °C 
± 0.8 °C  

[0 to 50 °C] 

RH 0.1% 
± 3 %  

[5 to 95%] 

Black globe 
temperature 

0.1 °C 
± 0.6 °C  

[0 to 80 °C] 

Hot-wire anemometer 

[Luton AM-4214SD] 

Airspeed 0.1 m/s 
± 0.3 m/s  

[0.2 to 25 m/s] 

Air temperature 0.1 °C 
± 0.8 °C  

[0 to 50 °C] 

 

The data collected from the outdoor weather station was validated with the Typical 

Meteorological Year (TMY) file developed by the Indian Society of Heating, Refrigerating, 
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and Air Conditioning Engineers (ISHRAE) for the nearest city (Delhi). The heat flux and 

surface temperature sensors were corrected every three months by comparing their 

performance to remove any bias in the sensor. The performance of the thermal comfort sensor 

(air temperature) is compared with the outdoor weather station sensor in a controlled 

environment before the beginning of the monitoring period. 

4.4 Adaptive Thermal Comfort 

To evaluate the comfort conditions in the room, this study used the adaptive thermal comfort 

(ATC) framework, which recognizes that humans can adapt to a wide range of thermal 

conditions through their ability to regulate their clothing and immediate environment (see 

Table 4.2). We compared two different ATC models, the Indian Model for Adaptive Comfort-

Residential (IMAC-R) and the American Society of Heating, Refrigerating, and Air-

Conditioning Engineers (ASHRAE) 55–2020 model, in their ability to predict the room’s 

comfort conditions.  

Table 4.2: Adaptive thermal comfort criteria for ASHRAE-55 and IMAC-R. 

Thermal parameters ASHRAE-55 IMAC-R 

Participants Globally Indian 

Ventilation Nature  Nature and mixed mode 

Opening windows Yes Yes 

Heating/ cooling system No No 

Cloth insulation (clo) 0.5–1.0 0.1–1.0 

Metabolic rate (met) 1.0–1.3 0.7–1.7 

 T�������  (°C) 10–33.5 5.5–33 

The IMAC-R model was developed based on field surveys conducted in eight cities, 

covering all the climate zones of India, while the ASHRAE 55 standard is a globally recognized 

ATC model. Both models prescribe the operative temperature bands for thermal acceptability 

in correlation with the outdoor reference temperature for naturally ventilated residences. 

However, the neutral temperature (the indoor temperature that an average occupant finds 
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neutral, i.e., neither warm nor cool) prescribed by IMAC-R is 2 °C warmer than that 

recommended by the ASHRAE 55 standard. The details of those ATC models can be found in 

[105,106] and we only provide our application methodology here. 

Using the ATC framework, we first computed the room’s hourly operative temperatures, 

which is a measure of thermal comfort that accounts for the air temperature and radiation 

effects in the built environment, using: 

 T�� = βT� + (1 − β)T��� (Eq. 4.1) 

where Top is the operative temperature, Ta is the indoor air temperature, and TMRT is the mean 

radiant temperature. β is a dimensionless constant that depends on the indoor air speed (β = 0.5 

for air speeds below 0.2 m/s, β = 0.6 for air speeds between 0.2–0.6 m/s, and β = 0.7 for air 

speeds above 0.6 m/s). Next, we estimated the 80% comfort band, i.e., the operating 

temperature range in which 80% of occupants find the environment thermally acceptable, from 

the location’s prevailing outdoor temperatures using: 

where T������� is the 30-day outdoor running mean temperature, and A, B, and C are the ATC 

model constants (A = 0.31, B = 17.8 °C, and C = 3.5 °C for ASHRAE 55; while A = 0.42, B = 

17.6 °C, C = 3.6 °C for IMAC-R). Thus, if the room’s operative temperature falls within the 

above comfort band, the thermal environment is deemed comfortable; if higher, then 

unacceptably hot, and if lower, then unacceptably cold. 

4.5 Results 

The first reports the performance of the monitoring instruments, followed by the 

measurements of the location’s weather conditions and the room’s thermal characteristics in 

the as-built state during the monitoring period. 

 
AT������� + B − C ≤ T�� ≤ AT������� + B + C (Eq. 4.2) 
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4.5.1 Measurements of the Weather Conditions 

 
Figure 4.4: a) The monthly averages of the minimum/maximum outdoor air temperatures (T) 

and RH, and b) the monthly average GHI and the total LPD. 

Figure 4.4 depicts the monthly averages of the minimum and maximum outdoor air 

temperatures (MinT and MaxT), RH, GHI, and the liquid precipitation depth (LPD) during the 

monitoring period. The location experiences a cold and dry winter season (November to 

February), with daily minimum temperatures routinely falling below 10 °C (for 71 days). Even 

in winter, the location receives sufficient solar radiation and experiences calm wind conditions 

see Figure AII1 (Appendix-II). The remaining months (March and October) had relatively 

moderate air temperatures, relative humidity, and negligible rainfall. Overall, the location 

exhibited scorching hot summers and cold winters, typical of a hot semi-arid climate (BSh 

according to the Köppen-Geiger climate classification system). 



Page | 44  
 

4.5.2 Measurements of the Room’s Indoor Environment and Thermal Comfort 

 
Figure 4.5: Boxplots of the monthly variations of the outdoor and indoor a) air temperatures, 
b) relative humidity, and c) indoor black globe temperature. The mean temperature values are 

also shown using the cross (×) symbol. 
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In addition to the outdoor weather conditions, the room's indoor air conditions were 

monitored for one year (Table 4.1 provides the measured parameters). Figure 4.6 a compares 

the outdoor and indoor temperatures for the study period. Expectedly, the indoor air 

temperature swing was much lower than the outdoor air temperature due to the envelope’s 

thermal mass and resistance. During winter (November to January), the indoor temperatures 

range between 10–24 °C, thus usually causing cold discomfort. Conversely, in summer (April 

to September), indoor temperatures always exceed 27 °C (the approximate upper limit for 

thermal comfort in air-conditioned buildings) and can even reach 40 °C, leading to extreme hot 

discomfort for occupants. During the moderate season (March and October), the indoor 

temperatures range between 18–33 °C, making it relatively comfortable for occupancy. 

The room’s RH conditions are shown in Figure 4.6 b. The indoor RH showed a similar 

pattern as the outdoor RH but with lower diurnal variations. We also measured the black globe 

temperature in the room, as shown in Figure 4.6 c, which was nearly equal to the indoor air 

temperature due to the absence of any strong radiation sources. The indoor air speed was around 

0.4 m/s when the ceiling fan was running (from 4th April 2021 to 27th October 2022), while it 

was below 0.2 m/s for the remaining period when the ceiling fan was turned off. 

Based on the measurements of the room’s indoor conditions, we also estimated occupants’ 

thermal comfort using the IMAC-R model and ASHRAE 55 standard (see Section 4.4 for 

details), as shown in Figure 4.7. Remarkably, the two models showed significant differences 

in their comfort predictions. On the one hand, the IMAC-R model classified 1658 h as 

unacceptably hot, 3165 h as unacceptably cold, and 3762 h as comfortable. On the other hand, 

the ASHRAE standard classified 4006 h as unacceptably hot, 2626 h as unacceptably cold, and 

1953 h as comfortable. This was because the IMAC-R prescribes a 2 °C warmer neutral 

temperature than the ASHRAE standard, which led to the IMAC-R predicting much higher 

comfort hours in summers and lower in winters. 
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Figure 4.6: The measured indoor operative temperatures and the 80% acceptability (gray) 
band as per a) IMAC-R and b) ASHRAE 55 adaptive thermal comfort models. 

Note that the IMAC-R model predicted significantly more thermal discomfort in winter 

(3165 h) than in summer (1658 h), while the ASHRAE model predicted it the other way around. 

We considered the ASHRAE model to be more in line with the actual thermal comfort situation 

in the room based on our experience of living in that location, according to which thermal 

discomfort in summer dwarfs winter discomfort. Thus, this investigation selected the ASHRAE 

model for assessing thermal comfort. Note that we could not evaluate thermal comfort for 175 

hours during the year (~2% of the year) due to equipment malfunction. 
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Figure 4.7: Percentages of comfort and discomfort hours during the monitoring period. 

Figure 4.7 shows the seasonal and diurnal variations of thermal comfort in the room as per 

the ASHRAE 55 standard. The Figure shows that during the summer season, a significant 

portion (83%) of the hours were uncomfortably hot, while in the winter, most hours (88%) 

were uncomfortably cold. The most comfortable hours (69%) were during the moderate season. 

The comfortable/uncomfortable hours were evenly distributed between day (7 am to 7 pm) and 

night (7 pm to 7 am) throughout the year. Overall, only 22% of hours in the year were 

comfortable, making the room an ideal candidate for envelope retrofits, as discussed in 

Chapter 5.  
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Chapter 5: 

Assessment of Envelope Retrofit Solutions for Detached Single-Story House in 
India's Hot-Semi-Arid Climate Zone  

5.1 Methodology 

A thermal model of the monitoring room in EnergyPlus was developed to assess different 

envelope retrofit solutions. The model was constructed using the building geometry, thermal 

properties, occupancy schedules, and weather data (see Figure 5.1). Subsequently, the thermal 

model was calibrated and validated based on the monitored data (see Chapter 4). Furthermore, 

using the validated thermal model, various envelope retrofit options for improving thermal 

comfort conditions in a detached single-story house in India's hot-semi-arid climate zone were 

compared. 

 
Figure 5.1: Modeling flow chart of EnergyPlus. 

5.2 Thermal Physical Properties of Building Materials 

The construction details of the room’s envelope were obtained from the building records 

and physical observations, as given in Table 5.1, along with the thermo-physical properties of 
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the building material used in the EnergyPlus model. The thermo-physical properties were taken 

from their typical values found in the literature [107,108], except for the brick’s thermal 

conductivity. The brick’s thermal conductivity was obtained from in-situ measurements of 

thermal resistances of the external walls using Anderlind’s Pentaur method [109], which was 

also found to agree with its typically reported value [107]. 

Table 5.1: Building envelope details and material properties. 

A) Envelope details 

Roof 
0.15 m thick reinforced brick concrete (RCB) with 0.02 m cement plaster on 

both sides. 

External walls 0.36 m thick fired clay brick with 0.015 m cement plaster on both sides. 

Internal walls 0.24 m thick fired clay brick with 0.01 m cement plaster on both sides. 

Floor 0.25 m cement mortar with 0.02 m Kota stone tiles. 

Windows 

Size: 0.6 m × 0.9 m.  

Material: half of the window pane is made of 0.006 mm clear glass, and the 

rest is 0.006 m wooden. 

External shading: 0.6 m horizontal static overhang at lintel level. 

Doors 

External door size: 1.8 m × 1.2 m,  

Internal door size: 1.8 m × 0.9 m. 

Material: 0.035 m thick wooden door with wooden frame. 

B) Material properties  

Material 

Thermal 

conductivity 

(W/m-K) 

Density 

(kg/m3) 

Specific heat 

capacity 

(J/kg-K) 

Emittance 

(-) 

Fired clay bricks 1.15 2028 928 0.9 

Cement plaster 0.72 1860 835 0.9 

RCB 1.4 1920 900 0.9 

Mortar 0.88 2880 896 0.9 

Kota stone tiles 1.47 2750 1200 0.9 

Wood 0.17 704 2000 0.9 

Clear glass 0.9 - - 0.8 

EPS insulation* 0.15 24 1340 - 

*Expanded polystyrene (EPS) insulation was not part of the original construction but was 

used as one of the retrofit options. 
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5.3 Simulation Parameters and Boundary Conditions 

The EnergyPlus model was developed to simulate the indoor environmental conditions of 

the monitored room from the room’s construction details and the measured weather conditions 

as shown in Figure 5.2. Note that the weather station deployed could only measure the GHI 

and did not give the values of direct normal irradiance (DNI) and diffuse horizontal irradiance 

(DHI) components, which are essential for conducting energy simulation. Thus, the Boland–

Ridley–Laurent (BRL) model [110] to estimate those components from the measured GHI 

values. 

 
Figure 5.2: The monitored room and its EnergyPlus model. 

In our simulation, the room’s exterior walls and ceiling were exposed to outdoor conditions, 

while the interior walls were assumed to be adiabatic as the heat transfer through these surfaces 

would be pretty small. The heat transfer through the floor was calculated using the F-factor 

method [111]. A constant infiltration rate of 0.5 h−1 throughout the year was assumed, which 

was estimated by conducting a carbon dioxide decay test in the room [112]. No occupants were 

present in the room, and the internal loads were estimated from the equipment usage in the 

room (a laptop for data collection and a fan operating from April 2021 to October 2021). No 

heating or cooling systems were present in the room, and the windows were closed throughout 

the year. 
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5.4 Thermal Model Calibration and Validation 

The room had an uninsulated slab-on-grade foundation, with the floor constituting about 

one-fourth of the room’s total area exposed to the outdoors (outdoor air and ground). Thus, 

characterizing the floor-ground heat transfer became crucial to obtain a well-calibrated model 

[113]. The F-factor method was used to model the floor-ground heat transfer, and the monthly 

ground temperature between 12–32.4 °C (see Table AII1) was adjusted to minimize the 

difference between the measured and simulated indoor air temperatures.  

The EnergyPlus model was validated using the measured values of indoor air temperatures, 

envelope heat fluxes, and surface temperatures. Figure 5.3 compares the measured and 

simulated values of the hourly indoor air temperatures for July and February, i.e., when the 

model performed best and worst, respectively. It is clear from the figure that the model well 

captured the qualitative trends in the indoor air temperature, even in its worst-performing 

month (February). 

 
Figure 5.3: Comparison between the measured and simulated indoor air temperatures for a) July and 

b) February. 

For a qualitative assessment of the model’s performance, we calculated the normalized 

mean bias error (NMBE) and the coefficient of variation of the root mean square error 

(CVRMSE) for the hourly indoor air temperature by using 
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NMBE(%) =  

∑ S� − M�
��
���

∑ M�
��
���

× 100 (Eq. 5.1) 

 

CVRMSE =  

�∑
(S� − M�)

�

N�

��
���

1
N�

∑ M�
��
���

× 100 (Eq. 5.2) 

where Si is the simulated value, Mi is the measured value, and Ni is the number of data points. 

The monthly and overall values of those metrics are shown in Figure 5.4. Figure 5.4 shows 

that the monthly NMBE ranged from −1.9% to 14% (overall = 4.6%), meaning that the model 

generally overpredicted indoor air temperatures, especially in winter and moderate months. 

Similarly, the CVRMSE values were also relatively higher in those months, as shown in Figure 

5.4. The NMBE and CVRMSE values were well within those reported in the literature, i.e., 

NMBE ranging between −4% to 9% [37,114] and CVRMSE ranging between 3% to 23% [114–

116]. Thus, the model was deemed suitable for predicting the room’s indoor air temperatures. 

 
Figure 5.4: The modeling errors (NMBE and CVRMSE) estimated for the indoor air 

temperatures. 
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Figure 5.5: The modeling errors (NMBE and CVRMSE) were estimated for the different 

measured parameters. 

NMBE and CVRMSE were also calculated for the other measured parameters, including 

indoor RH, wall surface temperatures, and envelope heat fluxes, to further assess the model's 

performance. As shown in Figure 5.5, the NMBE was generally within ±10%, while the 

CVRMSE was generally below 30%, which further confirms that the model is suitable for 

conducting thermal simulations of the room. 

5.5 Simulation of the Room’s Indoor Environment and Thermal Comfort 

Although the measurements discussed in Chapter 4 provide valuable insights about the 

room’s thermal environment and comfort conditions in the “as-built” state, they cannot be 

directly used to evaluate the impact of different envelope retrofit solutions. Thus, this 

investigation used an EnergyPlus model (details given in above section) of the room to study 

the effect of envelope retrofit solutions on comfort conditions. Figure 5.6 compares the 

measured and simulated values of the room’s operative temperature for the monitoring duration 
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and also shows the comfort band (with 80% acceptability) obtained using the ASHRAE 55 

model. 

 
Figure 5.6: Comparison between the measured and simulated operative temperatures. 

The Figure shows reasonable agreement between the measured and simulated values of 

operative temperature (NMBE = 5% and RMSE = 7%). The measured and simulated values of 

comfort hours were also quite similar (1953 h versus 2022 h), as shown in the Figure. However, 

the model overpredicted unacceptably hot hours (4006 h versus 4603 h) and underpredicted 

unacceptably cold hours (2626 h versus 1960 h) since the model overpredicts the room’s 

operative temperature. 

The energy simulations of the room also provided valuable insights into the thermal 

interaction between the room and the outdoors. Figure 5.7 shows the contributions of different 

room elements to its monthly heat gains (monthly gains were obtained by summing over the 

hourly values). A negative value means an overall heat loss from the room due to that element 

(e.g., infiltration). The figure shows that the roof and internal loads (computer and fan) were 
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the dominant sources of heat gain in the room throughout the year. On the other hand, the 

external walls, floor, door, and infiltration largely contributed to the heat loss from the room. 

 
Figure 5.7: Contributions of different building elements to the rooms’s monthly heat gains 

and losses. 

5.6 Results 

The above results show that the room’s EnergyPlus model could reasonably mimic the 

thermal environment and comfort conditions prevailing in the monitored room, as well as 

provide valuable insights into its thermal behavior. Thus, it was used to assess the impact of 

different envelope retrofit solutions, such as i) cool roof, ii) roof insulation, iii) envelope 

insulation, and iv) wall insulation, on the room's thermal environment, as discussed in the 

following sub-sections. 

5.6.1 Cool and Super-cool Roofs 

To assess the impact of applying cool/super-cool roof paints on the room’s thermal 

environment, the room was simulated with different values of α and ϵ for the roof. The model 

for the as-built construction assumed a gray roof with α = 0.7 and ϵ = 0.9 [12]. Three retrofit 

cases were simulated with a cool roof (α between 0.1–0.3 and ε = 0.9), and one retrofit case 

was simulated with a super-cool roof (α = 0.05 and ε = 0.95). 
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Figure 5.8: Boxplots of the hourly variations of the indoor air temperatures for different 

seasons for the as-built construction and those with cool/super-cool roofs. Cross (×) symbol 
denotes the mean. 

Figure 5.8 a–b shows the boxplots of hourly indoor air temperature distributions for the as-

built construction and those with cool and super-cool roofs for the three seasons. For the as-

built construction, the average indoor air temperatures were 34 ℃, 29 ℃, and 17 ℃, and the 

maximum temperatures were 41 ℃, 36 ℃, and 26 ℃ in the summer, moderate, and winter 

seasons, respectively. Compared to the as-built condition, in which the roof was responsible 

for most of the heat gain into the room, the cases with cool and super-cool roofs had 

significantly lower roof heat gains or even heat losses through the roof (see Figure AII2). This 

led to a 1.4–3.3 ℃ reduction in the room’s average temperature and a 1.7–5.0 ℃ reduction in 

its maximum temperature, depending on the season and the roof’s α and ε values. 

Since the indoor temperatures decreased, the cool roof improved thermal comfort in summer 

and moderate months while deteriorating it in winter. With a cool roof, unacceptably hot hours 

were reduced by 13–29 percentage points, while unacceptably cold hours increased by 7–10 

percentage points compared to the baseline construction, thus improving the overall thermal 
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comfort in the room by 6–19 percentage points, as shown in Figure 5.9. The 

comfortable/uncomfortable hours were equally distributed between day and night for the 

baseline construction and those with cool roofs, meaning that cool roofs will improve comfort 

conditions for most occupancy conditions (daytime, nighttime, or round-the-clock). It was also 

found that reducing α from 0.3 to 0.05 significantly enhanced the room’s acceptable thermal 

comfort hours, i.e., by ~5 percentage points for every 0.1 reduction in α. 

 
Figure 5.9: Year-round, daytime, and nighttime thermal comfort hours for the as-built 

construction and those with cool/super-cool roofs. 

5.6.2 Roof Insulation 

To evaluate the impact of roof insulation on the thermal conditions of the room, The room 

was simulated with varying thicknesses (30, 100, and 170 mm) of EPS insulation applied on 

the roof's exterior. The insulation thickness was chosen based on building energy-efficiency 

standards in use in India. With 30 mm thick EPS insulation, the room will comply with the 

IGBC’s (Indian Green Building Council) energy standards [117]. In comparison, 170 mm thick 

EPS insulation will make the room super ECBC (Energy Conservation Building Code) 



Page | 58  
 

compliant [118]. The 100 mm insulation case was taken as an intermediate value between the 

two energy-efficiency standards.  

 
Figure 5.10: Boxplots of the hourly variations of the indoor air temperatures for different 

seasons for the as-built construction and those with different roof insulation levels. Cross (×) 
symbol denotes the mean. 

Using roof insulation reduced the average indoor air temperatures by 0.6–1.7 ℃ depending 

on the season and insulation thicknesses (see Figure 5.10) due to significant reductions in the 

roof heat gain, as shown in Figure AII3. Due to reduced roof heat gains, the unacceptably hot 

hours reduced while the unacceptably cold hours increased, as shown in Figure 5.11. This led 

to an overall improvement in the room’s comfort conditions both during the day and at night, 

with thermally comfortable hours increasing by 2–7 percentage points annually, depending on 

the thickness of the insulation. 
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Figure 5.11: Year-round, daytime, and nighttime thermal comfort hours for the as-built 

construction and those with different roof insulation levels. 

5.6.3 Envelope Insulation 

In this method, the room's exterior walls and the roof were insulated with EPS insulation 

(30–170 mm thick). Figure 5.12 shows that the average indoor air temperatures decreased by 

0.8–2.6 ℃ by insulating the envelope, depending on the insulation thickness and season. 

Similar to the previous case, the indoor temperatures decreased primarily due to reductions in 

the roof’s heat gain (see Figure AII4). This led to a slight improvement in the room’s comfort 

conditions, and the annual comfort hours increased by 0–8 percentage points, as shown in 

Figure 5.13. As before, the comfort/discomfort hours were evenly distributed between day and 

night. (see Figure 5.13). Once again, the comfort/discomfort hours were evenly distributed 

between day and night. 
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Figure 5.12: Boxplots of the hourly variations of the indoor air temperatures for different 

seasons for the as-built construction and those with different envelope insulation levels. Cross 
(×) symbol denotes the mean. 

 
Figure 5.13: Year-round, daytime, and nighttime thermal comfort hours for the as-built 

construction and those with different envelope insulation levels. 
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5.6.4 Wall Insulation 

In this method, different levels of insulation (30–170 mm thick) were implemented on the 

room's exterior walls only. It was found that insulating the exterior walls increased the average 

indoor air temperatures by up to 0.0–0.9 ℃, depending on the insulation thickness and season, 

as shown in Figure 5.14. This temperature increase was because the external walls were 

primarily responsible for heat loss in the room’s as-built state, and insulating them meant that 

the heat could not escape the room (see Figure AII5). Thus, wall insulation deteriorated comfort 

in summer and moderate months but slightly improved it in winter months, with an overall 

effect being a decrease in comfort hours by 4–5 percentage points (see Figure 5.15). Once 

again, the comfort/discomfort hours were evenly distributed between day and night. 

 
Figure 5.14: Boxplots of the hourly variations of the indoor air temperatures for different 

seasons for the as-built construction and those with different wall insulation levels. Cross (×) 
symbol denotes the mean. 
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Figure 5.15: Year-round, daytime, and nighttime thermal comfort hours for the as-built 

construction and with different wall insulation levels. 

5.6.5 Intercomparison between different Envelope Retrofits 

 
Figure 5.16: Annual comfort hours for the as-built construction and those with different 

envelope retrofits. 

Figure 5.16 summarises the room’s comfort conditions under the as-built state and with the 

different envelope retrofit options and also provides a qualitative estimate of the retrofit costs. 

Clearly, the cool and super-cool roof strategies performed best, while wall insulation performed 
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the worst and even deteriorated the indoor comfort conditions. Nevertheless, the material and 

labor cost of required to implement cool and super-cool roof retrofits is significantly lower than 

the other retrofit options (shown qualitatively in Figure 5.16). For example, cool roof paints 

cost about Rs. 100–300 per m2 ($1–4 per m2) of application area, 30 mm thick EPS insulation 

costs about Rs. 300–500 per m2 ($4–6 per m2), and 170 mm thick EPS insulation costs about 

Rs. 1500–2000 per m2 ($18–24 per m2) in the Indian market. Thus, considering the low 

material cost and labor required to implement cool and super-cool roof retrofits and their 

positive impact on the room’s comfort conditions, we recommend it for such dwellings 

(detached non-air-conditioned single-story houses) and climatic conditions over the other 

studied solutions. Note that the results are also helpful for residences with similar constructions 

located in the BSh climate or India’s composite climate zone, which includes major Indian 

cities such as Allahabad, Amritsar, Lucknow, etc., and a total population of about 0.4 billion 

people.  



Page | 64  
 

Chapter 6: 

Conclusion 

This study was motivated primarily by assessing the impact of climate change on H/C 

energy consumption and exploring different envelope retrofit options for improving thermal 

comfort conditions. In the former, historical, and future trends in temperature, CDDs, and 

HHDs were investigated (Section 6.1) using both parametrical and non-parametrical methods 

for major cities of India. In the latter, envelope retrofit solutions for detached single-story 

houses were investigated (Section 6.2) to enhance thermal comfort in Indian hot semi-arid 

climatic conditions. 

6.1 Temperature, CDDs, and HDDs Trends 

This investigation, first to quantify the impact of global warming on the historical (1969–

2017) and future (2018–2100) annual temperatures, HDDs, and CDDs in India’s eight major 

cities, covering all the climate zones (presented in Chapter 3). This study estimated the linear 

trends in the temperature, HDD, and CDD time-series by using two different techniques: i) 

applying ordinary least square regression on the time-series (OLS analysis) and ii) 

prewhitening the time-series followed by applying the Mann-Kendall Test and computing the 

Theil-Sen slope (PWMKTS analysis). 

Both techniques showed that all cities witnessed a significant increase in temperature during 

1969–2017. Depending on the city, the temperature trends were between 0.13–0.23 °C/decade 

or 0.08–0.13 °C/decade, obtained from the OLS or PWMKTS analysis, respectively. Due to 

rising temperatures, the historical CDD trends were statistically significant and positive in all 

seven cities with cooling requirements (Ahmedabad was a slight exception). The historical 

CDD trends ranged between 1.3–3.8%/decade obtained from the OLS analysis, whereas the 

PWMKTS analysis estimated CDD trends between 0.7–2.3%/decade. In the two cities with 
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heating requirements, the historical HDD trends were either insignificant (in Delhi) or 

decreasing (by 1.9% or 3.1% per decade in Srinagar, depending on the analysis). This study 

also detected statistically significant trends in most cities’ future temperatures, with magnitudes 

ranging between 0.10–0.78 °C/decade (OLS) or 0.03–0.07 °C/decade (PWMKTS), depending 

upon the city and the emission scenario. Future CDDs also had an increasing trend in cities 

with cooling requirements, with magnitudes equal to 1.1–9.4%/decade (OLS) or 0.1–

0.6%/decade (PWMKTS). In contrast, cities with heating requirements generally displayed a 

decreasing trend in future HDDs with magnitudes of 1.3–7.9%/decade (OLS) or 0.9–1.7% 

(PWMKTS). 

It was also estimated that annual temperatures would be 0.1–1.1 ℃ higher in the 2020s, 0.6–

2.8 ℃ higher in the 2050s, and 1.0–4.6 ℃ higher in the 2080s in the studied cities. Due to 

increasing temperatures, CDDs will also increase by 2.9–22.9% in the 2020s, by 8.3–54.1% in 

the 2050s, and by 11.89–83.0% in the 2080s, depending on the city and the emission scenario. 

Thus, increasing the space cooling energy requirements in buildings by a similar amount. In 

contrast, HDDs will decrease by 8.1–30.3% in the 2020s, by 17.6–83.3% in the 2050s, and by 

19.3–97.1% in the 2080s, thereby reducing the space heating requirements. 

6.2 Envelope Retrofits Solutions for a single-story house 

This investigation compared different envelope retrofit options for improving the thermal 

comfort conditions in a detached single-story house in India’s hot-semi arid climate zone 

(presented in Chapter 5). A year-long measurement of the weather and indoor conditions in the 

bedroom of the house was conducted to assess its thermal comfort conditions and heat transfer 

characteristics in the as-built state (presented in Chapter 4). Those measurements were also 

used to develop and calibrate a thermal model of the room, which helped to evaluate the impact 
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of different retrofit solutions (e.g., the application of cool roof paints and the insulation of walls 

and roof) on the room’s thermal comfort conditions. 

In this study, results showed that in the room’s as-built state, the indoor environment was 

comfortable for 23%, hot for 54%, and cold for 23% of the year, with the roof being the major 

contributor to the heat gains and the floor and external walls largely contributing to heat losses. 

The applications of cool/super-cool paints on the roof significantly reduced its heat gains, led 

to a 1.4–3.3 ℃ reduction in the room’s average temperature, and increased the comfort duration 

to between 29–42% of the year (an increase of 6–19 percentage points over the as-built state). 

Insulating the roof or the envelope (roof and walls) also led to slight improvements in the 

room’s comfort conditions (comfort hours increased by 0–8 percentage points), primarily due 

to reduced roof heat gains. However, insulating the walls alone showed a deterioration in the 

room’s comfort conditions (comfort hours decreased by 4–5 percentage points) since it became 

difficult for the heat to escape the room. 

Overall, the study found that applying cool/super-cool roof paints is the most suitable 

envelope retrofit solution for detached single-storeyed houses in hot semi-arid climates since 

they lead to the most thermal comfort improvement and are low-cost and easy to implement. 

6.3 Major Contributions of Thesis  

The major outcomes of the current thesis are as follows: 

 The study assessed the performance of various GCMs in eight selected cities and validated 

their accuracy for each location. 

 This study analyzed historical (1969–2017) and future (2018–2100) trends in annual mean 

temperatures, as well as heating and cooling degree days 

 The study conducted year-long measurements of the indoor and outdoor environmental 

conditions of a detached single-story house located in India’s hot semi-arid climate zone.  
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 The study evaluated different envelope retrofit options for improving the thermal comfort 

conditions in such residences and identified a suitable solution by using a well-calibrated 

energy model. 

 The results also provided valuable physical insights into the heat transfer characteristics of 

such buildings in the as-built state and with different envelope retrofits. 

6.4 Limitation and Future Scope 

This investigation is the first to quantify the historical trends in annual temperatures, HDDs, 

and CDDs in major Indian cities, together with their future projections under two different 

greenhouse gas emission scenarios. The study found that rising temperatures have and would 

significantly increase the space cooling requirements in major Indian cities, which becomes 

especially problematic since India is one of the world’s most populous and hottest regions. A 

warming climate coupled with rising household incomes and built-up areas could lead to a 

staggering increase in air-conditioning demand in India, which has about four times the 

population and more than three times as many CDDs per person as the United States [10]. 

Thus, the study highlights the urgent need to adopt energy-efficient building practices in India 

and global action on climate change. 

However, other factors, such as the buildings’ thermal characteristics, relative humidity, and 

solar radiation, substantially impact the H/C energy requirements, which should be included in 

future investigations. Further uncertainties in results can arise due to missing values present in 

the historical weather data and the imputation algorithm employed for filling them, as well as 

the inherent limitations of the GCMs in making reliable temperature predictions. This research 

also did not characterize the inter-model variabilities in future climate predictions since a single 

GCM, selected based on its historical performance, was used for each city. Further research 

can provide multi-model projections of the future HDDs and CDDs in India to characterizing 

the inter-model variabilities. It is also recommended to explore the effects of increasing 
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population and incomes in India on the building energy demand and the associated CO2 

emissions. 

Finally, the study focused on finding retrofit solutions for improving the thermal comfort in 

detached single-story houses, where occupants routinely experience thermal discomfort for a 

large portion of the year due to extreme climatic conditions and their inability to afford air-

conditioners or room heaters. Thus, the study did not evaluate the effectiveness of different 

retrofit options from the point of energy savings. Future studies could focus on assessing 

residential retrofit options with the twin objectives of enhancing thermal comfort and reducing 

H/C energy consumption. In addition to that using the present thermal model future studies 

could conduct an assessment of climate change on H/C energy consumption in Indian 

residences to incorporate the future H/C energy saving and enhancing thermal comfort under 

different emission scenarios. This investigation only evaluated two retrofit options (cool/super-

cool roof paints and envelope insulation) due to their low cost and expected high performance. 

Other retrofit options, passive H/C strategies, and their suitable combinations should be 

considered in future research. It would also be worthwhile to conduct a life-cycle cost and 

carbon analysis for different retrofit options to assess their financial typologies and climate 

conditions.  

Another study limitation was that the windows were permanently closed during the 

experiments and in the simulation; thus, we did not consider the impact of occupants’ 

willingness to open or close the windows on the performance of the retrofit options. However, 

in summer, the occupants’ willingness to open the windows at night could be an effective 

passive cooling strategy for the studied location, where nights are significantly cooler than the 

days. Thus, the study reports the worst-case scenario of thermal comfort in summer, and future 

studies should address this issue.  
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Appendix-I 

 

Table AI1: RMSE values for the different datasets. 

Compared datasets City 
Common 

data-points* 
RMSE 

IMD and NOAA 

 

Ahmedabad 16,113 1.38 

Bengaluru 6,742 0.97 

Chennai 7,566 0.79 

Delhi 11,004 0.96 

Hyderabad 8,002 0.82 

Kolkata 6,092 0.87 

Mumbai 7,296 2.10 

Srinagar 1,719 2.08 

IMD and Mean model  

 

Ahmedabad 13,513 1.90 

Bengaluru 12,116 1.27 

Chennai 13,402 1.46 

Delhi 13,311 2.25 

Hyderabad 13,341 1.70 

Kolkata 13,286 1.75 

Mumbai 13,434 1.48 

Srinagar 12,760 2.67 

IMD and TuTempo.net 

 

Ahmedabad 30 1.00 

Bengaluru 30 1.19 

Chennai 30 0.46 

Delhi 30 0.62 

Hyderabad 30 0.92 

Kolkata 30 1.02 

Mumbai 30 0.93 

Srinagar 30 1.95 

*RMSE values were calculated using all common data-points available between the 
primary and secondary datasets, except for the TuTiempo data, for which we randomly 
selected 30 data points for RMSE calculation. 
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Table AI2: Details of the general circulation models (GCMs). 

  

S. No. GCM name Modeling center name 

1 BCC-CSM1.1 Beijing Climate Center, China Meteorological Administration 

2 CanESM2 Canadian Centre for Climate Modelling and Analysis 

3 CNRM-CM5 Centre National de Recherches Meteorologiques/Centre 
Europeen de Recherche et Formation Avanceesen Calcul 
Scientifique 

4 ACCESS1.0 CSIRO (Commonwealth Scientific and Industrial Research 
Organization, Australia), and BOM (Bureau of Meteorology, 
Australia) 

5 CSIRO-Mk3.6 Commonwealth Scientific and Industrial Research 
Organization in collaboration with the Queensland Climate 
Change Centre of Excellence 

6 BNU-ESM College of Global Change and Earth System Science, Beijing 
Normal University 

7 INM-CM4 Institute for Numerical Mathematics 

8 IPSL-CM5A-LR Institute Pierre-Simon Laplace 

9 IPSL-CM5A-MR Institute Pierre-Simon Laplace 

10 MIROC5 Atmosphere and Ocean Research Institute (The University of 
Tokyo), National Institute for Environmental Studies, and 
Japan Agency for Marine-Earth Science and Technology 

11 MIROC-ESM Japan Agency for Marine-Earth Science and Technology, 
Atmosphere and Ocean Research Institute (The University of 
Tokyo), and National Institute for Environmental Studies 

12 MIROC-ESM- 
CHEM 

Japan Agency for Marine-Earth Science and Technology, 
Atmosphere and Ocean Research Institute (The University of 
Tokyo), and National Institute for Environmental Studies 

13 MPI-ESM-LR Max Planck Institute for Meteorology (MPI-M) 

14 MPI-ESM-MR Max Planck Institute for Meteorology (MPI-M) 

15 MRI-CGCM3 Meteorological Research Institute 

16 CCSM4 National Center for Atmospheric Research (NCAR) 

17 NorESM1-M Norwegian Climate Centre 

18 GFDL-CM3 Geophysical Fluid Dynamics Laboratory 

19 GFDL-ESM2G Geophysical Fluid Dynamics Laboratory 

20 GFDL-ESM2M Geophysical Fluid Dynamics Laboratory 

21 CESM1-BGC National Science Foundation, Department of Energy, (NCAR) 
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Figure AI1: Lag-1 autocorrelation for the temperature, cooling degree days (CDDs), and 
heating degree days (HDDs) for the a) historical, b) RCP4.5, and c) RCP8.5 conditions. 
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b) Future (RCP4.5) Temperature CDD  HDD
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Mann Kendall (MK) Test Details 

For a time-series represented by ��, ��, … ��, the MK test statistic is given by: 

 
� = � � ��������� − ���

�

�����

���

���

 (Eq. 1) 

where � is the test statistic, n the number of observations in the time-series, xi and xj are the 

data values in the time-series at time i and j, (j > i). The signum function is defined as: 

 

��������� − ��� = �

    1, if �� − �� > 0

    0, if �� − �� = 0

−1, if �� − �� < 0

 (Eq. 2) 

For n ≥ 10, the statistic S approximately follows a normal distribution with its mean and 

variance given by: 

 ����(�) = 0 (Eq. 3a) 

 
��������(�) =

�(� − 1)(2� + 5) − ∑ ��(�� − 1)(2�� + 5)�
���

18
 (Eq. 3b) 

where n is the number of observations, m is the number of tied groups, and tk the number of 

ties in the kth group. The test statistic (S) is then normalized to compute its standard normal 

deviate, Z: 

 � =  

⎩
⎪
⎨

⎪
⎧

� − 1

���������(�)
        �� � > 0

0                                �� � = 0
� + 1

���������(�)
       �� � < 0

 (Eq. 4) 

We rejected the null hypothesis if |�| > 1.96 (for 95% significance level).



Page | 90  
 

 

  

  

  

Figure AI2: Historical and future anomalies in annual mean temperatures in a) Ahmedabad, b) Bengaluru, c) 
Chennai, d) Hyderabad, e) Kolkata, f) Mumbai, and g) Srinagar. 
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Figure AI3: Historical and future cooling degree days (CDDs) in a) Ahmedabad, b) Bengaluru, c) Chennai, 
d) Hyderabad, e) Kolkata, and f) Mumbai. 
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Figure AI4: Historical and future heating degree days (HDDs) in Srinagar. 
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Appendix-II 

 
Figure AII1: Measured wind speed (m/s) and direction (degree). 

. 

Table AII1: Monthly value of the ground surface temperature. 
Month Ground surface temperature (℃) 

January  12.0 
February  16.9 
March 25.9 
April 28.8 
May 30.9 
June 32.4 
July 31.6 
August 30.5 
September 28.0 
October 25.8 
November 19.1 
December 14.0 
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Figure AII2: Contributions of different building elements to the rooms’s monthly heat gains and losses for 
the as-built construction and those with cool/super-cool roofs. 
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Figure AII3: Contributions of different building elements to the rooms’s monthly heat gains and losses for 

the as-built construction and those with different roof insulation levels. 
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Figure AII4: Contributions of different building elements to the rooms’s monthly heat gains and losses for 

the as-built construction and those with different envelope (wall and roof) insulation levels. 
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Figure AII5: Contributions of different building elements to the rooms’s monthly heat gains and losses for 
the as-built construction and those with different wall insulation levels. 
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