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ABSTRACT 

Robotic assembly is one of the most important steps in automated manufacturing 

processes. Industrial robots perform benchmarked assembly operations like peg-in-hole or 

a horizontal beam-in-slot. Generally, it is assumed that a peg or beam is a rigid object 

grasped by a rigid robot gripper. The robot performs the assembly tasks through error 

compensation and impedance control. However, assembly becomes challenging when 

various flexibility comes into the picture. Flexibility may be present in the robot, robot 

gripper, and object. In addition, the transient disturbance may cause vibration during 

robotic manipulation and assembly when the robot gripper is rigid, and the object is 

flexible. Hence, quick suppression of undesirable vibrations during this automated process 

will reduce the cycle time and increase the efficiency of the assembly process.  

In order to solve the above challenges, an extensive literature review on Peg-in-Hole, 

Beam-in-slot, assembly using robots was carried out, which addressed the key issue 

associated with the flexibility of objects and robot grippers. Most of these literature, 

emphasized the development of low-level control strategies to suppress vibrations of the 

objects. The low-level strategies require modification in the internal controller of the robot. 

In contrast, a high-level controller strategy does not need much modification and works 

along with the internal controller as a second-stage controller. It was observed that the use 

of external sensors like vision sensors for assembly operations has not been attempted for 

controller implementation to suppress vibration. Therefore, current work develops vision-

based active vibration suppression strategies for industrial robots involved in assembly 

operations while accounting for the impact of the flexibility present in both the robot 

gripper and flexible objects. 

To understand the challenges in peg-in-hole robotic assembly, an industrial robot with 

an underactuated non-deformable object (NDO) held by its gripper is considered. The high 

amplitude and low-frequency oscillation in NDO is observed due to high-speed 

manipulation motions of the robot arms. Most industrial robots are not endowed with the 

capability to control and suppress the induced vibration to improve productivity of 

automated assembly process. Therefore, a contactless vision-based approach for vibration 

suppression is proposed, which uses a Selective Predictive Vibrational Amplitude Error-

Based (SPVAEB) second-stage controller. This controller used a real-time vibration 
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control strategy that comprised a physics-based model to determine errors for the 

estimation of controller output. The proposed second-stage controller used feedback from 

a vision sensor. To demonstrate the robustness of the proposed controller, experimental 

implementation is carried out on ABB make IRB 1410 model 6-DOF industrial robot with 

a low frame rate camera. The proposed controller suppresses vibration amplitude up to 

96% in less than 3 s, and the time to achieve stability is reduced by 97.5% for a peg-in-

hole assembly task. The comparative performance of the proposed controller against PID 

controller took 3 s compared to the 10 s as proposed controller takes into account system 

delay and designed control trajectory based on the maximum error in place of amplitude 

error at every time step.  

The proposed second-stage controller dealt with the development of vision-based 

controller strategies for vibration suppression of a commercially available robot. However, 

vibration in the NDO may arise due to the presence of flexibility in the gripper. In this 

case, the flexible gripper object system is modeled as a pendulum with a torsion spring 

connected to moving support to represent the system. The torsion spring represents the 

flexibility of the flexible gripper. A contactless vision-based approach for vibration 

suppression is proposed, which uses a Predictive Vibrational Amplitude Error-Based 

(PVAEB) second-stage controller. An innovative approach for handling system delays is 

presented. Based on controller output and system delay, input trajectories are estimated 

for the internal controller of the robot. In this experiment, two objects have been 

considered that have a low (<2.38Hz) and high (>2.38Hz) natural frequency. The proposed 

controller suppressed 95% of vibration amplitude in less than 3 seconds and reduced the 

stability time by 90% for a peg-in-hole assembly task.  

Further, a flexible object i.e., beam, is chosen that is grasped by a rigid robot gripper for 

assembly into a slot. In the pursuit of vibration suppression during assembly, an innovative 

robot-assisted camera calibration method is developed to determine the extrinsic camera 

parameters. This method identified the dimensions of the flexible object grasped and 

deflection using a virtual marker. In this case, the Finite Element Method (FEM) is used 

to model the dynamic behavior of the flexible beam. Here, Predictive Maximum Error 

Based (PMEB) second-stage controller is proposed that uses the maximum error to 

compute and send the control signal for vibration suppression. The proposed robot-vision 

method measures the dimension within an acceptable error limit, i.e., ±3%. The developed 
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controller used two types of robot motions as input for vibration suppression. The first is 

straight inline motion of end-effector through motion of arms and the second is angular 

motion to end-effector through wrist motion. It was observed that the controller that used 

the straight line motion can suppress vibration amplitude up to ~97% in an average time 

of 4.2 s and reduce the stability time to ~93%. Whereas the controller that used the wrist 

motion suppressed the vibration amplitude up to ~96% in 2 s and decreased the 

suppression time by ~97%. There are certain limitations of the proposed controllers due to 

factors like inaccuracies in the computation of Rayleigh damping coefficients, inaccurate 

model parameters, and initial conditions of the flexible beam related to tip deflection and 

velocity. These shortcomings can be eliminated by vision based system identification 

method was used. In this method the dynamic behaviour of the beam is considered, and 

the optimized performance based on mathematical model is developed. The data driven 

model can replace the FEM based model used earlier regardless of the material properties 

and the dimension of the flexible object. The performance of the data driven controller 

model is evaluated by comparing performance of straight line arm motion and wrist motion 

trajectory. Based on the performance of controller, natural frequency based selection of 

control trajectory is suggested for best performance. Finally, experimental results indicate 

that the proposed controller suppresses the vibration amplitude by 96% in an average time 

of 2.86 s and reduces the suppression time by 96%. In conclusion, limitations have been 

identified in the current vision-based vibration suppression, especially in sensor 

capabilities and addressed vibration modes. Nevertheless, the foundation has been laid for 

future exploration in 3D sensors, advanced AI, and enhanced robotic assembly vibration 

control. 

Keywords: Industrial robot, Robotic assembly, Automated assembly, Peg-in-hole 

assembly, Flexible beam, Flexible gripper, Vibration suppression, Second-stage 

controller, Camera calibration, Robot-vision, Computer vision, System identification, 

Data-based optimization, Robust control, Finite element method, System delay.
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CHAPTER 1  
INTRODUCTION 

In modern manufacturing, robotic manipulators play a critical role in factory automation. 

The assembly process in manufacturing is carried out mainly at the intermediate or final 

stages. Most of the assembly processes require skill and human labor. However, with the 

advancement in robotics, manual assembly processes are shifting towards automated 

assembling processes that improve product quality and increase production output. In this 

regard, using robot manipulators is the perfect option for enhancing production. It 

complements human strengths in assembly and manufacturing by handling high 

repeatability, position precision, high payload, and fatigue (Ahmad and Plapper, 2016).  

1.1 Motivation behind research 

Assembly is a joining process of parts, usually interchangeable in manufacturing, to make 

a new composite part that can be used as a sub-assembly or a complete product. Some 

assembly processes are mating parts, inserting a peg into a hole, laying down actions, force 

fitting, and putting two parts together. These processes can be carried out temporarily and 

permanently. The temporary assembly or joining process uses a third part, i.e., a screw, 

nut-bolt, or rivet for fastening. Examples of permanent joining processes are welding and 

brazing. The final product obtained from the sequential assembly of components to the 

subassembly is complex and complicated. In many applications, it is performed manually 

and is very much labor-intensive.  This step requires nearly 40-50% of human labor to get 

the intermediate or finished product. 

The first industrial robot was deployed in 1961 in mass production systems where 

simple robotic arms were utilized to perform dedicated tasks. In the last few decades, the 

focus has shifted from mass production systems to flexible ones because of increased 

demand for product variety and customization. However, it is recently reported that 

humans still carry out 72% of manufacturing tasks and create almost three times more 

value than machines in the manufacturing industry (Zhang et al., 2021). Assembly is 

considered as an important stage in the product lifecycle. Data show that the time spent on 

assembling takes 20%–50% of the total production time, and the cost for assembly counts 

about 20%–30% of the total cost of a particular product (Xu et al., 2012). In this scenario, 

there is a growing need for automated assembly systems that can adapt to various products 
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assembled. Most products requiring assembly operations have low or medium production 

volumes, and substantial investments in specialized assembly equipment cannot be 

economically justified. A robot can be utilized in place of human workers or as a co-worker 

to perform assembly tasks intelligently, quickly, and continuously. The utilization of 

robots in industries leads to the term automation, which implies that the robot will be used 

for physical production processes and information processing. Some researchers show that 

many companies obtained an increase in productivity by 30%, a reduction of production 

cost by 50%, and an increase in utilization by more than 85% (Barosz et al., 2020). 

However, the implementation of robotization requires high costs. Therefore, robotization 

will be profitable only in certain circumstances, including a high production volume and 

repetitive and precise tasks with harmful working conditions for people. 

Robotic assembly is an essential step in the automated product manufacturing process. 

It is performed mainly by using an industrial robot (Saha, 2008). Among various assembly 

operations, the most common form of assembly is peg-in-hole (PiH) assembly. This 

assembly is considered as a benchmark for almost all assembly tasks that account for 

approximately 40% of the total assembly task (Jiang, Huang, et al., 2020). In this task, the 

robot finds the hole location, manipulates it, and inserts a peg into it. There are some 

challenges during the PiH assembly process. These can be categorized as issues associated 

with robot interaction with the manufacturing environment. And some problems 

associated with the robot system and the object itself. Finding the hole location, avoiding 

collision during manipulation, and jamming the peg during the insertion task are related to 

the interaction of robot and object with the environment. Vibrations and deformation in 

the object are issues associated with object properties, gripper design, and robot systems. 

In literature, researchers have focused on the issues related to the interaction of the robot-

object system with the environment. However, a few works address the issues associated 

with the robot, gripper, and object itself, which are also crucial for assembly tasks. 

In robotic assembly, an industrial robot deals with grasping, manipulating, and inserting 

an object in a hole. The object can be categorized as rigid and flexible. Rigid objects are 

assumed to be non-deformable with negligible deflection in any dimension. In the peg-in-

hole assembly task, the object is assumed to be rigid. The state-of-the-art works are 

reviewed comprehensively (Xu et al., 2019). The review highlighted the methods to solve 

associated problems in a PiH assembly. 
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In most cases, manipulation does not affect the assembly operation if the object handled 

is rigid. However, the robot must handle impedance, positioning, and alignment errors for 

rigid object insertion tasks. Whereas for flexible objects such as beams, sheets, wires, and 

deformable linear objects (DLOs), the robot must handle additional problems such as 

temporary deformation, permanent deformation, and vibration due to the transient 

disturbance in the robot (Henrich et al., 1999).  

A robot needs to grasp the object with the help of the gripper attached at the tool 

coordinate point. There are two types of grippers: rigid and flexible or soft. Rigid grippers 

grasp the object without allowing motion relative to the gripper. In this case, the grasped 

object and gripper may be assumed as a single unit with no relative motion. Flexible 

grippers are used in many industrial applications to handle any misalignment during 

assembly (Bogue, 2016). However, flexibility causes relative motion between the object 

and the gripper. In this context, the object grasped may exhibit the behavior of a three-

dimensional pendulum with a spring at its base. Manipulation of objects using a flexible 

gripper may result in undesirable oscillations.  

In a standard robot assembly operation, an object held by a gripper of a robot is 

commanded to insert into a hole. This task is performed by the robot internal controller, 

which controls the movement of an industrial robot. However, the object vibrates after 

receiving such an input command due to high-speed manipulation. This vibration in the 

object consumes a good amount of productive time to become motionless before actual 

assembly. Even after the object becomes motionless, the object position is unknown due 

to the deflection caused by the flexibility of gripper and object. As a result, the unknown 

position of the object can cause the failure of assembly task and the object. Therefore, 

temporary deformation and vibration due to the flexible gripper and the object can be 

concluded as the dominant problems.  

The same problems are associated with the design of the robot. The flexibility and 

compliance in the robot link and joints can cause vibrations even if the object and the 

gripper are rigid. However, the vibration related to the robot design can be considered a 

separate issue compared to the gripper and object. At present, most of the robots deployed 

are rigid link robots. Therefore, the robot can cause vibration due to its transient motion, 

not the flexibility of the robot. In the current work, the flexibility of the robot gripper and 
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object is considered as a cause of vibration. Thus, reducing suppression time improves the 

assembly process cycle time and reduces manufacturing costs. 

Vibration suppression has been a well-known topic in the research community. Several 

methods have been proposed to suppress vibration as it has adhered to all mechanical 

systems. Nevertheless, in robotic assembly, where an industrial robot is used for assembly 

tasks, vibration suppression is still a challenge to make the robot a complete solution. The 

biggest challenge is applying the vibration suppression methods to the robot with its 

dynamical model to manipulate in the workspace. Most commercially available industrial 

robots use their internal controller to control the motion robot arm to execute a desired 

trajectory. The robot internal controller provides high-level communication to the user 

with limitations (Kapsalas et al., 2018). Therefore, applying the method to these 

technologically inaccessible low-level robot internal controllers is extremely difficult. 

The above issues can cause delays in assembly and even failure. The undesired 

vibrations in the object need to be eliminated before the assembly. Vibration suppression 

methods can be categorized as passive and active strategies. Passive vibration suppression 

strategies refer to techniques and methods used to reduce or eliminate unwanted vibrations 

in mechanical systems using passive, non-powered components. These strategies need 

dedicated design of robot grippers that use materials with high damping properties, such 

as viscoelastic polymers or metal alloys, to absorb vibrational energy. The gripper can also 

be designed with shape optimization to reduce vibration transmission, such as adding 

damping elements in strategic locations or using designs incorporating high rigidity and 

low mass. Some passive vibration control strategies were proposed for vibration 

suppression (Chen and Zheng, 1995). It increases the damping effect in the system, which 

helps quickly suppress vibration. Passive strategies needed a dedicated gripper design and 

required modification from case to case, making it costlier and time-consuming.  

Active vibration suppression strategy is based on close loop control that uses anti-

motion to suppress vibration using a feedback system. Most of the proposed force/torque 

sensor based active strategies are inspired by human skills (Ding et al., 2011, 2012, 2014; 

Ding, Huang, et al., 2019; Yue and Henrich, 2001, 2005, 2006). Active strategies can be 

used in two ways: control of vibration during manipulation and suppression of residual 

vibration after object manipulation. In the first method, vibration control during 

manipulation is known as vibration free manipulation of objects. The second method 
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controls vibrations after the manipulation task are completed. The controller provides the 

adjustment motion that leads to vibration suppression. 

An important part of a robotic assembly system is a sensor which plays a key role and 

completes the control system cycle. A general active vibration control system can use 

acceleration, piezoelectric, force/torque, and vision sensor sensors. Acceleration and 

piezoelectric sensors are required to mount on the object to be assembled as feedback 

sensors for vibration suppression. However, in assembly operations, such a setup of 

sensors is not feasible and not practical for feedback. Therefore, researchers have widely 

used the force/torque sensor, which is generally mounted on a robot wrist with a gripper 

to manipulate the object and gain the ability like a human hand. 

A vision sensor can also be used as a feedback sensor in robotic assembly. Vision 

sensors have many positives, as they can extract more object parameters such as length, 

shape, deformation profile, and low cost. It can play multiple roles in robotic assemblies, 

like robot hand-eye coordination, object identification, grasping, and inspection. Despite 

these qualities, the researchers do not give much attention to using vision sensors for 

feedback. Some of the main challenges in applying a vision sensor are that the frame rate 

and motion blur during vibration are much lower than other sensors.  

1.2 Thesis aims 

This thesis is focused on the design and development of active vibration suppression 

strategies for industrial robotic manipulators used for assembly operations with object and 

gripper flexibilities. Industrial robots with six degrees of freedom are mainly used for 

assembly tasks. These commercially developed robots have some limitations. One of the 

important limitations is the inaccessibility of the robot internal controller at a low level. 

These controllers provide only a high level of communication in the form of point-to-point 

(PtP) trajectory commands. Such a PtP trajectory allows the user to set some trajectory 

parameters, such as displacement, velocity, and acceleration. Even any change in these 

parameters during the trajectory execution is restricted to the user (Kapsalas et al., 2018). 

Hence, the available low-level control strategies are no longer applicable in such a 

scenario. Therefore, a strategy is needed that works simultaneously with the available 

internal controller of the robot without disturbing the dynamic model of the robot and 

control strategy. Such a strategy can be implemented as a second-stage controller that 

communicates the control action to the internal controller of the robot at a high level. The 
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internal controller works as the first stage controller that contains the dynamic model of 

the robot-object system and executes the trajectories.  

The strategy should design the control actions as trajectories that can be executed in the 

robot. The control trajectories are responsible for the suppression of undesired vibration 

of the object. These trajectories are generated in a separate personal computer (PC) system 

and communicated to the robot at a high level (Pires and Azar, 2018). In performing these 

activities, there is a time gap between the determination of the control trajectory 

parameters and the actual execution of the control trajectory by the robot. The time gap is 

considered as the delay in the whole robotic system. Therefore, the leading cause of the 

system delay is the computation time taken by the controller and depended on the hardware 

capabilities. Therefore, handling various delays is a significant challenge in developing 

the second-stage controller. Thus, the delays must be accounted for in the design and 

execution of control action for effective vibration suppression. One possible way to 

achieve it is if the dynamic behavior of the object is known in advance, the delays can be 

effectively addressed. The dynamic model can predict the future state space of the system 

and can plan accordingly. In this case, the performance relies on the accuracy of prediction 

based on the dynamic model. However, obtaining an exact dynamic model of a system is 

not easy. Most dynamic systems are nonlinear, whereas these have been approximated to 

be linear in control systems. The linear dynamic model will have some errors when non-

linear dynamic behavior is linearized approximately. Though, it can be compensated using 

feedback on the state of the system. The feedback system requires a sensor that detects the 

state of the system. The state of the system is then sending the feedback to the model to 

reduce the error in prediction. A feedback sensor plays a significant role in successfully 

implementing vibration suppression strategies.   

Vibration suppression strategies have been applied to a robotic system using 

potentiometers/inertial sensors or force/torque sensors for feedback. These are standard 

sensors and are mounted on the robot wrist easily. These sensors are helpful for the 

vibration suppression of objects only. In contrast, gripper flexibility cannot be 

accomplished with these sensors. It can provide only the vibrational response of the object 

at the base and fails to provide the object parameters like vibrational amplitude and 

vibration modes except for the frequency of the system. Therefore, these sensors are 
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limited to controlling vibration. Therefore, an alternative sensor is needed to make the 

system intelligent and suppress the vibration effectively.  

A vision sensor can fulfill such requirements in the vibration control strategy of the 

object in robotic assembly. Vision sensors can play a role like the human eye, making the 

system intelligent and more practical. The use of vision as a percentage in assembly tasks 

(grasping, feeding, and insertion) is 30%, and automatic inspection is more than 50% (Noe, 

1999). Only a single vision sensor can identify the object and its dimensions and measure 

the deflection, vibration amplitude in SI units, and frequency. It can be used in the 

assembly also. It does not need to be mounted on the robot or the object compared to the 

force/torque sensor and prevents unnecessary load on the robot. However, the vision 

sensor is not computationally cost-effective compared to other sensors. It contributes to 

the system delay. 

Based on the above observations, this thesis aims to develop vision based active 

vibration suppression strategies. A vision-based vibration suppression method is proposed 

for a non-deformable object (NDO) that can oscillate about a hinge joint. The delays in the 

various system components, such as high-level communication, vision sensor, and image 

processing, are handled intelligently. Next, the gripper flexibility is considered as the cause 

of residual vibration in NDO grasped by it, and the strategy is developed to suppress 

vibration. After that, NDO is replaced by a flexible object grasped by a rigid gripper. A 

robot-assisted camera calibration method is proposed that eliminates the need for any 

physical reference like a checkerboard. The robot vision method is developed for object 

identification, dimension measurement, deflection, and vibration of the flexible object 

grasped by the robot. The flexible object is modeled using the finite element method 

(FEM), and the model is used in the vibration suppression method.  

Subsequently, a vision-based system identification method is developed to reduce 

computational load and the time necessary to handle the FEM model. The methods should 

be capable of handling flexible objects regardless of material properties and dimensions. 

These vibration suppression methods even can handle the disturbance caused by collision 

or any other means during assembly. The thesis attempts to use low-cost, commercially 

available camera/vision sensors, as high-speed or stereo cameras are costly and 

computationally expensive. The vision sensor does not interfere with the robot workspace.  
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The vision system developed does not need a skilled user to calibrate and mount the 

vision system at any specific pose. A simple vision sensor like the used camera sensor can 

be used. The proposed method drastically reduced the suppression time and vibration 

deflection. The proposed controller used two types of robot gripper motion: (i) straight 

inline motion and (ii) wrist motion. The performance of controller using both types of 

motion is investigated to obtain the optimum performance for a particular case of flexible 

objects. All these advantages, such as the low-cost camera, delay not only assists the 

assembly task and makes the system intelligent but also save time and money. 

1.3 Thesis structure 

The research aims to develop active vibration control strategies for industrial robots used 

in the assembly operation of the object with gripper and object flexibility. These strategies 

are validated with a commercially available ABB make IRB 1410 industrial manipulator 

in simulation and experimental environments. There are three prominent cases of 

vibration: the vibration of a non-deformable object (NDO) with a single degree of freedom, 

the vibration of NDO due to gripper flexibility, and vibration in a flexible object like a 

metallic beam. The strategies for all the above cases are discussed. The robot vision 

method discussed here is used for feedback to the system and object identification, and 

dimension measurement. The following explains the important contents of each chapter 

and its contribution to the research topic. 

Chapter 1 discusses the motivation of the research with a brief introduction to the 

importance of robotic assembly. The aim of the thesis is discussed by highlighting the 

various issues faced in applying control strategies to commercially available robots. It ends 

up with the structure of the thesis. 

Chapter 2 provides background information on vibration control strategies developed 

for the industrial robot used in assembly operations and research gaps. The discussion is 

categorized based on the low-level and high-level control strategies, types of robots used, 

the sensors used, and physics-based and data-based modeling of the system, along with 

the robot vision strategies for object identification, vibration measurement, and camera 

calibration techniques.  

Chapter 3 presents the active vibration suppression strategy proposed for the vibration 

suppression of an NDO with a single degree of freedom. A vision sensing strategy is 
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developed for the feedback to the robotic system. A square cross-section rigid wooden 

object is chosen that can oscillate about a hinge joint grasped by a rigid gripper. A physics-

based model is used, and the control strategy is simulated. Simulation and experimental 

results validate the performance of the controller and are compared with a conventional 

PID controller. 

Chapter 4 introduces a flexible robot gripper utilized to assemble an NDO. Although 

the flexibility of the gripper enables the NDO to move, it also causes unwanted vibration 

due to the high-speed motion of robot. A hollow square cross-section aluminum tube 

connected to a metal strip and a soft PVC tube is employed to address this issue. A physics-

based model is developed to represent the gripper flexibility as a spring element located at 

the base of the NDO. A vision based vibration suppression strategy is developed for such 

scenarios and demonstrated through NDO assembly. The performance of controller is 

validated through simulation and experiments. 

Chapter 5 presents the case of flexible objects assembled using an industrial robot. A 

robot-assisted camera calibration technique and robot vision method are discussed. The 

robot vision method is developed that identifies the object grasped by the robot gripper 

and measures its dimension along with the vibration. A flexible beam is considered as a 

flexible object that exhibits temporary deflection and vibration due to transient 

disturbances of the robot. The flexible beam model is obtained using the FEM. In this 

chapter, the vision-based vibration suppression strategy is developed that provides control 

action in the form of straight and angular motion of the robot gripper and wrist. The 

proposed controller used the FEM based computational model to predict upcoming errors 

in the deflection of the beam. Both the simulation and experimental results validate the 

performance of the controller tested on the three different metallic beams regardless of 

material properties and dimension. The developed strategy suppresses the vibration caused 

by high-speed motion of robot. It handles the disturbances to the object during the 

assembly task even after completion of the vibration suppression. The performance is also 

compared with the results available in the literature. 

Chapter 6 presents the advancement of the proposed vibration suppression strategies. 

The vision-based system identification method is applied to develop the model of the 

vibration of the flexible objects using its vibrational response during the assembly task at 

high speed. The obtained model is used in the vibration suppression control strategies. The 
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controller design is based on the behavior of beams which will use either a straight line or 

angular motions of the robot to suppress vibration. The developed control strategies are 

implemented by conducting physical experiments. In these experiments, the vibration of 

three flexible beams is controlled with straight line motion using an arm or angular motion 

using the wrist. 

Chapter 7 presents the thesis summary, its contributions, limitations, and the future 

directions of the work. The improvements in the performance of the proposed methods are 

presented in tabular form. Some important steps are discussed in various appendices, 

which provide detailed steps and necessary information to make the thesis more readable. 
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CHAPTER 2  
LITERATURE REVIEW 

In the previous chapter, the robotic assembly of flexible objects and the associated issues 

have been discussed with the aim of the present work. This chapter discusses the recent 

developments in the area of robotic assembly. The fundamental elements of the robotic 

assembly are the type of robot, type of gripper, properties of parts used for assembly, types 

of sensors used to sense the object in the environment, types of controllers, and the related 

technologies used for assembly. In this chapter, the latest state-of-the-art developments in 

these elements are discussed. 

2.1 Robotic assembly 

Product manufacturing industries are scurrying towards complete process automation with 

little human intervention. Robots are the perfect option for enhancing production 

automation and complementing human strengths in manufacturing processes, such as 

assembly, handling high repeatability, position precision, high payload, and fatigue. 

Automated assembly processes with state-of-the-art robot technologies will increase 

productivity in this case. A study compared the approximate efficiency of robotic 

applications versus manual applications. The efficiency of manual machine tending was 

about 40%–60%. For robotic machines, tending was about 90% (without set-up) (Barosz 

et al., 2020). However, exact values are dependent on the characteristics of the real 

workstation. For successful assembly, an industrial robot requires comprehensive sensing 

ability, a priori knowledge of all parts to be assembled, and assembly environments. 

Therefore, industrial robots need an automatic intelligent solution to detect the frequently 

occurring risk of expected collisions and misalignment between the parts. It should also 

be able to quickly change the trajectory for collision prevention with other machinery, 

working parts, and humans.  

The significance of the industrial robot is much dependent on the robot gripper. The 

gripper is also known as the end-effector device attached to the wrist of the robot 

responsible for performing assembly operations. Here the robot gripper can be used in 

assembly operations with abilities to handle objects of different types: parts, fasteners, and 

assembly tools. A multiple end-effector system will help the robotic assembly to manage 

all the cases.  
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The robotic assembly has the following advantages (Çil et al., 2017):  

1. Robots can perform repetitive tasks without interruption, leading to high 

throughput in traditionally dangerous, dirty, and difficult work areas.  

2. Robotic assembly can be advantageous in terms of costs, stable quality, 

increased reliability, high payload, fatigue, and product yield for batch and mass 

production. 

3. The involvement of robots makes the manufacturing process quite flexible for 

changeover among designs. It can be applied to other manufacturing processes 

for easy adaptation variation in production lines and variable production volume.  

4. Robots can be very efficient in assembling long and flexible parts and small 

parts, for instance, micro-level parts.  

 
Figure 2.1 A robotic assembly of peg-in-hole with the vision sensor. 

The most common assembly representation is a Peg in Hole (PiH) assembly. A 

cylindrical peg will be inserted into a hole, as shown in Figure 2.1. Here, PiH assembly is 

the most basic and benchmark problem in which a peg is inserted into a hole (Cienfuegos 

et al., 2016), assuming a standard cross-section shape. The setup consists of an articulated 

robot manipulator, teach-pendant, controller, PC, camera, peg, and hole.  
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Figure 2.2 Robotic assembly process schematic diagram 

It is an excellent example of the assembly process, which can be automated using robots 

to increase production. The robotic assembly process is shown in Figure 2.2. The robotic 

assembly has four phases: (i) Approaching phase, (ii) Searching phase, (iii) Moving phase, 

and (iv) Orientation phase (Jiang, Huang, et al., 2020). The assembly robot performs based 

on the control schemes using the information provided by feedback sensor, i.e., force 

sensor, and vision sensor (Hayat et al., 2022). 

Intelligent robotic assembly has more aspects that justify using robots in assembly tasks. 

These aspects include (i) sensor-based part identification, grasping strategies, 

determination of hole location (Bhuyan, 2019), (ii) robot guidance with impedance control, 

obstacle avoidance, and (iii) error compensation and prevention of wedging and jamming 

during insertion task (Xu et al., 2019). The researchers have been continuously working 

to solve the issues related to these aspects. State-of-the-art can be categorized based on 

significant elements involved in the robotic assembly. These are the objects to be 

assembled, sensors, robot configurations, tools, and technology. 
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2.2 Types of objects used in robotic assembly 

Most assembly methods are based on the standard PiH assembly, which assumes 

cylindrical, rectangular, and complex shapes of a peg and a hole. It exhibits common issues 

such as alignment errors, wedging, and jamming. The material properties add more issues, 

such as temporary and permanent shape deformation and undesired motion. In industrial 

environments, the production parts have complex shapes and become more complicated 

with flexibility. The method developed can be categorized based on the shape, deformable 

and non-deformable object (NDO) in the following subsections. 

2.2.1 Non-deformable object assembly  

The NDO assembly assembles parts that do not substantially deform during assembly. It 

is a geometric problem; if parts are identical, perfectly made, and perfectly positioned, the 

assembly will always be successful and free of excessive mating force. The assembly of 

NDO can be divided into standard shapes and production part assembly. 

 
Figure 2.3 Four stages of assembly: (a) approach, (b) chamfer crossing, (c) one-point 

contact, (d) two-point contact 

The popularity of the PiH insertion task is due to its complexity as a control problem 

that requires both position and force regulation. A human may achieve this task very 

quickly because a human can naturally perceive all the factors that this process involves. 

Nevertheless, for a robot, this task can be very complex. On the other hand, it will be a 

great benefit if robots can learn human skill and apply them autonomously. This way of 

functioning will improve productivity, reduce cost, and reduce repetitive manual tasks. 

There are four stages of PiH assembly: approach, chamfer crossing, one-point contact, and 

two-point contact (Whitney, 1982), shown in Figure 2.3. During contact between rigid 

assembling parts, it generally faces jamming issues that may lead to damaged parts and 

increased cycle time. 
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Figure 2.4 Types of shapes of objects used in robotic assembly. 

Figure 2.4 represents the different types of shapes considered for robotic assembly in 

percentage. The researchers considered the circular cross-section object in most assembly 

cases. Then the square shape to demonstrate an assembly method. A round shape object 

represents an assembly scenario with jamming, wedging, alignment, and impedance 

issues. However, most production parts have complex shapes. An irregular shape with 

multiple edges and corners can represent a complex shape. The methods proposed based 

on complex shape objects can be applied to the assembly of production parts like a screw 

(Le et al., 2016), micropart (Shen et al., 2021), and spacecraft (Jiang, Cui, et al., 2020). 

Complex shape objects can replicate the behavior of most production parts. 

Nonetheless, researchers proposed methods considering a production part assembly such 

as strain gauge (Zheng et al., 2013), screw fastening (Pitipong et al., 2010), mobile phone 

(Feng et al., 2017; Song et al., 2020), chip-in-hole (Ho et al., 2018), frame assembly 

(Fleischer et al., 2014; Nottensteiner et al., 2016; Qin et al., 2016), golf club heads 

(Natsagdorj et al., 2015), ball socket joint (Liu, Zhu, et al., 2019), solid rocket motor 

assembly (Zhang, Pu, et al., 2019), wheel hub (Cao et al., 2019; Prabhu et al., 2016), power 

connector (Kobari et al., 2013), USB connectors (Nammoto et al., 2013), electronic 

connector (Song et al., 2017). These methods may apply to unique objects, thus limiting 

their usability. 

2.2.2 Deformable objects assembly 

Deformable objects, compared to NDOs, can be deformed by contact force during 

assembly (Kim et al., 1998). Information about their deformation and possible 

misalignments between mating objects is essential for successful assembly. However, 

because of the nonlinear and complex relationship between object deformation and 
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reaction forces, it is difficult to acquire all the required information from them alone. Thus, 

deformable objects are more difficult to assemble due to their deformation during the 

assembly operation. Measuring object deformation and obtaining the relationship between 

object deformation and the forces acting on objects, such as reaction forces and their 

weight, constitute primary research goals. 

Some recent developments in the last decade for standard flexible object assembly were 

proposed by (Jain et al., 2011, 2015, 2018; Jain, Saha, et al., 2013; Jiang et al., 2012; Shi 

et al., 2012; Wan et al., 2017). The emphasis of this literature was on the assembly of 

flexible objects and less on rigid parts. The reason may be the uncertainty in the flexible 

object whose modeling is challenging and needs a state-of-the-art advanced sensor system. 

Nonetheless, some real flexible object assembly methods such as wire connectors (Yumbla 

et al., 2020), sealing ring of battery lid (Gao et al., 2017; Ma et al., 2016), carburetor and 

gasket mating (Shoureshi et al., 1989) were proposed. In the assembly process, it is 

considered that robots perform the assembly task. However, in all cases, it might not fulfill 

all the requirements. Therefore, the following section highlights the role of robots in 

design, dexterity, manipulation, and speed. 

2.3 Need of sensors in robotic assembly 

One of the main aspects of robotic assembly is intelligent interaction in an assembly 

environment full of uncertainty. Intelligent robotic assembly is expected to meet the 

challenge of dealing with the problem of uncertainty in the real world. Inevitably, there 

are variations in the shape and position of the parts. To achieve a task, programming a 

sequence of robot motions has to consider these uncertainties. One way to reduce 

uncertainty is to use sensors. Due to a lack of sensory capability, most robots cannot 

interact intelligently with their working environment. For instance, in a robotic assembly 

cell, the parts presented to a robot must be in predetermined precise locations and 

orientations. Therefore, including sensors make a robot intelligent and help in decision-

making and performing tasks like a human.  

Sensors used in the literature in the robotic assembly are listed below: 

1. Vision sensor: A vision sensor deployment is an eye for the robot in a robotic 

assembly system. Vision sensors can provide live object position, orientation, 

dimensions (Centre of gravity, 2D, and 3D), shape (simple round, square and 

complex), and obstacle avoidance in static and dynamic robotic assembly. The 
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main types of vision sensors used in robotic assembly are single 2D cameras, stereo 

vision, and multiple cameras. These are configured as eye-in-hand and eye-to-

hand. For flexible parts, e.g., wire, beam, sheet metal, and wire harness, a vision 

sensor can determine the elastic and plastic deformation and force acting on the 

part during the assembly process. 

2. Force/Torque (F/T): F/T and load cell sensors measure force/torque acting on the 

parts during assembly, such as the nut-bolt assembly. F/T data are beneficial in 

finding a hole position, detecting contact, applying controlled force, avoiding 

collision, and preventing jamming. Generally, F/T sensors are mounted on the end-

effectors of the robots. 

3. Laser sensor: Laser sensors determine three-dimensional (3D) object depth 

information. The holes and edges can be easily identified and measured using this 

system. The system is also relatively high-cost, robust, and light enough to be 

directly mounted on an industrial robot. 

4. Load-cell sensors, Tactile, Piezoelectric, Strain gauge: Tactile, piezoelectric, 

and strain gauge sensors are used to detect the presence and absence of contact 

between the sensor and object (Noe, 1999). Generally, these sensors are mounted 

in gripper fingers to detect the presence of objects in them. These can also be used 

for force, 3D shape recognition, and control of slippage in handling the 

components. 

5. Other sensors: Sensors like the global positioning system (GPS) and Inertial 

measurement unit (IMU) are used to detect the position and speed of the robot or 

the parts.  

 
Figure 2.5 Percentage use of vision sensor with other sensors. 

These sensors are used for local requirements such as orientation and position of the 

object, or only a part of the assembled component for the wrist or gripper fingers, and 
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verification of the presence of the objects and tools in the gripper are treated as local 

requirements (Noe, 1999). However, vision sensors can be used for global requirements 

like object recognition and location in the robot workspace. Multiple sensors are engaged 

to understand the environment with data fusion and deal with the uncertainty in the 

working environment intelligently. Thus, including a vision sensor with other sensors 

justifies the significance of it in robotics assembly for all aspects, as the researcher widely 

used other sensors with vision sensors in robotic assembly. Figure 2.5 presents the 

percentage use of vision sensors with other sensors based on the literature survey of vision-

based robotic assembly. 

2.3.1 Vision sensors in robotic assembly  

Integrating vision sensor-based methods into the industrial robot is crucial, realizing a 

highly automatic assembly, improving product quality, and ensuring reliability. A typical 

industrial machine vision system includes a light source, an optical system, an image-

capturing system, an image digitization module, a digital image processing module, and a 

control execution module. The system first uses a camera or other image-capturing devices 

to obtain an image of the target. The signals of the images are converted to digital type and 

sent to a dedicated image processing system to extract the characteristics of the target 

according to the pixel distribution, brightness, or color information. Further procedures 

can be done according to the recognition results.  

Machine vision systems are used in assembly for three basic tasks: guidance, inspection, 

and process verification (Lazar et al., 2003). In a guidance application, the vision system 

serves as the eyes for a production machine that must find a put and place it in a specific 

location. Examples are PnP operations, such as placing electronic components on printed 

circuit boards. Inspection operations typically occur at the end of an assembly process and 

use machine vision to scan for defects. Process verification involves ensuring that a step, 

such as the insertion of a component, has been performed before a product moves to the 

next manufacturing step. 

The machine vision system does not rely on a single standard sensor. There are different 

types and configurations discussed in the following section.  
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2.3.1.1 Types of vision sensors 

The vision sensors used for robot assembly are of various types and depend on the 

assembly task. Monochromatic cameras, RGB color cameras, stereo or 3D vision, and 

multiple-camera vision systems are commonly utilized. These vision systems have 

advantages, disadvantages, and limitations, as in Table 2.1.  

Monochrome camera sensor provides image data in a single space or hue at different 

saturation levels, such as a greyscale camera. It divides the grey level between black to 

white colors using the 2n formula. For an 8-bit camera sensor, there are 256 grey-levels in 

the image. This type of vision system has a long-range field of view and is cost-effective 

in image processing. In most cases, researchers used this camera (Ma et al., 2020; Shao et 

al., 2020; Song et al., 2020; Yang et al., 2019). It has some limitations, such as the depth 

of object being challenging to measure and detecting limited object features. The color 

camera is the extended version of the monochromatic camera that detects images in Red-

Green-Blue (RGB) space. This vision-sensing system can detect more features than the 

monochromatic camera but increases the computation cost of image processing. 

Table 2.1 Types of vision systems used in robotic assembly. 

Type of vision 

sensing system 

Image 

data type 

Depth Occlusion 

avoidance 

Computation 

Cost 

Range Cost Limitation 

Monochromatic 

camera 

Grayscale No No Low High Low Less features 

available 

Color camera RGB No No Medium High Low Sensitive to 

ambient light 

Stereo camera RGB Yes Yes Medium Low Medium Sensitive to 

ambient light 

Multiple cameras RGB Yes Yes High Low High Computationally 

more demanding 

A stereo vision system is a smart configuration of two monocular cameras mounted at 

fixed, known positions. It uses the triangulation method to determine the depth of the 

scene. Therefore, it has been implemented by (Ding et al., 2021; Gilli et al., 2014; 

Schoettler et al., 2020; Song et al., 2021). However, the triangulation method limits the 

range of the camera drastically. Its manufacturing and image processing computation cost 

is much higher than the monocular camera-based sensing system. Multiple camera-based 

vision sensing system is a better option that uses multiple cameras. In the literature, two 

cameras system used by (Jain, Majumder, et al., 2013; Jiang et al., 2021; Le et al., 2016), 
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three cameras system implemented by (Shen et al., 2021; Weng and Chen, 2017), and six 

cameras by  (Liu, Song, et al., 2019) in robotic assembly. This vision-sensing system 

detects multiple views of the object simultaneously. Multiple cameras manage 

environmental uncertainty, occlusion, and obstacle avoidance. However, multiple vision 

sensor integration makes the vision sensing system costlier. It increases the image 

processing computation time and the system complexity.  

2.3.1.2 Types of vision configurations 

Vision is a non-contact sensor system. Even mounting the same on any element of robotic 

assembly is unnecessary. There are two types of robot-camera setups in robot vision: (i) 

eye-to-hand (ETH) and (ii) eye-in-hand (EIH). In the eye-to-hand configuration, cameras 

are mounted at a fixed position in the workspace. In the eye-in-hand configuration, 

cameras are mounted on the part of a robotic system, such as the robot end-effector, wrist, 

and upper arm. The former approach provides a larger workspace for assembly, which 

encourages the researcher to use this configuration (González et al., 2016; Jain et al., 2017; 

Nerakae et al., 2016; Sato et al., 2020; Xing, Xu, et al., 2016; Zhang et al., 2015; Zheng 

et al., 2013). However, the increased distance between the cameras and the assembly parts, 

lower precision, and the possibility of occlusion arise. Nonetheless, ETH configuration 

can easily integrate multiple cameras to cover multiple views, which helps to avoid the 

occlusion of the peg and hole due to robot movement (Cienfuegos et al., 2016). The latter 

approach EIH allows for increased task precision since the cameras are positioned closer 

to the assembly parts. Some recent development is presented in (Chang, 2018; Di et al., 

2009; Ding, Wang, et al., 2019; Huang et al., 2017; Schoettler et al., 2019; Xing, Xu, et 

al., 2016). However, as the camera and the object get too close, the binocular field of view 

effect is canceled, leaving two monocular fields of view instead, thus limiting the depth 

assessments. Therefore, using both setups is more practical than the single one proposed 

in (Liu, Li, et al., 2020; Ma et al., 2020; Weng and Chen, 2017). Multiple integrations of 

vision sensors increase the computing cost and complexity of the system. 

2.3.1.3 Types of visual servoing 

Vision sensors are widely used as feedback sensors in the robotic assembly process. It 

provides the capability of obtaining relative positional information between mating parts. 

Nevertheless, certain limitations are associated with it, including extended computation 
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time required for image processing and calibration and sensitivity to specific illumination 

conditions. Vision sensors are implemented for the visual servoing of an industrial robot. 

Visual servoing is defined as controlling the robotic manipulators using feedback from the 

vision sensors.  

Depending on the control mechanism, visual servoing is classified into four groups 

(Malis, 2002):  

1. 3D vision servoing – This visual servoing is based on a geometric 3D model of 

the objects and is called position-based visual servoing (PBVS). The control law 

uses the positional error directly on the vision sensor.  

2. 2D visual servoing – The control error function is directly stated in the 2D image 

space and is known as Image-based visual servoing. 

3. 2½ D visual servoing – It is better than PBVS, which does not require a geometric 

3D model of the object. It is based on partial vision sensor displacement estimation 

from the existing to the desired sensor poses at each iteration. 

4. Motion-based visual servoing – Optical flow present in the image estimated using 

a reference frame. 

Most vision systems are based on some fundamental, commonly used image 

transformations, which are the starting point for sophisticated digital image processing 

algorithms. The process of extracting data from an image can be divided into the following 

steps:  

1. Acquisition and storage of a vision signal – an image is captured from an input 

device and possibly stored in memory.  

2. Image pre-processing techniques– choosing RoI (Region of Interest), 

thresholding, filtration, and morphological operations conducted to eliminate noise 

(Chen et al., 2015; Gao et al., 2017; Ho et al., 2018; Hu et al., 2016). 

3. Image analysis – there are three steps in image analysis. (a) Segmentation – 

Extraction of regions representing objects, (b) Extraction of object features – 

Estimating quantities of interest, e.g., shape coefficients, area, and color (Chang 

and Wu, 2012; Ha, 2013; Liu et al., 2016) and (c) Object localization – Detecting 

features like the center of gravity (CoG) coordinates and orientation (Korta et al., 

2014). 
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4. Image recognition – Identification and classification of the objects found in an 

image in the preceding steps (Chang, 2018; Dharmara and Monfared, 2018; Ogun 

et al., 2015; Wan et al., 2017; Yumbla et al., 2020). This information can be treated 

as an input for more advanced processing techniques (Korta et al., 2014). 

2.3.2 Vision-based robotic assembly 

The vision sensor-guided assembly process begins with image collection of the assembling 

objects and their environment. It is used for robot camera calibration and acquiring 

position and orientation data. The insertion task employs a controller, such as a position 

error compensation method, to control the positional error between the object and the hole. 

Finally, the robot moves to perform the assembly task. These are common steps in vision-

based robotic assembly.  

The calibration of the vision system and the robot is essential to a successful assembly. 

Therefore, some recent camera calibration techniques for EIH and ETH configuration were 

presented by (Cui et al., 2020; Jiang et al., 2021; Jiang, Cui, et al., 2020; Pitchandi and 

Subramanian, 2017; Shao et al., 2020). Calibration provides the intrinsic and extrinsic 

parameters of a camera vision sensor which is required in the visual servoing. Before the 

visual servoing, the need for position and orientation information is essential to locate the 

object, hole, or slot. The researchers proposed methods to extract object and hole 

information like the CoG, position, and orientation of object and hole in the robot 

workspace (Ding et al., 2021; Fang et al., 2016; Nagarajan et al., 2017). Some strategies 

were presented to extract the 3D information using stereo or 3D vision sensors (Cao et al., 

2019; Chang, 2018; Ma et al., 2016). During the visual servoing of the objects, the robot 

might encounter an obstacle that needs appropriate techniques for seamless operation. 

These techniques were presented by (Ahmad and Plapper, 2016; Ge et al., 2014; Jain, 

Majumder, et al., 2013; Liu, Wu, et al., 2019).  

In the final step, the robot must insert the object in the hole using a controller such as 

an alignment error compensation. The control method uses the vision sensor as a feedback 

device. These strategies were proposed by (Feng et al., 2017; Huang et al., 2017; 

Natsagdorj et al., 2015; Prabhu et al., 2014; Yang et al., 2018; Zhang, Pu, et al., 2019). 

These methods are purely vision-based. However, the application of other sensors with 

vision sensors cannot be overlooked, such as laser and F/T. The review aims to highlight 
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the robotic assembly using a vision sensor. Thus, only the vision sensor-based strategies 

are reviewed. Nonetheless, the vision sensor has not been implemented as the only sensor 

in robotic assembly laser, F/T, and other sensors have been utilized along it.  

The researchers used laser sensor in vision sensing system to acquire a CAD model of 

the objects (Dharmara and Monfared, 2018; Ogun et al., 2015), compensate for alignment 

errors (Prabhu et al., 2016; Qin et al., 2016; Wang et al., 2015; Zhu et al., 2020), and 

visual servoing, for instance, super-twisting sliding mode control (Liu, Zhu, et al., 2020). 

Laser sensors enhance the vision systems to measure depth, part deformation, and 

misalignment during assembly. The laser tracker is chosen where its relatively high cost 

can be justified by its performance characteristics. The F/T sensor with vision system is 

also used in recent techniques proposed by (Liu et al., 2016; Liu, Li, et al., 2020; Liu, 

Xing, et al., 2019; Ma et al., 2019; Sato et al., 2020; Wang et al., 2018; Xing, Liu, et al., 

2016; Zhao et al., 2020). Mainly, F/T sensors were used along with the vision sensors to 

make the robot similar to human capabilities. A human uses vision and force sensing while 

inserting an object into a hole. Thus, researchers tried to give similar capacities to the 

robotic system. The primary use of the F/T sensor in assembly is impedance control, 

compliance control, collision detection, robust insertion control, and high precision. It is 

more important in the case of low-strength objects such as micro parts. 

Multiple sensors are also used in some recently proposed methods to avoid 

uncertainties, avoid obstacles and occlusion, and improve precision (Mishra et al., 2018; 

Ruth, 2019). An indoor GPS sensor and IMU are used with a vision sensor for trajectory 

estimation in a cylinder and block assembly operation (Schmitt and Cai, 2014). A laser-

force guided robot system was developed for assembling earphone parts on factory 

automation (Zhang, Li, et al., 2019). The most significant advantage of the system is that 

it performs well with irregular parts with small sizes and variety. They proposed an 

assembly strategy for assembling earphone parts with different poses to reduce position 

errors accidentally from the 3D sensor. 

2.4 Challenges in robotic assembly 

In literature, much effort has been incorporated into the development of robotic assembly 

by various researchers. Nonetheless, there are still many challenges in implementing the 

robotic assembly methods, as stated below. 



 

24 

 

• Due to the unstructured and dynamic environment of the assembly work, the 

assembly robot still needs many problems to be solved, such as: low sensing 

capability, high assembly environment requirements, poor assembly adaptability, 

low assembly efficiency, and inability to complete complicated assembly of 

complex environments (Jiang, Huang, et al., 2020). 

• From the literature review, DLO handling has been attempted rigorously. 

However, practical challenges in the robotic assembly of DLOs, such as temporary, 

permanent deformation and vibration, need more attention. Assembly on a moving 

workpiece called an assembly in motion demands that the assembly robot is 

synchronized in all DOF to the moving workpiece on which assembly parts are 

installed. Limited research has been conducted on producing larger parts, such as 

aircraft assembly, and assembly tasks requiring tighter tolerance fit, such as 

transition and interference. 

• Vision-based assembly technologies using dual-arm robots are in their initial phase 

of development. Thus, it opens new opportunities to improve the dual-arm robot 

capabilities for more challenging assembly tasks by multiple sensor fusion. 

Integration of vision and force sensors may improve the contribution in 

accomplishing complicated assembly tasks involving small objects using the dual-

arm robot. An intelligent control algorithm needed to be developed to improve the 

assembly efficiency for peg-in-hole assembly tasks using a dual-arm robot 

equipped with vision and force sensors. The information about the pose of small 

targets using vision has not been attempted yet. Here, the multi-link arm robot 

changes its pose according to the complex pose of targets in unstructured 

conditions. The application of coaxial vision measurement on large-scale stereo 

work pieces needed to be considered to achieve it. A more efficient way for robust 

recognition of the 3-D position and screw-type parts features detection algorithm 

is required. 

• Multivariate calibration, calibration of diversified objects, and assembly of moving 

workpieces with partial information are some key issues in the application of robots 

in automatic assembly using vision. Therefore, a new auto-calibration algorithm is 

necessary, which determines the transformation matrices between coordinate 

systems of the camera, assembly parts, and robots automatically and more 

precisely without any standard physical reference. 
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• Uncertainty compensation, jamming avoidance, efficiency, and accuracy are some 

challenges in assembling production parts to apply the available methods.  

2.5 Vibration suppression strategies 

In robotic assembly, the parts grasped by the robot gripper are manipulated at high-speed. 

High-speed motion in robotic assembly is necessary for the automated manufacturing 

process in modern industry. A peg-in-hole assembly task represents a generic robot-

assisted assembly process. Most researchers focus on developing peg-in-hole assemblies, 

where the peg is treated as a rigid object. However, a peg will be either a rigid or a flexible 

part, depending on a broader class of assembly process. Therefore, manipulation and 

assembly of flexible parts have additional challenges associated with the behavior, such as 

vibration in metallic flexible parts (beams, wires, sheets) and temporary deformation. 

These flexible parts can be treated as highly elastic deformable objects in robotic 

manipulation for assembly (Henrich et al., 1999). 

In most cases, the object to be inserted is held firmly and not allowed to move relative 

to the gripper. In such a case, the object may be assumed as a part of the tool, i.e., the 

gripper. Many researchers have considered the object rigid and assumed that the object has 

the same motion as the link of the robotic manipulator. However, in some scenarios, the 

object can swing freely like a chain held by a robot gripper. It can display three-

dimensional (3-D) pendulum motion due to manipulation at high speed. These objects held 

by the gripper are considered under-actuated systems (Tanner and Kyriakopoulos, 2000), 

and manipulating these may give rise to undesirable oscillation. This type of undesirable 

dynamical behavior of objects cannot be neglected, especially when these are moved at 

high speed. The vibration in a flexible part delays the process and creates instability and 

safety issues during assembly.  

Industrial robots manipulate flexible objects at high-speed using PtP motion trajectories 

before inserting these into the hole. However, the acceleration of the robotic arm during 

PtP motion excites vibration while manipulating flexible parts. The undesired residual 

vibrations in flexible objects consume extra time for naturally damping the vibration and 

completing the assembly process, which increases the cycle time of manufacturing 

processes. Therefore, it is essential to suppress the undesired vibration quickly to complete 

the PiH assembly task. 
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The undesired vibration in flexible objects can be suppressed using passive and active 

approaches. The passive approaches are based on vibration energy dissipation dependent 

on the design of the gripper. It needed a unique design of the gripper to absorb the vibration 

energy. In contrast, the active control strategies suppress the vibration through the anti-

motion provided by a robot. The methods proposed by the researchers are discussed in the 

following section. 

2.5.1 Active vibration suppression strategies 

The investigation of residual vibration suppression during robotic assembly has been 

pursued by researchers for the last decade or so. Many researchers have considered the 

flexible object as a deformable linear object (DLO) and implemented vibration 

suppression strategies to suppress residual vibrations to solve the problem. Initially, feed-

forward strategies have been developed to deal with such a problem. Starr proposed an 

open-loop feed-forward control algorithm to achieve swing-free transportation of 

suspended objects with a path-controlled robotic manipulator (Starr, 1985). Although the 

method is modest and applicable because of the open-loop control nature, its real-time 

implementation requires zero initial conditions. Chen and Zheng proposed a deformation 

transition graphs-based approach that guides a robotic manipulator for vibration-free 

manipulation of deformable beams (Chen and Zheng, 1995). It was an open-loop passive 

control approach. However, the application was limited due to the stable initial condition 

of the robot manipulator motion and a relatively simple trajectory of the previous motion. 

The latest development by the researchers can be categorized as low-level control and 

high-level control strategies. 

2.5.1.1 Low-level control strategies 

The low-level control strategies can be implemented in the internal controller of robot and 

sometimes require modifications in the dynamic model of internal controller. Such as Jain 

and Khorrami proposed a model of an articulated robot with a flexible payload, assuming 

a multi-link robot with a flexible link at the end with no actuation (Jain and Khorrami, 

1995). An adaptive vibration suppression scheme accommodates the unknown or varying 

payloads using a force/torque sensor. Alici et al. presented a series of trajectories planned 

through a strict mathematical model to suppress the residual swing at the end of the 

transportation. They addressed the swing-free transport of suspended objects which robot 
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manipulators cannot grasp. Therefore, it must be carried by a hook or a similar device 

attached to the manipulator endpoint (Alici et al., 1999). Jiang and Kohno proposed a 

linear control method based on force/torque feedback to suppress the vibration of flexible 

objects manipulated by a robot (Jiang and Kohno, 2002). The control scheme is divided 

into two parts. One control scheme assumed the robot links heavyweight compared to the 

flexible object and calibrated accordingly. These proposed strategies require precise 

knowledge of robot dynamics, which is unfortunately not the case for many industrial 

robots. Smith et al. used a dual-arm robot and presented a method for developing swing-

free motion trajectories (Smith et al., 2004). The method was designed only for base 

motion disturbance-free manufacturing environments. Chang and Shaw used adaptive 

sliding control and feedback active vibration control to deal with model uncertainty and 

the time-varying disturbance for a vision-based pan/tilt platform (Chang and Shaw, 2007). 

Although, its real-time implementation requires more study on the vision for complex and 

realistic backgrounds. Huang et al. developed a new approach to simulate the behavior of 

DLOs while manipulating them for robotic assembly (Huang et al., 2008). The dynamic 

2-D deformation of an inextensible linear object was formulated using the finite element 

method (FEM) and Lagrange motion equations for a single DLO. Ding et al. presented a 

skill-based position-control system for DLO manipulation based on a fuzzy controller 

appropriately switched to a PI-controller. The FEM and Lagrange motion equation is used 

for the dynamic model (Ding et al., 2011). Its effectiveness is assessed via simulations and 

tested with an adaptive sliding mode control with input saturation (Ding et al., 2012, 2014). 

Qiu et al. presented a vision sensor feedback-based active proportional plus derivative and 

finite-time control for residual vibration suppression of a piezoelectric flexible cantilever 

plate (Qiu et al., 2016). Again Ding et al. applied a dynamic surface control (DSC) strategy 

for oscillation suppression at the end of a DLO throughout the manipulation of DLO (Ding, 

Huang, et al., 2019). In the latest research, this problem is handled uniquely, where 

controlling force is applied externally, not by the robot. Yang et al. suppressed the bending 

vibration of a flexible long beam by optimizing the replacement of the distributed rotor 

module (Yang et al., 2020). They applied a rotor on the flexible long beam for vibration 

suppression.  

In most cases, the proposed vibration suppression strategies have considered the object 

a DLO and a flexible metallic beam. The modeling of these objects has been done based 

on the FEM and Lagrange equations. The controllers are based on conventional PID-type 
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controllers and advanced methods such as fuzzy logic, adaptive control, sliding mode, and 

dynamic surface control. These strategies successfully suppress vibrations or prevent their 

excitation of it. However, the successful implementation of low-level control strategies 

requires an exact dynamic model of the robot, which is difficult in most cases. These low-

level control strategies require some form of modification in the commercially available 

industrial robot controller. Changing the dynamic control scheme of the robot only for 

vibration suppression may increase the cost of the robot or may limit it to a particular task. 

The low-level controller of the industrial manipulator is not accessible to users generally 

and does not allow speed or acceleration modifications to develop appropriate control 

schemes. These control schemes cannot directly apply to industrial manipulators with 

limited velocity and acceleration values. Therefore, the researchers proposed innovative 

high-level control schemes using less hardware to overcome the above limitations. These 

strategies are discussed in the following section. 

2.5.1.2 High-level control strategies 

The industrial robots deployed in the industries come with some limitations. Such as a user 

can set some trajectory parameters to provide automatic motion to the robot. These are PtP 

trajectories with parameters such as the displacement between two trajectory ends and 

velocity. Acceleration is not accessible to the user; however, change in acceleration is 

possible through percentage reduction, not the exact value. This limitation in acceleration 

is the foremost hurdle that prevents the implementation of dynamic control strategies in 

the robot controller. In any dynamic control scheme, the control output of a controller is 

in the form of acceleration to the system. Acceleration represents the input force that 

controls the dynamic system. Therefore, the control scheme developed for a commercially 

available robot should provide the control motion through PtP trajectories. It prevents the 

implementation of an available control scheme for the industrial robot controller. 

However, some control schemes have been proposed for vibration suppression of flexible 

objects in the literature.  

Yue and Henrich presented a model-based acute vibration reduction method for DLOs 

using adjustment motions (Yue and Henrich, 2001). Since model-based vibration 

suppression strategies might work well for a given situation, their effectiveness and 

implementation are critical for real-time and other situations. Subsequently, they 

developed force/torque sensor-based skills for handling DLOs in a manner suitable to 
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reduce acute vibration. The skills are inspired by the simple human skill that consists of 

one or two adjustment motions (Yue and Henrich, 2005). The vibration was measured 

using a force/torque sensor equipped at the wrist of the robot. Later they addressed the 

problem of active damping skills for handling DLOs and proposed a strategy inspired by 

human manipulation skills (Yue and Henrich, 2006). August et al. designed and presented 

a transportation and stabilization system for suspended loads, consisting of an industrial 

robot manipulator, an optical sensor system, and a controller (August et al., 2010). This 

work focused on only the transportation of pendulum-like suspended loads on construction 

sites. Boschetti et al. introduced an enhanced delayed reference control to control the 

swing of a robotic crane transporting a suspended load, significantly decreasing 

oscillations using stereo vision feedback (Boschetti et al., 2014). Kapsalas et al. 

investigated an ‘AutoRegressive with eXogenous’ (ARX) based vibration control problem 

of flexible objects manipulated by industrial robots under normal production conditions 

(Kapsalas et al., 2018). The applied convention PID-type controller for vibration 

suppression. Zurn et al. proposed a novel framework using a kinematic trajectory with a 

controller for manipulating DLO with constraint (Zurn et al., 2021). Due to the high 

calculation effort for the simulation, increased dead time is observed.  

In high-level control strategies, two control strategies work simultaneously to suppress 

the vibration. The vibration suppression strategies are active at high-level, providing the 

control input trajectory. These trajectories are communicated to the low-level controller of 

the robot. The main benefit of high-level control strategies is that the modification of the 

controller of the robot in any form is not required. These can be applied directly to any 

available industrial robot with some modifications. Nevertheless, the development of these 

control strategies is limited. The leading reason is that the most advanced control 

strategies, such as sliding mode control, dynamic surface control, H-infinity, linear 

quadratic control, and model predictive control, apply to the low-level system.  

The successful implementation of control strategies comprises the use of sensors. The 

discussion is provided on the method proposed for vibration measurement and control in 

a robotic assembly in the following section.  

 

 

 



 

30 

 

2.5.2 Types of sensors in the controller for vibration suppression 

A sensing system is the key component of any dynamic control strategy. The use of sensors 

can be avoided in feed-forward controllers where the control input is provided based on 

the knowledge of the dynamic model of the system. The successful implementation of a 

feed-forward controller requires an accurate dynamic model. Obtaining an accurate 

mathematical model of a real dynamic system is difficult. Dynamic systems are nonlinear 

in nature. The nonlinear dynamic model can be stated mathematically. However, the exact 

solution with many variables increases the computation cost. It can be solved by 

approximating the nonlinear system to a simple linear system. The linear system adheres 

to errors. The use of a sensor can compensate for the error. A sensor updates the state of 

the system and reduces model errors in real-time. The leading sensors used in the available 

development are the force/torque (F/T). Besides the F/T sensor, the vision sensor systems 

are also used for feedback to the system. The development of control strategies can be 

categorized based on the sensor implementation. 

2.5.2.1 Force/torque sensor 

In the literature, primarily, the F/T sensor was implemented for feedback. The robot held 

the flexible object by a gripper and manipulated it. It was mounted on the wrist of the 

robot, and the gripper was attached to it. This sensor configuration provides the force and 

torque data of the base of the flexible object. Some of the work can be found in (Chen et 

al., 2007; Jiang and Kohno, 2002; Kapsalas et al., 2018; Yue and Henrich, 2005, 2006). 

These control strategies used force/torque sensors for vibration suppression which are 

vulnerable to sensor noise (weak signal) for lightweight objects as well as small-amplitude 

vibrations. In addition, the force/torque sensors cannot measure the deflection of the beam 

and mode of vibration. Thus, these strategies are suitable only for limited vibration 

suppression applications. The above limitations with the force/torque sensor can be 

accomplished if a vision sensor is used, as discussed in the following sub-section. 

2.5.2.2 Vision sensor 

Vision systems in robotic assembly can play an important role in vibration suppression 

strategy as a feedback system and vision-based robot guidance to perform assembly tasks. 

The vision system can measure the beam deflection, vibration, mode of vibration, and 
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beam dimension. A low-level PID controller was proposed for vision-based vibration 

suppression of deformable linear objects (DLO) (Huang et al., 2014). The DLO was a 

rubber strip, and vibration was detected through the background subtraction method. Qiu 

et al. used a CCD camera to detect the bending and torsional vibration of a cantilever plate 

by applying image filtering, image segmentation, and object recognition methods (Qiu et 

al., 2016). Boschetti et al. used two camera-based vision systems to detect the swing of a 

suspended load by a robot in three-dimensional space (Boschetti et al., 2014). A flexible 

rope crane system was studied using a vision system and machine learning method to 

obtain the rope curve model and measure the end-angle (Yang et al., 2019). 

Besides the advantages of vision sensing, it has some drawbacks, such as time for 

calibration and high computational costs that make it inconsequential. The measurement 

of an object dimension, vibration measurement, and deformation in 3D space using a 2D 

camera is a major problem for the vision-based measurement system. Although this type 

of requirement can be achieved using a 3D vision system, which further increases 

computational cost and requires high-capacity hardware for the processing increased cost. 

Some vision methods have been proposed to solve this problem using a physical reference 

(marker) on the object itself identified by the camera (Ji, 2010; Ji and Chang, 2008; Liu, 

Wu, et al., 2019; Mu et al., 2017; Ri, 2020). These methods were based on predefined 

physical references such as planner pattern, grater pattern, pre-known object, and structural 

lights on the object to track displacement and deformation measurement using a single 2D 

camera (Enebuse et al., 2021). Some methods for 3D measurement based on digital image 

correlation were proposed (Bhowmick et al., 2020; Helfrick et al., 2011; Pankow et al., 

2010; Quan et al., 2008; Réthoré et al., 2014; Wang et al., 2020). These methods can 

measure out-of-plane deflection or deformation without physical reference to the object. 

The digital image correlation method-based technique matches the pattern of the image at 

a sub-pixel level, however, for only small deflection and is not appropriate for larger 

deflection or deformation. Another drawback is the increase in computation cost, which 

delays decision-making and is not recommended for real-time vibration control. A 3D 

vision-based vibration measurement technique(Yu et al., 2022) and calibration methods 

using a reference in the workspace and checkerboard were proposed (Deniz and Cakir, 

2018; Ji and Chang, 2006; Pai et al., 2013; Zhang et al., 2017). This proposed vibration 

suppression and sensing system methods have shortcomings, which are concluded in the 

next section.  
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2.6 Gaps in research 

Some attempts have been made for vision-based vibration suppression of flexible objects 

in robotic assembly at both low-level and high-level. Though, its application to the 

industrial robot is still difficult due to methods developed for particular cases. The 

comprehensive literature review on robotic assembly concludes that: 

• The impact of robot gripper flexibility on both deformable and non-deformable 

object robotic assembly has not been thoroughly investigated in previous studies. 

• Prior research has not extensively explored the use of mathematical models of 

objects in developing and implementing vibration suppression strategies on real-

world robotic systems. 

• The effect of changes in object dynamic behavior, which can be influenced by the 

object's size, shape, and material properties, on the performance of controllers used 

for vibration suppression has not been adequately studied. 

• There is a lack of research on the impact of various delays within robotic systems, 

vision systems, and other integrated hardware on high-level control strategies, 

which is crucial for developing effective vibration suppression techniques. 

• The potential of wrist motion in industrial robots for suppressing vibrations in 

flexible objects has not been thoroughly investigated in prior studies. 

• Although some literature exists on using vision sensors for tasks such as object 

identification, dimension measurement, system identification, and vibration 

suppression, only a few studies have addressed these topics. 

2.7 Objectives of the proposed research 

Based on the identified gaps in the areas of robot assembly operation, the following 

objectives are enumerated below for further investigation. 

1. Design and development of vision-based active control strategies for vibration 

suppression of non-deformable objects in assembly operations using industrial 

robots. 

2. Design and development of vision-based control strategies for vibration 

suppression of objects with gripper flexibility.  

3. Design and development of vision-based control strategies for vibration 

suppression of flexible objects using arm and wrist motion of the industrial robot. 
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4. Design and development of vision based data-driven system identification method 

for vibration suppression of flexible objects.  

The thesis attempts to address the above objectives in various chapters. Chapter 3 

discusses a vision sensor-based active vibration suppression strategy of a non-deformable 

object held by a robot gripper in assembly operation. Chapter 4 presents a vision-based 

vibration suppression strategy for the vibration of NDO with gripper flexibility. Chapter 5 

proposed a camera calibration technique and object identification methods using robot 

pose information and vibration measurement of the flexible object and a second stage 

controller for vibration suppression of flexible objects. Chapter 6 presents an online system 

identification method with the help of the vibration response of the flexible object obtained 

by the vision-based vibration measurement. 
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CHAPTER 3   
VISION SENSOR BASED RESIDUAL VIBRATION 

SUPPRESSION STRATEGY OF NON-

DEFORMABLE OBJECT FOR ROBOT ASSISTED 

ASSEMBLY OPERATION 

3.1 Introduction 

In this chapter, an innovative active Selective Predictive Vibration Amplitude Error Based 

(SPVAEB) second stage controller has been proposed that uses feedback from vision 

sensor for residual vibration suppression and works along with the standard controller of 

industrial robot, which is an integral part. The proposed SPVAEB controller has an edge 

over traditional control strategies and works as an outer control loop with the standard 

controller of industrial robot. The developed control strategy is easy to implement. It does 

not interfere with the working of this controller or disturb the default settings of robot 

parameters. The present work uses a contactless sensing device such as a camera and a 

vision-based algorithm to process real-time images to provide feedback to the control 

system. The external hardware for the proposed second-stage control loop is a vision 

sensor for feedback and an external personal computer (PC) for image processing. This 

approach is cost-effective compared to an expensive force/torque sensor or any other 

active sensing strategy.  

The chapter is organized in the following ways: section 3.2 discusses the proposed 

approach, section 3.3 presents the system on which the vibration suppression strategies 

have been investigated, and the mathematical model used for developing the second-stage 

controller. Subsequently, the steps used to develop the second stage controller and its 

simulation process are elaborated in section 3.3. The experimental results of the 

implementations are presented, and results are analyzed in section 3.4, and concluding 

remarks are presented in section 3.5. 

3.2 Problem formulation  

In robotic assembly operations, peg-in-hole is a common task performed by industrial 

robots. The peg-in-hole task contains two major activities: manipulation and insertion of 

the peg in the hole. Most industrial robots are designed to execute PtP trajectories with 

constant speed. The high-speed manipulation of objects such as flexible beams, ropes, 
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wires, and sheets may induce vibration. The present work is focused on designing a 

second-stage controller to attenuate residual vibration in the NDO. 

 

Figure 3.1 Front view of the set up for peg in hole assembly problem, (a) robot with 

NDO at initial position A and (b) robot moved to final position B. 

In most cases, the internal controller of the robotic manipulator is not accessible to the 

user except for inputting the information for PtP motion, trajectory, and velocity with the 
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help of a teach pendant or any other human-robot interface. More specifically, Figure 3.1 

presents the front view of the problem. For the current investigation, a square cross-section 

rigid NDO is held by the gripper of a robotic manipulator. The same object is held with a 

pin joint in the gripper to introduce oscillation during motion. For a peg-in-hole assembly, 

this NDO is moved at high-speed in the horizontal direction from initial position A (Figure 

3.1(a)) to final position B (Figure 3.1 (b)) to reach right above the hole. After that, it is 

expected that the NDO will be inserted into the hole precisely. However, acceleration 

during high-speed manipulation along the horizontal direction results in residual 

oscillation of the hinged object that prevents the completion of the insertion task quickly. 

Thus, a controller is needed to suppress the residual vibration to complete the task quickly. 

A generic approach for the vision-based residual vibration control method is proposed 

for the problem at hand. Initially, instructions are sent to the internal controller to execute 

the PtP horizontal trajectory to bring the object above the hole. This movement causes 

residual vibrations in the object, whose vibration is captured with the help of a vision 

sensor. Subsequently, the proposed second-stage controller comes into the picture when 

there is residual vibration. Else the controller does not get activated. The second stage 

controller supplies the required control signals to the robot internal control until the 

vibration amplitude reduces within a user-specified limit. For the design of the second 

stage controller, the essential steps depend on vision sensor-based feedback, and the details 

of the design phases are described in the next section. 

3.3 Computer vision based residual vibration control method 

To design the second stage controller, a computer vision based residual vibration control 

method has been proposed, and the essential steps are: 

1. Estimation of residual vibration amplitude of the NDO using a vision sensor 

through an image processing technique 

2. Physics-based mathematical modeling of the NDO for simulation and control 

3. Design of SPVAEB second stage controller for an industrial robotic 

manipulator 

Once the proposed second-stage controller is designed and its performance during 

simulation is investigated for different working conditions, the same approach can be 

implemented on the industrial robotic manipulator to demonstrate its efficacy. 
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3.3.1 Residual vibration amplitude estimation using vision sensor 

A vision sensor has been used to estimate the residual vibration amplitude of the NDO. 

The vision sensor is mounted right in front of the robot at the appropriate height to 

adequately capture images of manipulation and assembly tasks. The same vision sensor is 

calibrated using the standard checkerboard method with the help of the MATLAB 

function. Through this method the intrinsic parameters of the camera are obtained, and the 

values are provided in Table C.5.1 of Appendix C. In this case, the MATLAB function is 

used to determine the intrinsic parameters of the camera which do not change with the 

position of the camera in the workspace. All the other computational tasks are performed 

using the Python programming language (Van Rossum and Drake Jr, 1995). The captured 

image is processed using the openCV3 package (Bradski, 2000) and Python program  for 

vibration amplitude. The openCV3 is an open-source computer vision package available 

online and used along with a Python program for second-stage controller design. The basic 

idea behind the estimation process is color-based recognition, finding contours, estimating 

the area, and fitting a minimum area rectangle.  

 
Figure 3.2 Steps for estimation of vibration amplitude of NDO using the image 

processing technique. 
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Figure 3.3 Steps for the image processing (a) Red-Green-Blue image, (b) grayscale 

image, (c) contour detection, and (d) Fitting rotated rectangle contour for vibration 

amplitude. 

The steps used for image processing are shown in Figure 3.2. Initially, the vision sensor 

captures a Red-Green-Blue (RGB) image, as shown in Figure 3.3(a). The captured image 

is converted from RGB to Hue-Saturation-Value (HSV) space. In this case, object 

detection is based on the color detection technique. A threshold mask is created by setting 

a range of HSV values in which only desired object pixel value can easily fit. Image pixel 

values in the threshold mask range are converted to (0, 0, 100), which is a white color in 

HSV image space that indicates the object, and the rest of the image pixel values are 

converted to (0, 0, 0) i.e., black color in HSV Image space, and black color is indicated as 

background. Figure 3.3(b) shows the grayscale image after implementing the threshold 

mask with an object and background. The noise in the image is eliminated using an erode 

operator for further processing. The contour of NDO is detected using the 'findContour' 

method available in openCV3 and shown in Figure 3.3(c). Areas of the detected contours 

are measured using the ‘contourArea' method. The threshold mask also detects other 

objects that lie in the threshold mask, which is considered as noise in the image. A specific 

area limit was set based on the area of the desired object, which eliminates the noise present 

in the image. 
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Figure 3.4 Vibration amplitude inclination measured using openCV3. 

Contours are the boundaries of a shape with the same color and intensity. The contour 

detection method stores all the pixel coordinates of the boundaries. The boundary points 

stored in this method do not require all the points. Therefore, a contour approximation 

method called the Douglas-Peucker algorithm (Visvalingam and Whyatt, 1990) is 

implemented to approximate the boundary of the object. A rectangle is used to bound the 

contour by implementing the minimum area rectangle 'minAreaRect' method. The object 

used here had a rectangular shape in the front view. Therefore, this minimum area 

rectangle becomes congruent to the object, as shown in Figure 3.3(d). This method 

provides the angle of rotation of the rectangle. The angle formed by the horizontal axis of 

the view frame and the edge of the rectangle is converted to angular amplitude of object. 

Figure 3.4 shows inclination of the minimum area rectangle about the horizontal axis of 

the view frame of the camera at different orientations. 

Two positions of the same object are considered to exhibit how the openCV3 inbuilt 

'minAreaRect' method measures the angle of the rectangle. Here angle is measured 

between the horizontal axis and edge inclined in a counterclockwise direction irrespective 

of true inclination of the object. Thus, a computer program is developed to determine the 

actual inclination of the rectangle with the vertical axis. 

3.3.2 Mathematical modeling of the non-deformable object 

The NDO under consideration has been treated as a simple pendulum with moving support 

in the horizontal direction, as shown in Figure 3.5. The object is free to rotate around a 
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pivot fixed to the end-effector during actuation. The objective of the experiment is to 

suppress the residual vibration of the object in less time, as the increase in stabilization 

time increases the manufacturing cycle time. Therefore, an active second-stage control 

strategy is designed for the current work to stabilize the NDO by providing control 

movements to the first three joints of the robotic manipulator.  

 

Figure 3.5 The model for oscillation of NDO 

The equation of motion for the NDO with respect to the pivot point is presented in 

equation (3.1). This equation is derived using torque balance method: 
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where 𝐶 is the coefficient of friction present in the bearings of the object being held by 

end-effector. 𝐼 is the moment of inertia, 𝜇 – acceleration of the moving base, 𝜃 –swing 

angle, 𝑚 – mass, and l– length of the NDO. It is assumed that the gripper is stiff. Therefore, 

motion of the NDO does not affect position of the end-effector 𝑥 and its derivatives. After 

rearrangements, the nonlinear equation is converted into a linear equation using the 

following small oscillation assumption: i.e., sin 𝜃 ≈ 𝜃 & cos 𝜃 ≈1 when 𝜃 is small.  
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For the NDO, the equation of motion without damping and without external force is: 

This is a simple harmonic equation in the form: 

From comparison of the square of the frequency   

Thus, the natural frequency 𝜔𝑛 is: 

The equation (3.3) in state-space form is: 
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Where 

• 𝑥1(𝑡) represents the angular position of the NDO. 

• 𝑥2(𝑡) = �̇�1(𝑡) is the angular velocity of the NDO. 

• �̇�2(𝑡) = �̈�1(𝑡) is the angular acceleration of the NDO. 

The state space form is used further for numerical integration to obtain velocity and 

displacement which will be used in the proposed controller for the prediction of the 

maximum error. A Python code is written and ‘odeint’ library function is called to 

numerically integrate the equation (3.9).  

3.3.3 Selective predictive vibration amplitude error based second stage vibration 

controller design 

The purpose of developing a control strategy for the industrial robot is to suppress the 

vibration during assembly tasks and improve the productivity of manufacturing. This work 

uses commercially available ABB make an industrial robot to demonstrate the 
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implementation. This robot has a robot controller, which allows planning in terms of 

displacement and velocity with a trapezoidal velocity profile. However, the said controller 

has limited control over the acceleration. Therefore, using continuous input control signals 

to suppress vibration during assembly is an impractical solution. To alleviate this problem, 

a selective predictive vibration amplitude error based second stage vibration controller is 

presented, which overcomes the need to continuously monitor amplitude error for control 

input. This control system attenuates the amplitude of the NDO measured with a vision 

sensor and suppresses the oscillation of pendulum-like objects. The controller is activated 

only when the robot has completed the desired PtP motion, and the gripper is right above 

the hole. The controller monitors the oscillation of the object, and the control action is 

inputted to the teach pendant of the robot as per the predictive error estimated at the 

specified point. The predictive error is the deflection of the NDO from its equilibrium 

position, i.e., the object is vertically downward.  

 

Figure 3.6 Illustrative example of selective predictive error based second stage vibration 

controller. 

The simulated response of amplitude after implementations of the SPVAEB second-

stage controller, including the acceleration profile of the robot gripper, is presented in 

Figure 3.6. The NDO has been released with initial conditions (amplitude is equal to 

48.22° and zero angular velocity), exhibiting an oscillation of response that needs to be 

suppressed. Then the SPVAEB second stage controller is activated when the amplitude of 

the object changes its sign or crosses the equilibrium position. These selective amplitudes 

at two consecutive time points are used to estimate the maximum predictive error. The 
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maximum error is computed using the vibration amplitude at the extreme positions with 

respect to the stable position of NDO. For the selected points, initial conditions in terms 

of amplitude and angular velocity are inputted in the mathematical model of NDO. The 

amplitude at the next extreme position as well as the time to reach the extreme position 

from initial conditions, are estimated. The predictive deflection at the extreme position of 

NDO is used to compute actual error, which becomes the basis for subsequent control 

action. Based on this predictive error, the controller estimates a trajectory in the direction 

of X-axis, which uses trapezoidal velocity profile. The estimated control input is fed to the 

robot system, and the input trajectory suppresses the amplitude of the system significantly. 

The proposed strategy for controller consists of a conventional error-based controller. 

Among available controller strategies, a typical discrete PID Controller was selected 

initially for this case as it is widely accepted in industries. Discrete PID controller is 

implemented as second stage controller for industrial robot system. The control law in 

standard form (Nagrath and Gopal, 2021; Visioli, 2006) is provided in equation (3.10): 

 𝑢(𝑡) = 𝐾𝑃𝑒(𝑡) + 𝐾𝐼∑𝑒𝑖

𝑛𝑡

𝑖=1

(𝑡)𝛥𝑡 + 𝐾𝐷
𝑒(𝑡)

𝛥𝑡
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where 𝐾𝑃, 𝐾𝐼, and 𝐾𝐷 are the corresponding gains of the proportional, integral, and 

derivative parts of the second-stage controller. Where 𝑒(𝑡) is the error amplitude of the 

pendulum, which is the difference between the reference point and current angle, 𝛥𝑡 is the 

sampling period, and 𝑢(𝑡) is control output. The integral and derivative control laws are 

observed to be insignificant and thus eliminated from the control strategy. Therefore, a 

proportional control law is adopted as base controller for proposed controller, and equation 

(3.11) is changed to equation (3.12). 

 𝑢(𝑡) = 𝐾𝑃𝑒(𝑡) (3.11) 

 𝑒(𝑡) = 𝑙 sin 𝜃 (3.12) 

 𝑢(𝑡) = 𝐾𝑃𝑙𝑠𝑖𝑛𝜃 (3.13) 

The predictive amplitude error is converted into displacement of the control trajectory. 

The displacement of the trajectory is directly dependent on the amplitude error. Therefore, 

the length of the NDO is projected on the x-axis at extreme positions using the equation 

(3.12), where 𝑙 is the NDO length, and 𝜃 is the predictive deflection (amplitude). The 
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control output is expressed as equation (3.13) using equations (3.11) - (3.12). The control 

output is considered as displacement to be covered by the end-effector in the corresponding 

direction that suppresses the amplitude. Based on this displacement in x-axis direction, a 

trapezoidal velocity profile (linear interpolation with parabolic blends) is generated, 

assuming constant acceleration (Mittal and Nagrath, 2015). The blend time 𝑡𝑏, 

displacement 𝑞𝑇(𝑡), velocity �̇�𝑇(𝑡) and acceleration �̈�𝑇(𝑡) of the trapezoidal profile is 

calculated using the following equations. 

 

𝑡𝑏 =
𝑡𝑔

2
−
1

2
√
𝑡𝑔2𝑞�̈� − 4(𝑞𝑔−𝑞𝑠)

𝑞�̈�
 (3.14) 

The constraint on the choice of acceleration during the blend is 

 
|𝑞𝑐|̈ ≥

4|𝑞𝑔 − 𝑞𝑠|

𝑡𝑔2
    𝑎𝑛𝑑    𝑞�̈�  ≠  0 (3.15) 

 

𝑞𝑇(𝑡) =

{
 
 

 
 𝑞𝑠 +

1

2
𝑞�̈�𝑡2, 0 ≤ 𝑡 ≤ 𝑡𝑏

𝑞𝑠 −
1

2
𝑞�̈�𝑡𝑏

2 + 𝑞�̈�𝑡𝑏𝑡 , 𝑡𝑏 < 𝑡 ≤ 𝑡𝑔 − 𝑡𝑏

𝑞𝑔 −
1

2
𝑞𝑐(̈ 𝑡𝑔−𝑡)

2 , 𝑡𝑔−𝑡𝑏 < 𝑡 ≤ 𝑡𝑔

 (3.16) 

 

�̇�𝑇(𝑡) = {

𝑞�̈�𝑡, 0 ≤ 𝑡 ≤ 𝑡𝑏
𝑞�̈�𝑡𝑏 , 𝑡𝑏 < 𝑡 ≤ 𝑡𝑔 − 𝑡𝑏

𝑞𝑐(̈ 𝑡𝑔 − 𝑡), 𝑡𝑔−𝑡𝑏 < 𝑡 ≤ 𝑡𝑔

 (3.17) 

 

�̈�𝑇(𝑡) = {

𝑞�̈�, 0 ≤ 𝑡 ≤ 𝑡𝑏
0, 𝑡𝑏 < 𝑡 ≤ 𝑡𝑔 − 𝑡𝑏

−𝑞�̈� , 𝑡𝑔−𝑡𝑏 < 𝑡 ≤ 𝑡𝑔

 (3.18) 

where 𝑡𝑏 - blend time, 𝑡𝑔 - travel time, 𝑞𝑔 - total trajectory displacement, 𝑞𝑠 - start 

position, 𝑞�̈� - constant acceleration. In a conventional PID type dynamical vibration 

control system, the error monitoring and control action are performed simultaneously to 

suppress the undesirable vibration. In this case, implementing a controller for control 

action to attenuate vibration with limited control input is arduous. In addition, delay caused 

due to image processing and execution of control trajectory is a major challenge in 

implementing the conventional PID controller for real-time vibration control.  
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The proposed SPVAEB controller overcomes the problem as it does not act 

continuously on the vibration error. Instead, it acts when the amplitude crosses the 

equilibrium or zero positions. The obtained positive and negative errors are treated in the 

same way. The time gap (𝑡𝑔𝑎𝑝) between the zero position and extreme position is treated 

as a delay in the control action execution. Therefore, the controller will wait for 𝑡𝑔𝑎𝑝 period 

and the control trajectory will be executed after the extreme position of NDO.  This delay 

is utilized as an advantage rather than a drawback, unlike in conventional PID controllers.  

The above approach will be less prone to amplitude measurement error using the vision 

sensors. The measurement error range for this sensor is found to be ± 0.53°. The rationale 

behind such an approach is that the NDO has zero angular velocity at the extreme position 

and maximum angular velocity at the zero-reference position. The rate of change of error 

is greater near the extreme position or exactly at extreme position than at an equilibrium 

position. Thus, computation of angular velocity close to equilibrium position can provide 

accurate feedback using vision sensor, and error measurement may disturb the control 

signal more at an extreme position compared to zero reference position.  

 

Figure 3.7 Schematic diagram of SPVAEB second stage controller design 

The overall working principle of the proposed SPVAEB second-stage controller is 

represented in Figure 3.7. Initially, the industrial robot performs a manipulation task, such 

as moving the NDO held by the gripper. For position control, the robot is commanded to 

move the NDO from an initial position 'A' to the goal position 'B', using PtP trajectory. 

The robot internal controller executes this trajectory to perform the assembly task. Due to 

this motion, the NDO held by gripper oscillates and the oscillation is measured using 
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images captured by the camera. The physics-based model estimates the error at the next 

extreme point. The SPVAEB controller considers this predictive error and estimates the 

input trajectory, reducing the oscillation amplitude. The subsequent section provides 

information related to the experimental implementation and results.  

3.4 Experimental implementation and analysis of results 

A typical robotic assembly setup is shown in Figure 3.8(a). The setup consists of an 

articulated robotic arm, robot controller, camera, PC, and a gripper attached to the wrist of 

the manipulator, which is supposed to insert a peg in the hole. The robotic arm and teach-

pendant are interfaced with the robot controller. Teach-pendant is an interfacing device 

that allows users to program the robot online. The assembly task is to insert the NDO in 

the square hole of a box placed within the workspace. To simulate the vibration in the 

object due to its motion, the NDO is attached to a hinge joint grasped by the gripper of the 

robot. This hinge joint allows the NDO to oscillate in the vertical plane. The camera is 

mounted on a tripod at a suitable height in front of the robot shown in Figure 3.8(b), to 

capture the oscillation of the object. 

 

Figure 3.8 (a) Robotic peg in hole assembly environment and (b) Camera used in 

assembly operation. 

3.4.1 Experimental details for validation 

The articulated six degree of freedom (DOF), ABB 1410 industrial robot is provided 

with high-speed motion from a home position to the target location so that the NDO held 

by this robot is right above the hole before assembling it. The technical specification of 
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ABB 1410 is provided in Appendix A. The IRC5 robot controller has been used to execute 

and control the straight horizontal motion of the gripper that holds the NDO. A universal 

serial bus (USB) supported Logitech make C930e ultra-wide-angle web-camera with 1080 

Х 1920 pixels resolution has been used as a feedback sensor to measure the amplitude of 

the vibration with 30 frames per second (fps). This feedback sensor has been placed at a 

suitable height in front of the manipulator. The image processing algorithm has been 

implemented using openCV3 software, an open-source computer vision programming 

package developed in python 2.7 interactive development and learning environment 

(IDLE). The NDO has a dimension of 650 mm × 33 mm × 33 mm. A green color tape is 

pasted on the object to distinguish the object from the background, which would be 

detected easily in an assembly scenario through image processing. The end of NDO has 

been clamped in a two-finger gripper of the robot with a pin joint that permits free 

oscillation in vertical plane. In this experiment, an Xsens make inertial measurement unit 

(IMU) sensor has been mounted on the top end of NDO to record the angular amplitude 

and acceleration of the robot end-effector. The rationale behind the use of IMU sensor is 

to record response of the NDO for validation purposes and not to use this as a feedback 

sensor. For computation purpose, Intel® Core™ i5-3470 PC with central processing unit 

(CPU) @ 3.20GHz, 4 Core(s), has been used. Four logical processors are used for image 

processing as well as controller programming. Both the camera and IMU sensor are 

interfaced through USB to the PC. The IRC5 controller of the robot has been interfaced 

with the PC by RJ45 socket connection. All the control programming scripts have been 

written in python. For execution of the control input in the IRC5 controller, the rapid 

programming language has been used on RobotStudio software platform. The proposed 

controller has the capability to estimate and execute various trajectories. It is to be noted 

that the robot controller neither can handle mathematical model for vibration estimation 

nor can handle vision sensors for passive feedback using rapid programming language.  

In this case, a python program has been developed to communicate with the IRC5 robot 

controller through socket programming. The communication strategy has been based on a 

client-server model (Pires and Azar, 2018). The block diagram is shown in Figure 3.9. The 

robot controller created the server and logger (client), the two independent tasks. The 

server task is used to move the manipulator, and the logger is used to communicate with 

client devices such as a computer or other robots available on the network. For the current 

setup, client-server transmission control protocol/internet protocol (TCP/IP) has been 
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employed over an ethernet network. The ethernet network with TCP/IP data protocol 

allows basic high-level communication and data sharing. 

 

Figure 3.9 Communication architecture for computer system and the robot controller 

In this experiment, the manipulator with NDO is moved from starting position 'A' to a 

target position 'B', which is at a displacement of 300 mm using a horizontally straight-line 

path at 2 m/s velocity. The target position 'B' is right above the hole where the NDO will 

be inserted. However, the NDO oscillates due to high-speed motion, and the oscillation 

must die before the assembly process resumes. It causes a delay in the insertion of the peg-

in-hole assembly task. If this activity does not use any controller, the NDO takes 120 s to 

achieve a stable position when the initial amplitude is 90°. For reduction in residual 

vibration of the NDO, the SPVAEB controller is activated. This controller remains 

activated until the amplitude of NDO reduces to a specified limit i.e., ±2°. To investigate 

the performance of the controller, multiple experiments are performed with different initial 

amplitude of the NDO and introducing different types of disturbance. The results of these 

experiments are reported in the next section to indicate the validity of the controller and 

its robustness. 

3.4.2 Tuning of control gain for second stage controller  

The stabilization of the object can be achieved by designing and implementing the 

SPVAEB controller. It works as a second-stage controller over the existing internal 

industrial manipulator controller. The vision sensor detects the amplitude of the NDO. The 

amplitude between the two consecutive time points is used to detect the angular velocity 

of the NDO. The amplitude and the angular velocity are initial conditions for the NDO 

model to detect the predictive maximum amplitude error (the extreme position). Then the 

predictive error, along with a condition if the initial condition is considered only when the 
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amplitude changes its sign between the two consecutive time points, are plugged into the 

SPVAEB controller. The output of the controller is converted into the displacement 

trajectory the robot must execute. The actuators (AC servo motors in ABB 1410) of the 

robot exhibit saturation as they are limited by the IRC5 controller to maintain maximum 

velocity i.e., 2 m/s of end-effector with the maximum bounded acceleration (Approx. 33 

m/s2). The actuator saturation is desirable in dynamic model of the manipulator, which is 

one of the reasons why the robot weight to payload ratio is 45:1. The actuator saturation 

decreases the stress and undesirable vibration due to inertia produced by the own weight 

of manipulator. Thus, the control input for trajectory displacement was limited to ± 100 

mm for the robot workspace. 

 

Figure 3.10 Conventional PID controller response 

Before the implementation of SPVAEB controller, a discrete PID controller is used on 

the same setup to suppress residual vibrations of the NDO. The performance of PID 

controller is presented in Figure 3.10, including the amplitude and acceleration response 

at the robot gripper.  
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Figure 3.11 Conventional PID controller suppression time with respect to the parameters. 

The tuning of the PID controller parameter was carried out using trial and error methods. 

Initially, the proportional parameters varied, and the other two parameters remained at zero 

value. It was observed that the integral parameter has no impact on the performance of the 

controller as it is a vibration suppression problem. The controller performance of 

proportional and derivative controller is shown in Figure 3.11. Based on the performance, 

the minimum suppression time is observed as 10 s for the case with the controller gains 

𝐾𝑃 = 10, 𝐾𝐼 = 0 and 𝐾𝐷 = 10. The performance of the controller was in an acceptable 

range of vibration amplitude reduction and achieved 88% reduction in suppression time. 

However, further investigation hinted that the reduction in suppression time is possible if 

the control actions in the above controller are inputted by accounting the delays present in 

the system. Other limitation in the performance of the PID controller is due to the straight 

PtP trajectory control input given to the robot system. This PtP trajectory restricts the PID 

controller to control the velocity at every sampling time point.  

To overcome these problems, a new approach is proposed to control the induced 

vibration in NDO. The proposed controller is a second-stage controller and does not act 

continuously, as in the case of the PID controller. It monitors the system continuously, but 

the error is detected at specific points. This approach allows the controller to compute the 

error at selected points and estimate the controller gain. Subsequently, the displacement 

trajectory to be executed by the manipulator is computed from the controller gain. 
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Figure 3.12 The response of selective predictive vibration amplitude error based second 

stage vibration controller. 

In Figure 3.12, the controller simulation response is presented as the amplitude response 

of the NDO with the controller output: position, velocity, and acceleration profile of the 

base of the NDO. The model presented in equation (3.9) is used for the prediction of the 

maximum error as discussed in section 3.3.2 and the model parameters used during 

simulation are mass – 0.52 kg, length – 0.65 m and coefficient of friction – 0.0035. The 

controller considers the initial condition and estimates the error where it changes sign or 

while it will cross the equilibrium position. Although in conventional controllers, the error 

and control actions are always observed continuously. In this case, selection of the 

feedback at specified position and low update rate of the vision sensor works in favor as 

the angular velocity of the NDO at the equilibrium position is higher at the extreme 

position. Therefore, the angular difference between two consecutive time steps is higher 

for vision sensor feedback. This result helps reduce the sensor noise effect for high 

amplitude vibration. However, the sensor noise effect in controller for low amplitude 

vibration is less than ± 2°. This issue has been resolved by tuning the controller inactive 

in the said range. 
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Figure 3.13 Responses with controller gain parameters Kp = (a) 0.5, (b) 1.0, (c) 1.5 

The effect of 𝐾𝑃 parameter on the performance of the controller has been shown in 

Figure 3.13. The image processing and the robot controller take some computation time 

which gets started when sensor captures the image of the object for execution of trajectory. 

For the designed system, the image processing time was 0.03 s, and the delay in execution 

of the control trajectory was 0.18 s. Initially, the controller parameter is 0.5, and the result 

is presented in Figure 3.13(a). The suppression time is less than 8s. After that, 𝐾𝑃values 

are increased step by step and experiments are performed till the gain value is 1.5. 

Amplitude responses with controller parameters at 1.0 and 1.5 are presented in Figure 3.13 

(b) and (c), respectively. The performance of the controller has been compared using 

minimum amplitude suppression time and stability of the controller.  

Instability in vibration suppression refers to suppression of oscillation within the 

acceptable limit (±2°), and a smaller error band requires higher control gain output and 

results in higher oscillation. In this vision-based feedback system, the visual feedback 

shows maximum measurement error is ±0.53°. Within the acceptable limit, the 

measurement error disturbs the control signal, which may cause instability in the system. 

Thus, the controller is deactivated in this range. It can be observed in Figure 3.13 that the 

minimum amplitude suppression time is 3.24 s with derivative gain 𝐾𝑃=1.5 but the 

instability is observed after the suppression. With higher control gain, the controller acts 

aggressively and causes instability in the NDO. It would require continuous control action, 
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which resulted in increased suppression time. Thus, the optimum derivative gain parameter 

𝐾𝑃 can be taken as 1.0.  

3.4.3 Experimental results and discussions 

 

Figure 3.14 Free response of NDO with initial amplitude 56.73° 

All the experiments were carried out based on the proposed controller with optimum gain 

parameter 𝐾𝑃=1.0 In this experiment, the NDO is held in the gripper at position ‘A’ (x = 

0, y = -250, z = 800 mm) then it is moved to the hole position ‘B’ (x = 0, y = 0, z = 800 

mm) in straight line with 2 m/s velocity. The free response of the NDO without any control 

is presented in Figure 3.14, with initial amplitude 56.73°. And the object reached its 

equilibrium position after 85 s.  

 

Figure 3.15 Response with optimal controller gain parameter 
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The vision sensor continuously monitored the amplitude of oscillation and feedback 

signal was sent to the controller. When oscillation amplitude is observed to be more than 

±2°, the SPVAEB controller is activated to compute the predictive error using reference 

equilibrium position shown in Figure 3.15. The IMU sensor is used to record acceleration 

and angular amplitude response of the NDO with 0.01 s sampling time. Due to high-speed 

manipulation, the NDO is disturbed with a maximum amplitude 47.71°. Initial 1 s was the 

response during high-speed horizontal movement to bring the object right above the hole. 

It can be observed that the oscillation amplitude is suppressed before 3.8 s. Thus, the actual 

time used for vibration suppression is less than 2.8 s. After comparing with the vibration 

suppression results obtained without control and with control, the stability time is reduced 

to ~95%. The experiment is repeated multiple times, and the average suppression time is 

found to be 3.08 s with a standard deviation of 0.51 s. 

 

Figure 3.16 A 3D trajectory executed by the robot. 

 

Figure 3.17 Response with 3D excitation trajectory 
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A 3D trajectory is also used to manipulate the NDO in the robot workspace as shown in 

Figure 3.16. It starts from position ‘A’ and ends at position ‘D’ via points ‘B’ and ‘C’. The 

displacement trajectory segments ‘AB’, ‘BC’ and ‘CD’ are 100 mm, 50 mm, and 200 mm 

with a velocity of 2 m/s. The amplitude response is presented in Figure 3.17.  

The 2D and 3D manipulation trajectories are chosen to illustrate the efficacy of the 

proposed controller for vibration suppression. It can be observed that the total 

displacement of the 3D trajectory is more compared to the 2D trajectory displacement that 

brings the NDO above the hole. In addition, the travel time of the 2D and 3D trajectories 

are 0.75 s and 2 s, respectively. The results shown in Figure 3.15 and Figure 3.17 represent 

the response with execution of the 2D and 3D trajectories as well as the proposed controller 

responses. In case of 3D trajectory, the initial condition for the last trajectory segment 

“CD” is different in comparison to the 2D trajectory. Hence the vibration response of NDO 

will not remain same due to the motion in X as well as Z direction. 

 

Figure 3.18 Response after providing manual disturbance to the object with amplitude (a) 

-27.12°, (b) -33.27°, (c) -43.25° and (d) -50.0° 
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Figure 3.19 Response after providing disturbances multiple times at 8.5 s, 16 s and 21.2 

s. 

To test the robustness of the controller, the NDO was disturbed manually after the 

vibration was attenuated. The captured results are shown in Figure 3.18 with disturbance 

value (a) -27.12°, (b) -33.27°, (c) -43.25° and (d) -50.0° amplitude. The NDO was also 

disturbed multiple times in one task with -51°, -18°, and -15°. The results are presented in 

Figure 3.19. Based on the results, it can be concluded that the performance of the controller 

is robust for the above disturbance introduced intentionally. 

The safety limit for control action is chosen as ±2°, so that the controller would be ‘OFF’ 

when the oscillation is below this limit. Any attempt to achieve zero error through control 

inputs would increase the burden on robot controller and consume more time than desired. 

The NDO is hinged in the gripper, making the setup very sensitive to small disturbance, 

even gust of airflow disturbs the NDO. Therefore, it is necessary to fix a safety limit, 

without which the controller may make the system unstable.  

After control there may be an offset in position of the NDO from the desired position. 

The robot end-effector may move in both negative and positive directions. In all the cases, 

the input control trajectory to the manipulator is smaller in displacement compared to the 

previous executed trajectory. Therefore, this reduction in displacement of the trajectory 

results in an offset. For the proposed controller the vibration of the NDO is brought within 

a safety limit and this limit is user defined based on the task at hand. Otherwise, the 

controller will be sending input trajectory signal to the teach pendant until the vibration 

amplitude is very close to zero. The safety limit is chosen ±2° for this case. After the 
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vibration is suppressed, the manipulator is moved to bring the NDO right above the hole 

for assembly, with low-speed trajectory (50 mm/sec) so that the NDO will not have 

oscillation amplitude within the safety limit. 

Table 3.1 Comparison of the performance of the SPVAEB controller with conventional 

PID controller 

Method Average 

suppression time (s) 

Average suppression 

time reduction (%) 

Amplitude 

suppression (%) 

Conventional 

PID controller 

10 88.23 95.78 

SPVAEB 

controller 

3.08 95.53 95.78 

The performance of the proposed research is compared with the results of the 

conventional discrete PID controller, and the results are presented in Table 3.1. The 

performance parameters for vibration suppression task during assembly are the time to 

suppress vibration, percentage reduction in the suppression time, and percentage reduction 

in vibrational amplitude. In both the cases, the percentage reduction in suppression time is 

obtained taking with proposed controller to without controller performance. Similarly, the 

percentage suppression in the vibration amplitude is also obtained with the proposed 

controller to without any controller. The vibration in the NDO is suppressed to bring it 

within the safe limit and switch off the controller after that. It can be observed that the 

proposed controller performs better and takes only 3.08 s average time as compared to the 

10 s obtained from the conventional PID controller. One of the limitations of this 

investigation is that the oscillations induced due to the robot motion in the NDO has a 

frequency of the order 0.76 Hz and the cases of higher and lower frequency are not 

considered. However, vibration suppression strategy for higher or lower frequency 

oscillations will remain the same.  

3.5 Conclusion 

This work proposes a control strategy with a vision sensor for suppression of vibration 

during robotic assembly of NDO in a hole. The NDO is modelled as a simple pendulum 

with moving support to represent the system for proof of concept, and the pendulum is 

considered to oscillate about a pin joint at the end-effector of the manipulator. For this 

case, the designed SPVAEB controller works as a second stage controller on top of the 
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available robot internal controller without any modification. The second stage controller 

suppresses ~96% vibration in less than 3 s and decreases the suppression time by ~97% in 

a peg-in-hole assembly task using a physics-based model of the NDO object. The 

controller handles the delay due to image processing and the delay in execution of any 

trajectory due to the robot internal controller innovatively. The present work uses a NDO 

that is free to oscillate about a pin joint due to the motion of the robot and uses vision 

sensor to suppress the vibration induced. This is not a true representation of vibration 

during assembly operation. However, vibration in NDO due to flexibility in robot gripper 

will represent a practical problem during assembly of such objects. 
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CHAPTER 4  
VIBRATION SUPPRESSION STRATEGY FOR 

OBJECT WITH GRIPPER FLEXIBILITY 

4.1 Introduction 

In general, the robotic assembly system has three major elements: robot, gripper, and 

grasped object by the gripper. These elements can be designed as rigid or flexible elements. 

Selection of rigid and flexible element design have their advantages and limitations. If 

these elements are considered rigid, then there will be hardly any vibration in the system, 

whereas consideration of flexible elements would have high possibility to vibrate the 

system due to the presence of transient disturbance in industrial robots. 

In chapter 3, a NDO was considered that is free to oscillate about a hinge joint. This 

investigation helped in identifying and understanding various issues encountered during 

controller design for suppression of oscillation using vision sensor. The insights gathered 

earlier is used for investigating a scenario where the gripper is considered as a flexible 

element whereas the robot and the object are rigid. Earlier, the grippers were designed for 

specific objects that prevented usage of these for other objects with different shapes, sizes, 

and weights for the task. Most recently flexible grippers or compliant grippers are being 

developed and some of the flexible grippers are finger-based grippers, tentacle, and 

universal grippers (Hughes et al., 2016). Some of the flexible grippers available 

commercially have anthropomorphic hand and tentacle grippers (Bogue, 2016). The 

advantages of these flexible grippers are improved performance with less cost. However, 

there are certain limitations due to undesirable vibrations.  

The proposed vibration suppression control methods comprise:  

1. Modelling of flexible gripper-object,  

2. Design of the Predictive Vibration Amplitude Error Based (PVAEB) second-stage 

controller,  

3. Implementation of computer vision-based algorithm using the camera.  

The gripper is considered as a flexible joint that is assumed as a torsion spring 3element. 

The grasped object is rigid and may have identical behaviour like a pendulum. Thus, the 

gripper-object system is modelled as a pendulum with a torsion spring that oscillates in a 



 

 60 

two-dimensional vertical plane. The robot movement is limited in the horizontal direction 

for transient disturbance and control of the vibration. 

The chapter is organized in the following ways: Section 4.2 discusses the proposed 

approach and section 4.3 presents the system on which the vibration suppression strategies 

have been implemented and the mathematical model is developed for the development of 

the second-stage controller. Subsequently, the steps developed for the second-stage 

controller and its simulation process are elaborated in section 4.4. Thereafter the 

experimental results of the practical implementations are discussed, and results are 

analyzed in section 4.5, and finally concluding remarks are presented in section 4.6. 

4.2 Problem formulation  

 

Figure 4.1 Front view of the set up for peg in hole assembly. 

In robotic assembly operation, peg-in-hole is a common task performed by industrial 

robots. This task contains two major activities: manipulation of objects and insertion in the 

hole. Quite often the peg-in-hole task appears before major assembly tasks. Most of the 

industrial robot arm is designed to execute PtP trajectories with trapezoidal velocity 
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profiles. High-speed manipulation of the rigid objects grasped by flexible gripper may 

result in residual vibration in the object even if the object is rigid such as pipes, beams, 

metallic channels, etc. Current work focuses on the design of a second-stage controller to 

attenuate residual vibration in the object held by a flexible gripper in the 2-D vertical plane. 

In most cases, the internal controller of the robot is not accessible to the user except 

inputting the information to the Human-Robot Interface (HRI) or teach pendant, for PtP 

motion, trajectory, and velocity. 

For the current investigation, a hollow aluminium square cross-section rigid object is 

connected with a flexible aluminium metallic strip to the robot end-effector. Figure 4.1 (a) 

presents the front view of the setup with different parts. The metallic strip was used to 

model the behavior of a flexible gripper that allows the object to oscillate in the vertical 

plane. The hollow aluminium object moves rapidly in the horizontal direction from initial 

position A (Figure 4.1 (a)) to target position B (Figure 4.1 (b)) to keep the end-effector 

right above the hole. Thereafter, it is expected to insert the said object in the hole precisely. 

However, acceleration during high-speed manipulation along horizontal direction results 

in residual vibration of the object that prevents the completion of insertion task quickly. 

Therefore, the necessity for a second-stage controller is felt to suppress vibration with an 

intent to complete the task in minimum time. 

 

Figure 4.2 Schematic representation for vision-based residual vibration control strategy 
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For the problem at hand, a generic approach for the vision-based active real-time 

vibration control method is proposed. The schematic diagram for the proposed approach 

is presented in Figure 4.2. The internal controller of the industrial robot is shown on the 

left-hand side of the block and the proposed second-stage controller scheme is on the right-

hand side. Initially, the instructions are sent to the internal controller to execute the PtP 

horizontal trajectory to bring the object right above the hole. This movement causes 

residual vibrations in the object, whose vibration is captured with the help of a vision 

sensor. Subsequently, the proposed second-stage controller comes into action when there 

is residual vibration in the object. Else the controller is not activated. The second-stage 

controller supplies the required control signals to the internal controller of the robot until 

the vibration amplitude reduces within a user-specified limit. For the design of the second-

stage controller, the important steps depend on feedback received from the vision sensor, 

and the details of the design phases are described in the next section. 

4.3 Vision-based residual vibration control method 

To design the second-stage controller a computer vision-based residual vibration control 

method has been proposed and the important steps are (1) Estimation of residual vibration 

amplitude of the object using vision sensor through image processing technique, (2) 

Mathematical modelling of the object for simulation and control and (3) Design of 

Predictive Vibration Amplitude Error Based (PVAEB) second-stage controller for an 

industrial robot. Once the proposed second-stage controller is designed and its 

performance during simulation is investigated for different working conditions, the same 

approach can be implemented on the industrial robot to demonstrate its efficacy. 

4.3.1 Estimation of residual vibration amplitude using vision sensor 

The computer vision scheme used for image processing is already discussed in section 3.1 

of chapter 3. The same steps for implementation are used and the result is shown in Figure 

4.3. 
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Figure 4.3 Steps for the image processing (a) Red-Blue-Green image, (b) region of 

interest, (c) HSV image space (d) fitting rotated rectangle on the grayscale image.  
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Figure 4.4 OpenCV based Algorithm1 for robotic assembly. 

The image processing is carried out using OpenCV software and the steps implemented 

for assembly operation are presented in the form of a flowchart in Figure 4.4. The process 

is very much similar to what discussed in 3.1. 

4.3.2 Mathematical modelling of the flexible gripper-object system 

The flexible gripper object under consideration is treated as a pendulum with a torsion 

spring on moving support in the horizontal direction and shown in Figure 4.5.  



 

 65 

 

Figure 4.5 The model for oscillation of object 

The spring element represents the flexible gripper, and the point mass pendulum 

represents the object grasped by the flexible gripper. The pendulum is attached to the 

moving base with a spring element that allows rotation around the joint exhibiting 

oscillatory motion. The free body diagram of the current system with forces acting on the 

pendulum due to robot acceleration (movement of end-effector is treated as a moving base) 

is used to develop a mathematical model. The equation of motion for the pendulum with 

torsion spring is derived by summing all the moments. Where the terms in the equation are 

defined in Table 4.1.  

 𝐼�̈� + 𝐼𝐶�̇� + 𝑚𝑔𝑙 𝑠𝑖𝑛 𝜃 + 𝑘𝜃 +𝑚𝑙𝜇 𝑐𝑜𝑠 𝜃 = 0 (4.1) 

Table 4.1 Parameters of the NDO with torsion spring on moving support. 

Symbol Unit Description 

𝐶 [Ns/m] Coefficient of friction 

𝜇 [m/s2] Acceleration of moving base 

𝜃 [Rad] Swing angle 

𝑘 [Nm/rad] Springs torsion coefficient 

𝑚 [kg] Mass 

𝑙 [m] Length from joint to centre of gravity of pendulum 

𝐼 [kg.m2] Moment of inertia on centre of gravity of pendulum 

After rearrangements, the nonlinear equation (4.1) is converted into a linear equation 

using the small oscillation assumption: i.e., 𝑠𝑖𝑛 𝜃 ≈ 𝜃 and 𝑐𝑜𝑠 𝜃 = 1 when θ is small. 
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 �̈� + 𝐶�̇� + (
𝑚𝑔𝑙 + 𝑘

𝐼
) 𝜃 +

𝑚𝑙𝜇

𝐼
= 0 (4.2) 

 

 
�̈� + 𝐶�̇� + 𝜔2𝜃 +

𝑚𝑙𝜇

𝐼
= 0 (4.3) 

Where   

 𝜔 = √
𝑚𝑔𝑙 + 𝑘

𝐼
 (4.4) 

After solving equation (4.3) and neglecting damping and friction.  

 𝜔𝑛 = √
𝑚𝑔𝑙 + 𝑘

𝐼
 (4.5) 

Where  𝜔𝑛  is the natural frequency. 

The EOM in state-space form using equation (4.3) is: 

 
[
�̇�1(𝑡)

�̇�2(𝑡)
] = [

0 1

−(
𝑚𝑔𝑙 + 𝑘

𝐼
) −𝐶

] [
𝑥1(𝑡)

𝑥2(𝑡)
] + [

0

−
𝑚𝑙

𝐼

] 𝜇(𝑡) (4.6) 

Where 

• 𝑥1(𝑡) represents the angular position (𝜃) of the NDO. 

• 𝑥2(𝑡) = �̇�1(𝑡) is the angular velocity of the NDO. 

• �̇�2(𝑡) = �̈�1(𝑡) is the angular acceleration of the NDO. 

The objective of the experiment is to suppress the oscillatory motion by providing base 

motion in the horizontal x-axis direction. Therefore, an active second-stage control 

strategy is designed for the current work to stabilize the object by providing control 

movements to the three joints of the robot responsible for the movement of the end-effector 

position in the workspace. In this case, the orientation of the end-effector has been kept 

constant for the robot.  

The state space form in equation (4.6) is used for numerical integration to obtain 

velocity and displacement which will be used in the proposed controller for the prediction 

of the maximum error. A Python code is written and ‘odeint’ library function is called for 

the numerical integration of the equation (4.6). 
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4.4 Design of second-stage controller to suppress residual vibration 

To suppress the vibration, the control input trajectories should be executed when the object 

is at an extreme position where the amplitude is maximum and angular velocity is zero. 

This is a condition where the system gains maximum potential energy and zero kinetic 

energy. The direction of the control input trajectories is dependent on the amplitude. If the 

amplitude is positive, then the direction of trajectory motion is kept in the positive direction 

or vice-versa. This type of control system attenuates the vibration amplitude of the object 

measured with the help of a vision sensor, thus able to suppress the oscillation of the object 

being held with a flexible strip representing a torsion spring. Here the proposed second-

stage controller is activated only when the robot has completed the desired PtP motion, 

and the object is right above the hole into which it is supposed to be inserted. This 

controller is so designed that the oscillation of the object is monitored continuously, and 

control actions are provided based on the predicted error (deflection of the object from its 

stable vertical down equilibrium position) that is estimated using the mathematical model 

(4.3)-(4.6).  

 

Figure 4.6 Illustrative example of predictive vibration amplitude error based second 

stage controller. 

The control law stated in equation (3.13) of section 3.3.3 is adopted. The state space 

model of the NDO with gripper flexibility as provided in equation (4.6) is used to predict 

the maximum error. The control output is the displacement of the end-effector in the 

corresponding direction that suppress the vibration amplitude. The proposed control 

strategy is illustrated in Figure 4.6. The object has been released with initial conditions 
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(amplitude = 48.22° with zero angular velocity) and exhibits oscillation/response that 

needs to be suppressed. After which, the proposed PVAEB second-stage controller is 

activated. The amplitudes at two consecutive time points are used to estimate the 

maximum predicted error (the extreme positions of the object). Amplitude and angular 

velocity at this time point are implemented as initial conditions in the object mathematical 

model and help in the estimation of the amplitude at the next extreme position as well as 

the time required to reach the extreme position from the initial condition. The predicted 

extreme position of the object is considered as the actual error which requires a control 

action. Based on this predicted maximum error the controller estimates a trajectory in the 

x-axis direction that has a trapezoidal velocity profile as the control input to the system for 

attenuation of the amplitude of the vibrating system significantly. It should be noted that 

the SPVAEB controller in the previous chapter used the amplitudes of two consecutive 

time points when the amplitude changes its sign while crossing the zero-amplitude 

position. Whereas, in this case it is not bounded the same conditions as stated earlier. 

4.4.1 Estimation of control input trajectory 

Most of the industrial robots available in the market execute a PtP trajectory at the end-

effector or Tool Coordinate Point (TCP) while maintaining a trapezoidal velocity profile 

and the time law for trajectory is known as linear interpolation with parabolic blends. 

Therefore, a control input trajectory has been designed based on the second-stage 

controller output to follow a trapezoidal velocity profile. Based on the controller output 

displacement in the x-axis direction, a trapezoidal velocity profile with parabolic blend is 

generated assuming constant acceleration which is discussed in section 3.3 of the previous 

chapter. In a conventional PID type dynamical vibration control system, the error 

monitoring, and control activities are performed simultaneously to suppress the residual 

vibration. In this case, the implementation of a controller for control action to attenuate 

vibration with limited control input is very arduous. In addition, delay caused due to image 

processing as well as execution of control trajectory are major challenges in the 

implementation of the conventional PID controller for real-time control of vibration 

amplitude. 
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4.4.2 Approach to handle system delay 

The system delay is inherent in the robotic system and becomes more significant when a 

vision sensor is associated with the same system. Various types of delays observed in the 

proposed system are:  

1. Robot system delay (𝑡𝑟𝑠𝑑), i.e., the time consumed to execute a trajectory while 

instruction is sent to the internal controller of robot, 

2. Hardware and software dependent delays due to vision sensor and image 

processing (𝑡𝑖𝑝),  

3. Delay due to prediction of maximum error using the computational model 

(𝑡𝑚𝑐).  

The proposed controller intelligently handles the delay in the robot system and the delay 

caused due to implementation of vision sensor. The time gap (𝑡𝑔𝑎𝑝) between the initial 

conditions and predicted extreme position shown in Figure 4.6, is treated as a delay in the 

execution of control action. The relation is expressed in equations (4.7)-(4.9). 

 𝑡𝑔𝑎𝑝 = 𝑡𝑖𝑝 + 𝑡𝑚𝑐 + 𝑡𝑟𝑠𝑑 + 𝑡𝑟𝑒𝑠𝑡 (4.7) 

 𝑡𝑔𝑎𝑝 = 𝑡𝑠𝑑 + 𝑡𝑟𝑒𝑠𝑡 (4.8) 

 𝑡𝑠𝑑 = 𝑡𝑖𝑝 + 𝑡𝑚𝑐 + 𝑡𝑟𝑠𝑑  (4.9) 

Where 𝑡𝑟𝑒𝑠𝑡 is rest time added to the 𝑡𝑔𝑎𝑝  in real-time control. For this system, 𝑡𝑖𝑝, 𝑡𝑚𝑐 , 

and 𝑡𝑟𝑠𝑑 values are considered system delay and represented by 𝑡𝑠𝑑. Hence, the 𝑡𝑔𝑎𝑝 is 

dependent on the natural frequency of the object directly and it is computed using the 

mathematical model discussed in (4.3). Here the 𝑡𝑠𝑑 value is defined based on whether the 

system has high or low natural frequency vibration. If half of the oscillation time period 

(T) of the object is greater than 𝑡𝑠𝑑 then the system is considered as lower frequency 

vibration or vice-versa as given below. 

 
{
𝐿𝑜𝑤 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 𝑣𝑖𝑏𝑟𝑎𝑡𝑖𝑜𝑛

𝐻𝑖𝑔ℎ 𝑓𝑟𝑒𝑞𝑢𝑛𝑐𝑦 𝑣𝑖𝑏𝑟𝑎𝑡𝑖𝑜𝑛
} = {

  1/𝑇 ≤ 1/2𝑡𝑠𝑑
1/𝑇 > 1/2𝑡𝑠𝑑

} (4.10) 

The rules used for intelligently handling the delay in the system is discussed below: 

• Rule (1) – For a system with low-frequency vibration, 1/𝑇 ≤ 1/2𝑡𝑠𝑑, the 𝑡𝑟𝑒𝑠𝑡 

value is added to execute the control input trajectory at the predicted extreme 
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position. In this condition, the second-stage controller acts on every predicted 

extreme position. 

• Rule (2) – For a system with high-frequency vibration, 1/𝑇 > 1/2𝑡𝑠𝑑, the second-

stage controller cannot act on all the predicted extreme positions. Therefore, the 

predicted extreme position is not used, and the model predicts the next extreme 

position, and the control input trajectory is changed as per the control law. This is 

continued until the 𝑡𝑔𝑎𝑝 value becomes higher than 𝑡𝑠𝑑 value and 𝑡𝑟𝑒𝑠𝑡 is added to 

it. 

• Rule (3) – If the direction of predicted extreme position, is same as the preceding 

extreme position, then skip the current control input trajectory. Here the directions 

of two consecution control input trajectory should be in opposite directions. 

The above rule may come into play when the controller continues to avoid the extreme 

position of one side and may result in a positive or negative extreme position. This leads 

to the computation of the control input trajectory in one direction only. Although this input 

may suppress the vibration, the position of the object will be away from the target position. 

Post suppression of vibration, the robot must bring the object to the desired target position 

again, which may delay the assembly further with slow trajectory speed and may excite 

the object again with high trajectory speed.  

Using the above rules, the system delay is handled efficiently while vibration of the 

object is suppressed in real-time using a low update rate vision sensor. Therefore, the 

present system delay is considered as an advantage and works favorably for the challenge 

posed.  

4.4.3 Simulation of predictive error based second stage controller 

The pendulum with torsion spring at the moving base system has been considered here. 

The natural frequency of the system depends on the physical parameters of the pendulum. 

The torsional stiffness in the spring impact the natural frequency of the system. The 

performance of the proposed system is analyzed by considering the low frequency and 

high-frequency vibration suppression. Simulations results demonstrate the performance of 

the controller proposed and interpret the working strategy.  
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Figure 4.7 Simulated response of the system with natural frequency 4.17 Hz (a) tip 

response with and without control, (b) velocity and acceleration profile and  

(c) displacement of control trajectory 

The simulated response of the system with a natural frequency of 4.17 Hz, is presented 

in Figure 4.7, where as the amplitude response with control and without control strategy 

are shown in Figure 4.7(a). Similarly the velocity and acceleration of the control input 

trajectories are shown in Figure 4.7(b) and the position of the robot end-effector during 

execution of the control input trajectories is shown in Figure 4.7(c). In this case the goal 

position of the end-effector is treated as zero which is to be maintained by the second 

stage-controller. The alternative motion for the control input prevents the end-effector 

position offset from the goal position within in a specified limit. Hence the offset after 

suppression of vibration is compensated by executing a trajectory with low speed by which 

the end-effector is positioned right above the goal position. In all the cases, the 

displacement of the trajectory is determined with reference to the desired position of the 

NDO and it will be dependent on the direction of the first control trajectory. If the direction 

of the trajectory is positive, then the subsequent control may remain on the same side as 

the magnitude of the displacement will be reduced gradually and vice versa. 
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Figure 4.8 Simulated system response with natural frequency 0.75 Hz (a) tip response 

with and without control and (b) velocity and acceleration profile. 

For the current system, 𝑡𝑠𝑑 value is 0.21 s that include image processing time, predicted 

error estimation time, and robot trajectory execution delay. Therefore, objects with a 

natural frequency greater than 2.38 Hz are considered as a system with high-frequency 

vibration and others as low frequency. The simulated results of vibration suppression for 

the low-frequency system are shown in Figure 4.8 with control and without control 

strategy. The system with natural frequency 0.75 Hz is considered as a low-frequency 

system since the delay is less than half of the time period (0.21 s < 0.665 s). In this 

condition, the controller can execute control action at every extreme position of the object.  
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Figure 4.9 Simulated response with system delay. 

 

Figure 4.10 Simulated response without system delay. 

For the high-frequency vibration system shown in Figure 4.9 has system delay less than 

half of the time period (0.21 s > 0.12 s). In this condition, the controller cannot execute the 

control input trajectory at every extreme position. Thus, the controller estimates the 

predictive maximum error continuously until the time of the predicted error is greater than 

the system delay. This effect has been shown in Figure 4.9 by avoiding extreme positions. 

If the system delay is considered negligible then for the same system, the response is 

shown in Figure 4.10 that took very less time to suppress the oscillation of the object.  
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4.5 Experimental implementation and analysis of results 

The experimental setup is same as the earlier setup discussed in section 3.1 of chapter 3. 

 

Figure 4.11 Schematic diagram of predicted error based second-stage controller design. 

4.5.1 Implementation of second stage controller  

The overall working principle of the proposed PVAEB second stage controller is 

represented in Figure 4.11. Initially, the robot performs manipulation tasks such as moving 

the object held by the gripper. For position control, the robots use the PtP trajectory 

command to move the object from an initial position ‘A’ to the goal position ‘B’ and it is 

executed by the robot internal controller which is supposed to perform an assembly task. 

The object held by the gripper oscillates due to the motion of the end-effector. This 

oscillation is captured using a camera and the image processing step is applied thereafter. 

With the help of the vision sensor and image process technique, the amplitude of 

oscillation is extracted. The amplitude between the two consecutive time points is used to 

detect the angular velocity of the object as well. The amplitude and the angular velocity 

are used together as the initial condition for the flexible gripper-object model to detect the 

predicted maximum amplitude error (the extreme position). Using all of these as input to 

the controller, the controller provides the output in the form of the displacement trajectory 

that the robot must execute.  

The image processing and the robot controller consume some computation time that is 

initiated when the sensor captures the image of the object for the execution of the 

trajectory. For the designed system, the image processing time is detected as 0.03 s and 
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the delay in execution of the control trajectory is detected as 0.18 s. The proposed 

controller handles the delay intelligently discussed earlier in section 4.2. This rule-base 

formed works efficiently and simultaneously with the internal controller of robot, which 

monitors the system continuously, waits until the object reaches the maximum extreme 

position (maximum error) at the time of trajectory execution.  

4.5.2 Real-time vibration control method 

Vibration suppression requires the incremental motion of the robot end-effector. To 

provide the trajectory motion to the robot end-effector by the position 𝑃𝑑 the input 

commands to the robot IRC5 controller becomes: 

 𝑃 = 𝑃𝑜 + 𝑃𝑑 (4.11) 

Where 𝑃𝑜 is the last position of the robot end-effector. The velocity of the end-effector 

remains constant in all the control trajectories where the internal controller of robot is fed 

with the trajectory parameters in form of displacement and velocity that cannot be changed 

after the command is executed. The IRB 1410 robot has limited capability and has 

predefined velocity i.e., 10, 50, 100, 200, 500, 1000 and 2000 mm/s. For the experiment 

the velocity value is fixed at 1000 mm /s.  

In this experiment, the robot with the object is moved from starting position ‘A’ to a 

target position ‘B’ horizontally in a straight-line path at high speed. The target position ‘B’ 

is right above the hole in which the object will be inserted. However, the object oscillates 

due to high-speed motion and the oscillation must die before the assembly process 

resumes. This process causes delay in the insertion of the peg in hole assembly task. If this 

activity is carried out without any controller, then the object would take more time and 

would depend on the coefficient of friction and the maximum extreme amplitude, to 

achieve a stable position. To reduce residual vibration, the PVAEB controller is activated, 

and the controller remains active until the amplitude of the object is reduced to a specified 

limit i.e., ±2°. This limit is treated as a safety zone, and error observed due to the use of 

vision sensor and linear model may affect the oscillation of the object adversely. To 

investigate the performance and sensitivity of the PVAEB controller, multiple experiments 

are performed with different initial amplitudes of the object and with the introduction of 

disturbance. The results of these experiments are reported in the next section to indicate 

the validity and robustness of the controller. 
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4.5.3 Experimental results and discussions 

In this experiment, the robot with a flexible gripper for a peg-in-hole assembly operation 

at high velocity is mimicked using a rigid gripper with two connected objects. To 

demonstrate and test the performance of the proposed controller, the first object was a 

hollow square cross-section aluminium tube with a length of 322 mm, width 25.4 mm, 

thickness of 0.5 mm. This hollow tube is connected with an aluminium strip thickness of 

1 mm, length 74 mm and width 24.5 mm, to provide flexibility similar to a flexible gripper 

and induce oscillation after robot motion is executed.  

 

Figure 4.12 Aluminium object with flexible metal strip assembly setup. 

The experimental setup of peg-in-hole assembly of aluminium object is shown in Figure 

4.12. A black rubber strip is pasted on the aluminium tube to distinguish it from the white 

background for image processing purposes. The second experiment was conducted with a 

hollow PVC soft tube that has a length of 735 mm, an outer diameter of 24 mm and a 

thickness of 3 mm. Although the soft tube behaves similar to a deformable linear object 

(DLO), to satisfy the current scenario an iron pipe of length 553 mm, external diameter of 

17 mm and internal diameter of 14.5 mm, is inserted. The excess 182 mm length of soft 

tube behaves like a flexible or soft gripper and other portions with iron pipe oscillate 

without any deformation. The aluminium strip with a hollow object has a high natural 

frequency (3 Hz) compared to the hollow PVC soft tube which has a low natural frequency 

(0.87 Hz).  
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4.5.3.1 Experimental results of Aluminium object 

In this experiment, four trajectories have been used to move the object. These trajectories 

excite vibration in the object that is to be suppressed by the proposed controller. 

 

Figure 4.13 Free vibration response of the Aluminium object without any control 

 

Figure 4.14 Response after controller action with ‘Trajectory1’ initialization 

The ‘Trajectory1’ moves the end-effector starts from 0 mm (home) to -100 mm and 

returns to 0 mm at a speed of 1000 mm/s in a straight horizontal line. The high-speed 

motion of ‘Trajectory1” excites the object to 23.09° which is the maximum initial 

amplitude. The second-stage controller detects this predicted error and estimates the 

control input trajectory distance and direction according to the predicted error. The free 
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response of the object with 28.74° amplitude takes ~45 s to become stable without any 

control and the corresponding response is shown in Figure 4.13. The response is obtained 

using the image processing algorithm discussed in section 3.1.  

The control response for ‘Trajectory1’ is shown in Figure 4.14. The left side ‘y-axis’ 

indicates the amplitude of the object with time and the right side ‘y-axis’ shows the length 

of control input trajectory estimated by the PVAEB second-stage controller. A safety zone 

±2° is introduced for the control action, else it will be arduous to control the error value 

equal to zero, with the vision sensor amplitude measurement error in the range of ±0.53°. 

The model of the system is linearized, and the error is kept within a predictable range of 

amplitude thus safety limit ensures the best performance. For control action, trapezoidal 

velocity profile in horizontal direction is used to keep the object at an offset from the hole 

position after vibration suppression. This issue is fixed by providing a trajectory with a 

low velocity that may not disturb the object from the safety limit after vibration control.  

 

Figure 4.15 Response of the aluminium object with disturbance after stabilization 

To demonstrate the robustness of the proposed controller, the object is manually 

disturbed by inducing vibration after the object becomes stable. It is expected that the 

proposed controller should suppress such induced vibration. Response from setup with 

such disturbance after control is shown in Figure 4.15 and Figure 4.16. The rise in 

amplitude observed after disturbance is 24 mm in Figure 4.15, and 25 mm and 33 mm after 

two consecutive in Figure 4.16. The vibration suppression of the aluminium object is 

achieved within 4 s. Although the suppression time is dependent on the initial maximum 

amplitude error of the object.  
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Figure 4.16 Response of the aluminium object with multiple disturbances after 

stabilization 

 

Figure 4.17 Response after controller action with ‘Trajectory2’ initialization 

A ‘Trajectory2’ is chosen to move the end-effector starts from 0mm (home) to -200 mm 

and returns to 0 mm at a speed of 2000 mm/s in a straight horizontal line. The response of 

controller with excitation ‘Trajectory2’ is shown in Figure 4.17. The proposed controller 

suppressed the vibration within 3 s into the safe limit. 
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4.5.3.2 Experimental results of soft tube object 

 

Figure 4.18 Experimental assembly setup with soft tube 

 

Figure 4.19 Response of the soft tube without control 

The experimental setup for the soft tube object is shown in Figure 4.18. In this case, the 

object is moved with the initial trajectory profile that starts from -100 mm position and 

moves to 200 mm position, consequently, reach the target position ‘B’ at 0 mm with a 

velocity of 500 mm/s using the ‘Trajectory3’. The free response of the soft object is shown 

in Figure 4.19, which has 31.58° amplitude and requires 28 s to suppress the oscillation 

without control. 
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Figure 4.20 Response of the soft tube with control using initial ‘Trajectory3.’ 

 

Figure 4.21 Responses of the soft tube with control using initial ‘Trajectory4.’ 

 

Figure 4.22 Responses of the soft tube with control in presence of manual disturbance  
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The controller response of the soft tube with the initial ‘Trajectory3’ is shown in Figure 

4.20. Figure 4.21 presents the response of the object with a large initial amplitude -54.17° 

degree. This amplitude is achieved by changing the speed of the ‘Trajectory3’ to 1000 

mm/s and named as ‘Trajectory4’. In both cases, the controller suppresses the vibration 

within 3 s. The robustness of controller performance is presented in Figure 4.22 that 

indicate manual disturbance after stabilization. The rise in amplitude of 40 mm is observed 

after disturbance. The designed controller could successfully suppress the oscillation 

within 3 s. 

In the thesis, each experiment is conducted thrice, and a summarized representation of 

the repeated experiments is provided in Table 4.2. This table shows data related to the 

range of suppression time, average suppression time, and the reduction in average 

suppression time. Additionally, the range of vibration suppression time is shown in Figure 

4.23.  

Table 4.2 Summary of repeated experimental results. 

Object Trajectory 

Vibration 

suppression time (s) Average 

suppression  

time (s) 

Range of 

suppression 

time  

(s) 

Reduction in 

average 

suppression  

time (%) Ex. 1 Ex. 2 Ex. 3 

Al 

Object 

T1 3.80 3.85 3.96 3.87 0.16 91.40 

T2 3.00 3.10 3.80 3.30 0.80 92.67 

Soft 

Tube  

T3 2.20 2.24 2.50 2.31 0.30 91.74 

T4 2.40 2.51 2.63 2.51 0.23 91.02 

 

 

Figure 4.23 The range of suppression time of Al and soft tube object. 
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The results indicate that the maximum recorded range of suppression time is 0.8 s for 

the Al object subjected to excitation trajectory 'T2'. This outcome may be attributed to 

potential errors in amplitude measurement, which can impact the prediction of maximum 

error. Also, a small error in timing of the control trajectory execution may affect the 

performance is subsequent experiments.  

The summary of results is also presented in Table 4.3. In this table, the best result is 

taken to show the best performance of the proposed control strategy.  

Table 4.3 Summary of experimental results of PVAEB controller. 

Object 

 

Trajectory Suppression 

time without 

control (s) 

Suppression 

time with 

control (s) 

Vibration 

suppression 

(%) 

Reduction in 

suppression 

time (%) 

Al 
1 45 3.8 91.34 91.55 

2 45 3.0 93.21 93.33 

Soft 

tube 

3 28 2.2 94.37 92.14 

4 28 2.4 96.31 91.42 

The most relevant work related to the current work is benchmarked with (Tanner and 

Kyriakopoulos, 2000). In this method, a data-driven robot-object model is proposed with 

a force sensor to suppress residual vibration of the beam to be inserted in robotic peg-in-

hole assembly.  

Table 4.4 Performance comparison of the proposed method. 

Reference Method Vibration 

suppression 

Suppression 

time 

(Tanner and 

Kyriakopoulos, 2000) 

Force/Torque sensor data-

based robot-object model 

90% 3.8 s 

Proposed work PVAEB controller 95% 3 s 

4.6 Conclusion 

This chapter proposed a PVAEB second-stage residual vibration suppression control 

strategy using a vision sensor. The vibration in the grasped object is attributed to the 

flexibility present in a gripper. The flexible gripper object is modelled as a pendulum with 

a torsion spring connected to moving support to represent the system for the proof of 

concept and the torsion spring represents the flexibility of the flexible gripper. For this 

case, the PVAEB controller collects feedback from a vision sensor and works as a second-
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stage controller along with the available robot internal controller without any modification. 

The proposed second-stage controller do not interfere with the working of the internal 

controller of the robot and suppress the vibration amplitude by ~93% in less than 4 s for 

aluminium objects and suppress the vibration amplitude by ~95% in less than 3 s for soft 

tube objects. The suppression time is reduced by ~90% as compared to without control. 

Above work induces oscillation in the NDO held by flexible gripper due to robot 

motion. However, the object to be assembled using robot may have flexibility similar to 

flexible beams and wires and these objects will have vibration during assembly operations. 

The next chapter attempts to handle this issue.  
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CHAPTER 5  
VIBRATION SUPPRESSION STRATEGY FOR 

FLEXIBLE BEAMS  

5.1 Introduction 

In chapters 3 & 4, the horizontal motion of the robot end-effector or the object is inspired 

from the peg in hole assembly in general. In the case of soft tube object, the oscillation 

takes place when it was manipulated in vertically downward position. Therefore, 

horizontal motion is considered for these experimental setups. Further, the flexibility 

present in the gripper is considered as the cause of vibration in an NDO. In this chapter, 

the high level controller design is attempted to handle flexibility present in a long flexible 

object handled by the robot. For this case, a flexible beam is considered as a flexible object 

for manipulation and assembly using an industrial robot. Here vertical motion of long 

beams are not possible in the workspace of the ABB robot. In addition, the effect of gravity 

on the object will be negligible leading to very small amplitude of oscillation. The 

vibration induced in the flexible beam has a higher mode of vibration that dissipates within 

a very short time compared to the first mode of vibration. Therefore, the first-order 

vibration is considered as a major problem that needs quick suppression within an 

acceptable time. For suppression of such vibrations in the flexible beam, a control strategy 

is needed which should be directly applicable to an industrial robot.  

The chapter is organized in the following ways: Section 5.2 describes the problem 

statement and discusses the proposed approach and section 5.3 presents the robot-assisted 

camera calibration technique, robot-vision method for flexible beam vibration 

measurement, the FEM based model of the flexible beam and the design of the second-

stage controller. Subsequently, the simulation results, description of the experimental 

setup, practical implementation of the second stage controller and experimental results are 

elaborated in section 5.4. Finally concluding remarks regarding the work are presented in 

section 5.5. 

5.2 Problem formulation  

The current work focuses on “beam in slot” robotic assembly problem. Where the beam is 

considered as linear flexible beam of suitable engineering material with rectangular cross-

section. This beam is grasped by the robot gripper at one end in a horizontal plane which 



 

 86 

allows the beam to vibrate in a vertical plane due to PtP motion of the robot as shown 

Figure 5.1. Intuitively it can be said that the vibration will be small if the gripper grasps 

the long beam somewhere near the end of the beam and gradually inserts this into the slot. 

However, this kind of attempt would lead to vibration in the other portion of beam due to 

motion and would create unsafe working condition causing delays in the next operation. 

 

Figure 5.1 Vision based beam in slot assembly by industrial robot.  

 

Figure 5.2 Robot movement for assembly of beam in slot (a) robot moving upward 

direction and (b) beam insertion in the slot. 
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Figure 5.3 (a) Enlarged view of flexible beam in slot assembly and (b) closeup view of 

the slot. 

For the problem at hand, the beam is moved at a high speed in the vertical upward 

direction as shown in Figure 5.2(a) respectively. The robot acceleration during high-speed 

manipulation along the vertical direction induces vibrations in the beam and the beam must 

be in stable position before assembly. If the tip of the beam is stable then the robot will 

insert the beam into the slot shown in Figure 5.2(b) and the enlarged view of the tip of the 

beam and slot are presented in Figure 5.3(a)-(b) respectively. Therefore, the need for 

design of a suitable controller arises that is capable of suppressing above vibrations with a 

motivation to reduce assembly time. 

 

Figure 5.4 Schematic representation of robot-vision based approach for residual vibration 

control of a flexible beam. 
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The available controller in most of the commercial robots are incapable of suppressing 

above vibrations in the beam. Hence, a high level second stage controller has been 

proposed and implemented to achieve the desired aim. The proposed controller scheme is 

given in Figure 5.4. The controller of industrial robot is shown on the left block, the upper 

right block shows the robot-vision system, and the lower right block shows the computer 

on which the second-stage controller scheme is implemented. Initially, the industrial robot 

controller executes the PtP trajectory to bring the beam in front of a slot. Such motion 

command introduces vibrations in the flexible beam. With the help of 2D color camera, 

the dimension of the flexible beam, tip deflection, and velocity are obtained to use in the 

proposed second stage controller. Subsequently, the controller is activated if the amplitude 

of residual vibration exceeds the task specified limits, else this controller is not activated. 

The proposed second-stage controller uses the tip deflection and velocity as the current 

state of the beam, that are fed to the FEM model to predict the maximum error. Based on 

the value of maximum error and control law, the said controller sends the required control 

signals to the industrial robot controller until the residual vibration diminishes to a user-

specified safe limit. The design details of the robot-vision system and the second stage 

controller are described in the next section. 

5.3 Robot-vision based approach to suppress the residual vibrations 

The important steps for a generic robot-vision based second stage controller to suppress 

the residual vibration in a flexible beam are given below. 

(i) Robot-assisted camera calibration method to obtain the extrinsic parameters, 

(ii) Robot-vision approach to identify the flexible beam, dimension, tip deflection 

and velocity, 

(iii) FEM based dynamic modelling of flexible beam to predict the deflection, 

(iv) Design of PMEB second stage controller. 

The details of the above steps are discussed in the following subsections. 

5.3.1 Robot-assisted camera calibration 

Camera calibration is the most important step for the implementation of vision in any 

application. In the calibration process of a camera, the intrinsic parameters i.e., optical 

centre (𝑢0, 𝑣0) , focal length (𝑓𝑥 , 𝑓𝑦) and skew coefficient (γ), and extrinsic parameters 

i.e., rotation and transformation matrices, are determined. Calibration in the form of 
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intrinsic and extrinsic parameter matrices provides the relation between 3D points in the 

real world to their corresponding 2D projections in pixel coordinates on the image frame. 

The calibration process needs predefined 3D points in a WCS and corresponding 

projection of the points in the image coordinate system (ICS), these points are known as 

perspective points. 

 

Figure 5.5 Projection of 3D points from TCS to ICS for robot-assisted camera calibration 

The coordinates system to represent the robot-assisted camera calibration is shown in 

Figure 5.5. In this figure, the tool coordinate system (TCS) is attached to the robot gripper 

for the description of perspective points indicated by red circle. Likewise, the TCS is 

mapped to the RCS using the transformation matrix defined for the industrial robot 

controller. Hence both the TCS and RCS are part of the industrial robot. It should be noted 

that the coordinates of the perspective point are provided as feedback from the robot 

system. The description of RCS in WCS is described by the equation (5.1).  

 𝑝𝑤  =  𝑇𝑅
𝑊  𝑝𝑟 (5.1) 

where, 𝑝𝑤 is the coordinates in WCS and  𝑝𝑟 is the coordinates in RCS of perspective 

points. 𝑇𝑅
𝑊  is a 4 × 4 homogenous transformation matrix (HTM) comprising rotation 
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matrix and translation vector which are already known. Therefore, the 𝑝𝑤 is obtained using 

the equation (5.1) and its corresponding pixel coordinates in ICS is determined by image 

processing steps described below. 

 

Figure 5.6 Steps for perspective point detection on the robot gripper (a) reference image 

without robot, (b) robot image, (c) image subtraction, (d) binary image after threshold 

and (e) perspective point at the left most corner of the contour on the gripper.  

For the present setup, the perspective point on the robot gripper is a fixed point on the 

TCS as shown in Figure 5.6(e) which is the left most corner of the robot gripper part in 

white hue. Camera should always detect the same point because the robot provides the 

coordinates of this point in RCS used as perspective point  𝑝𝑟. The required image 

processing steps to detect the robot gripper part are shown in Figure 5.6 that uses image 

subtraction method dominantly. It is assumed that the environment is stationary which is 
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a requirement for background subtraction. A reference image is captured where the robot 

is absent in the camera frame and thereafter the robot is brought into the camera frame. 

These images are presented in Figure 5.6(a) and Figure 5.6(b) respectively. On these 

images a background subtraction operator is applied to convert non-movable objects as 

background. As a result, only the robot part is displayed in the camera frame as shown in 

Figure 5.6(c). A threshold operator is applied to the greyscale image to convert it into a 

binary image shown in Figure 5.6(d). Subsequently, the contours are drawn, and the 

maximum area of contour is selected to present the robot part only. Finally, the left-most 

point of the contour is selected as the  𝑝𝑟 in ICS shown in Figure 5.6(e). It is to be noted 

that the orientation of the gripper is set in such a way that the corner is always in the left 

most position. Hence, the image coordinates of this point  𝑝𝑖 in ICS and its corresponding 

coordinates  𝑝𝑤 in the WCS are available using the above discussed approaches. The 

relation between point  𝑝𝑖 = (𝑢, 𝑣, 1)
𝑇 and the corresponding point  𝑝𝑤 = (𝑋𝑤, 𝑌𝑤, 𝑍𝑤,

1)𝑇 is presented (Marchand et al., 2016) in equation (5.2).  

  𝑝𝑖  = 𝐾 𝛱 𝑇𝑊
𝐶  𝑝𝑤 (5.2) 

where  

𝐾 = [
𝑓𝑥 𝛾 𝑢0
0 𝑓𝑦 𝑣0
0 0 1

] is the camera intrinsic parameter matrix,  

𝛱 = [
1 0 0 0
0 1 0 0
0 0 1 0

] is the projection matrix for the current perspective projection model, 

𝑇𝑊
𝐶  is a 4 × 4  HTM of order SE (3) to map points in WCS to CCS. 

The Perspective-n-Point method (Bradski, 2000) is adopted to solve set of equations 

obtained from equation (5.2). For n-perspective points robot moves to different positions 

and these points are used for the implementation of this method. For robot-assisted camera 

calibration, suitable number of perspective points (𝑝𝑟) in RCS are collected with the value 

of the corresponding pixel coordinates (𝑝𝑖). The HTM 𝑇𝑅
𝑊  is already known that map a 

point in RCS to WCS. The intrinsic camera parameters are constant and remain unaltered 

with the change in camera position. The standard checker-board method (Zhang, 2000) is 

used to determine the intrinsic camera parameters matrix K. Therefore, the only unknown 

matrix is 𝑇𝑊
𝐶 . The computed values (𝑝𝑖  and  𝑝𝑤) are plugged in equation (5.2) and the 

matrix 𝑇𝑊
𝐶  is obtained. 
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It is pertinent to mention here that the extrinsic parameter obtained from checkerboard 

method provides information related to WCS with ICS. Where WCS is defined over the 

upper left most point of the checkerboard. However, the relation between this WCS and 

RCS is unknown, and it is not possible to find the relation between ICS and TCS. 

Therefore, the above discussed camera calibration method is proposed. The proposed 

camera calibration method eliminates any specific reference requirement such as 

checkerboard to obtain extrinsic parameters. In general, recalibration is required when the 

position of the camera or the WCS changes. Whereas the change of pose in gripper will 

not require recalibration and the change can be accommodated by providing the 

information related to translation and rotation of TCP as feedback from the robot.  

5.3.2 Robot-vision approach to identify the properties of the object  

The camera used for sensing is mounted outside the robot workspace whose field of view 

covers the complete robot-object system. To avoid any motion blur, the camera is mounted 

at an appropriate height to get an inclined view of the object plane. The image processing 

steps are implemented in Python (Van Rossum and Drake Jr, 1995) using openCV3 

package (Bradski, 2000) for measurement of vibration in object. The steps followed for 

image processing are presented in Figure 5.7. 

 

Figure 5.7 Image processing steps to identify and determine the dimension of an object. 
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Figure 5.8 Important steps for the image processing (a) binary image after mask operator, 

(b) detection of the object and fitting the contour.  

Initially, the camera captures a Red-Green-Blue (RGB) image of the object. In addition, 

a virtual marker for a 3D point in RCS is defined, which is same as the middle point of the 

two fingers gripper shown in Figure 5.8. The RGB value of this virtual point is same as 

the RGB value of the object grasped. Based on the value, RGB range can be defined by 

the user. A threshold mask needs to be created based on the RGB range that converts the 

RGB image to a binary image shown in Figure 5.8(a). For object identification, the pixel 

values of the determined RGB range of the object are changed to white and the remaining 

to the black background. There might be some other region within the RGB range that may 

appear too in the scene which are considered as noise. The contours are fitted on these 

regions using the ‘findContours’ operator available in openCV3. 
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Figure 5.9 Object contour selection using reference point. 

To select the contour of the object, a method is developed which eliminates the noise in 

the image. In this regard, a contour of the object in an image frame is shown in Figure 5.9. 

The reference point (𝑥𝑟𝑝, 𝑦𝑟𝑝) must be located within the object contour which is the 

coordinates of the virtual marker. Therefore, two lines parallel to the x and y-axis of ICS, 

are drawn which intersects at the reference point. The coordinates of these intersecting 

lines lying on the contour are shown in Figure 5.9. For the reference point to be a part of 

the contour, two conditions must be satisfied considering the coordinates of the reference 

point and the intersecting points on the contour. These conditions can be stated as: 

 𝑦𝑐1 ≤ 𝑦𝑟𝑝 ≤ 𝑦𝑐2 (5.3) 

 𝑥𝑐3 ≤ 𝑥𝑟𝑝 ≤ 𝑥𝑐4 (5.4) 

Hence, the reference point must satisfy above equations (5.3)-(5.4), to identify the 

current contour of the object. Thus, the contour of the object is drawn on the RGB image 

shown in Figure 5.8(b). The coordinates of this contour are transformed back to RCS and 

dimensions of the object are determined in SI units (mm). The above method identifies the 

object grasped by the gripper. In the same way, the orientation of the object can be changed 

for the measurement of other dimensions of the object. 

The major advantages of the proposed robot-vision method to obtain the dimensions of 

the object are following:  

(i) Eliminates the need of any physical reference to detect the object.  
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(ii) Accommodates the change in perspective view of the object even in deformed 

state by using feedback related to orientation and position of the robot end 

effector. Therefore, the need of any specific arrangement for the object vibration 

plane with respect to image plane is eliminated. 

5.3.3 FEM modelling of the flexible object  

The flexible object under consideration is shown in Figure 5.10. This object is treated as a 

cantilever beam with moving support that has a uniform cross-section. The base of the 

object is rigidly grasped by the gripper which is assumed as a fixed support and translation 

of gripper takes place in the vertical Y direction of X-Y plane. The deflection of the free 

end of the flexible object is observed in the same plane. To model the time evolution 

behaviour of the flexible object the dynamic model of the same is developed treating this 

as a flexible cantilever beam. Therefore Euler-Bernoulli beam theory (Rao, 2007) is 

applied in place of other theories i.e. Rayleigh and Timoshenko, due to negligible effect 

of rotary inertia and shear on the flexible beam. The flexible beam is a continuous system 

and the dynamic model using Euler-Bernoulli theory is discussed below. 

 

Figure 5.10 Cantilever beam with a moving base  

For the continuous model of the flexible beam, l is the length, b is the width, h is the height 

of the beam, A is the cross-sectional area, m is the total mass, I is the moment of inertia of 

the beam, ρ is the density and E is Young’s modulus. In this scenario, let 𝑓(𝑥, 𝑡) represent 

the force acting on the beam, and 𝑤(𝑥, 𝑡) is the deflection of the beam at time t. The 

derivation of the FEM based model is available in Appendix D and the obtained reduced-

order model of the flexible is represented as  

 [𝑚]�̈⃗�(𝑡) + [𝑘]�⃗�(𝑡) = {𝑓} (5.5) 
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 [𝑚] =
𝜌𝐴𝑙

420
[

156 22𝑙 54 −13𝑙
22𝑙 4𝑙2 13𝑙 −3𝑙2

54 13𝑙 156 −22𝑙
−13𝑙 −3𝑙2 −22𝑙 4𝑙2

] (5.6) 

 [𝑘] =
𝐸𝐼

𝑙3
[

12 6𝑙 −12 6𝑙
6𝑙 4𝑙2 −6𝑙 2𝑙2

−12 −6𝑙 12 −6𝑙
6𝑙 2𝑙2 −6𝑙 4𝑙2

] (5.7) 

Where, [𝑚] and [𝑘] are mass and stiffness matrices. In real application, every beam will 

have some damping characteristics. Thus, viscous damping is introduced in the dynamic 

model of the flexible beam system shown in equation (5.8),  

 [𝑚]�̈⃗�(𝑡) + [𝑐]�̇⃗�(𝑡) + [𝑘]�⃗�(𝑡) = {𝑓} (5.8) 

where {𝑓} is force vector [𝐹1 𝑀1 𝐹2 𝑀2]
𝑇 and [𝑐] is diagonal damping matrix obtained by 

implementing Rayleigh damping, which is defined by equation (5.9) 

 𝑐 = 𝑎0[𝑚] + 𝑎1[𝑘] (5.9) 

where a0 and a1 are the Rayleigh damping coefficients. 

The nodal linear displacements are represented as (𝑞1(𝑡) =  𝑣1  and 𝑞3(𝑡) =  𝑣2) and 

nodal angular displacement are (𝑞2(𝑡) =  𝜃1 and 𝑞4(𝑡) =  𝜃2) under the application of 

force and moment at the node. In the practical implementation the nodal displacements 

𝑞1(𝑡) and 𝑞2(𝑡) of the first element represent the linear and angular displacements of the 

base of the beam grasped by the robot gripper. Likewise, the nodal displacements 𝑞3(𝑡) 

and 𝑞4(𝑡) of the last element of the beam represent the displacements at the free end of the 

beam. 

The robot provides motion to the base of the flexible beam. This results in force and 

moment applied to the first node of the first element which is responsible for vibration in 

the beam. These vibrations are controlled by applying the force and the moment to the 

base of the beam to suppress the vibration. The two controlling elements can be applied 

one at a time or both at the same time. In the proposed method both the elements force and 

moment have been tested one by one only. The controlling force (𝐹1) and moment (𝑀1) 

acts as the input. This force and moment are provided by executing control trajectories 

determined by the second stage controller discussed in subsection 3.4.  
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5.3.4 Design of predictive maximum error based second stage controller 

A cantilever beam deflects transversely due to self-weight, while the ideal beam position 

is assumed to be horizontal. The static deflection observed at the tip of beam is considered 

as the set-point. The other deflections are caused due to vibration of the beam and 

comparison of the same with the static deflection is treated as an error. In this case the 

vibration due to the motion of the beam dies out naturally by consuming precious 

manufacturing time which is attributed to beam parameters that influence damping. 

Therefore, a control strategy is needed to reduce the suppression time drastically and make 

it compatible with the available internal controller of robot system.  

 

Figure 5.11 Proposed PMEB second stage controller. 

In this section PMEB residual vibration suppression control strategy is presented, which 

is a second-stage controller for the robot beam system shown in Figure 5.11. The vibration 

of the tip is captured by the robot-vision system and the response in the form of tip 

deflection of the beam is sent as the feedback signal. This is compared with the set point 

to determine the real time error. If the real time error is higher than the limit set by the 

designer, then the controller gets activated. This strategy monitors the vibration amplitude 

of the beam continuously, but control actions are decided based on the maximum error. In 

this case the FEM based model uses the current state of the beam obtained from the robot-

vision system, to compute the predicted maximum error of the vibration. For computation 

of the maximum error, the set point value and the extreme position of the vibration 

amplitude are used. The PMEB controller determines the control input trajectory based on 

the predicted maximum error. However, the time to complete the trajectory needs 

information related to the system delay, which is discussed in subsection 5.3.4.2. This 

information acts as input signal to the robot beam system for suppression of vibration.  
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Figure 5.12 Illustrative example of PMEB second stage control strategy. 

The Figure 5.12 shows the simulation response of the beam tip with control and the 

response without control, in addition to the base acceleration profile of the robot gripper. 

The response is obtained using the simulation model of the PMEB controller described in 

section 5.4.1. The Figure 5.12 is used to explain the working strategy of the proposed 

controller. Initially, the beam is assumed to be horizontal at rest with no tip deflection. 

When the beam is released, the tip tends to vibrate due to self-weight. The controller 

determines the maximum tip deflection using the FEM based model of the flexible beam 

considering the current state as the initial state for the model. At this stage, the controller 

has the information related to the forthcoming predicted maximum tip deflection which is 

compared with the static beam tip deflection to determine the error in deflection. The 

controller based on the predictive maximum error determines the displacement and 

velocity of the trajectory to be executed by the industrial robot controller. 

Before the execution of control trajectory, various delay in the real system is handled 

innovatively. These delays are time for image processing, time to compute the maximum 

error using FEM model, and inherent delay present in the robot system. The proposed 

second stage control strategy has following important steps: (i) Determination of 

predictive maximum error using the FEM based model, (ii) Design of the input control 

trajectory, and (iii) Computation of delays before execution of the trajectory. These steps 

are described in the following subsections. 
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5.3.4.1 Approach to predict the maximum error  

The mathematical model used for the prediction of maximum deflection of the tip is 

expressed in equation (5.8) and its state-space form is: 

 [
𝑚 0
0 𝐼

] [
�̈⃗�

�̇⃗�
] + [

𝑐 𝑘
−𝐼 0

] [
�̇⃗�

�⃗�
] = [

𝑓

0
] (5.10) 

In matrix vector form the above equation become 

 [𝐴]∆̇ + [𝐵]∆= �⃗� (5.11) 

Where,  

[𝐴] = [
𝑚 0
0 𝐼

], [𝐵] = [
𝑐 𝑘
−𝐼 0

], ∆= [
�̇�

𝑞
] , 𝑎𝑛𝑑 ∆̇= [

�̈�

�̇�
] 

The equation (5.11) can be written as 

 ∆̇= [𝐴]−1. (�⃗� − [𝐵]∆) (5.12) 

Equation (5.12) represents a first-order differential system that can be discretised using 

following explicit numerical integration technique: 

 ∆𝑡+1= ∆𝑡 + 𝛿𝑡. [𝐴]
−1. (�⃗� − [𝐵]∆𝑡) (5.13) 

The ∆𝑡 is a column matrix that contains the velocity (𝑞�̇�) and deflection (𝑞𝑡) of the tip 

of the beam. The ∆(0) is the initial condition. At time t = 0, the velocity and deflection 

measured by the robot-vision system is plugged into the state space equation and the model 

computes the velocity and deflection for the next time step. This integration process will 

continue until a change in direction of the velocity is observed that in turn helps in 

determination of maximum deflection.  

Let 𝑞𝑚 is the predicted maximum deflection of the tip of the beam, and 𝑞𝑠𝑝 is the set 

point obtained from the static deflection of the tip of the beam. The difference between 𝑞𝑚 

and 𝑞𝑠𝑝 is the predicted maximum error 𝑒(𝑡) shown in equation (5.14) 

 𝑒(𝑡) = 𝑞𝑚 − 𝑞𝑠𝑝 (5.14) 

This 𝑒(𝑡) is used in the control law of the PMEB controller to obtain the control trajectory 

which is described in the next subsection. 
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5.3.4.2 Approach to determine the straight motion trajectory 

The proposed second stage controller is based on a well-accepted discrete PID controller. 

The control law, similar as discussed in the previous chapters, is the proportional controller 

expressed in equation (5.15) 

 𝑢(𝑡) = 𝐾𝑃𝑒(𝑡) (5.15) 

where 𝐾𝑃 is the proportional control parameter, and the 𝑢(𝑡) is the control input signal. 

Here 𝑢(𝑡) is determined in the form of trajectory displacement and velocity explicitly and 

acceleration of the trajectory implicitly. The acceleration causes the force at the base of 

the beam which becomes the input to the FEM model of the flexible beam given in 

equation (5.13). The straight trajectory applies only the force to the base of the beam due 

to straight inline robot arm motion. To determine the input trajectory of the robot, two 

parameters are required, and these are displacement and velocity. These parameters are 

dependent on maximum error and the various types of delays present in the system. The 

important concept behind vibration of flexible beams is the conversion of strain energy to 

kinetic energy and vice versa. Therefore, the input trajectory to the robot must reduce the 

strain energy and in turn have less kinetic energy for vibration of the beam. This can be 

achieved if the robot gripper is moved in the same direction as the tip of the beam. 

 

Figure 5.13 Straight motion trajectory of robot end-effector and beam tip positions  

The beam shown in Figure 5.13 is in motion and let ‘U’ be the position at any instant 

with the tip shown as ‘c’. The vibration in the beam deflects the tip away which can be 

computed from FEM based model of the flexible beam. Assuming that the predicted 

extreme position of the tip of the beam is ‘a’, where the beam gains the maximum strain 

energy. The controller determines the control input trajectory displacement based on the 

error that is ‘UV’ with a velocity to be traced by the robot gripper. Therefore, the trajectory 
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should be executed only when the tip of the beam is on the same side i.e., the current 

position of the tip with respect to the set point. In ideal conditions, the tip deflection is 

expected to be same as the stable tip position after execution of input trajectory. The intent 

behind execution of input trajectory is to reduce the tip deflection. Thus, the tip of the 

beam will not deflect to the predicted maximum deflection after control signal is fed and 

it will always be smaller than predicted.  

For ideal vibration suppression, it is assumed that the reduction in tip deflection is equal 

to the input displacement given to the robot gripper as input. This can only be possible if 

the following condition in equation (5.16) is satisfied.  

 𝐷 =  
𝑒(𝑡)

2
 (5.16) 

where 𝐷 is the displacement of the control trajectory. 

The second parameter for the input trajectory is the velocity, which will depend on the 

trajectory travel time and the system delay. Here, 𝑡𝑚𝑐.is associated with the FEM-based 

computational model used to prediction of maximum error. The time between the initial 

conditions and execution of trajectory is denoted as wait time (𝑡𝑤) shown in Figure 5.12. 

This time duration is determined using the following equation (5.17): 

 𝑡𝑤 = 𝑡𝑠𝑑 + 𝑡𝑟 (5.17) 

where 𝑡𝑟 is rest time and 𝑡𝑠𝑑 is system delay. The expression of the 𝑡𝑠𝑑 is given in 

equation (4.9).  
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Figure 5.14 Trajectory displacement and velocity due to system delay for (a) Tps ≤ Tpc 

and (b) Tps > Tpc 

Figure 5.14 explains how the system delay affect the displacement and velocity of 

trajectory. In the above figure,  

• The 𝑇𝑝𝑖 is the time point where the controller detects the initial condition to predict 

the maximum error ‘𝑒’.  

• The 𝑇𝑝𝑐 is the reference time point where the robot can initiate control action i.e. 

trajectory to suppress the vibration in response to predicted maximum error.  

• The 𝑇𝑝𝑠 is the time point where the controller is ready with the computed wrist 

trajectory based on the predicted maximum error and  

• The 𝑇𝑝𝑒 is the time point when the tip will reach the tip position without control.  
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The velocity of the trajectory is determined using the trajectory travel time (𝑡𝑔) obtained 

from equations (5.18) and (5.19) for computation of velocity. The visual representation of 

these equations is presented in Figure 5.14, which demonstrates how the system delay 

affect the input trajectory parameters. Three conditions might arise during the vibration of 

different beams with different material properties.  

  
𝑡𝑔 = 𝑡𝑒 − 𝑡𝑐

𝐷 =
𝑒
2

} 𝑇𝑝𝑠 ≤ 𝑇𝑝𝑐 (5.18) 

  
𝑡𝑔 = 𝑡𝑒 − 𝑡𝑠𝑑

𝐷 =
𝑒 − 𝐵𝑝
2

} 𝑇𝑝𝑠 > 𝑇𝑝𝑐 (5.19) 

The equation (5.18) represents the condition where 𝑇𝑝𝑠 ≤ 𝑇𝑝𝑐 and 𝐷 is the displacement. 

If the condition is 𝑇𝑝𝑠 > 𝑇𝑝𝑐 the trajectory travel time (𝑡𝑔) becomes shorter and the 

displacement (𝐷) is presented in equation (5.19), where 𝐵𝑝 is the current position of the 

tip. The third condition arise when 𝑇𝑝𝑠 > 𝑇𝑝𝑒, in such a scenario the controller skips this 

maximum error and computes the angular displacement again for the subsequent 

prediction of maximum error. 

5.3.4.3 Approach to determine the wrist motion trajectory. 

The control law used for wrist motion trajectory is expressed as: 

 𝑢(𝑡) = 180 ∗ 𝐾𝑃
𝑒(𝑡)

𝜋𝑙
 (5.20) 

where 𝑒(𝑡) is the predicted maximum error, which is converted into angular error 

(degrees) using the arc-length relationship. Based on the value of 𝑢(𝑡) the angular 

displacement and velocity of the trajectory will be determined taking into account of 

system delay.  

The wrist motion of robot is specified in terms of roll, pitch, and yaw angles. In this 

case, the wrist trajectory is in the vertical plane and therefore control action is specified 

using pitch motion. There are two design parameters of pitch motion i.e., angular 

displacement and velocity. The important concept behind the vibration of flexible beam is 

the conversion of strain energy to kinetic energy and vice versa. Therefore, the controlled 
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wrist trajectory should be so designed that the robot must reduce the strain energy and 

have less kinetic energy available for vibration of the beam. This process can be achieved 

by rotating the base of the beam in the same direction as the tip of beam, which will reduce 

tip deflection. 

 

Figure 5.15 Robot angular control actions and beam tip positions 

 

In Figure 5.15(i), the beam is grasped by the robot gripper at initial position ‘U’ and the 

deflected tip position of beam is at ‘a’ indicate the stable position. The vibration in the 

beam deflects the tip away from the stable position that is computed from the obtained 

model of the beam using system identification approach. Assuming that the predicted 
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extreme position of the beam is ‘c’, where the beam gains the maximum strain energy. The 

controller estimates the wrist trajectory i.e., angular displacement in degrees based on the 

error ∠𝑈𝑂𝑉 with angular velocity to be used by the robot gripper. The trajectory should 

be executed only when the tip of the beam is on the same side as compared to the stable 

position to reduce the gain in strain energy and rotate the base of the beam. Ideally, the tip 

deflection should be same as the stable tip position at the end of the trajectory execution. 

In this case, the amplitude of the beam vibration reduces from the start of the trajectory 

execution. Consequently, the tip of the beam will not deflect to the predicted maximum 

error after control signal is communicated and it will always be smaller than the predicted 

value that is the position ‘b’. This is the case when beam tip direction is upward and wrist 

trajectory rotates the robot gripper about the center of rotation ‘O’ in anticlockwise 

direction. Similarly, the wrist motion in clockwise direction will deflect the tip in the 

downward direction and the control action is illustrated in Figure 5.15(ii). 

It is expected that the input angular displacement signal should not be greater than the 

current angular error created by the beam tip, otherwise it will lead to increased tip 

amplitude which is undesirable. Therefore, it is assumed that the reduced tip amplitude is 

equal to the pitch angle of the robot gripper for vibration suppression. This can be ensured 

if the following condition specified in equation (5.21) is satisfied where 𝜃𝑇(𝑡) is pitch 

angle and 𝜃𝑒 (𝑡) is the maximum angular error.  

 𝜃𝑇(𝑡) =
𝜃𝑒 (𝑡)

2
 (5.21) 

 𝜃𝑒 (𝑡) = 180 ∗
𝑒(𝑡)

𝜋𝑙
 (5.22) 

The angular velocity parameter is decided based on the delays, similarly, as explained 

in section 5.3.4.2. The parameters used in equations (5.18) and (5.19) are changed 

accordingly. The angular velocity of the trajectory is determined using the trajectory travel 

time tg obtained from equations (5.23) and. (5.24). The explanation presented in Figure 

5.14, which demonstrates how the system delay is also applicable for the computation of 

angular displacement and angular velocity of wrist trajectory.  

  
𝑡𝑔 = 𝑡𝑒 − 𝑡𝑐

𝜃𝑇 =
𝜃𝑒
2

} 𝑇𝑝𝑠 ≤ 𝑇𝑝𝑐 (5.23) 
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𝑡𝑔 = 𝑡𝑒 − 𝑡𝑠𝑑

𝜃𝑇 =
𝜃𝑒 − 𝜃𝑐𝑝

2

} 𝑇𝑝𝑠 > 𝑇𝑝𝑐 (5.24) 

Where 𝜃𝑐𝑝 is the current angular position of the tip. In this case, the angular 

displacement of the control trajectory is the pitch motion. These angles can be expressed 

in terms of quaternions which is a convenient mathematical notation to represent spatial 

orientation and rotation in 3D space. Therefore, the Euler angle is converted into the 

quaternions using Euler-quaternion relationship given in (Henderson, 1977). The above 

steps help the controller to handle the delay innovatively that uses low update rate camera 

for the robot vision system. Hence, it can be concluded that the present controller can 

handle the delays favourably for the assembly of flexible beam using robot. 

5.4 Simulation and experimental implementation of second stage controller 

In this section the simulation performance of the proposed PMEB second stage controller, 

and experimental implementation has been presented. The simulation and experiments 

have been carried out on two flexible beams with different lengths.  

5.4.1 Simulation of PMEB second stage controller 

Table 5.1 Parameters of flexible beams 

Properties (Unit) Symbol Beam1 Beam2 Beam3 

Material - Al Al SS 

Length (m) l 1.24 1.53 0.60 

Height (m) h 0.003 0.003 0.001 

Width (m) b 0.025 0.025 0.025 

Density (kg.m-3) ρ 2700 2700 8000 

Moment of inertia (m4) I 5.625x10-11 5.625x10-11 20.83x10-11 

Young modulus (GPa) E 69 69 195 

To test the efficacy of the proposed controller beams made of Aluminium (Al) and 

Stainless Steel (SS) are considered and the parameters are listed in Table 5.1. These 

parameters are used for simulation of flexible beams using FEM based model and 

experimentation. The state space model of the flexible beam obtained using FEM method 

as provided in equation (5.13) is used to predict the maximum error.   



 

 107 

Natural frequencies of the flexible beam with their mode shape vibration are provided 

in Table 5.2. These natural frequency values are obtained using the equation (5.25), 

 𝑑𝑒𝑡[[𝑘]  −  𝜔2[𝑚]] = 0 (5.25) 

Table 5.2 Mode of flexible beam vibration and corresponding natural frequencies 

 Natural frequency 

Mode of vibration Beam1 Beam2 Beam3 

1 1.59 1.04 2.21 

2 9.98 6.55 13.88 

3 27.96 18.36 38.88 

4 54.83 36.02 76.25 

 

 

Figure 5.16 Percentage error against the number of elements of the flexible beam 

The exact frequency of the cantilever beam system is obtained using (𝜔𝑛 =

(𝛽𝑛𝑙)
2√

𝐸𝐼

𝜌𝐴𝑙4
) (Romaszko et al., 2015) where 𝛽1𝑙 = 1.875 corresponding to first mode. 

The percentage error between the first mode frequency obtained from equation (5.25) and 

the exact first mode frequency against the number of elements is shown in Figure 5.16. 

The proposed PMEB second stage controller was simulated to analyse the behaviour of 

the flexible beam. To perform simulation, Python IDLE program is used and the 

parameters available in Table 5.1 are used to imitate the behaviour of beam considered in 

the actual experiments. The Rayleigh damping coefficients discussed in equation (5.9) 
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were determined by comparing the free vibration response of the actual flexible beam with 

free vibration response using simulation. The damping coefficients are found to be a0 = 

0.08 and a1 = 0.0002 for Beam1 and Beam2 whereas a0 = 0.15 and a1 = 0.0003 for Beam3 

which are subsequently used in simulations as well as experiments. 

 

Figure 5.17 Comparison of vibration suppression time against Kp value 

Based on the tuning of the control parameter gain, the controller behaviour can be 

categorized as slow, moderate and aggressive. The control structure of the proposed 

controller is a predictive type where a trajectory is determined depending on maximum 

error and this trajectory cannot be altered during vibration suppression. Thus, the controller 

gain Kp provides the relation between error with the trajectory displacement, based on the 

equation (5.18). This equation provides a limit on the gain value for the problem at hand. 

Therefore the simulated performance of the designed controller is tested by varying the Kp 

values. The simulated suppression time against different values of Kp are presented in 

Figure 5.17. 

It can be observed that the suppression time decreases as the Kp value is increased 

gradually from 0.15 to 0.4. For Kp value greater than 0.4, the velocity profile fails to satisfy 

the constraint on acceleration obtained from LSPB. Some results with various Kp values 

are presented in Appendix B. It is well accepted in robotics community that the 

acceleration for any articulated industrial robot is limited to 5g (Kaneko et al., 2003). 

Therefore, for a valid trapezoidal velocity profile based trajectory, constraints on the 

choice of acceleration during blend must be satisfied for a practical solution. Hence, the 

Kp value is selected as 0.4.  
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Figure 5.18 Simulated response of Beam1 (a) beam tip response with and without 

control, (b) displacement, (c) velocity, and (d) acceleration of the control trajectory at the 

base of the beam. 
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Figure 5.19 Simulated response of Beam2 (a) beam tip deflection with and without 

control, (b) displacement, (c) velocity, and (d) acceleration of the control trajectory at the 

base of the beam. 

The simulation of Beam1 is shown in Figure 5.18. It is assumed that the beam is straight 

and horizontal with zero tip deflection and zero velocity initially. Such vibration in the 
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beam is possible if it is released suddenly from the straight horizontal position. In this case, 

the vibration in beam can be attributed to self weight. The tip response of Beam1 is shown 

with control and without control to compare the time required to suppress vibration. Along 

with these the trajectory profile of displacement, velocity and acceleration given to base 

of Beam1 is displayed. The movement given to the base of the beam is the control input 

trajectory that has to be executed by the robot gripper and these motions take place in the 

vertical plane. It can be observed that the tip vibration of Beam1 is suppressed within 3 s 

as compared to 55 s for without control scenario and the suppression time is reduced by 

94.55%. It can be noticed that the base displacement of Beam1 has a zig-zag profile which 

indicates that the base returns to the desired position with a negligible offset. It is important 

to observe in Figure 5.18 that the controller is kept ‘ON’ for a very small error which 

forces the controller to compute the displacement and velocity of the trajectory even 

though the error is too small to observe. Thus the controller can be kept ‘OFF’ by 

specifying a user defined error limit. Such as in the simulation response of Beam2 is 

presented in the Figure 5.19 with the controller got kept ‘OFF’ after reaching the error 

limit. This error limit can be treated as safe limit. For effective functioning of this control 

system, the system delay value should be as small as possible. 

 

Figure 5.20 The processing time using FEM based model against the no. of elements. 

In order to quantify the delay caused by the FEM based model processing time, against 

number of beam elements are simulated and the results are shown in Figure 5.20. In this 

figure, the time step value is selected as 0.0001 s for the dynamic analysis of the FEM 

model. However, increase in time step value i.e. 0.0002 s, generate high computational 

error with the increase in number of beam elements. In this case computational error of the 

order 0.5% is observed for the single beam element case and consumed 0.67 s to complete 
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the model processing time. Thus, the time step 0.0002 s is chosen for the dynamic analysis 

of robot vision flexible beam system. 

5.4.2 Experimental setup details for implementation  

 

Figure 5.21 Experimental setup with camera, industrial robot, controller, gripper, and 

beam.  

The details of experimental setup are same as in the previous chapter. However, for the 

beams, robot scenario is changed as shown in Figure 5.21, which consists of an industrial 

robot, industrial robot controller, color camera, a flexible metallic beam, a gripper, and a 

computer system.  

5.4.3 Experimental implementation of second stage controller  

To improve visibility of the tip, the sensor is mounted at some reasonable inclination to 

cover the width of the beam. This configuration enables the vision sensor to track the beam 

tip effectively. The inclination of the vision sensor cannot measure the exact dimension of 

the beam, therefore position and orientation of the beam in the 3D space are updated using 

the robot vision system. Therefore, a need for robot camera calibration arises and the 

important steps used are described in section 5.3.1. 
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Figure 5.22 Percentage error in object dimension measurement against angular position 

of an object about (a) z-axis, (b) y-axis and (c) x-axis of WCS 

 

 

Figure 5.23 Percentage error in object dimension measurement against object position 

along the z-axis of WCS 

In the present robot system, the coordinates of RCS in WCS are [1000, 1200, -640] in 

mm, with same orientation. Camera is calibrated with this configuration. The intrinsic and 

extrinsic camera parameter with standard error is presented in Table C.5.1 of Appendix C. 

The mean reprojection error is 0.3845 pixel. A hollow aluminium square tube with length 

396 mm is selected to analyse the accuracy of the proposed robot-vision system for 
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measurement of object dimension in 3D space. The percentage error in measurement of 

the tube, at different angular positions expressed with respect to the x, y, and z-axis of the 

WCS are shown in Figure 5.22. Whereas the percentage error at different positions of the 

tube along the z-axis are shown in Figure 5.23. It can be observed that the maximum error 

percentage in measurement is within the acceptable range, i.e., 3%. The sources of error 

for these measurements can be attributed to errors in the determination of the camera 

matrix and the visible rear corner as well as the edges of the tube which become part of 

the image when the orientation of the object is changed.  

Measurement of vibrations of the object i.e., flexible beam requires some more steps 

along with image processing. In this case, the extreme left point on the object contour is 

considered as the tip of the beam as shown in Figure 5.24 and the right most point of the 

contour is the base of the beam. These contour points of the object are valid if the beam is 

held horizontal. The image coordinates of the extreme left, and right, are converted to the 

WCS. Thus, the tip position in the WCS is compared with the base of the beam to compute 

the deflection.  

To operate the second stage controller, the dimensions of the beam, the material 

properties, and user defined safety limit are necessary. The dimensions (l, b, h) and the 

material properties of the beam i.e., E and ρ are fed to the controller before the assembly 

operation. The overall behaviour of the proposed controller is shown in Figure 5.12. As 

per computed control signal, the robot gripper is moved in the vertical plane during the 

experiments. The excitation at the base of the beam will be impulse type as the trajectory 

chosen has a trapezoidal velocity profile.  

5.4.4 Experimental results with straight motion trajectory 

To validate the efficacy of the proposed controller, experiments are conducted. In the 

experiment, the robot was commanded to perform manipulation tasks at high speed, which 

induced vibration in the beam. In particular, the gripper of the robot moved the base of the 

beam from position ‘A’ to position ‘B’ and returned to ‘A’. This is a PtP excitation 

trajectory. The detail of the trajectories used for these experiments are provided in Table 

5.3 which have different velocities.  

The trajectory for this motion was considered as an excitation trajectory and treated as 

the impulse excitation to the base of the gripper. The response observed during excitation 
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trajectory was forced vibration, but after execution of the trajectory the beam showed free 

vibration response as no force was acting at the base. Therefore, the conditions to excite 

vibration in the beam during simulation and experiments were different. In the present 

experiment, the ABB made robot is capable of moving with predefined velocities, without 

any control over acceleration. Based on the simulation results, the velocity of the control 

input trajectories is observed to be around 200 mm/s. Therefore, the velocity of control 

input trajectories was chosen as 200 mm/s. The high velocity values were not chosen in 

this case because high acceleration would result in a higher mode of vibration in the beam. 

Similarly, the low velocity values were not chosen as it increases the vibration suppression 

time which is undesirable for the experiments.  

Table 5.3 Details of excitation trajectories used in control by straight motion. 

Trajectory Displacement (mm) Velocity (mm/s) 

‘Trajectory1’ 50 300 

‘Trajectory2’ 100 300 

‘Trajectory3’ 50 500 

‘Trajectory4’ 100 500 

5.4.4.1 Results of Beam1 

 

Figure 5.24 Identification of beam from captured image of Beam1 in experimental setup 

The experimental setup for Beam1 is shown in Figure 5.24. Using the robot-vision system 

and image processing approach the Beam1 is detected from the captured image. The red 

circle shown in Figure 5.24, indicates the tip of the beam which is tracked throughout the 

experiment and the tip deflection is measured with respect to the base of the beam. The 
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length of Beam1 is 1280 mm out of which 40 mm of the length is grasped by the robot 

using a two-finger gripper. Therefore, the effective length of Beam1 is 1240 mm.  

 

Figure 5.25 Experimental versus simulation result of the deflected beam 

To compare the performance of the PMEB controller, the vibration responses from 

simulation and the experiments are presented in Figure 5.25. In this case, the free vibration 

response of Beam1 with horizontal position and zero initial velocity is simulated, whereas 

for the experiments Beam1 executed some trajectory to induce vibration. It was observed 

that the simulated response and experimental response are in good agreement. 

 

Figure 5.26 Free response of the Beam1 
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After providing the necessary motion ‘Trajectory1’, the free response of the Beam1 

without any controller actions is presented in Figure 5.26. The initial tip amplitude is 

observed to be 109.5 mm and took more than 53 s to dampen the amplitude of the Beam1 

within 3 mm range. 

 

Figure 5.27 Response of Beam1 after robot arm control actions excited by (a) 

‘Trajectory1’ and (b) ‘Trajectory2.’ 

For the control experiment, the robot is commanded to use ‘Trajectory1’ for 

manipulation before the assembly task, and the first response of Beam1 with control is 

presented in Figure 5.27 (a). With the excitation ‘Trajectory2’, the controller response is 

shown in Figure 5.27 (b) and the video of the controller response is recorded which can be 

seen using the link1. In these figures, the control input trajectory displacement and tip 

 
1 https://youtu.be/ryxYtJxDwBM - (Robot-vision based vibration suppression of Al Beam1) 

https://youtu.be/ryxYtJxDwBM
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deflection of beam are shown to demonstrate the performance of the second stage 

controller. The controller suppresses residual vibration in 3.9 s and the beam vibration is 

within the safe limit ±10 mm. For the assembly tasks, the Beam1 is inserted in a slot of 

size 50 mm × 20 mm. When the maximum tip deflection is suppressed to this limit, the 

controller is deactivated, and the beam is inserted into the slot2. The percentage reduction 

in suppression time with controller action is ~95%, and in the same time period the 

vibration amplitude is reduced by ~96%.  

 

Figure 5.28 Response of Beam1 after robot arm control actions excited by (a) 

‘Trajectory3’ and (b) ‘Trajectory4.’ 

 

 
2 https://youtu.be/-If3Ewkj8v8 – (Assembly of Beam1 into a slot) 

https://youtu.be/-If3Ewkj8v8
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The controller responses with excitation trajectories ‘Trajectory3’ is shown in Figure 

5.28 (a). The increase in velocity of trajectories increases the tip deflection and is found to 

be 169.80 mm compared to the deflection caused by trajectories with reduced velocities. 

However, the controller could complete the suppress the vibration in less than 3 s. The 

increased initial tip deflection results in increased time for free vibration response and 

requires 61 s to dampen the vibration, without control. Whereas the implementation of 

controller reduced the tip deflection by ~97% and suppression time by ~96%. Similarly, 

the ‘Trajectory4’ deflected the beam tip by 159.7 mm and the time required to dampen the 

vibration is 60 s without any control. However, the reduction in tip deflection is achieved 

by more than 97% and suppression time reduced by more than 95%. These experiments 

have been performed multiple times and the average suppression time is observed to be 

4.2 s with a standard deviation of 0.162 s to reduce the vibration amplitude to ~10 mm. 

5.4.4.2 Results of Beam2 

 

Figure 5.29 Identification of beam from captured image of Beam2 in experimental setup 

In this experiment, the flexible beam of 1570 mm length is used of which 40 mm length is 

grasped by the robot gripper as shown in Figure 5.29. Therefore 1530 mm becomes the 

effective length of the Beam2. It can be observed that the camera captured the complete 

length of the long beam with a very small part of the robot gripper being visible in the 

scene. However, the captured image did not impact the controller performance, adversely. 

In this case controller input to the robot, in turn moved the robot arm to suppress the 
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vibration of the beam. The robot arm motion in essence caused movement of end-effector 

in straight line trajectory. 

 

Figure 5.30 Response of Beam2 after robot arm control actions excited by ‘Trajectory1.’ 

 

Figure 5.31 Response of Beam2 without control and with robot arm control actions 

excited by ‘Trajectory2.’ 

The beam is manipulated with the use of ‘Trajectory1’, and the initial tip deflection is 

observed 92 mm. The response of Beam2 is presented in Figure 5.30. The controller 

suppressed the vibration in 4 s. With the excitation input as ‘Trajectory2’, the 

corresponding response of the beam is shown in Figure 5.313 with and without controller 

implemented. The initial tip deflection is observed as 124.4 mm and the vibration 

 
3 https://youtu.be/AE9IP7RSo4M - (Robot-vision based vibration suppression of Beam2) 

https://youtu.be/AE9IP7RSo4M
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amplitude of the tip is suppressed in ~55 s without application of control strategy. The 

proposed controller suppressed the tip vibration within 3.7 s so that the beam deflection is 

within ±10 mm of the safe limit. It can be observed that the proposed control strategy 

drastically reduced the tip deflection and suppression time to bring the beam within the 

safe limit.  

 

Figure 5.32 Response of Beam2 after robot arm control actions excited by (a) 

‘Trajectory3’ and (b) ‘Trajectory4.’ 

The controller response with excitation ‘Trajectory3’ is shown in Figure 5.32 (a). The 

high speed of ‘Trajectory3’ deflected the beam tip by 131.33 mm. The proposed controller 

suppressed vibration in 3 s. The ‘Trajectory4’ deflected the beam to 149.87 mm that also 

increases the suppression time with and without control. Without controller it took 57 s 

and with controller 4s for suppression. Though there is an offset in the tip deflection 
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response, it remains in the safe limit. This offset may occur due to error in the 

measurement. In experiments of Beam 2, the minimum and maximum vibration 

suppression time are 3.7 s and 4.7s respectively. The maximum and maximum reduction 

in vibration amplitude is of the order 93% and 95% and reduction in suppression time is 

of the order 92% and 94%. 

5.4.4.3 Results of Beam3 

 

Figure 5.33 Experimental setup of Beam3 

 

Figure 5.34 Free response of the Beam3 
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The experimental setup is shown in Figure 5.33, displaying the beam in the gripper, the 

camera, robot, and its internal controller. The parameters of the beam used in the 

experiment are presented in Table 5.1. The free response is presented in Figure 5.34, which 

is excited by the ‘Trajectory1’. The vibration of the flexible beam is suppressed without 

any control in 34 s due to its own structural damping. 

 

Figure 5.35 Responses of Beam3 after robot arm control actions excited by (a) 

‘Trajectory1’ and (b) ‘Trajectory2.’ 

The controller responses of the Beam3 with ‘Trajectory1’ and ‘Trajectory2 are 

presented in Figure 5.35. In this case, both beams deflected with an initial maximum 

amplitude of 96 mm. The effect of different displacement with same velocity did not create 

much difference in the performances. The Beam3 used here has a high natural frequency 
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of 2.21 Hz compared to Beam1 and Beam2. However, its high frequency behavior does 

not affect the controller performance. The vibration is suppressed in 2 s with the proposed 

control strategy within the safe limit.  

 

Figure 5.36 Response of Beam3 after robot arm control actions excited by (a) 

‘Trajectory3’ and (b) ‘Trajectory4.’ 

The controller responses with excitation ‘Trajectory3’ and ‘Trajectory4’ are presented 

in Figure 5.36. The proposed controller was successful in suppressing the vibrations in all 

the experiments. The experiments were repeated three times and summary of these results 

are provided in Table 5.4. The range of suppression time in repeated experiments results 

of all trajectories using straight line motion is shown in Figure 5.37.  
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Figure 5.37 The range of suppression time in repeated experiments results of all 

trajectories using straight line motion. 

Table 5.4 Summary of repeated experimental results of PMEB controller for straight line 

motion. 

Object Trajectory 

Vibration 

suppression time (s) Average 

suppression 

time (s) 

Range of 

suppression 

time  

(s) 

Reduction in 

average 

suppression  

time (%) Ex. 1 Ex. 2 Ex. 3 

Beam1 

1 2.90 2.99 3.25 3.05 0.35 94.25 

2 3.90 4.46 4.87 4.41 0.97 91.68 

3 2.83 2.89 3.10 2.94 0.27 95.18 

4 4.45 4.57 4.89 4.64 0.44 92.27 

Beam2 

1 4.20 4.47 4.56 4.41 0.36 91.68 

2 3.70 3.84 4.06 3.87 0.36 92.97 

3 4.38 4.63 4.97 4.66 0.59 91.53 

4 4.70 4.90 5.20 4.93 0.50 91.35 

Beam3 

1 1.57 1.80 1.82 1.73 0.25 94.91 

2 1.77 2.00 2.10 1.96 0.33 94.25 

3 2.00 2.20 2.30 2.17 0.30 94.30 

4 1.82 1.88 2.01 1.90 0.19 95.24 

It has been observed that Beam1 and Beam2 exhibit a higher range for suppression times 

in comparison to Beam3. This disparity arises from the inherent characteristics of these 

beams. Specifically, the aluminum beams (Beam1 and Beam2) are lengthier and more 

susceptible to instability when contrasted with the stainless steel (SS) beam. It is worth 

noting that in some instances, the motion of robot may create a second mode of vibration 

in the beams, potentially leading to inaccuracies in tip deflection measurements. 
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The summary of the experimental results is specified in Table 5.5. In this table the 

suppression time with control and without control, as well as percentage reduction in 

suppression time and amplitude are provided. The best result is taken to demonstrate the 

performance of the proposed method. It can be summarized that the proposed controller 

has effectively suppressed the vibrations in flexible beams of different dimensions that 

used different trajectories for manipulation. The percentages reduction in amplitude varies 

between 92 to 98% and percentage reduction in suppression time vary between 91 to 93%. 

Table 5.5 Summary of experimental results of PMEB controller for straight line motion. 

Beam Trajectory  Initial 

deflection 

(mm) 

Suppression 

time without 

control (s) 

Suppression 

time with 

control (s) 

Vibration 

suppression 

(%) 

Reduction in 

suppression 

time (%) 

Beam1 

1 109.50 53 2.90 92.00 94.53 

2 109.80 53 3.90 96.45 92.64 

3 169.80 61 2.83 97.00 95.36 

4 159.70 60 4.45 97.22 92.58 

Beam2 

1 92.00 53 4.20 92.85 92.08 

2 124.80 55 3.70 94.80 93.27 

3 127.00 55 4.38 94.82 92.04 

4 140.10 57 4.70 92.85 91.75 

Beam3 

1 96.22 34 1.57 97.72 95.38 

2 96.36 34 1.77 93.18 94.79 

3 111.70 38 2.00 98.00 94.74 

4 136.40 40 1.82 93.57 95.45 

5.4.4.4 Experimental result with manual disturbance 

The robustness of the proposed controller is tested for large amplitude and manual 

disturbance after vibration suppression. The response of the tip of Beam1 with 

‘Trajectory2’ is presented in Figure 5.38. Here the initial tip deflection is 159.7 mm, and 

the vibration is suppressed within 5 s. Post vibration suppression of Beam1, the beam is 

manually disturbed twice in succession, to induce disturbance for performance evaluation 

of the controller. The response shown in Figure 5.38 justifies and validates the robust 

performance of the controller in presence of disturbance. 
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Figure 5.38 Response of Beam1 with ‘Trajectory2’and manual disturbance after 

vibration suppression  

5.4.5 Experimental results with wrist motion trajectory 

In the experiment, the excitation trajectory nature is same as in the earlier experiments. 

The detail of the trajectories is presented in Table 5.6. The excitation trajectories used in 

the earlier experiments do not affect the deflection of beam tip. Thus, in present 

experiments the displacement remains constant while velocities are changed from 200 

mm/s to 500 mm/s. 

Table 5.6 Details of excitation trajectories used in control by wrist motion. 

Trajectory Displacement (mm) Velocity (mm/s) 

‘Trajectory1’ 150 200 

‘Trajectory2’ 150 300 

‘Trajectory3’ 150 400 

‘Trajectory4’ 150 500 

In these experiments the wrist motion trajectories are used to suppress the vibration of 

beams. The anti-motion provided to the robot wrist changed the orientation of the beam 

held by the end-effector. The angular motion available in wrist require to apply the torque 

at the base of the beams in place of force. The experiments are performed on the same 

three beams discussed in Section 5.4.4. The performance of these beams is recorded in 
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video format and for the respective links, the results are presented in the figures shown 

below.  

5.4.5.1 Results of Beam1 

 

Figure 5.39 Response of Beam1 with robot wrist control actions excited by (a) 

‘Trajectory1’ and (b) ‘Trajectory2.’ 

The experimental setup is the same as in the earlier experiments. The beam is moved with 

excitation ‘Trajectory1’ and the results in shown in Figure 5.39 (a). The excitation 

‘Trajectory2’ is executed and the response of Beam1 is presented in Figure 5.39 (b)4. The 

 
4 https://youtu.be/vwzEObdJRo0 (Robot-vision based vibration suppression using wrist motion of Beam2) 

https://youtu.be/vwzEObdJRo0
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initial amplitude of tip deflection is 129.24 mm, which is suppressed within 4.35 s to bring 

within ±10 mm safe limit.  

 

 

Figure 5.40 Response of Beam1 with robot wrist control actions excited by (a) 

‘Trajectory3’ and (b) ‘Trajectory4.’ 

The controller responses with excitation ‘Trajectory3’ and ‘Trajectory4’ are shown in 

Figure 5.40. The increase in velocity of ‘Trajectory3’ and ‘Trajectory4’ increased the tip 

deflection up to 152.9 mm and 191.43 mm respectively. The increase in initial deflection 

resulted in increased time of free response from 58 s to 61 s. This vibration amplitude is 

suppressed to ~ 96 % in 4.58 s and took 4.8 s to bring the amplitude within the safe limit 
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and reduced suppression time by ~ 96 %. It can be observed that in all the experimental 

results the proposed controller effectively suppressed vibration in less than 5s and 

vibration amplitude is within the safe limit.   

5.4.5.2 Results of Beam2 

 

Figure 5.41 Response of Beam2 with robot wrist control actions excited by (a) 

‘Trajectory1’ and (b) ‘Trajectory2.’ 

In the experiment, the robot is commanded with the excitation ‘Trajectory1’ for the 

assembly operation. This kind of trajectory induces vibration in the beam which needs to 

be suppressed in less time. The response of Beam2 with control signal is presented in 
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Figure 5.41 (a)5, where it shows the control trajectory as angular displacement and 

corresponding response of the tip. The maximum tip deflection is 195.1 mm, and the 

controller suppresses the vibration in 2.22 s to bring the amplitude within the safe limit of 

±10 mm. The response with excitation ‘Trajectory2’ is presented in Figure 5.41 (b). The 

beam is deflected by 243.40 mm and suppressed within 2 s.  

 

Figure 5.42 Response of Beam2 with robot wrist control actions excited by ‘Trajectory3’ 

and ‘Trajectory4.’ 

The controller responses with excitation trajectories ‘Trajectory3’ and ‘Trajectory4’ are 

shown in Figure 5.42. The experiments are performed multiple times with other 

 
5 https://youtu.be/jQUo5jnYGCM (Robot-vision based vibration suppression using wrist motion of Beam1) 

https://youtu.be/jQUo5jnYGCM
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trajectories and the average suppression time is observed to be 2.68 s to bring the amplitude 

within the safe limit. The controller reduced the suppression time up to 97.37 %.  

5.4.5.3 Results of Beam3 

 

Figure 5.43 Response of Beam3 with robot wrist control actions excited by (a) 

‘Trajectory1’ and (b) ‘Trajectory2.’ 

The response of the Beam3 with excitation ‘Trajectory1’ is presented in Figure 5.43 (a). 

In this case, the beam vibrated with an initial maximum deflection of 60 mm and the 

vibration is suppressed in 3 s with the proposed control strategy whereas took 34 s to be 

within the safe limit for without control scenario. Figure 5.43 (b) presents the controller 

response excited by ‘Trajectory2’. 



 

 133 

 

Figure 5.44 Response of Beam3 with robot wrist control actions excited by (a) 

‘Trajectory3’ and (b) ‘Trajectory4.’ 

The controller responses with excitation trajectories ‘Trajectory3’ and ‘Trajectory4’ are 

show in Figure 5.44 (a) and (b)6 respectively. The initial trajectory displacement is found 

to be 105.3 mm (Figure 5.44 (b)) which is higher compared to the deflection produced by 

‘Trajectory1’. Thus, the time taken to suppress the vibration is 4.4 s. The experiments were 

replicated thrice, and a concise summary of the repeated experimental outcomes is detailed 

in Table 5.7. The range of suppression time across all trajectories is graphically depicted 

in Figure 5.45.  

 
6 https://youtu.be/Z2w3X0Yfx5Q (Robot-vision based vibration suppression using wrist motion of Beam3) 

https://youtu.be/Z2w3X0Yfx5Q
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Figure 5.45 The range of suppression time in repeated experiments results of all 

trajectories using wrist motion. 

Table 5.7 Summary of repeated experimental results of PMEB controller by wrist 

motion. 

Object Trajectory 

Vibration 

suppression time (s) Average 

suppression  

time (s) 

Range of 

suppression 

time  

(s) 

Reduction in 

average 

suppression  

time (%) Ex. 1 Ex. 2 Ex. 3 

Beam1 

1 3.41 3.60 3.80 3.60 0.39 91.99 

2 4.35 4.70 4.95 4.67 0.60 91.52 

3 4.58 5.01 5.37 4.99 0.79 91.40 

4 4.80 4.95 5.16 4.97 0.36 91.85 

Beam2 

1 2.22 2.30 2.45 2.32 0.23 96.43 

2 1.84 2.00 2.05 1.96 0.21 97.20 

3 3.39 3.57 3.91 3.62 0.52 94.82 

4 2.63 2.81 2.87 2.77 0.24 96.10 

Beam3 

1 3.00 3.21 3.27 3.16 0.27 90.71 

2 3.03 3.22 3.58 3.28 0.55 90.64 

3 4.32 4.51 4.79 4.54 0.47 88.05 

4 4.40 4.53 4.62 4.52 0.22 88.71 

It can be observed that the range of suppression time for the wrist motion trajectories is 

small. In some case ranges are high and may be attributed to error in prediction or error in 

timing the control trajectory through delays. The summary of the results in shown in Table 

5.8. In this table, the suppression time of the beams with control and without control, to 

bring within the safe limit for the slot and percentage reduction are provided. In every 

experiment, the safe limit is chosen as ±10 mm. 
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Table 5.8 Summary of experimental results of PMEB controller by wrist motion 

Beam Trajectory Initial 

deflection 

(mm) 

Suppression 

time without 

control (s) 

Suppression 

time with 

control (s) 

Vibration 

suppression 

(%) 

Reduction in 

suppression 

time (%) 

Beam1 

1 49.46 45 3.41 79.78 92.42 

2 129.24 55 4.35 92.26 92.09 

3 152.90 58 4.58 93.46 92.10 

4 191.43 61 4.80 94.30 92.13 

Beam2 

1 195.10 65 2.22 94.87 96.58 

2 243.40 70 1.84 95.89 97.37 

3 240.30 70 3.39 95.84 95.16 

4 254.10 71 2.63 96.06 96.30 

Beam3 

1 60.09 34 3.00 94.16 91.18 

2 65.57 35 3.03 95.42 91.34 

3 89.50 38 4.32 95.86 88.63 

4 105.30 40 4.4 96.47 89.00 

5.4.6 Comparison of the controller performance and discussions 

The important differences between the proposed PMEB controller and the conventional 

PID controller are the computational method to predict the maximum error using robot 

vision and the approach proposed to handle different types of delays present in the system. 

In most industrial robots, the delays are included while implementing the control strategy 

in the internal controller. However, for the proposed high-level controller, both robot 

internal controller and second stage controller must work coherently so that the control 

input would suppress vibration effectively. Thus, implementation of only PID control 

scheme in high level controller for vibration suppression will not be effective. Secondly, 

while executing the robot control action, the second stage controller is put on hold for a 

short period of time until the control action is completed. In such a case, the delay becomes 

critical and must be handled carefully.  

Above statements are justified through evaluation of vibration suppression performance 

of an error based discrete PID type controller with PMEB controller. In this case, the 

discrete PD controller is implemented for different gain values using trial and error method 

to obtain minimum time to suppress the vibration in flexible beam. The above problem 

being a vibration suppression problem, position control is not essential. Thus, integral 

controller is not included in the conventional PID controller. In this PD controller, neither 
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the method to predict maximum error nor various delays during implementation are 

included. Additionally, the conventional controller is error based therefore the prediction 

of maximum error using FEM model becomes redundant. The controller response of 

Beam1 and Beam2 are presented in Figure 5.46 (a) and (b), using a discrete PD controller 

with proportional and derivative gains 0.1 and 0.01 respectively. The experiments are 

repeated thrice using these gain parameters, and the average suppression time of the 

controller for the Beam1 and Beam2 are 8.1 s and 13 s respectively where the safe limits 

are ±10 mm. The discrete PD controller requires almost 200% time compared to the 

proposed PMEB controller.  

 

Figure 5.46 Vibration suppression response of (a) Beam1 and (b) Beam2 with PD 

controller 
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It is important to mention that the gains of PD controller need to be optimized based on 

changes in beam parameters as these cause change in dynamical behavior.  

The factors that may affect the results of the experiments are inaccuracies in 

computation of Rayleigh damping coefficients (a0, a1), inaccurate model parameters and 

initial conditions (tip deflection and velocity). The robot-vision system used for the 

experimentation is a low-cost 30 fps webcam, however due to the delays in vision systems 

and delays in image processing, the performance of the webcam is reduced to 18 fps in 

real-time. Frequency aliasing is a common limitation for sensors with low update rate, 

especially in vibration control problems. Therefore, the current robot-vision can be applied 

to a flexible beam system with the first mode of vibration frequency up to 9 Hz. Both the 

beams have low natural frequencies i.e., 1.6 Hz and 1.05 Hz respectively at first mode. 

Therefore, vision sensors with a higher frame rate are necessary for higher frequency 

vibration systems. 

To compare and prove the improved performance of the proposed controller with work 

present in literature is taken. The most recent work, which is similar to the present work, 

was carried out by (Kapsalas et al., 2018). They achieved a reduction in vibration by 97% 

in 3.1 s, where the performance parameter was the acceleration response of the tip of the 

beam with control to without control. This approach is useful for vibration suppression but 

exact suppression of vibration amplitude in the range of millimeters is not discussed here. 

Furthermore, in the case of lightweight objects, the force/torque sensor may provide noisy 

feedback which is a major limitation for the implementation of such tasks. Similarly, 

another vision based vibration suppression of a deformable linear object (DLO) was 

presented by (Huang et al., 2014). Where the developed PID controller reduced the 

vibration amplitude by 96% and the suppression time by 75% of DLO, grasped by a two 

degree of freedom robot. The controller performance is good; however, implementation of 

this method requires modification to the internal controller of the robot which in turn 

increases the cost. The type of control trajectories was straight in line motion, whereas the 

angular motion for vibration suppression were not used earlier. 

It can be observed that the reduction in vibration amplitude is ~97% in an average time 

of 4.2 s for the current work. In this case, the suppression time is greater as the dimensions 

of the beams are different from the dimensions used in the literature. The present work 

demonstrates an explicit reduction in vibration amplitude using camera sensor as 
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compared to implicit acceleration reduction in literature where force sensor was used. 

Moreover, the proposed robot vision based method determines the tip position of the 

flexible beam and the dimension of beam required for assembly tasks. In addition, the 

proposed camera calibration method can be reused to obtain the extrinsic parameters if the 

position of the camera is changed to an unknown position or disturbed. The comparative 

results are presented in Table 5.9 to highlight the contributions of the proposed research. 

Table 5.9 Comparison of performance of the proposed method with other methods 

References Method Amplitude 

suppression 

(%) 

Suppression 

time 

reduction 

(%) 

(Yue and 

Henrich, 2006) 

DLO vibration reduction using 

Fuzzy controller with force/torque 

sensor 

97% 92% 

(Huang et al., 

2014) 

DLO vibration reduction using PID 

with vision sensor 

96% 75% 

(Kapsalas et al., 

2018) 

Al beam vibration reduction using I-

type controller with force/torque 

sensor 

97% 83.09% 

Proposed work Robot-vision based PMEB 

controller 

97% 92.56% 

The limitations of the present work are use of the first mode of beam vibration for 

vibration suppression and natural frequency greater than 9 Hz require high speed camera. 

The robot-vision system is capable of measuring the in-plane vibration of beam and out of 

plane vibration cannot be detected by the present robot vision system. 

5.5 Conclusion 

Robotic assembly of a flexible beam in slot is a challenging task where the vibration in 

flexible beam due to PtP motion of the robot induces vibration. In this chapter, robot-vision 

based second stage controller to suppress the vibration of the flexible beam is proposed. 

In which a robot-assisted camera calibration method, robot-vision method with a virtual 

marker to identify the object in workspace, and PMEB second-stage controller are 

proposed. For feedback, a commercially available 2D camera is utilized to measure the 
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vibrations of the beam in the 3D task space. The flexible beam is modelled using the FEM 

and its dimensional parameters are updated in FEM with the help of the robot-vision 

system in real-time to predict the maximum deflection. The proposed controller used the 

straight motion trajectories and wrist motion trajectories to suppress the vibration. The 

important findings from the experiments are the vibration amplitude is suppressed to ~97% 

in an average of 4.2 s and the suppression time is reduced by an average of ~93% in 

comparison with control to without control scenarios using straight motion trajectories. 

Using the angular control trajectories, the controller is capable of suppressing the vibration 

amplitude by ~96% in 2 s and reduce the suppression time by ~97% as compared with 

control to without control scenario. The above said controller performance is also 

compared with a classical error based discrete PD controller and the vibration suppression 

methods available in literature. The FEM model used in the proposed controller requires a 

change in input values with the change in handled object. In addition, the FEM requires 

increased computational time to make accurate prediction of the vibration amplitude. 

Therefore, an approach should be proposed so that the vision-based controller will not 

require such a computational model. For which, a system identification-based controller is 

needed so that the controller will be independent of object parameters.  
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CHAPTER 6  
SYSTEM IDENTIFICATION METHOD FOR 

ROBUST ACTIVE VIBRATION SUPPRESSION OF 

FLEXIBLE BEAMS 

In chapter 5, a FEM based model of flexible beam is used to predict the error in tip 

deflection of flexible beam. The flexible beam model was assumed as a cantilever beam 

with moving base. The boundary conditions in FEM based model changes with the change 

of beam setup that does not make it a general method to apply for the proposed strategy. 

The computation involved in FEM model increase load on the PC and increase in delay, 

which is not desirable. Additionally, the accuracy of prediction is based on accuracy of the 

assumed model and its parameters value. It is difficult to measure all the parameters values 

using the proposed robot vision method. Some of the parameters such as Rayleigh damping 

coefficient and modulus of elasticity cannot be determined using obtained dimensions 

from robot vision. Therefore, the method cannot be directly used in the assembly task 

without prior knowledge of material properties. However, if the robot is working with 

known and same material properties of all the flexible objects, the proposed strategies can 

be applied to the robot system. In most robot assembly operations, the material properties 

vary and time consuming to obtain the exact values, therefore a system identification 

method can be used to predict the response of the flexible object.  

In this chapter, a data-based approach is used for system identification of the flexible 

object. System identification method eliminates pre-requirement of all the parameters and 

optimizes assumed model of the response of flexible object that is obtained using the robot 

vision method. The system identification process takes places online while the robot is 

manipulating the flexible object in the assembly operation. 
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Figure 6.1 Flowchart of the robot vision method based system identification and 

vibration suppression. 
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The flowchart of the proposed approach is presented in Figure 6.1. A flexible beam held 

by the gripper of a robot is commanded through the teach pendant to insert into a slot. This 

task is performed by the robot internal controller, which controls the movement of 

industrial robots. However due to high-speed manipulation, the flexible beam vibrates 

after executing such motion commands. This vibration in the flexible beam consumes a 

good amount of productive time to become motionless before actual assembly. Whereas 

the actual purpose of this command is to place the motionless flexible beam, right in front 

of the slot for an assembly. Therefore, the robot vision-based feedback system, discussed 

in chapter 5, is used to determine the dimensions of the flexible beam held by the robot 

gripper and its tip deflection at that instant. If the maximum tip deflection is higher than 

the specified safety limit, then the information related to the real time tip deflection is 

stored in PC connected to the robot vision system for system identification. As the robot 

remains static while the tip deflection is recorded, the same is considered as free response 

of the flexible beam. The free response data is used for system identification and the 

parameters of vibration response of the flexible beam are optimized using a nonlinear 

optimization method. The optimized model is used in the proposed controller to send 

control signals to the robot internal controller for vibration suppression of the flexible 

beam. The controller communicates with the robot internal controller through socket 

programming developed in Python IDLE and sends commands to it for execution of the 

control action by the robot. The PMEB controller is used to suppress vibration using both 

straight and wrist motion at the end-effector of the robot. The performance of the controller 

is analyzed based on the natural frequency of the beam that helps the robot to select the 

type of control trajectory for better control. These inputs will reduce the vibration of the 

flexible beam and attempts to bring the vibration amplitude within the safe limit required 

for assembly operation. The optimization steps are discussed in the next section. 

6.1 Data-based system parameter identification 

In the present system, the optimized vibration response model of the robot beam system 

can be used to compute predicted tip deflection. For computation of error, tip deflection 

of the beam in static position is compared with the current tip deflection. If the error is 

computed based on the maximum predicted tip deflection, then the computed value is 

considered as maximum predicted error. Although the use of a dynamic model to predict 

error yields a positive result and works best when the physical and dynamic parameters of 

the beam are known, however the industrial set up throws challenges with regard to 



 

 143 

unknown beam dimensions and material properties. Therefore, it would be advantageous 

if the data driven system identification based model is used to predict the vibrational 

behavior of the flexible beam. 

The PMEB controller suppresses tip vibration of the flexible beam, caused by 

manipulation of the robot. The vision sensor provides feedback on the deflection of the 

beam and whether the values are within the user-specified safe limit. If it exceeds the safe 

limit, the feedback system records free response of the beam tip while end-effector of the 

robot is motionless. This free response data is used to determine the relationship between 

the deflection of the beam tip with respect to time. For the current problem, the first mode 

of free vibration of the beam is considered where the system response can be modelled as 

a response of damper-spring-mass system. In this case the spring is assumed to have linear 

behavior with constant stiffness. As a result, equation (6.1) can be used to express the first 

mode of damped vibration. 

 𝑥 = 𝑋𝑒𝑥𝑝−𝜁𝜔𝑛𝑡 cos(𝜔𝑑𝑡 − 𝛼) (6.1) 

Where 𝑥 - amplitude of the vibration, 𝑋 - maximum amplitude, 𝜁 - coefficient of 

damping, 𝜔𝑛 - natural frequency, 𝜔𝑑 - damped frequency, 𝑡 – time and 𝛼 - the phase angle. 

The stored data is fitted with equation (6.1) and the parameters are optimized using the 

generalized reduced gradient (GRG) algorithm (Lasdon et al., 1978) available in nonlinear 

solver of Microsoft Office Excel. 

6.2 Design of data-driven model based PMEB controller 

 

Figure 6.2 Design of data-driven model-based PMEB controller 

The PMEB controller is used for the vibration suppression of flexible beams, as discussed 

in the previous chapter. It uses this relationship, as given in equation (6.1), to predict the 

maximum error once the above parameters are known for a robot-beam system. The block 

diagram of the proposed controller is shown in Figure 6.2. The FEM model is replaced by 
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the data driven model for predicting the maximum error. The overall strategy is the same 

as given in chapter 5.  

Because the equation (6.1) does not include the tip velocity, prediction of the maximum 

error is only possible if the maximum tip deflection is available. In the current system, the 

phase angle cannot be detected. As a result, the extreme tip deflection is used to predict 

the next maximum tip deflection. This process of taking maximum amplitude is 

advantageous for cameras with a low frame rate and hence reduces the cost of controller. 

In addition, the high-speed tip vibration creates a motion blur effect, which will cause 

increased measurement error. In contrast, near the extreme position of the beam, the speed 

is less or zero at the maximum position, and the object appears stationary. As a result, the 

accuracy in determining the tip deflection is high at extreme positions. 

The controller continuously monitors the error and detects the maximum deflection of 

the tip. The detected maximum amplitude is fed into equation (6.1), which determines the 

next maximum deflection. Taking the maximum predicted error, the controller determines 

the control trajectory that can be executed once. The control trajectory is executed after 

taking into account of various system delays.  

The control trajectory is executed after taking into account various delays present in the 

system. The delays related to the current system are specified in equation (4.9). In chapter 

5, the FEM model is used for the prediction of maximum deflection of the flexible beam 

tip. The computational time for this model was approximately 0.67 s. However, the model 

chosen through system identification will have reduced computation load compared to the 

FEM model.  

The next section describes the assessment of the system identification method. 

6.3 Assessment of data-based model optimization 

As discussed above, the free vibration response data of the beam tip is used to optimize 

the model. The full free response provides the best fit to the model. Figure 6.3 (a) shows 

the experimental data obtained by the robot vision for the entire period of free response. 

The same data is used to optimize the model presented in equation (6.1)using the GRG 

nonlinear method. Figure 6.3 (b) presents the predicted response obtained using the 

optimized model.  However, optimizing the model using the vibration response data of 
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full-time span consumes much time which temporarily halts the operation and is 

undesirable.  It would be beneficial if the time span of the vibration response is reduced 

within an acceptable error. This can be accomplished by optimizing the assumed model 

using the free response of the beam tip of different time spans.  

 

Figure 6.3 Free response of the tip of the beam (a) experimental response and (b) 

predicted response 

Table 6.1 Model optimization analysis of Beam1 

Time span (s) 𝜻 Frequency (Hz) SSE (mm) Error in frequency 

0-50 0.01 1.525 35116 0 

0-30 0.01 1.524 35141 -0.001 

0-20 0.01 1.525 35233 -0.000 

0-10 0.01 1.525 35771 -0.000 

0-5 0.01 1.528 44425 0.003 

0-3 0.01 1.526 44503 0.001 

0-2 0.01 1.527 45694 0.002 

0-1 0.00 1.528 16830784 0.003 
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Table 6.2 Model optimization analysis of Beam2 

Time span (s) 𝜻 Frequency (Hz) SSE (mm) Error in frequency 

0-80 0.01 1.0458 8438 0 

0-40 0.01 1.0456 8552 -0.0002 

0-20 0.01 1.0453 9043 -0.0005 

0-10 0.01 1.0450 10136 -0.0008 

0-5 0.01 1.0450 10809 -0.0008 

0-3 0.01 1.0454 8857 -0.0004 

0-2 0.01 1.0454 33774 -0.0004 

0-1 0.00 1.0293 2302992 -0.165 

 

Table 6.3 Model optimization analysis of Beam3 

Time span (s) 𝜻 Frequency (Hz) SSE (mm) Error in frequency 

0-45 0.01 2.092 29817 0.000 

0-30 0.01 2.092 29819 0.000 

0-20 0.01 2.091 30088 -0.001 

0-10 0.01 2.085 35979 -0.006 

0-5 0.01 2.078 51831 -0.013 

0-3 0.01 2.075 60963 -0.016 

0-2 0.01 2.092 29817 0.000 

0-1 0.00 2.095 47161 0.003 

The Table 6.1, Table 6.2, and Table 6.3 show the analysis of the model parameter and 

its performance while taking different time span data of the free response of Beam1, 

Beam2 and Beam3. It includes damping coefficient ‘ζ’, natural frequency ‘f’, sum of 

squared errors (SSE) and error in frequency. The SSE is the squared sum of errors in the 

measured and predicted response. Error in the frequency is obtained by finding the 

difference between the natural frequency of the beam and the frequency available in the 

optimized model. Tables 6.1 to 6.3 provide the results of the optimization process 

conducted for different time span of the free vibration response. The GRG solver used the 

full time span for the free response which provides the best result. This result is compared 

with the result of shorter responses up to 1s. The obtained result shows that there is no 

significant deviation in SSE till the span of 3s. However, there is sudden increase observed 

for the shorter time span of 2s and 1s. Thus, based on the obtained model parameters, it 

can be concluded that approximately 3s of data of beam tip free vibration is sufficient to 

obtain the model parameter within acceptable error limit. 
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Table 6.4 Trial solution for GRG optimization. 

Trial Maximum 

amplitude  

(X – mm) 

Coefficient of 

damping (𝜻) 
Natural 

frequency –  

(𝒇 - Hz) 

Phase angle 

(𝜶 - rad) 

1 116 0.1 0.159 0 

2 50 0.5 0.318 1 

3 10 0.8 0.477 0.5 

4 10 0.9 0.637 -0.5 

5 150 0.3 0.796 0.01 

 

Table 6.5 Optimization results using the trial solution. 

Trial 

No. 

Maximum 

amplitude  

(X – mm) 

Coefficient of 

damping (𝜻) 
Natural 

frequency 

(𝒇 - Hz) 

Phase angle 

(𝜶 - rad) 

Sum of squared 

error 

(SSE – mm) 

1 128.48 0.01 1.045 -0.51 8438.03 

2 128.48 0.01 1.045 -0.51 8438.03 

3 128.48 0.01 1.045 -0.51 8438.03 

4 128.48 0.01 1.045 -0.51 8438.03 

5 128.49 0.01 1.045 -0.51 8438.03 

The optimization of model is carried out using the GRG nonlinear method by applying 

random initial trial solution to it. The trial solutions are shown in the Table 6.4 and the 

optimization result is presented in Table 6.5. It can be observed that the convergence takes 

place with global optimum solution as solver reaches the same solution with different 

initial trial solutions. 

Table 6.6 Modal parameters of the beams after optimization 

Beams 𝜻 Frequency (Hz) 

Beam1 0.01 2.092 

Beam2 0.01 1.525 

Beam3 0.01 1.045 

The model parameters obtained for all the beams after optimization are presented in 

Table 6.6. The assembly experiments are carried out using vision systems using the above 

parameters. The experimental implementation and results are presented in the next 

subsections. 

6.4 Experimental implementation  

The experimental setup is same as in the previous chapter 5. The same three beams are 

used, and the description is given in Table 5.1. The PMEB controller used the data-driven 

model for the prediction of maximum error. It reduced the 𝑡𝑚𝑐 drastically from 0.67 s to 

0.005 s and leads to an overall reduction in 𝑡𝑠𝑑. The reduction in overall system delay 
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lowers the possibility of skipping the upcoming maximum error in vibration suppression 

of flexible beams with high frequency. This results in the overall performance 

improvement of the proposed controller. 

6.5 Experimental results 

 

Figure 6.4 The Beam3 tip free and controller response 

The working of the proposed method can be demonstrated with a response as shown in 

Figure 6.4. It is a response of Beam3 that depicts displacement of the straight trajectory 

and corresponding tip response to the control signal. The initial free response is used for 

system identification and after obtaining the model the controller activated and suppresses 

vibration. For all experiments, the velocity of the control trajectory is fixed at 200 mm/s. 

The maximum tip deflection is 81.03 mm, and the straight motion trajectory is used for 

vibration suppression. The controller suppresses the vibration in less than 2 s in the safe 

limit of 10 mm. The controller is turned OFF when the deflection reaches the user-defined 

safe limit. The other experiments using the straight and wrist trajectories are presented in 

the next section. 

6.5.1 Experimental results with arm motion trajectories 

The experiments conducted using the arm motion trajectories provides motion the end-

effector of the robot in a straight line. The details of excitation trajectories that is used in 

these experiments are provided in Table 6.7. These excitation trajectory causes vibration 

in the beam with different maximum deflection, which must be suppressed in a short time.  
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Table 6.7 Details of excitation trajectories used in control by straight trajectory. 

Trajectory Displacement (mm) Velocity (mm/s) 

‘Trajectory1’ 50 200 

‘Trajectory2’ 100 200 

‘Trajectory3’ 50 400 

‘Trajectory4’ 100 400 

6.5.1.1 Results of Beam1 

 

Figure 6.5 Controller response of Beam1 with arm motion and excited by (a) 

‘Trajectory1’ and (b) ‘Trajectory2’ 

The experimental results of Beam1 with excitation ‘Trajectory1’ and ‘Trajectory2’ are 

presented in Figure 6.5. The ‘Trajectory1’ did not deflect the beam tip significantly may 
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be due to low speed. However, ‘Trajectory2’ deflected the beam tip by 91.98 mm which 

takes 50 s to reduce tip deflection without any control. With control it took 5.39 s to 

suppress the vibration and reduced the vibration suppression time by 90%. The safe limit 

is 10mm that is adopted for all the experiments.  

 

Figure 6.6 Controller response of Beam1 with arm motion and excited by (a) 

‘Trajectory3’and ‘Trajectory4’ 

The results with excitation ‘Trajectory3’ and ‘Trajectory4’ are presented in Figure 6.6. 

The initial maximum deflection of 102.9 mm is observed with the excitation ‘Trajectory4’. 

The maximum vibration suppression is achieved up to 95.62% while comparing to the 

initial maximum deflection and deflection after vibration suppression. The maximum 

reduction in vibration suppression time is 93.63%, which is achieved in response with 
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excitation ‘Trajectory1’. Most of the vibration is suppressed in less than 5 s regardless of 

the initial deflection except for response with ‘Trajectory3’. In this experiment, the 

vibration is suppressed within 4 s. However, due to measurement error in deflection it 

exceeded the safe limit that has taken some more time to suppress. 

6.5.1.2 Results of Beam2 

 

Figure 6.7 Controller response of Beam2 with arm motion and excited by (a) 

‘Trajectory1’ and (b) ‘Trajectory2’ 
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Figure 6.8 Controller response of Beam2 with arm motion and excited by (a) 

‘Trajectory3’ and (b) ‘Trajectory4’ 

The experimental results of Beam2 with the same excitation trajectories are presented in 

Figure 6.7, and Figure 6.8. The minimum and maximum deflections are 92 mm and 177.4 

mm respectively where up to 96.3% vibration amplitude is suppressed. The minimum and 

maximum suppression time taken to suppress vibration in the safe limit are 1.78 s and 3.42 

s. The reduction in suppression time is achieved by 96.64%. 
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6.5.1.3 Results of Beam3 

 

Figure 6.9 Controller response of Beam3 with arm motion and excited by (a) 

‘Trajectory1’ and (b) ‘Trajectory2’ 
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Figure 6.10 Controller response of Beam3 with arm motion and excited by (a) 

‘Trajectory3’ and ‘Trajectory4’ 

The experimental results of Beam3 are presented in Figure 6.9, and Figure 6.10. The 

minimum and maximum suppression time achieved are 1.73 s and 3.12 s whereas 

maximum reduction in vibration suppression time is 94.45%. The maximum reduction in 

vibration amplitude is 96.42%. Each experiment with one trajectory is repeated three times 

and the summary of the repeated experimental results are provided in Table 6.8. The range 

of suppression time is shown in Figure 6.11 and the summary of the results is presented in 

Table 6.9. 
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Figure 6.11 The range of suppression time of repeated experiments for all trajectories.  

Table 6.8 Summary of repeated results of second stage controller for straight line motion 

trajectories. 

Object Trajectory 

Vibration 

suppression time (s) Average 

suppression  

time (s) 

Range of 

suppression 

time  

(s) 

Reduction in 

average 

suppression  

time (%) Ex. 1 Ex. 2 Ex. 3 

Beam1 

1 2.10 2.17 2.19 2.15 0.09 93.47 

2 5.57 5.39 5.91 5.62 0.52 88.75 

3 6.75 6.57 6.67 6.66 0.18 86.67 

4 4.11 4.26 3.92 4.10 0.34 92.12 

Beam2 

1 2.53 3.62 1.78 2.64 1.84 95.01 

2 2.97 2.95 2.92 2.95 0.05 94.64 

3 2.91 3.97 3.93 3.60 1.06 93.45 

4 3.42 4.13 4.51 4.02 1.09 93.07 

Beam3 

1 2.53 4.10 3.21 3.28 1.57 88.29 

2 3.80 3.12 3.88 3.60 0.76 88.00 

3 2.45 3.40 3.39 3.08 0.95 90.06 

4 1.90 1.82 1.72 1.81 0.18 94.15 

 

It has been observed that range of suppression time is higher for Beam2 and Beam3. 

This may be due error in the determination of model parameters that affect the prediction 

of the maximum error. 
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Table 6.9 Summary of results of second stage controller for straight line motion 

trajectories. 

Beam Trajectory  Initial 

deflection 

(mm) 

Suppression 

time without 

control (s) 

Suppression 

time with 

control (s) 

Vibration 

amplitude 

suppression 

(%) 

Reduction in 

suppression 

time (%) 

Beam1 

1 17.92 33 2.10 51.13 93.64 

2 91.98 50 5.39 89.12 89.22 

3 91.98 50 6.57 93.29 86.86 

4 102.90 52 3.92 95.62 92.46 

Beam2 

1 92.00 53 1.78 95.23 96.64 

2 122.60 55 2.92 92.85 94.69 

3 124.80 55 2.91 93.00 94.71 

4 177.40 58 3.42 96.30 94.10 

Beam3 

1 50.37 28 2.53 95.00 90.96 

2 56.94 30 3.12 96.15 89.60 

3 59.13 31 2.45 96.30 92.10 

4 61.32 31 1.72 96.42 94.45 

6.5.2 Experimental results with wrist motion trajectories 

In these experiments, the angular control trajectories are provided by the PMEB controller 

to suppress vibration of beams. The details of the excitation trajectories are provided in 

the Table 6.10.  

Table 6.10 Details of trajectories used for exciting vibration in beams. 

Trajectory Displacement (mm) Velocity (mm/s) 

‘Trajectory1’ 50 250 

‘Trajectory2’ 100 250 

‘Trajectory3’ 50 400 

‘Trajectory4’ 100 400 
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6.5.2.1 Results of Beam1 

 

Figure 6.12 Controller response of Beam1 with wrist motion and excited by (a) 

‘Trajectory1’ and (b) ‘Trajectory2’ 
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Figure 6.13 Controller response of Beam1 with wrist motion and excited by (a) 

‘Trajectory3’ and (b) ‘Trajectory4’ 

The results of Beam1 excited with the above trajectories are presented in Figure 6.12 and 

Figure 6.13. The minimum and maximum deflection of beam are observed to be 66.11 mm 

and 136 mm that takes about 45 s to 54 s in complete vibration suppression without control. 

The suppression time is achieved from 4.3 s to 6.18 s. The maximum suppression of 

amplitude is achieved by 95.58% and reduction in suppression time is 92.62%. 
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6.5.2.2 Results of Beam2 

 

Figure 6.14 Controller response of Beam2 with wrist motion and excited by (a) 

‘Trajectory1’ and (b) ‘Trajectory2’ 

The ‘Trajectory1’ deflected the Beam2 tip by 226.1 mm and the observed suppression time 

is 60 s as shown in Figure 6.14 (a). The vision suppression is achieved in 2.26 s. The 

controller suppressed the vibration amplitude by 98% and reduced the suppression time 

by more than 96%. The Figure 6.14 (b) presents the results with ‘Trajectory2’ that 

achieved ~96% vibration suppression in 2.8 s. 
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Figure 6.15 Controller response of Beam2 with wrist motion and excited by 

‘Trajectory3’ and (b) ‘Trajectory4’ 

The results of Beam2 are presented in Figure 6.15 with excitation ‘Trajecotry3’ and 

‘Trajectory4’. The overall maximum suppression of amplitude is achieved by 98% and 

reduction in suppression time is 96.23% using the wrist motion trajectories in the 

controller.  
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6.5.2.3 Results of Beam3 

 

Figure 6.16 Controller response of Beam3 with wrist motion and excited by (a) 

‘Trajectory1’ and (b) ‘Trajectory2’ 
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Figure 6.17 Controller response of Beam3 with wrist motion and excited by 

‘Trajectory3’ and (b) ‘Trajectory4’ 

The results of Beam3 are presented in Figure 6.16 and Figure 6.17. The maximum 

suppression of amplitude is achieved by 96.50% and reduction in suppression time is 

88.34%.  

The experiments were repeated three times, and the performance is shown in tables 

above for straight and wrist motion trajectories. The performance of PMEB controller with 

wrist trajectories is better than the straight trajectories as it takes less suppression time and 

reduces deflection to the set point closely. However, Beam3 performance is slower as 

taking more time to suppress vibration than response obtained with the straight trajectories. 
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The high frequency of the beam compared to other low-frequency beams could cause such 

controller behavior. Here, providing wrist motion to the beam changes the orientation of 

the set point as well as the position of the beam without vibration. As a result, due to the 

high frequency, the error in tip deflection also increases. Though, these issues can be 

handled by setting a threshold frequency (𝑓𝑡ℎ) that can be used to decide whether the 

controller provides straight or wrist motion trajectories. The threshold frequency is chosen 

as 2 Hz based on the performance. If the natural frequency (𝑓𝑛) is less than the threshold, 

the controller provides wrist motion to the robot end-effector else straight motion 

trajectory can be used. Another point of view in selecting the type of control motion is 

energy consumption by the robot during actuation. The angular motion of the wrist does 

not affect the position of the robot end-effector. All actuator motion is reduced because 

the angular motion is limited to 3 degrees. Whereas the straight trajectory motion requires 

the robot actuator to travel further, it consumes more energy. The summary of the repeated 

results is provided in Table 6.11. The range of suppression time is provided in Figure 6.18 

and the summary of results is shown in Table 6.12.  

 

Figure 6.18 The range of suppression time of repeated experiments for all trajectories 

using wrist motion. 
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Table 6.11 Summary of repeated results of second stage controller for wrist motion 

trajectories. 

Object Trajectory 

Vibration 

suppression time (s) Average 

suppression 

time (s) 

Range of 

suppression 

time  

(s) 

Reduction in 

suppression  

time (%) Ex. 1 Ex. 2 Ex. 3 

Beam1 

1 4.30 4.53 4.41 4.41 0.23 90.19 

2 3.84 4.01 4.50 4.12 0.66 92.08 

3 3.86 4.20 3.97 4.01 0.34 92.43 

4 6.18 6.50 6.41 6.36 0.32 88.22 

Beam2 

1 2.26 2.53 2.76 2.52 0.50 95.81 

2 2.80 2.95 3.07 2.94 0.27 95.10 

3 2.82 2.85 2.97 2.88 0.15 95.28 

4 3.20 3.31 3.54 3.35 0.34 94.51 

Beam3 

1 3.67 3.85 3.74 3.75 0.18 87.49 

2 3.73 3.90 4.01 3.88 0.28 87.88 

3 4.22 4.48 4.56 4.42 0.34 87.00 

4 5.60 5.70 5.87 5.72 0.27 84.10 

 

Table 6.12 Summary of results of second stage controller for wrist motion trajectories. 

Beam Trajectory Initial 

deflection 

(mm) 

Suppression 

time without 

control (s) 

Suppression 

time with 

control (s) 

Vibration 

suppression 

(%) 

Reduction in 

suppression 

time (%) 

Beam1 

1 66.11 45 4.3 92.59 90.44 

2 108.00 52 3.84 90.74 92.62 

3 131.40 53 3.86 93.53 92.72 

4 136.00 54 6.18 95.58 88.56 

Beam2 

1 226.1 60 2.26 97.83 96.23 

2 233.90 60 2.80 95.72 95.33 

3 243.83 61 2.82 97.40 95.38 

4 254.30 61 3.2 98.00 94.75 

Beam3 

1 51.46 30 3.67 96.50 87.77 

2 62.83 32 3.73 93.30 88.34 

3 81.92 34 4.22 92.67 87.59 

4 103.4 36 5.6 95.55 84.44 
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Table 6.13 Comparison of performance of the proposed method with other methods 

References Method Amplitude 

suppression 

(%) 

Suppression 

time 

reduction 

(%) 

(Yue and 

Henrich, 2006) 

DLO vibration reduction using Fuzzy 

controller with force/torque sensor 

97.00% 92.00% 

(Huang et al., 

2014) 

DLO vibration reduction using PID 

with vision sensor 

96.00% 75.00% 

(Kapsalas et 

al., 2018) 

Al beam vibration reduction using I-

type controller with force/torque 

sensor 

97.00% 83.09% 

Proposed work Data based PMEB controller 98.00% 96.23% 

6.6 Conclusion 

A system identification approach is presented using the robot vision approach for the active 

vibration suppression regardless of material and dimension of beams. The system 

identification method used a GRG nonlinear solver to optimize the assumed model of the 

response of a flexible beam using tip deflection data of the beam obtained using the robot 

vision. The optimized model of beams is used in PMEB controller with both straight and 

wrist motion trajectories to suppress vibration. The performance of the controller is 

analyzed by comparing straight and wrist trajectories results. Based on the performance of 

controller, natural frequency based selection of control trajectory is suggested for best 

performance. The result obtained justifies the implementation of system identification 

method in the PMEB control. 
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CHAPTER 7  
CONCLUSIONS AND FUTURE PROSPECTIVES 

The thesis encapsulates the development of vision-based control strategies for vibration 

suppression due to flexibility observed in the object, wrist of a robot system and orientation 

of an object during assembly operation. To achieve the end result of the identified 

objectives the chapters are presented in succession. In which the respective chapters 

discuss the development of vision based controller for an industrial robot (i) To suppress 

residual vibration of the non-deformable object (NDO) for peg in hole assembly scenario 

(ii) To suppress the residual vibration of the NDO with wrist/gripper flexibility, for peg in 

hole assembly scenario (iii) To suppress the residual vibration in horizontal beams for 

beam and slot assembly scenario using arm and wrist motion (iv) To suppress the residual 

vibration in horizontal beams for beam in slot assembly scenario using arm and wrist 

motion with less computational burden on controller. 

Every chapter has concluded the work achieved without consolidating the aims and 

objectives of the thesis. This chapter provides a summary of the important contributions 

of the thesis. The contributions of the research in robot vision and vibration suppression 

of flexible objects in a robotic assembly are addressed in section 7.1. The limitations and 

the outlines of future work are presented in sections 7.2 and 7.3, respectively. 

7.1 Contributions 

In summary, this thesis reviewed existing literature on robotic assembly and identified 

research gaps related to vibration suppression methodologies. The challenges in robotic 

assembly include object flexibility, delays, limited access to the robotic system, camera 

calibration, and vision systems. 

The thesis proposed several vibration suppression strategies to address these gaps using 

vision-based active high-level control strategies. In chapter 3, a control strategy using a 

vision sensor was proposed to suppress vibration during the robotic assembly of a non-

deformable object. Chapter 4 explored the impact of flexible gripper objects on vibration 

and proposed a PVAEB controller. Chapter 5 proposed a robot-vision based controller for 

suppressing the vibration of a flexible beam. Chapter 6 developed a methodology for 

system identification of flexible objects to enhance the performance of PMEB controller. 
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The proposed strategies were developed using a variety of approaches, including 

modeling flexibility due to flexible gripper, FEM-based modeling of flexible beams, robot-

assisted camera calibration, and virtual marker based object identification. Here the 

developed control systems could handle various materials and dimensions of flexible 

objects and were updated using the robot-vision method. In these approaches, the vibration 

of the flexible beam was reduced by providing control input in the form of straight and 

wrist motion trajectories. The important contributions of each chapter and improvements 

in the proposed work are presented in Table 7.1. 

Table 7.1 Comparison and improvement in proposed work. 

 Chapter 3 Chapter 4 Chapter 5 Chapter 6 

Object type NDO 

NDO with a 

flexible 

gripper 

Flexible beams Flexible beams 

Object 

position 
Vertical Vertical Horizontal Horizontal 

Object 

modeling 

method 

Physics-based 

model 

Physics-based 

model 

FEM-based 

Model 

Data-driven 

model 

Camera 

calibration 

Checkerboard 

method 

Checkerboard 

method 
Robot-assisted  Robot-assisted 

Vision 

feedback 
Amplitude  Amplitude Tip deflection Tip deflection 

Proposed 

controller 
SPVAEB PVAEB PMEB PMEB 

Types of 

control 

motion 

Arm motion Arm motion 
Arm 

motion 

Wrist 

motion 

Arm 

motion 

Wrist 

motion 

Maximum 

reduction 

vibration 

amplitude 

96% 95% 98% 97% 97% 98% 

Maximum 

reduction in 

suppression 

time 

98% 90% 96% 98% 97% 97% 

Table 7.1 shows the types of objects, object positions, and modeling methods in the 

respective chapters. The proposed control strategies include camera calibration methods 

and vision-based feedback. Finally, the performance of the proposed controllers using arm 

and wrist motion is presented. Overall, the thesis has made significant contributions to the 

field of vision-based active high-level vibration suppression strategies for industrial robots 

in the presence of flexibility and delays. 
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The key accomplishments can be summarized as follows: 

• A camera calibration method is proposed to measure the extrinsic parameters of 

the vision sensor without needing a physical reference or marker from the robotic 

system. It eliminates the need to place the camera sensor at a known position in the 

robot workspace. 

• A low-cost camera robot vision method is developed that can be used for multiple 

purposes, such as identifying the object grasped by the robot gripper, measuring 

the dimensions of identified objects, analyzing the vibration behavior of flexible 

objects, and providing feedback for assembly. 

• A prediction-based vibration suppression methodologies have been proposed for 

both deformable and non-deformable objects and successfully implemented on an 

NDO that behaves like a simple pendulum. The method uses a simple camera as 

feedback and a vision-based SPVAEB second-stage controller to suppress 

vibrations. 

• In developing a vision-based controller, a FEM-based beam model is used to 

suppress vibrations in flexible beams. The parameters of the model are updated 

using robot vision feedback, and the controller is designed to minimize the 

maximum error in vibration using straight and wrist motion trajectories. 

• A vision-based system identification method is proposed to identify the vibration 

behavior of flexible objects, which can predict the maximum error in vibration and 

determine the straight and wrist motion trajectories that suppress the vibration. 

• The proposed methods handled the inherent delays due to the robot system, the 

vision system, and model processing intelligently so that the controlled inputs are 

timed properly. The performance of the controller is compared with other methods 

available in the literature and validated through experiments on an industrial robot 

without modifying its internal controller. 

• An approach for wrist motion is proposed that reduces the vibration in beams and 

consumes reduced energy compared to control using arm motion of robot. The 

angular motion of the wrist does not affect the position of the robot end-effector. 

All actuator motion is reduced because the angular motion is limited to only one 

joint axis. In contrast, the straight-line trajectory motion requires the robot actuator 

to actuate all the arm joints, which requires more energy. 
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The following subsection describes some of the limitations of the present thesis and 

discusses the future scope. 

7.2 Limitations of the proposed research 

• The current vision sensor is unsuitable for measuring high frequencies of more than 

9 Hz vibration due to the Nyquist condition and reduced frame rate caused by the 

image processing algorithm. Moreover, the low shutter speed of camera results in 

blurry images of the object in motion, leading to inaccurate vibration estimation at 

high speeds. A high-speed camera with a fast shutter speed and a high-end 

computer processor is required to overcome these limitations. 

• The ability of the proposed vision system to identify objects is limited to their color 

only. Objects with multiple colors or complex patterns can be challenging to 

identify. Moreover, the RGB values of background may overlap with the RGB 

range of objects, leading to incorrect beam dimension measurements by the robot 

vision. In the present monocular camera the dimensional measurement error is 3% 

and use of stereo camera will have improved accuracy.   

• For the effective modeling of flexible beam using FEM model, the Rayleigh 

damping coefficients should be identified based on the material properties and 

shape before implementation of the vibration suppression strategies. 

• The proposed vibration suppression methodologies used the first mode of vibration 

of flexible objects only. This method will be applicable for 2D or in-plane vibration 

of flexible beams. A stereo vision system would be necessary to handle three-

dimensional vibrating systems. Therefore, flexible system with higher modes of 

vibration would be challenging to suppress its vibration by the proposed 

methodologies.  

• During assembly of beam in slot the safety limit was ±10 mm. Therefore, robotic 

assembly with smaller safety limit will require longer time and the flexible beam 

may become unstable during vibration suppression process.  

• Designing trajectories for vibration-free translation of objects is a crucial aspect of 

vibration control. However, commercially available industrial robots have 

hardware limitations that restrict acceleration variation during a PtP motion with a 

trapezoidal velocity profile, which makes it impractical to achieve vibration-free 

translation.  
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7.3 Future Perspectives 

For the research work covered in this thesis, there are several potential areas of further 

research regarding the vision for vibration analysis and suppression in robotic assembly. 

Some perspectives are: 

• In future work, a 3D vision sensor can be used to measure the out-of-plane 

vibration of flexible objects such as wires, round beams, and sheets, which was not 

addressed in the present study. 

• The strategy for handling flexible objects should be designed to allow the robot to 

grasp the beam at any position rather than only at one end. 

• High-capacity hardware can be used to speed up the image processing during robot 

assembly using vision system. Even the accuracy of vibration response prediction 

will improve and will be able to handle vibration frequency more than 9Hz. 

• In the future, suitable image processing methods need to be developed to detect 

and control the higher mode vibrations. 

• An AI-based system identification method for the controller may be explored for 

complex 3D flexible objects to suppress the vibration and evaluate the 

effectiveness of the controller. 
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APPENDICIES 

Appendix A: Technical details of ABB 1410 

The specification of ABB 1410 industrial robot: 

Robot type   - ABB 1410 

Structure   - Articulated 

Handling capacity  - 5 kg 

Reach    - 1.44 m 

Robot weight  - 225 kg 

Repeatability   -  0.05 mm 

Robot controller  -  IRC5 controller 

Robot workspace side view- 

 

Figure A.3.1 ABB 1410 robot workspace side view. 
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Robot motion  

Axis Type of motion Range of movement 

1 Rotation motion +170 to -170 

2 Arm motion +70 to -70 

3 Arm motion +70 to -65 

4 Rotation motion +150 to -150 

5 Bend motion +115 to -115 

6 Turn motion +300 to -300 

 

Velocity (1-phase power supply) 

Axis 1 Axis 2 Axis 3 Axis 4 Axis 5 Axis 6 

105/s 105/s 105/s 280/s 280/s 280/s 

 

 

Figure A.3.2 Robot structure with joint rotation direction and motor unit. 
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Appendix B: PMEB simulation responses  

The stability of the proposed controller cannot be tested with the available techniques such 

as the root-locus technique. Therefore, stability is tested by observing the controller 

performance with various controller parameters. Some simulation results are presented 

that describe the performance of the controller with different Kp values in Figure B.5.1. 

The suppression time decreases while gradually increasing the Kp value from 0.1 to 0.4. 

Further increment in Kp requires high acceleration to achieve a valid trapezoidal velocity 

profile which is practically impossible to obtain. Two results with Kp = 0.5 and 1 are 

presented in Figure B.5.2 and B.5.3 to describe such limitations. Increasing the controller 

parameter turns the controller aggressive which ultimately requires control input trajectory 

of high displacement within a very short travel time. This condition raises the requirement 

of an unrealistic hike in acceleration. Therefore, the controller is stable in region 0 <

𝐾𝑝 ≤  0.4 and unstable above 0.4. 

 
Figure B.5.1 Simulation response with Kp = 0.1, 0.2, 0.3 and 0.4 
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Figure B.5.2 Simulation response with Kp = 0.5 
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Figure B.5.3 Simulation response with Kp = 1 
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Appendix C: Camera calibration using checkerboard. 

Table C.5.1 presents the intrinsic and extrinsic parameter of the camera used in the current 

system. The intrinsic camera parameters are obtained using the MATLAB camera 

calibration application. The checkerboard image is presented in Figure C.5.1. The extrinsic 

parameter is obtained using the proposed camera calibration approach discussed in section 

5.3.1. These extrinsic parameters show the position of the vibration plane of the flexible 

beam in which the experiments have been conducted. 

 

Figure C.5.1 Checkerboard used in camera calibration for intrinsic parameters. 

 

Table C.5.1: Intrinsic and extrinsic parameters of the camera  

Intrinsic camera parameters 

Focal length (pixels) 505.0664 ± 0.5486 503.3715 ± 0.6160 

Principal point (pixels) 313.1068 ± 0.1953 238.8168 ± 0.3371 

Radial distortion 0.0849 ± 0.0020 -0.1901 ± 0.0039 

Extrinsic camera parameters 

Rotation vector ([xθ yθ zθ]) (rad) 

0.3069 ± 0.0045 -0.0211 ± 0.0044 -0.0578 ± 0.0009 

Translation vector ([x y z]) (mm) 

171.2569 ± 0.5847 -54.6520 ± 0.8867 1303.8831 ± 2.4071 
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Appendix D: FEM based mathematical modelling of flexible beam. 

The equation of motion model is derived using Hamilton’s principle (Rao, 2007): 

 ∫ (𝛿𝐾𝑒 + 𝛿𝑊 − 𝛿𝑃𝑒)𝑑𝑡 = 0
𝑡1

𝑡1

 (D.1) 

Where 𝐾𝑒 is the kinetic energy, 𝑃𝑒 is the total potential energy generated by the bending 

moment of the beam, and 𝑊 is the work done by the external force 𝑓(𝑥, 𝑡), and 

corresponding expressions are represented in equations (D.2) – (D.4).  

 𝑇 =  
1

2
𝜌𝐴∫ �̇�2

𝑙

0

𝑑𝑥 (D.2) 

 𝑃 =  𝐸𝐼 ∫ 𝑤,𝑥𝑥
2 𝑑𝑥

𝑙

0

 (D.3) 

 𝑊 =  ∫ 𝑓(𝑥, 𝑡)𝑤𝑑𝑥
𝑙

0

 (D.4) 

Substituting the above equations in equation (D.1), and after application of the process of 

variation and simplification, the equations of motion are derived as follows (Rao, 2007) 

 𝜌𝐴
𝑑2𝑤

𝑑𝑡2
+ 𝐸𝐼

𝑑4𝑤

𝑑𝑥4
= 𝑓(𝑥, 𝑡) (D.5) 

Following boundary conditions are applied to the dynamic model of flexible beam. 

 𝑤(0, 𝑡) = 0,
𝑑𝑤(0, 𝑡)

𝑑𝑥
= 0 (D.6) 

 
𝑑2𝑤(𝑙, 𝑡)

𝑑𝑥2
=  0,

𝑑3𝑤(𝑙, 𝑡)

𝑑𝑥3
=  0 (D.7) 

The continuous models are computationally expensive and have very limited 

application in vibration control problems. Whereas the discretized model approximates the 

solution in simple mathematical form within the acceptable error range. Thus, the 

discretized model of above continuous model is used. In this case, the finite element 

method (FEM) is chosen to discretize the model. 

The flexible beam is considered as an assemblage of 1D elements since the height and 

width are small compared to the length of the beam. The approximation of the dynamic 

model equations (D.5)-(D.7) is determined by implementing the Galerkin method to 
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develop the discrete system model. The transverse displacement 𝑤(𝑥, 𝑡) of the flexible 

beam is represented by: 

 𝑤(𝑥, 𝑡) = �⃗⃗�𝑡(𝑥)�⃗�(𝑡) (D.8) 

where �⃗�(𝑡) is the nodal displacement vector, and �⃗⃗�(𝑥) is the shape function vector.  

 

Figure D.1 Free body diagram of beam element 

A typical Euler-Bernoulli beam element can be represented by four degrees of freedom 

shown in Figure D.1. Therefore, the nodal displacement vector must have four nodal 

displacement elements [𝑞1(𝑡), 𝑞2(𝑡), 𝑞3(𝑡), and 𝑞4(𝑡)] and four shape function 

[𝜙1(𝑥), 𝜙2(𝑥), 𝜙3(𝑥), and𝜙4(𝑥)]. The 𝑞1(𝑡), 𝑞3(𝑡) are transverse displacements and the 

𝑞2(𝑡), 𝑞4(𝑡) are angular displacements. The transverse displacement field within the 

element is assumed to be a cubic equation (Rao, 2018) in x. 

 𝑤(𝑥, 𝑡) = 𝑎0 + 𝑎1𝑥 + 𝑎2𝑥
2 + 𝑎3𝑥

3 (D.9) 

The above equation must satisfy the following boundary conditions. 

 
𝑤(0, 𝑡) =  𝑞1,      𝑤,𝑥(0, 𝑡) = 𝑞2
𝑤(𝑙, 𝑡) =  𝑞3,      𝑤,𝑥(𝑙, 𝑡) = 𝑞4

} (D.10) 

Therefore, the shape functions are represented by 

 𝜙1(𝑥) =  1 − 3 (
𝑥

𝑙
)
2

+ 2(
𝑥

𝑙
)
3

 (D.11) 

 𝜙2(𝑥) =  𝑥 − 2𝑙 (
𝑥

𝑙
)
2

+ 𝑙 (
𝑥

𝑙
)
3

 (D.12) 

 𝜙3(𝑥) =  3 (
𝑥

𝑙
)
2

− 2(
𝑥

𝑙
)
3

 (D.13) 

 𝜙4(𝑥) =  −𝑙 (
𝑥

𝑙
)
2

+ 𝑙 (
𝑥

𝑙
)
3

 (D.14) 

The equation (D.8) is substituted into equations (D.2), (D.3), and (D.4), the kinetic energy, 

potential energy (bending strain energy) and external work done are represented as  
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 𝑇 =  
1

2
�̇⃗�𝑡. 𝜌𝐴∫ �⃗⃗��⃗⃗�𝑡

𝑙

0

𝑑𝑥. �̇⃗� =
1

2
�̇⃗�𝑡. [𝑚]. �̇⃗� (D.15) 

 𝑃 =  
1

2
�⃗�𝑡. 𝐸𝐼 ∫ �⃗⃗�,𝑥𝑥�⃗⃗�,𝑥𝑥

𝑡
𝑙

0

𝑑𝑥. �⃗� =
1

2
�⃗�𝑡. [𝑘]. �⃗� (D.16) 

 𝛿𝑊 = 𝛿�⃗�𝑡∫ 𝜙(𝑥)𝑓(𝑥, 𝑡)𝑑𝑥 = 𝛿�⃗�𝑡. 𝑓(𝑡)
𝑙

0

 (D.17) 

 [𝑚] = 𝜌𝐴∫ �⃗⃗��⃗⃗�𝑡
𝑙

0

𝑑𝑥 (D.18) 

 [𝑘] = 𝐸𝐼 ∫ �⃗⃗�,𝑥𝑥�⃗⃗�,𝑥𝑥
𝑡

𝑙

0

𝑑𝑥 (D.19) 

 𝑓(𝑡) = ∫ �⃗⃗�(𝑥)𝑓(𝑥, 𝑡)𝑑𝑥
𝑙

0

 (D.20) 

Thus, equations (D.18)-(D.19) represent the mass and stiffness of the system. 
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