
 

 

       SUMMER ANALYTICS 
 
    

MODULE 05: DEEPER INTO MACHINE LEARNING 
 

Hello everyone! 
Kudos to you on completing the first four modules! 
In this module, we will continue our journey to implement various Machine Learning models and 
understand their usage. Also, we will look at various evaluation metrics and their significance. This is 
followed by various feature extraction and transformation techniques.  
Also, some optional content is added in case you need better clarity on some topics. 
 
TOPICS: 
 
 

1. Machine Learning models: 
 
Understanding the intuition behind various Machine Learning models and their code will be 
essential when we try to solve a real problem. 
 

TASK 1 SVM: Intuition A short video to build an intuition about SVM 

TASK 2 SVM: Code Understanding SVM with the code for reference 

TASK 3 Decision Trees: Concept Video 
Decision Trees: Concept Blog A short blog and a video to introduce Decision Trees. 

TASK 4 Decision Trees: Code Understanding Decision Trees with the code for reference 

TASK 5 Random Forest: Concept A short video to understand the Random Forest model 

TASK 6 Random Forest: Code 
A code-based example of the Random Forest 

implementation 

TASK 7 ML-Models :: Self-check 
This tutorial notebook will give you hands-on experience in 
implementing all these models. It will also introduce you to 

GridSearchCV. 

TASK 8 Hyperparameter Tuning A short blog on GridSearchCV and RandomizedSearchCV 

https://youtu.be/efR1C6CvhmE
https://youtu.be/efR1C6CvhmE
https://www.youtube.com/watch?v=PHxYNGo8NcI&list=PLeo1K3hjS3uvCeTYTeyfe0-rN5r8zn9rw&index=10
https://towardsdatascience.com/machine-learning-basics-descision-tree-from-scratch-part-i-4251bfa1b45c
https://www.datacamp.com/community/tutorials/decision-tree-classification-python
https://www.youtube.com/watch?v=ok2s1vV9XW0&list=PLeo1K3hjS3uvCeTYTeyfe0-rN5r8zn9rw&index=12
https://www.datacamp.com/community/tutorials/random-forests-classifier-python
https://drive.google.com/file/d/1NehmnDkw8LjXdUQ2TPIG78KiZTNTDaCC/view?usp=sharing
https://towardsdatascience.com/hyperparameter-tuning-c5619e7e6624


 

2. Evaluation Metrics: 
 
Now that you can build ML models, you need some way to determine which model would work 
best for your problem. So, let’s understand the various performance evaluation metrics for ML 
models. 

 

TASK 1 Confusion Matrix 
Basic concepts include Gradient descent and Cost Function 

for a Linear Regression model 

TASK 2 Sensitivity, Specificity Linear Algebra theory required for implementation  

TASK 3 AUC - ROC A summary of the process for review 

TASK 4 Summary of the above three A more generalized implementation of Linear Regression 

TASK 5 Evaluation Metrics: Classification 
A blog about choosing the relevant evaluation metric for 

Classification 

TASK 6 Evaluation Metrics: Regression 
A blog about choosing the relevant evaluation metric for 

Regression 

TASK 7  Regression metrics Another blog 
 

 
 
 
 
 

3. Data Transformation and Feature Selection 
 

Note that the domain of data transformation and feature selection is vast. It is difficult to cover it 
all in a small bunch of videos/blogs. This topic is very relevant and widely practiced by Data 
Science professionals. I’d recommend you explore it by going beyond the following material. 
 

TASK 1  Dealing with Imbalanced Data: Blog1 
Dealing with Imbalanced Data - Blog2 

Data Imbalance is a common problem while training 
models for Classification. Here you will learn how to 

handle such cases. 

TASK 2 Handling Skewed Data 

Generally, your predictions are more reliable if the data is 
normally distributed (Remember Gauss?) 

Here you’ll get an overview of what a transformation looks 
like. 

TASK 3 Feature Selection: Blog1 
When there is a huge number of feature columns in the 
data, some kind of Feature Selection helps in improving 

the model by preventing overfitting. 

TASK 4 Feature Selection with ScikitLearn: 
Blog2 

This is an easier implementation of the same. Try it 
yourself on the model in the self-check assignment. 

 

https://www.youtube.com/watch?v=Kdsp6soqA7o
https://www.youtube.com/watch?v=vP06aMoz4v8
https://www.youtube.com/watch?v=4jRBRDbJemM
https://stackabuse.com/understanding-roc-curves-with-python/
https://towardsdatascience.com/the-5-classification-evaluation-metrics-you-must-know-aa97784ff226
https://medium.com/usf-msds/choosing-the-right-metric-for-machine-learning-models-part-1-a99d7d7414e4
https://towardsdatascience.com/regression-an-explanation-of-regression-metrics-and-what-can-go-wrong-a39a9793d914
https://towardsdatascience.com/methods-for-dealing-with-imbalanced-data-5b761be45a18
https://www.analyticsvidhya.com/blog/2017/03/imbalanced-data-classification/
https://towardsdatascience.com/top-3-methods-for-handling-skewed-data-1334e0debf45
https://towardsdatascience.com/the-5-feature-selection-algorithms-every-data-scientist-need-to-know-3a6b566efd2
https://machinelearningmastery.com/feature-selection-in-python-with-scikit-learn/
https://machinelearningmastery.com/feature-selection-in-python-with-scikit-learn/


 

3. Other useful techniques: 
 

TASK 1 Polynomial Regression: Blog Another type of Regression. 

TASK 2 Polynomial Regression: Video For those who prefer videos over blogs. 

TASK 3 Binning Another useful concept. 

TASK 4 Binning: Code 
Implementation of Binning in a real example to see how 

useful it is. 
 
 
Congratulations, you’ve completed all of the learning content in Module-5! 

 
 

QUIZ 
 

This component is graded. Feel free to use the internet to understand the 
concepts better. Do these questions independently for the best results. 

 
Click here to attempt the test. 

https://towardsdatascience.com/polynomial-regression-bbe8b9d97491
https://www.youtube.com/watch?v=Qnt2vBRW8Io
https://www.youtube.com/watch?v=iv_ec0EfXcE
https://drive.google.com/file/d/1qv8Gflj91VOo9KjeH9c1DV6PFyf7Boa8/view?usp=sharing
https://forms.gle/19QWdCijzRJtFB3m6

