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Abstract 

Augmented Reality (AR) is a widely accepted technology that aims in building a seamless bridge between 

the real and virtual world. Therefore, harmonious coexistence of virtual and real world makes AR experience 

to serve as an improved user’s environment where virtual information is used as a tool for providing 

assistance in a particular activity. This technology exists in various forms, differentiating the building 

mechanism in terms of objectives and application use cases, the type of computations involved in making a 

successful AR experience are generally categorized as 1) Marker based AR: Marker based AR applications 

use user’s device camera to distinguish a previously defined and structured marker in the real scene. Markers 

used in such a scenario are simple and distinctive patterns, such as a QR code, barcode etc., as they can be 

easily recognized and requires less computational power at the end-user device for tracking and recognition. 

The position and orientation of these markers defines the actual placement of virtual objects (graphic content 

and/or information in form of text, videos etc.) in the real environment. 2) Markerless approach: This 

approach make use of natural features from the image scene to identify the location of virtual objects in the 

real environment, i.e., without making any use of fiducial markers, markerless approach uses stable extracted 

features from the real scene, making the approach applicable to a wide variety of scenarios where placing a 

marker every time we wish to enhance the real surrounding with additional virtual information becomes a 

cumbersome task. 

To achieve accurate and desired outcome from a markerless AR system, image registration plays a vital role 

in defining distinctive features from an image and tracking those features in subsequent image frames to 

evaluate the right position and orientation of virtual objects that are to be rendered in the real environment. 

However, image registration methods proposed till date still requires improvement when dealing with affine 

transformations, varying image quality and other changing imaging conditions.   

This research work improves the image registration procedure for attaining accurate markerless AR by firstly 

performing a comparative analysis of six widely used feature detectors namely, Harris-Affine, Hessian-

Affine, Maximally Stable Extremal Regions (MSER), Scale Invariant Feature Transform (SIFT), Affine-

SIFT (ASIFT) and Speeded Up Robust Features (SURF). Due to lack of any prior research that explains the 

performance of these methods for varying image quality and imaging conditions, present research analyzed 

the performance of the six feature detectors based upon the quality of images used for experimentation and 

varying imaging conditions. The Image Quality Assessment (IQA) metrics used for quality evaluation of 

images are classified as No-Reference Image Quality Assessment (NR-IQA) metrics and Full-Reference 

Image Quality Assessment (FR-IQA) metrics. Changing imaging conditions are taken into consideration by 

selecting the image dataset containing 48 images, grouped into eight image-sets with six images in each set. 
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Each set defines alterations in an image scene with respect to viewpoint change, scale change, image blur, 

illumination change, and JPEG compression.  

Present research also explores various features that deteriorates image/video quality and thus aimed in 

developing a fundamental analysis of spatial and temporal artifacts. Keeping all artifacts in mind, an NR-

IQA model is designed for better estimation of distortions in an image. The proposed NR-IQA model 

achieves as efficiency boost of 37.6%, 0.6% and 5% as compared to NIQE, BRISQUE and BLIINDS-II NR-

IQA metrics respectively. In addition, a No-Reference Video Quality Assessment model (NR-VQA) is 

designed by defining and estimating different feature distortion quantifications. 

Based on the comparative study of six feature detectors, MSER detector is chosen for further research. The 

MSER detector retains low computational complexity, making it an appropriate selection for performing 

image registration in a markerless AR system. As AR, for all practical purposes, requires extensive 

computation for accurate view alignment and also demands real time performance, therefore, an improved 

method of feature detection using MSER is designed. The approach, Linear-MSER, used for feature 

detection uses the process of extracting the regions of interest using a true flood fill approach for building 

and maintaining the component tree. The present improved work, MSLinear-MSER, implements Linear-

MSER at multiple scales of an image using octave formation in order to increase the affine invariance 

properties of the detector while achieving linear time complexity. The two detectors, Linear-MSER and 

MSLinear-MSER, are then combined one by one with SIFT and SURF descriptors for performance 

comparison. Performance of the four methods, namely Linear-MSER+SIFT, Linear-MSER+SURF, 

MSLinear-MSER+SIFT, and MSLinear-MSER+SURF, is then evaluated for varying imaging conditions. 

The results are compared along three parameters namely: time complexity, number of correct 

correspondences between image pairs and affine invariance property. MSLinear-MSER+SIFT performs best 

among the four methods in terms of time complexity and number of correct matches between an image pair 

when executed at 6 octaves and 5 levels. This observation is true for all the image-sets and many of the 

images in these images-sets have been affine transformed in one way or other. Using this method a prototype 

of an AR system is also developed to demonstrate the efficiency of MSLinear-MSER+SIFT detector and its 

efficiency in terms of correct augmentation using precision metric yields an accuracy of 0.9729. 

In this research work, a novel feature descriptor based on circular and elliptical local sampling of pixels is 

also proposed, determining the neighborhood of the extracted features using circular and elliptical sampling. 

The main advantage of the approach is fast and robust matching results under varied imaging conditions of 

viewpoint change, scale change, illumination change etc. The proposed descriptor is tested on standard 

benchmark for evaluation and is proven to be 1.6 times faster as compared to the conventional SIFT 

descriptor while maintaining sufficient number of correspondences between an image pair. 
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𝑎𝑛𝑔𝑙𝑒(𝑥𝑛
𝑘𝑝

, 𝑦𝑛
𝑘𝑝

) Local gradient orientation for nth interpolated pixel coordinate obtained at kth concentric circle or 

concentric ellipse at delta p 

𝑑𝑥 Horizontal Haar wavelet response 

𝑑𝑦 Vertical Haar wavelet response 

𝑚(𝑥𝑛
𝑘𝑝

, 𝑦𝑛
𝑘𝑝

) Gradients magnitude for nth interpolated pixel coordinate obtained at kth concentric circle or 

concentric ellipse at delta p 

𝑟 Pearson Coefficient 

𝜇(𝑥, 𝑦) Mean value of an image  

𝜎(𝑥, 𝑦) Contrast value of an image 

 

 

 

 

 

 


