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## Abstract

Multi-Valued Logic (MVL) circuits have attracted the attention in recent times because of the advantages they offer in reducing the interconnect complexity and increasing the information content per unit area. Ternary Logic is a special case of MVL that has three logic levels. Implementation of voltage mode ternary logic circuits requires transistors with different threshold voltages. Since traditional Metal-Oxide-Semiconductor (MOS) transistors use body biasing to change the threshold voltage, design of ternary logic circuits using MOS transistors becomes complex. On the otherhand, CarbonNanotube Field Effect Transistor (CNFET) are becoming popular in the implementation of ternary logic circuits. This is because Carbon-Nanotube (CNT) is used as a conduction channel in CNFET and variations of the diameter of CNT results in variation in threshold voltage of CNFET. This property of CNFET makes it suitable for implementation of MVL circuits in general and ternary logic circuits in particular.

In this thesis, we initially present three general design approaches to implement basic ternary logic circuits. The first design approach avoids the use of decoder and uses a novel low-power encoder resulting in ternary circuits that have low transistor count when compared to existing approaches. The second design approach uses a delay optimized decoder and low-power encoder leading to energy efficient ternary circuits. The third design approach uses 2:1 multiplexers to realize basic ternary logic circuits. This approach leads to ternary circuits which have low power consumption but large delay. Basic 2-input circuits are implemented and their design parameters are compared with that of existing approaches.

The second contribution of this thesis is two design techniques to implement multi-
digit adders. The first technique is a half-adder based ripple carry adder, in which outputs (instead of main inputs) are used for carry-out computation resulting in delayoptimized carry propagation path. The second design technique uses the concept of carry propagate-generate. In this thesis, a technique is presented, which enables the use of propagate-generate concept and aids in realizing ternary prefix adders. The proposed adder designs are compared with existing CNFET-based multi-digit ternary adders with respect to different design parameters.

The analysis of ternary adders shows that, the ternary encoder is a critical element and contributes significantly to the overall power consumption of the ternary circuit. In this thesis, new designs for CNFET-based ternary encoders, which are optimized for delay and power consumption, are presented. These designs are used to develop encoder based optimization algorithms which choose appropriate encoder for different outputs of a ternary logic circuit. The proposed algorithms are applied on an example ternary circuit to show their advantages in optimizing the design parameters of the circuit.

Apart from novel designs, this thesis also presents a synthesis technique to implement ternary logic circuits. Traditionally Binary Decision Diagram (BDD) and Ternary Decision Diagram (TDD) based algorithms have been used to synthesize binary and ternary logic functions respectively. This thesis presents a synthesis technique based on proposed Ternary-Transformed Binary Decision Diagram (TBDD), to implement ternary logic circuits using 2:1 multiplexers. This technique is used to synthesize a set of benchmark ternary functions and the resulting circuits are compared with circuits synthesized using existing techniques.
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## Chapter 1

## Introduction

### 1.1 Overview and Motivation

Integrated circuit (IC) technology has enabled rapid advances in design and implementation of innovative devices, and systems that have changed the way we live and communicate. Integration of more transistors increases the computing power and helps in building efficient systems [1]. The number of transistors that can be integrated on a chip has been doubling every 1-2 years as predicted by the Gordon Moore, an industry pioneer, in 1960s [2]. This prediction, famously known as Moore's Law, has been proven correct, time and again. This has been made possible mainly due the continuous scaling or miniaturization of components that are integrated onto a chip [3]. For example, in CMOS technology, the gate length of a Metal-Oxide Semiconductor Field Effect Transistor (MOSFET) has been scaling by a factor of 0.7 every two years. Over the last few years, FinFET [4] (a variation of MOSFET) based devices have been fabricated at 22 nm and the 14 nm technology is foreseen to be reached in near future [5]. CMOS technology scaling beyond deep sub-micron/nano range, while enabling higher integration of VLSI designs, has caused various reliability issues. Some of the issues of CMOS scaling beyond nanometer range are increased leakage current, processes variations etc [6]. These non-idealities have caused the I-V characteristics of MOSFETs to be different from what is expected. It has become more difficult to improve performance by technology scaling.

This has led to the emergence of alternate computing paradigms (reversible computing [7], multi-valued logic (MVL) computing [8]) coupled with emerging devices (carbon-nanotube field effect transistor (CNFET) [9], Quantum-dot gate field effect transistor (qFET) [10]etc). Researchers have also been investigating new materials and devices in sub-10nm which could possibly replace MOS based transistors. Based on ITRS road map [5], some of the emerging devices that have the characteristics to replace traditional MOS based devices are Carbon-Nanotube Field Effect Transistor (CNFET) [11, 12], Nanowire Field Effect Transistor (NWFET) [13], Graphene Transistor $[14,15]$ and III-V compound semiconductor [16, 17].

One of the computing paradigms that has received considerable attention over the last few decades is MVL [18]. Three-valued or Ternary Logic, which is a special case of MVL has attracted considerable interest over the last couple of decades. A recent survey presents various contemporary aspects related to MVL [8]. Some of the advantages of MVL include reduced interconnect complexity, less device count etc. This is due to the fact that more information is embedded per digit. For example, it is possible to represent a 14 -digit (N-digit) binary number using only $9\left(\log _{3}\left(2^{N}-1\right)\right)$ ternary digits . Ternary logic is a special case of MVL with three significant states. There have been many CMOS-based implementations for ternary logic [19,20]. It has been shown that the performance of CMOS-based designs is enhanced by adding Multi-Valued Logic (MVL) blocks to binary designs [21,22]. A design for ternary memory units and sequential circuits has been presented in [23]. A CMOS based ternary Wallace-tree multiplier has been implemented in [24]. Apart from the works which focus on novel designs [23-26], there have been many works which focus on synthesis of MVL logic circuits [27-29].

The CMOS implementations of MVL are mainly classified as current-mode circuits [30] which require transistor biasing and voltage-mode circuits [22] which require additional voltage sources to create multi-threshold transistors. Due to the problems in MOS-based devices and non-availability of appropriate devices, design of efficient MVL circuits has for long remained a concern [18]. But, the emergence of several new
device technologies $[9,10,31]$ has led to renewed interest in ternary and quaternary logic in particular.

CNFETs have been used widely in the implementation of ternary logic circuits. CNFET is one of the promising alternatives to MOSFET due to their unique onedimensional band-structure that suppresses backscattering and makes near-ballistic operation a realistic possibility [32-35]. CNFETs use single walled CNT as a conducting channel, which is conducting or semiconducting depending on the angle of atom arrangement along the tube also called as chirality vector. Unlike in MOS technology, where body biasing is used to control threshold voltages, in CNFET technology the threshold voltage is controlled by changing the diameter of CNT which in turn depends on the chirality vector. [36]. This dependence makes CNTFET suitable for implementation of MVL circuits.

There have been many CNFET-based design [36-40] and synthesis techniques [41] that are used to realize ternary logic circuits. The existing work on CNFET-based ternary logic circuits is relatively recent and there is scope to explore new design techniques to realize efficient ternary circuits. Therefore in this thesis, new design and synthesis techniques, which aid in realizing efficient CNFET-based ternary logic circuits, have been investigated.

### 1.2 Contributions

In this thesis, design and synthesis techniques for ternary logic circuits, which exploit the threshold voltage variability of CNFETS, are investigated. Initially, design approaches for basic ternary circuits are presented. Based on the analysis of these basic circuits, ternary adders have been implemented using one of the proposed approaches resulting in energy efficient circuits. Ternary encoder is a critical element which effects the power consumption of the ternary circuit. Hence new low-power encoders are designed and their performance studied. In addition to design techniques, a new synthesis technique is also presented which is used to implement ternary logic circuits. The main contributions of the thesis are listed below:

1. New designs for low-power ternary encoders, which help in designing low-power and energy efficient ternary circuits.
2. A new decoderless design approach to implement ternary circuits.
3. A novel ternary prefix-adder design which uses for carry generation/propagation.
4. Algorithms to choose appropriate encoders for different output stages of a ternary circuit, such that the circuit is optimized with respect to delay or power consumption.
5. A novel Ternary-Transformed Binary Decision Diagram (TBDD) is presented which can be used to implement ternary logic circuits using 2:1 Multiplexers.

### 1.3 Thesis Outline

This thesis is organized as follows:
Chapter 2 presents the background related to ternary logic and CNFETs. This chapter also presents a brief review of earlier work related to design and implementation of CNFET-based ternary logic circuits available in literature.

Chapter 3 presents three general design approaches to implement basic ternary logic circuits, resulting in reduced area, power consumption and delay. The first approach avoids the use of decoder and uses a novel low-power encoder. The second approach uses a delay optimized decoder and low-power encoder leading to energy efficient ternary circuits while the third approach uses 2:1 multiplexers for realizing basic ternary logic circuits. Basic ternary circuits namely half-adder and 1-digit multiplier are implemented using different approaches and important metrics such as propagation delay, power consumption and power-delay product are quantified and compared.

In Chapter 4, two designs of multi-digit ternary adders, which use one of the proposed design approaches, are presented. In the first design, the half-adder outputs (instead of main inputs) are used to compute carry-out at each digit-adder stage resulting in delay optimized carry propagation path. The second design is based on
the concept of carry Propagate-Generate, which is used in the design of binary prefix adders. Since this concept cannot be applied directly to implement ternary prefix adders. A novel technique that enables the use of Propagate-Generate resulting in design of ternary prefix adders, is developed. Proposed and existing CNFET-based adder designs are implemented and their design parameters are compared to quantify the performance.

The analysis of ternary adders showed that, the ternary encoder is an integral part of the designs and contributes significantly to the overall power consumption of the ternary circuit. Chapter 5 presents improved encoder designs used in implementation of ternary logic circuits. This chapter also presents optimization algorithms, which map appropriate encoders for different output stages of a multi-output ternary logic circuit resulting in a circuit which is optimized for power consumption or propagation delay or power-delay product.

In Chapter 6, novel algorithms which are used to synthesize ternary logic circuits using 2: 1 Multiplexers, are presented. Traditionally Binary Decision Diagram (BDD) based algorithms have been used to synthesize binary logic functions. A BDD can be transformed into circuit implementation by replacing each node in the BDD with a $2: 1$ multiplexer. Similarly a Ternary Decision Diagram (TDD) can be transformed in to circuit implementation using 3:1 Multiplexers. In Chapter 6 a methodology, which transforms a 2-input ternary logic function in to a Ternary-Transformed Binary Decision Diagram (TBDD), is presented. This TBDD aids in realizing any ternary logic function using 2:1 multiplexers. This TBDD-based approach is used to develop a synthesis algorithm which is applied on a set of ternary functions and the resulting circuits are compared with $3: 1$ multiplexers based circuits.

Finally, Chapter 7 summarizes the key findings and contributions of this thesis, and proposes some recommendations for future work.

## Chapter 2

## Background and Related Work

This chapter provides an overview of ternary logic and CNFETs. A brief review of existing CNFET-based implementations of ternary logic circuits is also presented in this chapter.

### 2.1 Ternary Logic

Binary logic, when given a significant third value is called ternary logic or three valued logic and functions realized with three values are called ternary logic functions. The values 0,1 and 2 form the nomenclature to denote the ternary values in this work. A function $f(X)$ is defined as a ternary logic function mapping $\{0,1,2\}^{n}$ to $\{0,1,2\}$ where $X$ is given by $X_{1}, \ldots, X_{n}$. When $X_{i}, X_{j} \in\{0,1,2\}$, the basic operations of ternary logic can be defined as:

$$
\begin{equation*}
X_{i}+X_{j}=\max \left\{X_{i}, X_{j}\right\} \tag{2.1}
\end{equation*}
$$

$$
\begin{equation*}
X_{i} \cdot X_{j}=\min \left\{X_{i}, X_{j}\right\} \tag{2.2}
\end{equation*}
$$

where equations (2.1) and (2.2) indicate OR and AND operations respectively for ternary logic [36]. Another important logic function in ternary logic is a ternary inverter. Table 2.1 shows the outputs of different ternary inverters that are used
in ternary logic. Corresponding to each of the outputs three inverters are defined namely, Negative Ternary Inverter (NTI), Standard Ternary Inverter (STI) and Positive Ternary Inverter (PTI) respectively. The logic values assumed for different voltage levels are shown in Table 2.2 where, voltages $0, V d d / 2$ and $V d d$ correspond to logic values 0,1 and 2 respectively.

Table 2.1: Ternary Inverters [36]

| Input $x$ | NTI $(x)$ | STI $(x)$ | PTI $(x)$ |
| :---: | :---: | :---: | :---: |
| 0 | 2 | 2 | 2 |
| 1 | 0 | 1 | 2 |
| 2 | 0 | 0 | 0 |

Table 2.2: Logic Symbols

| Voltage Level | Logic Value |
| :---: | :---: |
| 0 | 0 |
| $V d d / 2$ | 1 |
| $V d d$ | 2 |

Implementation of ternary logic circuits requires transistors with different threshold voltages. Hence CNFET technology, where the threshold voltage of transistor can be modified by changing its physical dimensions, is suitable to implement ternary logic circuits [36]. The following section presents a brief overview of CNFET.

### 2.2 Carbon-Nanotube Field Effect Transistor (CNFET)

A single-walled carbon nanotube (SWCNT) is obtained by rolling up a sheet of graphite along a roll-up vector $C=n a+m b$, as shown in Figure 2.1, where $m$ and $n$ are positive integers which specify the chirality of the tube and ' $a$ ' and ' $b$ ' are lattice unit vectors [42]. The angle of atom arrangement along the tube, also called as chiral angle or roll-up vector or chirality vector in a single wall CNT (SWCNT), is represented by an integer pair $(n, m)$. The value of $(n, m)$ determines if CNT is metallic or semiconducting.


Figure 2.1: Unrolled sheet of graphite and the rolled lattice structure of CNT [42]

SWCNT is further classified into three groups, depending on the angle of atom arrangement, i.e. chirality vector, along which the CNT is rolled. The three groups of CNT are named as armchair CNT if CNT has $n=m$, zigzag CNT if $n=0$ or $m=0$ and chiral CNT if $m$ and $n$ are different and nonzero. All armchair CNTs behave as conductors. On the other hand, zigzag and chiral CNTs show metallic (conducting) behavior when $n=m$ or $n-m=3 i$, where $i$ is an integer, otherwise they show semiconducting behavior. Hence zigzag and chiral CNTs are used in realizing a CNTFET [43]. The chirality vector $(n, m)$ also sets the diameter of the CNT.

Carbon-Nanotube Field Effect Transistor (CNFET) is a transistor which makes use of semiconducting carbon nanotubes as channel material between two metal electrodes that act as source and drain contacts. The operating principle of CNFET is similar to that of MOS transistors. As shown in Figure 2.2, this three (or four) terminal device consists of a semiconducting nanotube, acting as conducting channel, bridging the source and drain contacts. The device is turned on or off electrostatically via the gate. The drain current is directly proportional to the number of CNTs connected between the source and the drain and their respective diameters [44, 45].


Figure 2.2: 3D view of Carbon-Nanotube Field Effect Transistor (CNFET)

Three types of CNTFET devices have been reported in the literature. They are known as schottky barrier CNTFET (SB-CNTFET), MOSFET-like CNTFET (M-

CNTFET) and band-to-band tunneling CNTFET (T-CNTFET). Due to the similarities of M-CNTFET with MOSFET in terms of operation and intrinsic attributes, it has been used in implementation of logic circuits [45]. The gate width of CNTFET can be approximated using equation below [44]:

$$
\begin{equation*}
W \approx \min \left(W_{\min }, N \times S\right) \tag{2.3}
\end{equation*}
$$

In equation (2.3), $W_{\min }$ is the minimum gate width, $N$ is the number of tubes and $S$ the distance between the centers of two adjoining CNTs under the same gate, also called as Pitch. The diameter of $\mathrm{CNT}, D_{C N T}$, which depends on the chirality vector $(n, m)$ can be calculated using equation below:

$$
\begin{equation*}
D_{C N T}=\frac{\sqrt{3} a_{0}}{\pi}\left(\sqrt{n^{2}+m^{2}+m n}\right) \tag{2.4}
\end{equation*}
$$

where $a_{0}=0.142 \mathrm{~nm}$ is the inter atomic distance between each carbon atom and its neighbour. The threshold voltage, which is the voltage needed to turn ON the device electrostatically via the gate, can be approximated to the first order as the half band gap and can be calculated by equation (2.5) [44].

$$
\begin{equation*}
V_{t h} \approx \frac{E_{g}}{2 e}=\frac{1}{\sqrt{3}} \frac{a V_{\pi}}{e D_{C N T}}=\frac{0.43}{D_{C N T}(n m)} \tag{2.5}
\end{equation*}
$$

In the above equation, $V_{\pi}(=3.033 \mathrm{eV})$ is the carbon $\pi-\pi$ bond energy in the tight bonding model, $a(=0.249 \mathrm{~nm})$ is the carbon-carbon atom distance and $e$ is the unit electron charge. If the chirality vector of CNT changes then the threshold voltage of the CNTFET will also change. Assuming the $m$ value in the chirality vector is always zero, the ratio of the threshold voltages of two CNTFETs with different chirality vectors can be represented by equation below:

$$
\begin{equation*}
\frac{V_{t h 1}}{V_{t h 2}}=\frac{D_{C N T 2}}{D_{C N T 1}}=\frac{n_{2}}{n_{1}} \tag{2.6}
\end{equation*}
$$

Equation (2.6) shows that threshold voltage of CNFET is inversely proportional
to the diameter of CNT which, as mentioned above, depends on its chirality vector. It is the threshold voltage controlability of CNFET that makes it well suited for the implementation of multi-valued logic circuits.

The relationship between chirality, CNT diameter and threshold voltage can be derived from relations presented in [44] and is shown in Table 2.3. There have been advances in the manufacturing processes of well controlled CNTs [46, 47]. While techniques exist to synthesize CNFETs of desired chirality [48, 49], those with three chiralities i.e. $(19,0),(13,0)$ and $(10,0)$ are normally used in the implementation of CNFET-based ternary logic circuits [36].

Table 2.3: Relation Between Chirality, CNT Diameter and Threshold Voltage [44]

| Chirality | Diameter <br> of CNT | Threshold Voltage <br> of N-CNTFET | Threshold Voltage <br> of P-CNTFET |
| :---: | :---: | :---: | :---: |
| $(19,0)$ | $1.487 n \mathrm{~nm}$ | 0.289 V | -0.289 V |
| $(17,0)$ | 1.330 nm | 0.328 V | -0.328 V |
| $(16,0)$ | $1.253 n m$ | 0.348 V | -0.348 V |
| $(14,0)$ | 1.100 nm | 0.398 V | -0.398 V |
| $(13,0)$ | 1.018 nm | 0.428 V | -0.428 V |
| $(11,0)$ | 0.861 nm | 0.506 V | -0.506 V |
| $(10,0)$ | 0.783 nm | 0.559 V | -0.559 V |

While there are many CNTFET device models in the literature [44, 45, 50-52], Stanford CNFET device models reported in [53] which are based on work presented in $[44,45]$ have been widely used for the implementation of CNFET-based circuits. Thus this CNFET model is used for simulations in this work. The technology parameters of CNTFET along with their brief description and numeric value are given in Table 2.4.

The characteristics of CNFET and the effect of chirality variations is studied with the help of input and output characteristics of a N-CNFET which are simulated in HSPICE using the CNFET model in [53]. The CNFET is configured to have three CNTs (all with same chirality) and all parameters set to their default value. Figures 2.3 and 2.4 show the output characteristics for a fixed $V_{G S}$ of 0.45 and input characteristics for a fixed $V_{D S}$ of 0.45 for CNFET with different chirality. As seen from Figure 2.3, for a fixed $V_{G S}$ ( $V_{G S}$ of 0.45 chosen as an example), the drain current $\left(I_{D S}\right)$ is proportional to the diameter of CNTs, which in turn is proportional to value of $n$ in chirality vector.

Table 2.4: Technology Parameters for CNFET model in [44, 45, 53]

| Parameter | Description | Value |
| :---: | :---: | :---: |
| $L_{\text {ch }}$ | Physical channel length | 32 nm |
| $L_{\text {geff }}$ | Mean free path in the intrinsic CNT channel region | 100 nm |
| $L_{s s}$ | Length of doped CNT source-side extension region | 32 nm |
| $L_{d d}$ | Length of doped CNT drain-side extension region | 32 nm |
| $E_{f i}$ | Fermi level of the doped S/D tube | 0.6 VV |
| $K_{g a t e}$ | Dielectric constant of high-k top gate dielectric <br> material | 16 |
| $T_{o x}$ | Thickness of high-k top gate dielectric material | 4.0 nm |
| $C_{s u b}$ | Coupling capacitance between the channel region <br> and the substrate | $40 \mathrm{pF} / \mathrm{m}$ |
| $V_{f b n} \& V_{f b p}$ | Flat-band voltage for n-CNTFET and p-CNTFET, <br> respectively | $0 \mathrm{eV}, 0 \mathrm{eV}$ |
| $L_{-c h a n n e l}$ | Physical gate length | 32 nm |
| Pitch | Distance between the centers of two adjacent CNTs | 20 nm |
| $L_{e f f}$ | Mean free path in p+/n+ doped CNT | 15 nm |
| $p h i \_M$ | Work function of Source/Drain metal contact | 4.6 eV |
| $p h i \_S$ | CNT work function | 4.5 eV |

Also, it is clear from Figure 2.4 that the threshold voltage of CNFET varies with diameter of CNTs which in turn is proportional to value of $n$ in chirality vector. This feature of CNFET makes it well suited for the implementation of multi-valued logic circuits. A review of CNFET-based ternary logic circuits is presented in the next section.

### 2.3 Ternary Logic Circuits using CNFETs

In ternary logic circuits, transistors with different threshold voltages are required for implementation of basic ternary gates like NTI, PTI, encoder, decoder etc. Unlike in MOS technology, where body biasing is used to control threshold voltages, in CNFET technology the threshold voltage is controlled by changing the diameter (i.e. $V_{t h}$ dependent on physical dimension) of CNT which in turn depends on the chirality vector. This dependence makes CNTFET suitable for implementation of MVL circuits. While interest in design of CNFET-based logic circuits waned over recent years due to complex fabrication technology and reliability issues, recent demonstration of a CNFET-based


Figure 2.3: I-V Characteristics of N-CNFET


Figure 2.4: I-V Characteristics of N-CNFET
processor/computer by Stanford researchers [54] has reignited the interest.
CNFET-based ternary logic circuits using resistive loads have been presented in [55]. The disadvantage of this approach however is that it needs large off-chip resistances. A more efficient design methodology, which eliminates the need for large resistances by employing an active load with p-type CNFETs, has been presented in [36,37]. This work presented designs for ternary NAND and NOR gates simulated using HSPICE with Stanford CNTFET model of [53]. A design technique which uses both ternary logic gates and binary logic gates can also be found in this work. This technique can be divided in to three main stages: In the first stage, a ternary decoder is used to convert a ternary signal into mutually exclusive unary functions. These decoder outputs can take only two logic values i.e., logic 2 and logic 0 , corresponding to logic 1 and logic 0 in binary logic. These outputs are combined using binary logic gates in the second stage. In the third and final stage, the outputs of the second stage are combined using an encoder to generate the ternary outputs. The ternary encoder consists of a level shifter and a ternary OR gate. It was shown that this technique leads to a reduction in power-delay product, for example, a ternary half adder and a 1-bit multiplier with respect to their counterparts designed using CNTFET based ternary gates only.

Another CNFET-based design methodology for ternary and quaternary circuits, which uses pseudo N-type CNFETs, has been presented in [56]. Recently there have been many implementations of CNFET-based ternary arithmetic circuits (Adders [38, 39,57-60] and ALU [40]) that focus on optimizing the design parameters. An improved version of the ternary adder has been presented in [58]. This adder uses an encoder with reduced complexity and a fast carry generation unit resulting in less propagation delay for multi-digit adders. Although the encoder used in [58] has reduced delay and complexity, it consumes large power resulting in designs such as multi-digit adders that consume very high power.

Energy efficient single-digit and multi-digit adders have been presented in [39]. In single-digit adder designs, positive and negative ternary complements of inputs are generated in the first stage. Intermediate outputs are then generated from first stage
outputs and original inputs using a network of transistors with different chiralities. These outputs, which are binary in nature, are converted in to ternary outputs using a transistor-based voltage divider. The multi-digit adder presented in [39] uses two half-adders to generate sum whereas it uses a standalone circuit to generate carry. This carry is ternary in nature and has to propagate to the next adder stage. The major disadvantage of this design however is that at each adder stage, ternary carry is generated using a voltage divider circuit resulting in a multi-digit adder that has large delay and power consumption.

Low-delay and low-power single-digit and multi-digit adders have been presented in [60]. In this work, unary operators are implemented using efficient circuits, which are further used in the design of 3: 1 multiplexer-based single-digit adders. These adders have low-propagation delay and least PDP when compared to other existing designs. This work also presented efficient conditional sum and carry look-aheadbased ternary multi-digit adders. At each digit-adder stage of Conditional Sum Adder (CSA), three different sums and carry-outs, corresponding to carry-in of 0,1 and 2 are computed using 3:1 multiplexer-based single-digit adders. Further, depending on the actual carry-in, an array of $3: 1$ multiplexers is used to compute the final sum digits $\left(\right.$ Sum $\left._{i}\right)$ and carry-out (Cout). In Carry-Lookahead Adder (CSA) presented in [60], four propagate functions $\left(p_{i}{ }^{1}, p_{i}{ }^{2}, p_{i}{ }^{3}\right.$ and $\left.p_{i}{ }^{4}\right)$, which correspond to different carryin and carry-out conditions are generated at each digit-adder stage. These single-digit propagate functions are given as inputs to carry-lookahead generator, which implements a set of logic expressions [60] to compute group propagate functions and carry-out signals. Finally the carry-out signals and inputs are given to a $3: 1$ multiplexer-based single-digit adders, which generate the final sum digits. Although multi-digit CSA and CLA designs have low-propagation delays and least PDP, they have complex carry propagation path and consume large power when compared to other designs.

Ternary multiplier, implemented using unary operators and $3: 1$ multiplexers, has been presented in [61]. This design is based on the classical Wallace multiplier and includes a novel $3: 1$ ternary multiplexer design that requires only a small number of

CNFETs. Two ternary full-adder configurations have also been proposed based on an examination of the multiplier structure. Additionally, the design includes a new singledigit and multi-digit multipliers. Apart from the effort to build novel designs, there have also been attempts to develop synthesis algorithms for CNFET-based ternary logic circuits. Recently, a synthesis technique for ternary logic circuits, which exploits the advantages of CNFET, has been presented in [41]. This technique combines the cube representation [62] and the unary operators [63] to arrive at a $3: 1$ multiplexer based synthesis procedure. This work also presented a procedure for obtaining expressions for two and three variable functions using the unary operators. Ternary functions with three (or more) variables are handled by a decomposition procedure based on work presented in [64].

### 2.4 Research Gaps, Objectives and Scope of Current Work

Based on the literature review presented above, a few of the gaps and issues in CNFETbased ternary logic design are addressed in this thesis. A summary of these is presented below:

1. Generalized design approaches to implement ternary logic circuits have been limited in the literature so far. Thus, there is a need to develop techniques to design CNFET-based ternary circuits optimized for different design parameters. one of the objectives of this thesis is to develop designs for the implementation of ternary circuits
2. Most of the CNFET-based adder designs in the literature have complex carry propagation paths. In this thesis, two new techniques to implement ternary adders that have efficient carry propagation paths, are proposed. One of these approaches uses binary prefix networks for carry propagation leading to adder designs that have logarithmic delay as apposed to linear delay of the existing designs.
3. Ternary encoder is an important block which is used in many CNFET-based ternary circuits. This block contributes significantly to the overall propagation delay and power consumption of the logic circuits. Hence there is need for lowpower low-delay encoder designs, as well as a methodology which uses appropriate encoder designs depending on the design constraints such as power, delay or power-delay product.
4. Automatic synthesis leads to accelerated development of logic circuits. There are synthesis techniques available in literature that can be used to implement ternary circuits, but very few of them take the advantages of special properties of CNFET. In this thesis, we propose novel techniques to synthesize ternary circuits using 2:1 multiplexers.

## Chapter 3

## Design Approaches for Basic Ternary Circuits

### 3.1 Introduction

The CNFET based ternary circuit design presented in [36] is a generalized approach which could be used for implementing any ternary function. This approach however uses a complex encoder and requires a ternary decoder for each input, resulting in large area and power consumption for higher operand sizes. Another approach presented in [41] uses multiplexers to implement ternary logic circuits which have low power consumption but large propagation delay. Thus this thesis focuses on developing techniques for designing CNFET-based ternary circuits optimized for multiple design parameters.

In this chapter three general design approaches, which can be used to implement basic ternary logic circuits, are presented. The first approach avoids the use of decoder and uses a novel low-power encoder resulting in ternary circuits with low transistor count compared to existing approaches. This approach results in circuits which are optimized for two design parameters namely area and power consumption. The next approach uses a delay optimized decoder and low-power encoder leading to energy efficient ternary circuits. Finally, the third design approach uses $2: 1$ multiplexers for
realizing basic ternary logic circuits leading to ternary circuits, which have low power consumption. Basic 2-input circuits are implemented using proposed design approaches and their design parameters are compared to that of existing approaches.

### 3.2 Existing Design Approaches

### 3.2.1 Decoder-Encoder based approach

The decoder-encoder based approach presented in [36] can be divided in to three main stages. In first stage, a ternary decoder is used to convert a ternary signal into mutually exclusive unary functions which will have two logic levels, logic 0 and logic 2. The relation between ternary input $X$ and decoder outputs (indicated by $X^{0}, X^{1}, X^{2}$ ) is given by

$$
X^{k}= \begin{cases}2, & \text { if } X=k  \tag{3.1}\\ 0, & \text { if } X \neq k\end{cases}
$$

These decoder outputs can take only two logic values i.e., $\operatorname{logic} 2$ and $\operatorname{logic} 0$, corresponding to logic 1 and logic 0 in binary logic. The outputs of these ternary decoders are combined using binary logic gates in the second stage. In the third and final stage, the outputs of the second stage are combined using an encoder to generate the ternary outputs. This ternary encoder consists of a level shifter and a ternary OR gate.

As an example, consider the ternary function shown in Table 3.1, where $A$ and $B$ are ternary inputs and $F$ is ternary output. The output function $F$ is equal to $\operatorname{logic} 2$ for the input signals $A=1$ and $B=0$ or $A=2$ and $B=0$ while it is equal to logic 1 for signal values $A=0$ and $B=1$ or $A=0$ and $B=2 . F$ is equal to logic 0 in all the remaining cases. Using Table 3.1 output function F can be written as

Table 3.1: Truth Table (Example 1)

| Decimal Equivalent | $A$ | $B$ | $F$ |
| :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 0 |
| 1 | 0 | 1 | 1 |
| 2 | 0 | 2 | 1 |
| 3 | 1 | 0 | 2 |
| 4 | 1 | 1 | 0 |
| 5 | 1 | 2 | 0 |
| 6 | 2 | 0 | 2 |
| 7 | 2 | 1 | 0 |
| 8 | 2 | 2 | 0 |



Figure 3.1: Realization of a ternary function using existing decoder-encoder based approach

$$
\begin{gather*}
F=2 \cdot \sum(3,6)+1 \cdot \sum(1,2)+0 \cdot \sum(0,4,5,7,8)  \tag{3.2}\\
F=2 \cdot\left(A^{1} B^{0}+A^{2} B^{0}\right)+1 \cdot\left(A^{0} B^{1}+A^{0} B^{2}\right) \tag{3.3}
\end{gather*}
$$

where $A^{k}$ and $B^{k}(k=0,1,2)$ represent unary outputs of the ternary signals $A$ and B. $F^{2}$ and $F^{1}$ represent unary signals of output $F$ which are combined in the final stage using an encoder, which consists of a level shifter and a ternary OR gate, to generate ternary output $F$. Ternary logic gates are usually represented with a • (dot) on the gate. The implementation of the function $F$ following the methodology in [36] is shown in Figure 3.1.


Figure 3.2: Implementation of function shown in Table 3.1 using 3:1 Mux based approach [60]

### 3.2.2 Multiplexer based approach

Another approach, that uses unary operators and $3: 1$ multiplexers for implementing ternary logic circuits has been presented in [60,61]. To illustrate this approach, consider again the ternary function shown in Table 3.1. Since it has two inputs, one of the inputs is chosen as select line for a 3:1 multiplexer and the other input is used in generation of unary operators. If input $A$ is chosen as the select signal and $A=0$, then $(0,1,2)$ is transformed into $(0,1,1)$ with respect to input $B$. Similarly when $A=1$ or $A=2$ , $(0,1,2)$ is transformed into $(2,0,0)$ with respect to input $B$. These transformations, also called unary operators, have been implemented in such a way that they have low power consumption [60]. Figure 3.2 illustrates the implementation using the 3:1 multiplexers and unary operators. This design requires 18 CNFETs as shown in Figure 3.3.


Figure 3.3: Transistor level Implementation of 3:1 Multiplexer [60]

### 3.3 Novel Approaches to Design Ternary Logic Circuits

### 3.3.1 Approach I: Using Low-power Encoder and without Decoder

### 3.3.1.1 Overview

As seen from the existing decoder-encoder based approach, each of the inputs is converted into mutually exclusive binary signals using ternary decoders. As the number of inputs increases, there will be an increase in the number of decoders needed resulting in more area and power consumption. In the example discussed earlier two decoders were needed for two inputs $A$ and $B$ in the implementation of the function $F$. The approach being proposed obviates the need for a decoder by optimally grouping the terms in equation (3.3). Considering the earlier example, the function $F$ can be represented as

$$
\begin{equation*}
F=2 \cdot\left(\left(A^{1}+A^{2}\right) B^{0}\right)+1 \cdot\left(A^{0}\left(B^{1}+B^{2}\right)\right)=2 . F^{2}+1 . F^{1} \tag{3.4}
\end{equation*}
$$

where $F^{2}$ and $F^{1}$ are the unary signals of output function $F$, which can take the values of logic 2 (logic high) or logic 0 (logic low). In the above equations, $F^{2}=2$, if


Figure 3.4: Implementation of $F^{2}$ and $F^{1}$ in proposed approach
$B^{0}=2$ and $\left(A^{1}+A^{2}\right)=2$. The term $B^{0}=2$, if $B=0$. The other term of $F^{2}$ i.e. $\left(A^{1}+A^{2}\right)=2$, if $A=1$ or 2 . Thus the complete term $\left(A^{1}+A^{2}\right) B^{0}$ of the function $F^{2}$ can be realized using NTI gates and CNFET transistors, as shown in Figure 3.4(a).

It consists of one NTI gate and four additional transistors M1, M2, M3 and M4. M1 and M2 are p-type CNFETs, whereas M3 and M4 are of n-type. The chiralities of the respective transistors are also shown in the figure. Accordingly, M1, M2, M3 and M4 transistors have threshold voltages equivalent to $-0.428 \mathrm{~V},-0.559 \mathrm{~V}, 0.428 \mathrm{~V}$ and 0.289 V respectively. Input $A$ is given through an NTI gate and connected to base of M1 and M3. Since M1 has a threshold voltage of -0.428 V , M1 is $O N$ only when the output of NTI is logic 0 (i.e. when $A$ is logic 1 or logic 2 ). M3 has a threshold voltage of 0.428 V and thus M3 is $O N$ only when output of NTI gate is logic 2 (i.e. when $A$ is logic 0 ). Similarly, the base of transistors M2 and M4 are connected to input $B$. Since M2 and M4 have their threshold voltages as -0.559 V and 0.289 V respectively, M 2 is $O N$ when $B$ is logic 0 and M 4 is $O N$ when $B$ is logic 1 or logic 2. The overall output $F^{2}$ is logic 2 when both M1 and M2 are $O N$ and $F^{2}$ is logic 0 when either M3 or M4 are $O N$. Similar analysis can be carried out for the circuit implementation of $F^{1}$ shown in Figure 3.4(b).

As seen from the above example, the use of decoder circuit for each ternary input can be avoided using the proposed approach. This results in less number of transistors as well as less delay and power consumption when compared to the existing decoderencoder approach. The above analysis can be described more formally as below:

Proposition 3.1. Without the loss of generality, let $F(A, B)$ be any ternary function with $A$ and $B$ as inputs. If it is possible to represent the unary terms of the inputs $A$ and $B$ using any combination of transistors, PTI and NTI gates, then the use a decoder for any input (at the initial stage) is redundant.

### 3.3.1.2 Steps Involved

Based on the above Proposition 3.1 an approach for implementation of CNFET based ternary circuits without decoder is presented below.

1. Initially, a given function F is represented using a $K$-map appropriate equations are determined.
2. Equations can then be used to determine the components (such as NTI and PTI, etc.) required for CNFET based implementation. Also, the number of transistors required for implementation of unary signals of $F$, that is, $F^{2}, F^{1}$ and $F^{0}$ are determined. Since unary signals are mutually exclusive, implementation of any two out of three functions is enough. The selection of functions is made in such a way that least number of transistors is required for the implementation.
3. Based on the unary functions chosen, an optimized encoder circuit is used to generate the final ternary output.

In what follows, the above steps are described in detail.

### 3.3.1.3 Function Simplification

The given function $F$ is first represented using $K$-map and the equations in terms of unary functions. The terms in the $K$-map can then be grouped or the equations can be simplified such that the terms in final simplified equation can be realized using the ternary inputs directly. This is achieved by using a combination of NTI gates, binary inverters and transistors. As an example, consider a function $F(A, B)$ represented by the truth table shown in Table 3.2. It can be observed from the table that, the output is logic 0 when $A=B$, is logic 1 when $A<B$ and $\operatorname{logic} 2$ when $A>B$. This function

Table 3.2: Truth Table (Example 2)

| Decimal Equivalent | $A$ | $B$ | $F$ |
| :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 0 |
| 1 | 0 | 1 | 1 |
| 2 | 0 | 2 | 1 |
| 3 | 1 | 0 | 2 |
| 4 | 1 | 1 | 0 |
| 5 | 1 | 2 | 1 |
| 6 | 2 | 0 | 2 |
| 7 | 2 | 1 | 2 |
| 8 | 2 | 2 | 0 |



Figure 3.5: $K$-Map simplification for function $F$
can be represented using the $K$-map as shown in Fig 3.5. To get the unary functions corresponding to three levels, the $1 \mathrm{~s}, 2 \mathrm{~s}$ and 0 s are grouped separately. This results in minimized functions for $F^{2}, F^{1}$ and $F^{0}$. The grouping of terms can be carried out using the $K$-map shown in Fig 3.5.

The functions can also be derived using the simplification of equation as illustrated below:

$$
\begin{equation*}
F=2 \cdot \sum(3,6,7)+1 \cdot \sum(1,2,5)+0 \cdot \sum(0,4,8) \tag{3.5}
\end{equation*}
$$

which can be expressed as

$$
\begin{equation*}
F=2 \cdot\left(A^{1} B^{0}+A^{2} B^{0}+A^{2} B^{1}\right)+1 \cdot\left(A^{0} B^{1}+A^{0} B^{2}+A^{1} B^{2}\right)+0 \cdot\left(A^{0} B^{0}+A^{1} B^{1}+A^{2} B^{2}\right) \tag{3.6}
\end{equation*}
$$

$$
\begin{equation*}
\left.F=2 \cdot\left(A^{1}+A^{2}\right) B^{0}+A^{2}\left(B^{0}+B^{1}\right)\right)+1 \cdot\left(A^{0}\left(B^{1}+B^{2}\right)+B^{2}\left(A^{0}+A^{1}\right)\right)+0 \cdot\left(A^{0} B^{0}+A^{1} B^{1}+A^{2} B^{2}\right) \tag{3.7}
\end{equation*}
$$

resulting in

$$
\begin{equation*}
F=2 \cdot F^{2}+1 \cdot F^{1}+0 \cdot F^{0} \tag{3.8}
\end{equation*}
$$

### 3.3.1.4 Implementation of Unary Functions

Functions $F^{2}, F^{1}$ and $F^{0}$ in equation (3.8) represent the unary functions of output $F$ and are mutually exclusive. Thus any two of the three unary functions are enough to generate the final output $F$. As mentioned earlier, the two functions that are to be implemented are chosen in such a way that realization of the circuit results in least number of transistors. After this simplification is carried out, the resulting expressions would contain either individual unary terms of the inputs, i.e. $A^{0}, B^{0}, A^{1}$ etc. or group terms such as $\left(A^{1}+A^{2}\right),\left(B^{0}+B^{1}\right)$, etc. These terms can be realized using PTI gates, NTI gates and transistors.

For example, $A^{0}$ indicates that the output function is $\operatorname{logic} 2$ when input $A$ is $\operatorname{logic} 0$ i.e. a connection to $V D D$ is made possible when $A$ is logic 0 . This pull-up functionality is realized by designing a p-type CNFET with a threshold voltage of -0.559 V i.e. a chirality equivalent to $(10,0)$. Such a transistor will however be $O F F$ when gate voltage is greater than 0.341 V and hence for logic $1(0.45 \mathrm{~V})$ and logic $2(0.9 \mathrm{~V})$, it will be in $O F F$ state. The values of input for which the output remains logic 0 are considered for designing the n-type CNFET structure. In case of $A^{0}$, the output remains logic 0 when the input is at logic 1 or logic 2 . This pull-down functionality is realized with an n-type CNFET having a threshold voltage of 0.289 V which is equivalent to a chirality of $(19,0)$. Such a transistor will be $O N$ when gate voltage is greater than 0.289 V and hence for logic $1(0.45 \mathrm{~V})$ and logic $2(0.9 \mathrm{~V})$, it remains in $O N$ state. A similar analysis can be carried out to to design p-type and n-type structures for different terms of the

| Function <br> (Transistors Required) | P-Type CNFET | N-Type CNFET |
| :---: | :---: | :---: |
| $\underset{(2)}{\boldsymbol{X}^{\boldsymbol{0}}}$ |  |  |
| $\underset{(6)}{\boldsymbol{X}^{\boldsymbol{1}}}$ |  |  |
| $\underset{(4)}{\boldsymbol{X}^{2}}$ |  |  |

Figure 3.6: Transistor level realization of $X^{0}, X^{1}$ and $X^{2}$ unary terms
simplified equation. Figures 3.6 and 3.7 show the realization of different unary terms (individual and group) that might appear in any simplified equation corresponding to input $X$. To realize the output unary functions, the p-type CNFET structures corresponding to the input unary terms are placed in series to realize AND $(\cdot)$ function and in parallel to realize OR (+) function. On the otherhand n-type CNFET structures are placed in series to realize $\mathrm{OR}(+)$ function and in parallel to realize the AND $(\cdot)$ function.

Figures 3.6 and 3.7 also show the number of transistors required to implement the individual and group unary terms corresponding to an input $X$. This information is used to calculate the number of transistors required to implement the unary functions $F^{2}, F^{1}$ and $F^{0}$ as shown in Figure 3.8.

The simplified function of $F^{2}$ contains $\left(A^{1}+A^{2}\right) B^{0}$ as the first term and thus the p-type structure corresponding to $B^{0}$ is placed in series with that of $\left(A^{1}+A^{2}\right)$. The resulting circuit is then placed in series with the structure corresponding to $A^{2}\left(B^{0}+B^{1}\right)$ to get the final p-type CNFET circuit. A process similar to complementary logic style is followed to design the n-type circuit resulting in the design shown in Figure 3.8. The realization of all unary functions $F^{2}, F^{1}$ and $F^{0}$ results in 12,12 and 24 transistors respectively.

| Function <br> (Transistors Required) | P-Type CNFET | N-Type CNFET |
| :---: | :---: | :---: |
| $X^{I}+X^{2}$ <br> (4) |  |  |
| $X^{0}+X^{1}$ <br> (2) |  |  |
| $X^{0}+X^{2}$ <br> (6) |  |  |

Figure 3.7: Transistor level realization of $X^{0}+X^{1}, X^{1}+X^{2}$ and $X^{0}+X^{2}$ unary terms

### 3.3.1.5 Low-power Encoder

In the final stage, an encoder is used to combine the unary signals resulting in a final ternary output getting generated. An encoder generates logic 2 and logic 0 respectively by a direct connection to $V D D$ and $G N D$. But for generation of logic 1 at output, a direct path from $V D D$ to $G N D$ is created. One of the major disadvantages of the existing ternary adder designs $[39,58]$ is that they use encoders which have low resistance path between $V D D$ and $G N D$ to generate logic 1 . This results in a large static current and hence large static power consumption. The encoder design in existing approach [36] (shown in Figure 3.1) uses a level shifter and a ternary OR gate. Hence it requires large number of transistors and also has large power consumption. The power consumption is mainly because of multiple direct paths, that exist from $V D D$ to $G N D$, while generating logic 1 . An improved encoder, which has lower power consumption when compared to encoders in $[36,39,58]$, is presented in this section. Figure 3.9 shows the proposed encoder, which has unary functions $F^{2}$ and $F^{1}$ as inputs. Since the functions $F^{2}$ and $F^{1}$ are unary function and can be either logic 0 or logic 2, simple binary inverters can be used to get their complements. Implementation of a simple binary inverter is also shown in Figure 3.9.

Existing encoder and the encoder shown in Figure 3.9 use $F^{1}$ and $F^{2}$ as inputs to

(c) $F^{0}$ Implementation

Figure 3.8: Implementation of $F^{2}, F^{1}$ and $F^{0}$ using proposed approach


Figure 3.9: Encoder with $F^{2}$ and $F^{1}$ as inputs $\left(\left(F^{2}, F^{1}\right)\right.$-Encoder $)$
generate ternary output $F$. Hence, if any other pair of functions, i.e. $F^{2}$ and $F^{0}$ or $F^{1}$ and $F^{0}$, are implemented to reduce the number of transistors as explained in Section 3.3.1.4, $F^{1}$ or $F^{2}$ have to be generated using binary NOR gate. To avoid this, two more encoders are proposed that take combinations of $\left(F^{2}, F^{0}\right)$ or $\left(F^{1}, F^{0}\right)$ as inputs. Figure 3.10 shows encoder designs for the function pairs $\left(F^{1}, F^{0}\right)$ and $\left(F^{2}, F^{0}\right)$. As in the case of $\left(F^{2}, F^{1}\right)$-encoder, simple binary inverters can be used to get the complement of unary functions for encoders presented. For the example under consideration (equation 3.7), implementation of $F^{2}$ and $F^{1}$ results in least number of transistors and hence the encoder design presented in Figure 3.9 is used in the final stage. As seen from the proposed approach any ternary function can be realized without decoders resulting in reduced area. Although the proposed approach is explained using an example of a 2-input function, the same methodology can be extended to any number of inputs. However, care should be taken to avoid stacking of multiple transistors.

(a) $\left(F^{2}, F^{0}\right)$-Encoder

(b) $\left(F^{1}, F^{0}\right)$-Encoder

Figure 3.10: Encoder design for $\left(F^{2}, F^{0}\right)$ and $\left(F^{1}, F^{0}\right)$ combination

### 3.3.2 Approach II: Using low-delay Decoder and low-power Encoder

The previous section presented a decoderless approach to design ternary logic circuits. Although this approach results in reduced area due to the elimination of decoders, it results in large transistor stacking leading to higher propagation delay for some circuits. To illustrate this, consider an example ternary function shown in Table 3.3 which computes the Half-sum $(H S)$ of two ternary digits $A$ and $B$.

Table 3.3: Half-Sum ( $H S$ )

| $\mathbf{A} / \mathbf{B}$ | 0 | 1 | 2 |
| :---: | :---: | :---: | :---: |
| 0 | 0 | 1 | 2 |
| 1 | 1 | 2 | 0 |
| 2 | 2 | 0 | 1 |

Based on Table 3.3 the logical expressions for half-adder outputs can be determined as below:

$$
\begin{equation*}
H S^{2}=A^{2} B^{0}+A^{1} B^{1}+A^{0} B^{2} \tag{3.9}
\end{equation*}
$$

$$
\begin{equation*}
H S^{1}=A^{2} B^{2}+A^{1} B^{0}+A^{0} B^{1} \tag{3.10}
\end{equation*}
$$

$$
A->0-\mathrm{NTI}(A)
$$


$B--\mathrm{o}-\mathrm{NTI}(B)$




Figure 3.11: Implementation of Half-Sum using Decoderless approach



Figure 3.12: Implementation of Half-Sum using Existing Decoder-encoder based approach (all CNFETs have chirality as $(19,0)$ )

$$
\begin{equation*}
H S^{0}=A^{2} B^{1}+A^{1} B^{2}+A^{0} B^{0} \tag{3.11}
\end{equation*}
$$

Since $H S^{2}, H S^{1}$ and , $H S^{0}$ are mutually exclusive, circuit implementations are required only for two of these signals. The third signal can be then generated using $N O R$ operation. For example, if $H S^{2}, H S^{1}$ are available then $H S^{0}$ can be generated as $\overline{H S^{2}+H S^{1}}$. The transistor level implementation of $H S^{1}$ using the decoderless approach is shown in the Figure 3.11. Alternatively, assuming a decoder is used, $H S_{i}{ }^{1}$ can be directly implemented at transistor-level using complementary logic style as shown in Figure 3.12.

In both these cases, the circuits have increased transistor stacking (three transistors) for pull-up/pull-down network as evident from Figure 3.12 and 3.11. Similarly implementations of $H S^{2}$ and $H S^{0}$ also result in circuits with large transistor stacking. Thus in this section, we propose an implementation with reduced transistor stacking, leading to lower delay, by exploiting the mutually exclusive property of the decoder outputs. This section also presents a low-delay decoder which aids further in reducing the delay of the ternary circuit.

### 3.3.2.1 Low-Delay Decoder

The approach presented in this section uses a decoder to generate mutually exclusive binary signals (as in equation 3.1). The existing design of the decoder [36], [58], which uses NTI, PTI, binary inverter and binary NOR gate, is shown in Figure 3.13(a). This design, which has two inverters and one binary $N O R$ gate in its critical path, can be improved further to achieve better delay. Figure 3.13(b) shows the delay-optimized design for the decoder. In this design, a NOR like structure is used to generate $A^{1}$ using $A^{0}$ and ternary input $A$ instead of $A^{0}$ and $A^{2}$. Ternary input $A$ is connected to N-CNFET which switches ON when $A$ is logic 2. $A$ is also connected to P-CNFET which switches ON when $A$ is either logic 0 or logic 1 . As evident from the circuit, $A^{1}$ will be logic 2 when both the transistors in the pull up network of $N O R$ like structure are $O N$. This happens only when $A^{0}$ is logic 0 and $A$ is logic 1 . The critical path of this decoder, which includes one inverter and a $N O R$ like structure, is better than the existing decoder implementation $[36,58]$.

### 3.3.2.2 Alternate Representation of Logic Expressions

The basic idea behind this approach is to modify the logic equations for a given ternary function so that it results in reduced transistor stacking. This is illustrated with the ternary function considered earlier, which computes Half-Sum ( $H S$ ) of two ternary digits, $A$ and $B$. The logic expressions for half-sum are represented by equations (3.9) - (3.11). A direct implementation of these equations leads to increased transistor


Figure 3.13: Decoder Implementations
stacking as seen in Figures 3.11 and 3.12. Hence instead of using equations (3.9) - (3.11) directly, they are modified to product-of-sum form using properties of unary operators to optimize the pull-up/pull-down network. The product-of-sum expression for $H S^{2}$ can be derived either using the K-map or by representing $H S^{2}$ as $\overline{H S^{1}+H S^{0}}$, where $H S^{1}$ and $H S^{0}$ are given by equations (3.10) and (3.11) respectively. The modification of logical expression for $H S^{2}$ is shown below:

$$
\begin{equation*}
H S^{2}=\overline{H S^{1}+H S^{0}} \tag{3.12}
\end{equation*}
$$

$$
\begin{gather*}
H S^{2}=\overline{A^{2} B^{2}+A^{1} B^{0}+A^{0} B^{1}+A^{2} B^{1}+A^{1} B^{2}+A^{0} B^{0}}  \tag{3.13}\\
H S^{2}=\overline{A^{2}\left(B^{2}+B^{1}\right)+A^{1}\left(B^{0}+B^{2}\right)+A^{0}\left(B^{1}+B^{0}\right)}  \tag{3.14}\\
H S^{2}=\overline{A^{2} \overline{B^{0}}+A^{1} \overline{B^{1}}+A^{0} \overline{B^{2}}}  \tag{3.15}\\
H S^{2}=\left(A^{2}+\overline{B^{0}}\right)\left(A^{1}+\overline{B^{1}}\right)\left(A^{0}+\overline{B^{2}}\right) \tag{3.16}
\end{gather*}
$$

A similar process is used to modify the expressions for $H S^{1}$ and $H S^{0}$, resulting in the expressions below:

$$
\begin{align*}
& H S^{1}=\left(A^{2}+\overline{B^{2}}\right)\left(A^{1}+\overline{B^{0}}\right)\left(A^{0}+\overline{B^{1}}\right)  \tag{3.17}\\
& H S^{0}=\left(A^{2}+\overline{B^{1}}\right)\left(A^{1}+\overline{B^{2}}\right)\left(A^{0}+\overline{B^{0}}\right) \tag{3.18}
\end{align*}
$$

Equations (3.9), (3.10) and (3.11) which are in product-of-sum form, represent the modified logical expressions of equations (3.16), (3.17) and (3.18) which are in sum-of-product form, respectively. For optimal implementation of pull-up/pull-down network both product-of-sum and sum-of-product expressions are used appropriately. For example, equation (3.10) can be used to implement the pull-down network and an equivalent equation (3.17) can be used to implement the pull-up network of $H S_{i}{ }^{1}$, leading to lower transistor stacking. Figure 3.14 shows the transistor-level implementations to generate unary signals for the half-sum output.

The proposed implementation of half-adder needs $\overline{B_{i}}{ }^{2}, \overline{B_{i}{ }^{1}}$ and $\overline{B_{i}{ }^{0}}$, which can be generated using binary inverters along with the proposed decoder. Hence the decoder circuit for $B_{i}$ has two inverters and one binary $N O R$ like structure in the critical path which is similar to the existing decoder circuit presented in [36,58]. However, our approach results in a balanced pull-up and pull-down network with reduced transistor


Figure 3.14: Implementation of Half-Sum with reduced Transistor Stacking (all CNFETs have chirality as $(19,0)$ )
stacking when compared to existing decoder-encoder based approach and the decoderless approach which is presented in Section 3.3.1. After generating the unary functions of outputs, the encoder design presented in Section 3.3.1.5 is used to generate final ternary output.

The approach presented in this section uses a delay optimized decoder and alternate expressions for logic expression to implement basic ternary logic circuits which have low delay when compared to existing design approaches. However, this approach requires more number of CNFETs when compared to decoderless approach presented in Section 3.3.1.

### 3.3.3 Approach III: Using 2:1 Multiplexers

In this section, an approach which uses 2:1 multiplexers for implementation of ternary logic circuits, is presented.

### 3.3.3.1 Basic Idea

The basic idea involved in this approach is presented using Proposition given below:

Proposition 3.2. A 3:1 multiplexer can be implemented using two 2:1 multiplexers
Proof. Consider the expression for a 3:1 multiplexer (shown in Figure 3.2), which is
represented as $Y=S^{0} \cdot D_{0}+S^{1} \cdot D_{1}+S^{2} \cdot D_{2}$, where $D_{0}, D_{1}$ and $D_{2}$ represent inputs while $S$ represents select signal. $S^{0}, S^{1}$ and $S^{2}$ are related to $S$ according to equation (3.1) and can be generated as shown in the Figure 3.3.

$$
\begin{gather*}
Y=S^{0} \cdot D_{0}+S^{1} \cdot D_{1}+S^{2} \cdot D_{2}  \tag{3.19}\\
Y=S^{0} \cdot D_{0}+\left(S^{1}+S^{0}\right) \cdot\left(S^{1}+S^{2}\right) \cdot D_{1}+S^{2} \cdot\left(S^{1}+S^{2}\right) \cdot D_{2}  \tag{3.20}\\
\because S^{1}=\left(S^{1}+S^{0}\right) \cdot\left(S^{1}+S^{2}\right), S^{2} \cdot S^{2}=S^{2}, \text { and } S^{2} \cdot S^{1}=0 \\
Y=S^{0} \cdot D_{0}+\left(S^{1}+S^{2}\right) \cdot\left(\left(S^{1}+S^{0}\right) \cdot D_{1}+S^{2} \cdot D_{2}\right)  \tag{3.21}\\
Y=S^{0} \cdot D_{0}+\overline{S^{0}} \cdot\left(\overline{S^{2}} \cdot D_{1}+S^{2} \cdot D_{2}\right) \tag{3.22}
\end{gather*}
$$

$\because\left(S^{1}+S^{2}\right)=\overline{S^{0}},\left(S^{1}+S^{0}\right)=\overline{S^{2}}$, where $\overline{S^{0}}, \overline{S^{1}}$ and $\overline{S^{2}}$ represent the binary NOT of signals $S^{0}, S^{1}$ and $S^{2}$ respectively as given by equation (3.23).

$$
\overline{S^{k}}= \begin{cases}2 & \text { if } S^{k}=0  \tag{3.23}\\ 0 & \text { if } S^{k}=2\end{cases}
$$

Alternatively equation (3.19) can also be represented as equation (3.24) and (3.25).

$$
\begin{equation*}
Y=\overline{S^{2}} \cdot\left(S^{0} \cdot D_{0}+\overline{S^{0}} \cdot D_{1}\right)+S^{2} \cdot D_{2} \tag{3.24}
\end{equation*}
$$

$$
\begin{equation*}
Y=\overline{S^{1}} \cdot\left(S^{0} \cdot D_{0}+\overline{S^{0}} \cdot D_{2}\right)+S^{1} \cdot D_{1} \tag{3.25}
\end{equation*}
$$

The relation in equations (3.22), (3.24) and (3.25) are similar to relation for a $2: 1$ multiplexer, $Y=\bar{S} \cdot D_{0}+S \cdot D_{1}$, where $D_{0}$ and $D 1$ are inputs and $S$ is the select line. Hence a 3:1 multiplexer can be implemented using two 2:1 multiplexers as shown in the Fig 3.15.

(a) Using Equation (3.22)

(b) Using Equation (3.24)

(c) Using Equation (3.25)

Figure 3.15: A 3:1 Multiplexer operation using 2:1 Multiplexers

(a) PTI-Mux

(b) NTI-Mux

Figure 3.16: CNFET-based Implementation of NTI-Mux and PTI-Mux

### 3.3.3.2 Ternary circuits using CNFET-based 2:1 Multiplexers

As evident from Figure 3.15, equations (3.22) and (3.24) are less complex to implement, when compared to equation (3.25) because generation of $S^{0}, \overline{S^{0}}, S^{2}$ and $\overline{S^{2}}$ requires PTI and NTI whereas implementation of $S^{1}$ and $\overline{S^{1}}$ requires complex $N O R$ like structure in addition to a NTI. Hence circuits shown in Figures 3.15(a) and 3.15(b) are used for implementing ternary functions. These circuits use two types of $2: 1$ multiplexers namely PTI-Mux and NTI-Mux, which are implemented using CNFETs as shown in Figures 3.16(a) and 3.16(b) respectively.

A 3:1 multiplexer presented in [41] requires18 transistors. However, proposed 2:1 multiplexers with inverters (NTI-Mux and PTI-Mux), which are equivalent to one 3:1


Figure 3.17: 2:1 Multiplexer based Implementation for Ternary Function in Table 3.4 multiplexer, requires only 12 transistors. Further PTI-Mux and NTI-Mux ares used in the implementation of ternary logic circuits. To illustrate 2:1 multiplexer based approach consider the same example ternary function represented in Table 3.1, which was used to show 3:1 multiplexer based approach. The K-map for this ternary function is shown in Table 3.4.

Table 3.4: Ternary Function (Example 1)

| $\mathbf{A} / \mathbf{B}$ | 0 | 1 | 2 |
| :---: | :---: | :---: | :---: |
| 0 | 0 | 1 | 1 |
| 1 | 2 | 0 | 0 |
| 2 | 2 | 0 | 0 |

For this ternary function $A$ and $B$ are ternary inputs and $F$ is ternary output. In 2:1 multiplexer based approach, similar to 3:1 multiplexer based approach, one of the inputs is chosen as the select line and second input is used to realize the unary operators. But unlike in 3:1 multiplexer based approach, the proposed approach implements the unary operators using 2:1 multiplexers, PTI and NTI. Figure 3.17 shows the implementation of ternary function shown in Table 3.4, where A is chosen as the select line and unary operator is realized using 2:1 multiplexer. This implementation requires 12 CNFETs when compared to 3:1 multiplexer based implementation, which requires 25 transistors. Since both decoders and encoders are avoided in this approach, it results in low area and power consumption when compared to design approaches presented earlier. However, Since this approach uses transmission gates for realizing multiplexers, it results in ternary circuits with large propagation delay.

Table 3.5: Truth-Table for basic Ternary Circuits

| Inputs |  | Half-Adder |  | 1-digit Multiplier |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| A | B | Sum | Carry | Product | Carry |
| 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 1 | 1 | 0 | 0 | 0 |
| 0 | 2 | 2 | 0 | 0 | 0 |
| 1 | 0 | 1 | 0 | 0 | 0 |
| 1 | 1 | 2 | 0 | 1 | 0 |
| 1 | 2 | 0 | 1 | 2 | 0 |
| 2 | 0 | 2 | 0 | 0 | 0 |
| 2 | 1 | 0 | 1 | 2 | 0 |
| 2 | 2 | 1 | 1 | 1 | 1 |

### 3.4 Implementation and Simulation

For a comparison of the proposed approaches with the existing ones [36, 60], basic ternary logic functions namely half-adder and 1-digit multiplier have been implemented using different approaches and circuit parameters like delay, power, and number of transistors have been compared to understand relative performance. The functionality of the basic circuits is represented by Table 3.5.

As seen from this table, half-adder has two outputs (Sum and Carry) and 1digit multiplier has two outputs (Product and Carry). As an example, the circuit implementations for Half-adder using different approaches is shown in Figures 3.18, 3.19, 3.20, 3.21 and 3.22. These circuits along with the circuits for multiplier have been implemented using CNTFET model available at [53] and simulated using HSPICE. The following sub-sections explain the simulation environment and the results obtained.

### 3.4.1 Simulation Environment

All the circuits are simulated in HSPICE using the CNTFET model of [44, 45, 53] at 0.9 V power supply and room temperature. The CNFETs used in the implementation are configured to have three tubes and a default pitch value equal to 20 nm . All the other parameters are set to their default values as presented in Table 2.4. In this work, ternary logic values 0,1 and 2 correspond to voltages $0, V d d / 2$ and $V d d$ respectively. For binary logic gates the logic values 0 and 1 correspond to voltages 0 and $V d d$


Figure 3.18: Half-Adder using Existing Decoder-Encoder based Approach (all CNFETs have chirality as $(19,0)$ )


Figure 3.19: Half-Adder using Existing 3:1 Multiplexer based Approach



Figure 3.20: Half-Adder using Proposed Decoderless Approach (I)


Figure 3.21: Half-Adder using Proposed Decoder-Encoder based Approach (II) (all CNFETs have chirality as $(19,0)$ )



Figure 3.22: Half-Adder using Proposed 2:1 Multiplexer based Approach (III)
respectively. Binary gates are implemented using transistors, which are connected in complementary logic style and have chirality of (19,0). Different ternary circuits are implemented using proposed and existing approaches and the design parameters are compared. For fair comparison, all the circuits have been simulated with same test pattern. Power consumption results are obtained by simulating the circuits with random input patterns at switching frequency of 500 MHz . Propagation delay results for different circuits are obtained by finding the worst case Fan-Out of 4 (FO4) delay of the critical path. FO4 delay is calculated by loading the output node with four STI gates (implementation of STI gate is presented in [36]). In this section Proposed Approach I, II and III refer to decoderless, decoder-encoder based and 2:1 multiplexer based approaches respectively.

### 3.4.2 Results and Discussion

Table 3.6 summarizes the simulation results of different parameters for various ternary functions namely ternary half-adder and multiplier, which are implemented using existing and proposed approaches. In this table, Approach I, II and III refer to proposed decoderless, decoder-encoder based and 2:1 multiplexer based approaches respectively. These approaches are compared with existing decoder-encoder based approach [36] and 3:1 multiplexer based approach [41, 60]. Fig. 3.23 presents the logical simulation waveforms of half-adder implemented using 2:1 multiplexer based approach to show


Figure 3.23: Simulation Waveforms for Half-Adder
the correctness of the design. The same is also true with other proposed designs.
The existing decoder-encoder based approach uses a decoder for each input and a complex encoder for each ternary output resulting in large propagation delay, power consumption and transistor count when compared to other approaches. The problem of increased transistor count is addresses in existing 3:1 multiplexer based approach [41,60]. But the disadvantage of this approach is that it uses a complex implementation for realizing unary operators resulting in large power consumption, when compared to decoder-encoder based approach in [36].

Approach I uses a decoderless implementation and a low-power encoder to realize ternary logic circuits. This implementation shows a reduction of up to $18 \%$ in transistor count and up to $40 \%$ in power consumption when compared to existing approach in [36]. Approach I also shows reduction in propagation delay (up to 7\%) and power consumption (up to $54 \%$ ), but requires more transistors (up to $38 \%$ more) for implementation when compared to $3: 1$ multiplexer based approach [41, 60]. However, for some circuits like ternary half-adder, the decoderless approach results in circuits with large transistor stacking leading to higher propagation delay. This problem is solved in Approach II by using both sum-of-product and product-of-sum expressions of ternary

Table 3.6: Simulation Results for Basic Circuits

| Design Approach | Half-Adder | 1-digit Multiplier |
| :---: | :---: | :---: |
| Power Consumption (in $\mu \mathrm{W}$ ) |  |  |
| Decoder-Encoder Based [36] | 1.24 (100\%) | 0.780 (100\%) |
| 3:1 Multiplexer based [41,60] | 1.62(131\%) | 0.779(100\%) |
| Approach I | 0.745(60\%) | 0.372(48\%) |
| Approach II | 0.828(67\%) | 0.417(53\%) |
| Approach III | 0.121(10\%) | 0.069(9\%) |
| Propagation (FO4) Delay (in $p s$ ) |  |  |
| Decoder-Encoder Based [36] | 42.4(100\%) | 35.7(100\%) |
| 3:1 Multiplexer based [41,60] | 47.0(111\%) | 26.4(74\%) |
| Approach I | 43.0(101\%) | 25.3(71\%) |
| Approach II | 31.61(74\%) | 19.5(55\%) |
| Approach III | 44.2(104\%) | 17.5(49\%) |
| Power-Delay Product (PDP) (in $\times 10^{-17} \mathrm{~J}$ ) |  |  |
| Decoder-Encoder Based [36] | 5.25(100\%) | 2.78(100\%) |
| 3:1 Multiplexer based [41, 60] | 7.62(145\%) | 2.06(74\%) |
| Approach I | 3.20 (61\%) | 0.94(34\%) |
| Approach II | 2.62(50\%) | 0.81(29\%) |
| Approach III | 0.53(10\%) | 0.12(4\%) |
| Number of CNFETs |  |  |
| Decoder-Encoder Based [36] | 88(100\%) | 66(100\%) |
| 3:1 Multiplexer based [41,60] | 52(59\%) | 40(61\%) |
| Approach I | 72(82\%) | 50(76\%) |
| Approach II | 82(93\%) | 62(94\%) |
| Approach III | 36(41\%) | 30(45\%) |

circuits appropriately to reduce transistor stacking.
Approach II also uses a optimized decoder and low power encoder resulting in reduction upto $7 \%$ in transistor count, $45 \%$ in propagation delay and $47 \%$ in power consumption when compared to existing decoder-encoder based approach in [36]. This approach also shows improvement with respect to propagation delay and power consumption when compared to existing 3:1 multiplexer based approach. However, this approach uses decoder and hence requires more number of transistors to implement the circuit when compared to decoderless approach.

Approach III uses 2:1 multiplexer in the implementation of ternary logic circuits and resulting circuits show a reduction of up to $30 \%$ transistor, $34 \%$ in propagation delay and $91 \%$ power consumption when compared to existing 3:1 multiplexer based approach [41, 60]. This is because, unlike in the existing 3:1 multiplexer based approach, where unary operators are implemented using complex circuits that have multiple direct paths between $V D D$ and $G N D$, in the proposed approach, unary operators are implemented using 2:1 multiplexers resulting in low power consumption. The $2: 1$ multiplexer based approach has least power consumption and transistor count when compared to existing and other proposed approaches. However, since 2:1 multiplexer based approach uses transmission gates, ternary circuits designed using this approach cannot drive large load capacitance.

To check the dependence propagation delay on load capacitance, ternary logic circuits designed using different approaches have been simulated with varying loads. Table 3.7 shows the propagation delay results for ternary circuits with load capacitance of $1 f F, 2 f F$ and $3 f F$. As an example Figure 3.24 shows a graph of variation in propagation delay of a half-adder with respect to changes in the output load.

As seen from this figure, the propagation delay is heavily dependent on load for the half-adder circuit designed using existing and proposed multiplexer based approaches. These approaches result in circuits with large propagation delay for large load. For ternary half-adders designed using other existing and proposed approaches, the propagation delay is less dependent on load variations.

Table 3.7: Propagation Delay vs Load
Propagation Delay (in $p s$ ) for Half-Adder

|  | Load Capacitance |  |  |
| :--- | :---: | :---: | :---: |
| Design Approach | $\mathbf{1 f F}$ | $\mathbf{2 f F}$ | $\mathbf{3 f F}$ |
| Decoder-Encoder Based $[36]$ | 65.15 | 92.36 | 119.5 |
| 3:1 Multiplexer based $[41,60]$ | 120.1 | 226.8 | 333.4 |
| Approach I | 66.68 | 101.6 | 137.3 |
| Approach II | 54.26 | 89.8 | 123.9 |
| Approach III | 110.7 | 201.1 | 291.2 |
| Propagation Delay (in $p s$ ) for | 1-bit Multiplier |  |  |
| Decoder-Encoder Based $[36]$ | 58.38 | 85.69 | 113.1 |
| 3:1 Multiplexer based $[41,60]$ | 74.70 | 138.5 | 202.8 |
| Approach I | 34.44 | 59.40 | 85.90 |
| Approach II | 37.34 | 62.37 | 88.94 |
| Approach III | 47.79 | 88.53 | 129.5 |



Figure 3.24: Propagation Delay Vs Output Load for Half-adder

As seen from Table 3.6 and Table 3.7, a ternary half-adder implemented using proposed Approach II has least propagation delay and lower power consumption when compared to existing approaches. Although, this half-adder consumes more power, it is less dependent on load variations when compared to half-adder implemented using 2:1 multiplexer based approach.

### 3.4.2.1 Impact of Process, Voltage and Temperature (PVT) Variations

The performance metrics such as delay and power consumption are impacted by variations in process parameters, voltage and temperature (PVT). Thus in this section, we present the results of variation in delay and power due to PVT variations for half-adders which are implemented using proposed and existing design approaches. Diameter variation is a significant issue in CNFET-based ternary logic circuits since they consist of CNFETs with different CNT diameter. To examine the effect of diameter variation on the performance of the adder, Monte Carlo simulations have been performed with upto $\pm 15 \%$ Gaussian distribution, variations at $\pm 3 \sigma$ level and 30 iterations for each simulation. The significance of 30 iterations has been discussed in [65]. Figure 3.25 illustrates the variations in delay and power in the existing and proposed full adders as a function of diameter variation. It is clear from the figure that the half-adder implemented using the Approach I (i.e. decoderless) is least sensitive to diameter variations when compared to those implemented using other existing and proposed approaches. The proposed and existing decoder-encoder based approaches show similar variation in delay and power with respect to variation in diameter. Figure 3.25 also shows that multiplexer based approaches are more sensitive to diameter variations when compared to decoder-encoder based approaches.

Another aspect of interest in CNFET-based circuits is the impact of voltage variations. Figure 3.26 illustrates the propagation delay and power consumption in full adders for different supply voltages. The multiplexer based approaches are excluded from this analysis because The increase in the supply voltage increases the current drawn by the circuit. As the current through CNFET increases the propagation delay


Figure 3.25: Monte-Carlo Simulations for (a) Delay (b) Power
decreases while the power consumption increases. It is clear from the Figure 3.26 that the half-adders implemented using the proposed and existing approaches show similar variation in design metrics for variation in supply voltage.


Figure 3.26: (a) Delay (b) Power for Supply Voltage Variation

Apart from process and voltage, temperature variations also impact the performance of CNFET-based circuits. Figure 3.27 illustrates the propagation delay and power consumption in full adders for different temperatures. The increase in temperature increases the current and thus propagation delay is directly proportional while power consumption is inversely proportional to temperature. It is clear from the Figure 3.27 that the half-adders implemented using the proposed and existing approaches show similar variation in design metrics for variation in temperature.


Figure 3.27: (a) Delay (b) Power for Temperature Variation

### 3.4.2.2 Noise Immunity Analysis

Noise tolerance is a term commonly used to describe the ability of logic circuits to function properly in the presence of noise pulses. Noise pulses are characterized by their width and amplitude and a pulse with adequate width and amplitude may cause a glitch (spurious switching). Noise immunity curve (NIC) is typically used to measure the noise tolerance of a logic gate in presence of such pulses. The horizontal and vertical axes in the NIC curve correspond to noise width ( $T_{\text {noise }}$ ) and noise amplitude ( $V_{\text {noise }}$ ), respectively and any point lying above the curve is indicative of a glitch at the output. Noise immunity curves have been obtained through simulations using techniques described in $[65,66]$. Figure 3.28 presents the noise immunity curves for half adders implemented using proposed and existing approaches. It is clear from this figure that the half-adder implemented using proposed decoderless approach (Approach II) shows better noise immunity when compared to those implemented using decoderencoder based and multiplexers based approaches. The ternary half-adder implemented using proposed decoder-encoder and multiplexer based approaches have noise immunity characteristics similar to half-adder implemented using existing decoder-encoder and multiplexer based approaches respectively.

Another quantitative measure, known as, average noise threshold energy (ANTE) derived from NIC curve is also used to quantify the noise immunity. It is equal to $\mathrm{E}\left(V_{\text {noise }}^{2} \times T_{\text {noise }}\right)$, where E() denotes the expectation operator. A higher ANTE measure


Figure 3.28: Noise Immunity Curve for Half-Adders
Table 3.8: ANTE for Ternary Half-Adders

| Design Approach | ANTE (in $\mathrm{V}^{2}$-ps ) |
| :---: | :---: |
| Decoder-Encoder Based [36] | 4.15 |
| 3:1 Multiplexer based [41,60] | 3.29 |
| Approach I | 4.44 |
| Approach II | 4.15 |
| Approach III | 3.29 |

implies better immunity to input noise. The ANTE for the different half-adders are shown in Table 3.8. It is clear from the table that the proposed decoderless approach has better noise immunity when compared to decoder-encoder and multiplexer based approaches.

### 3.5 Conclusions

This chapter presented three general design approaches, which can be used to implement basic ternary logic circuits. These approaches lead to ternary circuits which are optimized for one more design parameters. Simulation results indicate that basic ternary circuits, namely half-adder and 1-digit multiplier, which have been implemented using proposed approaches result in up to $91 \%$ reduction in power consumption, up to $45 \%$ reduction in delay and $30 \%$ reduction in transistor count when compared to the existing design approaches. Based on the analysis of simulation results the following conclusions are drawn:

- Approach I, which uses a low-power encoder and does not use a decoder, leads to efficient ternary logic circuits with respect to transistor count, power consumption and drive capability. This approach also leads to circuits which are less sensitive to diameter variations and have better noise immunity.
- Approach II, which uses delay optimized decoder, and uses both sum-of-product and product-of-sum expressions, leads to implementation of ternary logic circuits which have least propagation delay, and are less dependent on load variations.
- Approach III, which uses 2:1 multiplexers for implementing ternary circuits, leads to circuits which are optimized for power consumption and transistor count, but are heavily dependent on output load.


## Chapter 4

## Design of Multi-digit Ternary Adders

### 4.1 Introduction

In Chapter 3, three new design approaches to design ternary logic circuits have been presented. Simulation results show that a ternary half-adder, which is implemented using Approach II, has least propagation delay, and is less dependent on load variations. Hence in this chapter, half-adder implemented using Approach II is used in the implementation of ternary adders.

Adder is the basic building block of Arithmetic and Logical Unit (ALU), which in turn is an integral part of any general purpose processor. Adders are also used in many hardware implementations like logarithmic converters, address generators etc. There have been many implementations of CNFET-based adder circuits [38, 39, 57-60] that focus on optimizing the design parameters. Most of the multi-digit ternary adders in literature are ripple-carry based and/or have complex carry propagation paths leading to large delay. The adder designs presented in $[38,39,58,59]$ also consume large power due to the complexity involved in generating logic 1 .

This chapter presents two new techniques that can be used to implement multidigit ternary adders. In the first technique, the ternary adders are implemented using half-adders (implemented using Approach II), which generate Half-Sum (HS) and HalfCarry ( $H C$ ). These half-adder outputs (instead of main inputs) are used to compute carry-out at each digit-adder stage using a delay optimized carry generator. The half-
sum and carry-out are then used to compute final sum at each digit-adder stage with the help of a sum generator and low-power encoders. Employing delay optimized carry generator along with low-power encoder results in energy efficient multi-digit ternary adder design. The second technique is based on the concept of carry PropagateGenerate, which used in implementation of ternary prefix adders. The carry propagategenerate concept cannot be directly applied in the implementation of ternary prefix adders. In this work a technique, which enables the use of carry Propagate-Generate concept in multi-digit ternary adders, is presented.

### 4.2 Previous Work on CNFET-based Ternary Adders

There have been many CNFET-based ternary adder designs proposed in the literature. A brief overview of these adders is presented in the following subsections.

### 4.2.1 Single-Digit Adders

The ternary adder presented in [36] uses a ternary decoder in the first stage to generate binary versions of inputs. The ternary decoder is a one-input, three-output circuit and generates unary functions for an input $X$. The relation between ternary input $X$ and decoder outputs (indicated by $X^{0}, X^{1}, X^{2}$ ) is given by equation (3.1). These decoder outputs can take only two logic values i.e., logic 2 and logic 0 , corresponding to logic 1 and logic 0 in binary logic. The decoder outputs are used to compute intermediate binary outputs with the help of binary logic gates. Finally ternary sum and carry are generated from binary outputs using a combination of ternary buffers and/or encoder. A modified and improved version of the above adder has been presented in [58]. This adder uses an encoder with reduced complexity and a fast carry generation unit resulting in less propagation delay for multi-digit adders. Although the encoder used in [58] has reduced delay and complexity, it consumes large power resulting in multi-digit adders with very high power consumption.

A ternary single-digit adder (full adder), which does not use decoders, has been

(a) Multi-digit adder design based on Singledigit adder of [38].

(b) Multi-digit adder presented in [39].

(c) Multi-digit adder presented in [58].

(d) Multi-digit Conditional Sum Adder (CSA) presented in [60]

(e) Multi-digit carry look-ahead Adder (CLA) presented in [60]

Figure 4.1: Design techniques used to implement Multi-digit adders
presented in [38]. In this design, inputs and their standard ternary complements are given as inputs to the sum generator and carry generator blocks. These blocks, which compute ternary sum and carry, are implemented using a network of transistors with different chiralities. This design avoids using a separate encoder and hence has least power consumption when compared to other designs. The disadvantage of this design is that it has large propagation delay as a result of complex sum generator and carry generator blocks. A modified version of this adder has been presented in [59] with lesser number of transistors. This design has ternary decoder in first stage and uses a symmetrical pull up and pull down network with voltage divider to generate ternary sum and carry.

Energy efficient single-digit and multi-digit adders have been presented in [39]. In single-digit adder design, positive and negative ternary complements of inputs are generated in the first stage. Intermediate outputs are then generated from first stage outputs and original inputs using a network of transistors with different chiralities. The intermediate outputs, which are binary in nature, are converted in to ternary outputs using a transistor-based voltage divider. Single-digit adder presented in [39] have moderate power consumption and PDP when compared to other existing designs.

A low-delay and low-power single-digit and multi-digit adders have been presented in [60]. In this work, unary operators are implemented using efficient circuits, which are further used in the design of 3: 1 multiplexer-based single-digit adders. These adders have low-propagation delay and least PDP when compared to other existing designs.

### 4.2.2 Multi-digit Adders

Figure 4.1 illustrates design techniques available in literature that are used to implement multi-digit ( $N$-digit) adders. Here $A\left(A_{N-1} \ldots A_{1} A_{0}\right), B\left(B_{N-1} \ldots B_{1} B_{0}\right)$, Cin are ternary inputs and $\operatorname{Sum}\left(\operatorname{Sum}_{N-1} \ldots\right.$ Sum $_{1}$ Sum $\left._{0}\right)$, Cout are ternary outputs. Cout ${ }_{N-2} \ldots$ Cout $_{0}$ represent intermediate ternary carries. Only single-digit adder design is presented in [38], which can be connected in series to implement multi-digit adder (shown
in Figure 4.1(a)). A similar technique can be used to implement multi-digit adder based on one-digit adder presented in [59].

The multi-digit adder presented in [39] is shown in Figure 4.1(b). This design uses two half-adders to generate sum, whereas it uses a standalone circuit to generate carry. This carry is ternary in nature and has to propagate to the next adder stage. The major disadvantage of designs in $[38,39,59]$ is that at each adder stage, ternary carry is generated using a voltage divider circuit resulting in a multi-digit adder that has large delay and power consumption.

Design presented in [58] is shown in Figure 4.1(c), where intermediate binary signals are represented using $X_{i}{ }^{j}$ notation. Here $X_{i}{ }^{j}$ corresponds to $i^{\text {th }}$ digit-adder stage whose value is either logic 2 (if $X=j$ ) or logic 0 (if $X \neq j$ ), where $j \epsilon\{0,1,2\}$. For example $A_{0}{ }^{1}$ corresponds to input of $0^{t h}$ digit-adder stage whose value is logic 2 only if ternary signal $A$ is equal to logic 1 . Also, $\}$ is used to represent a group of binary signals and its complements. In multi-digit adder of the same work, the sum generation is similar to other existing designs, whereas carry generation/propagation is optimized for delay by avoiding redundant encoder-decoder pairs. At each digit-adder stage, binary carry signals (i.e. Cout $_{i}^{2}$, Cout $_{i}{ }^{0}$ ) are generated using a low-delay carry generator block. Unlike other multi-digit adder designs where ternary carries are generated for every digit-adder stage, design in [58] computes ternary carry $\left(\right.$ Cout $\left._{i}\right)$ only for the final (i.e. $N-1^{\text {th }}$ ) digit-adder stage. Although this design has least propagation delay, it has large power consumption and power-delay product when compared to similar designs in literature. This is because the encoder used in [58] consumes large static power.

Efficient conditional sum and carry look-ahead-based ternary multi-digit adders have been presented in [60]. Figure 4.1(d) shows ternary multi-digit Conditional Sum Adder (CSA) presented in [60]. At each digit-adder stage of CSA three different sums ( $S_{i 0}, S_{i 1}, S_{i 2}$ ) and carry-outs ( $C_{i 0}, C_{i 1}, C_{i 2}$ ), corresponding to carry-in of 0,1 and 2 are computed using 3:1 multiplexer-based single-digit adders. Further depending on the actual carry-in, an array of $3: 1$ multiplexers are used to compute the final sum digits $\left(\right.$ Sum $\left._{i}\right)$ and carry-out (Cout).

Figure 4.1(e) shows shows the block level implementation of multi-digit CarryLookahead Adder (CLA) presented in [60], where 3-digit CLA is used as basic unit to design multi-digit adders. In this design four propagate functions $\left(p_{i}{ }^{1}, p_{i}{ }^{2}, p_{i}{ }^{3}\right.$ and $\left.p_{i}{ }^{4}\right)$, which correspond to different carry-in and carry-out conditions are generated at each digit-adder stage. $p_{i}{ }^{1}$ corresponds to the input carry of 0 producing an output carry of 1. This happens when the sum of $A_{i}$ and $B_{i}$ is greater than 2. $p_{i}{ }^{2}$ corresponds to carry out of 1 for an input carry of 1 which happens when the sum of $A_{i}$ and $B_{i}$ is greater than 1 . Similarly, $p_{i}{ }^{3}$ corresponds to an input carry of 2 and an output carry of 1 . Further, $p_{i}{ }^{4}$ corresponds to input carry of 2 and output carry of 2 . The definitions of propagate signals are given in equations (4.1)-(4.4), where $A_{i}{ }^{0}, A_{i}{ }^{1}$ and $A_{i}{ }^{2}$ correspond to $A_{i}=0,1$ and 2 respectively, and $B_{i}{ }^{0}, B_{i}{ }^{1}$ and $B_{i}{ }^{2}$ correspond to $B_{i}=0,1$ and 2 respectively.

$$
\begin{gather*}
p_{i}{ }^{1}=A_{i}{ }^{2} \cdot\left(B_{i}{ }^{1}+B_{i}{ }^{2}\right)+A_{i}{ }^{1} \cdot B_{i}{ }^{2}  \tag{4.1}\\
p_{i}{ }^{2}=A_{i}{ }^{0} \cdot B_{i}{ }^{2}+A_{i}{ }^{1} \cdot\left(B_{i}{ }^{1}+B_{i}{ }^{2}\right)+A_{i}{ }^{2}  \tag{4.2}\\
p_{i}{ }^{3}=A_{i}{ }^{0} \cdot\left(B_{i}{ }^{1}+B_{i}^{2}\right)+A_{i}{ }^{1}+A_{i}{ }^{2} \cdot\left(B_{i}{ }^{0}+B_{i}{ }^{1}\right)  \tag{4.3}\\
p_{i}{ }^{4}=A_{i}{ }^{2} \cdot B_{i}{ }^{2}
\end{gather*}
$$

These single-digit propagate functions are given as inputs to carry-lookahead generator, which implements a set of logic expressions [60] to compute group propagate functions ( $P_{i: j}{ }^{1}, P_{i: j}{ }^{2}, P_{i: j}{ }^{3}$ and $P_{i: j}{ }^{4}$ ) and carry-out signals. The group propagate functions and carry-out for implementation of 3-digit CLA are obtained from single-digit propagate functions as given by equations (4.5)-(4.9), where $C_{3}$ represents carry-out, $C_{i n 0}, C_{i n 1}, C_{i n 2}$ represent $C_{i n}($ carry-in) being 0,1 and 2.


Figure 4.2: Proposed design technique to implement Multi-digit adders

$$
\begin{gather*}
P_{2: 0}^{1}=p_{2}{ }^{2}\left(p_{2}^{1}+p_{1}^{1}+p_{1}^{2} p_{0}^{1}\right)  \tag{4.5}\\
P_{2: 0}^{2}=p_{2}^{2}\left(p_{2}^{1}+p_{1}^{1}+p_{1}^{2} p_{0}^{2}\right)  \tag{4.6}\\
P_{2: 0}^{3}=\left(p_{1}^{1}+p_{1}^{2} p_{0}^{3}+p_{1}^{3} p_{0}^{4}\right)\left(p_{2}^{1}+p_{2}^{2} p_{1}^{3}+p_{2}^{3} p_{1}^{4}\right)  \tag{4.7}\\
P_{2: 0}^{4}=p_{0}^{4} p_{1}^{4} p_{2}^{4}  \tag{4.8}\\
C_{3}=1 .\left(P_{0}{ }^{1} C_{i n 0}+P_{0}^{2} C_{i n 1}+P_{0}^{3} C_{i n 2}\right)+P_{0}^{4} C_{i n 2} \tag{4.9}
\end{gather*}
$$

Finally the carry-out signals $\left(\right.$ Cout $\left._{i-1}\right)$ and inputs $\left(A_{i}, B_{i}\right)$ are given to a $3: 1$ multiplexer-based single-digit adders, which generate the final sum digits ( $S u m_{i}$ ). Although multi-digit CSA and CLA designs have low-propagation delays and least PDP, they have complex carry propagation path and consume large power when compared to other existing designs.

### 4.3 Proposed Half-Adder Based Ripple-carry Ternary Adders

The overview of existing adder designs presented in previous section shows that they are optimized either to reduce propagation delay $[58,60]$ or power consumption [38] or PDP [39,60]. In this work, we present new designs for CNFET-based multi-digit adders which are optimized to reduce all the design parameters i.e. delay, power and powerdelay product. Section 4.3 .1 presents the proposed design technique to implement multi-digit adders while Sections 4.3.2.1 to 4.3.2.4 provides the implementation details of different blocks used in the design.

### 4.3.1 Basic Idea

The proposed technique used to implement $N$-digit adder is shown in Figure 4.2. Here $A\left(A_{N-1} \ldots A_{1} A_{0}\right), B\left(B_{N-1} \ldots B_{1} B_{0}\right)$, Cin are ternary inputs and Sum $\left(S u m_{N-1} . . S u m_{0}\right)$, Cout are ternary outputs. Intermediate binary signals are represented using the same notation as explained in section 4.2.2.

This technique differs from existing techniques mainly in the way carry generation/propagation are handled. Existing designs $[38,39,58]$ implement the carry generation block, which computes carry-out signals for $i^{\text {th }}$ digit-adder stage using inputs $A_{i}$, $B_{i}$ and carry signals from $(i-1)^{t h}$ stage. This results in a complex carry generation circuit leading to a large delay in carry propagation chain.

The proposed carry generation block computes carry-out signals of $i^{\text {th }}$ stage from half-adder outputs of $i^{\text {th }}$ stage (instead of inputs $A_{i}, B_{i}$ ) and carry signals from $(i-1)^{\text {th }}$ stage. It uses a delay optimized half-adder that consists of a half-sum generator and a half-carry generator. This half-adder generates binary signals corresponding to ternary Half-Sum $\left(H S_{i}\right)$ and Half-Carry $\left(H C_{i}\right)$ for inputs $A_{i}$ and $B_{i}$.

While generation of carry-out becomes more complex due to the usage of two blocks (i.e. half-adder and carry generator) instead of one, there is a reduction in the delay of the carry propagation path. This is due to two main factors: First is the fact that the
half-adder outputs for all digit-adder stages are computed in parallel, resulting in only one half-adder contributing to critical path delay. Second, since a part of the carry-out generation logic is already implemented within the half-adder, it results in the reduced complexity of the carry generator block leading to reduced delay in carry propagation.

The final sum computation at each digit-adder stage is carried out using another half-sum generator and an encoder. Further, the multi-digit adder design avoids redundant encoder-decoder pairs in the carry propagation path and generates ternary carry-out only for the final (i.e. $N-1^{t h}$ ) digit-adder stage similar to the design presented in [58].

### 4.3.2 Implementation using CNFET

### 4.3.2.1 Designs for Decoder and Half-Adder

The decoder and half-adder circuits are implemented using Approach II, which is presented in Section 3.3.2. This approach uses a low-delay decoder which is shown in Figure 4.3. The mutually exclusive binary signals generated by the decoder are used as inputs to a half-adder which consists of a half-sum generator I to compute HalfSum $(H S)$ and a half-carry generator to compute Half-Carry $(H C)$. The outputs of half-sum generator I are further used to generate final sum digit (Sumi $)$ with the help of another half-sum generator denoted as half-sum generator II. Instead of generating ternary signal $H S$, mutually exclusive binary signals $H S^{2}, H S^{1}, H S^{0}$ are generated and used as inputs to the half-sum generator II. This avoids the use of encoder-decoder pair after the first half-sum generator. The half-carry generator generates binary signal $H C^{1}$ which is used in computing the carry-out.

Half-adder in $i^{\text {th }}$ digit-adder stage computes the mutually exclusive binary signals $H S_{i}{ }^{2}, H S_{i}{ }^{1}, H S_{i}{ }^{0}$ and $H C_{i}{ }^{1}$, that correspond to half-sum and half-carry of ternary digits $A_{i}, B_{i}$. Since addition of two ternary digits will result in a carry of either 0 or 1, only one signal $H C_{i}{ }^{1}$ is used to represent the output of half-carry generator block.

The Karnaugh maps (K-map) of ternary Half-Sum ( $H S$ ) and Half-Carry ( $H C$ ) are shown in Table 4.1(a) and 4.1(b) respectively. Based on Table 4.1 the logical


Figure 4.3: Decoder Implementation
Table 4.1: Half-Adder Karnaugh Maps
(a) Half-Sum $(H S)$

| $\mathbf{A} / \mathbf{B}$ | $\mathbf{0}$ | $\mathbf{1}$ | $\mathbf{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{0}$ | 0 | 1 | 2 |
| $\mathbf{1}$ | 1 | 2 | 0 |
| $\mathbf{2}$ | 2 | 0 | 1 |
| $\mathbf{A} / \mathbf{B})$ | $\mathbf{0}$ | $\mathbf{1}$ | $\mathbf{2}$ |
| $\mathbf{0}$ | 0 | 0 | 0 |
| $\mathbf{1}$ | 0 | 0 | 1 |
| $\mathbf{2}$ | 0 | 1 | 1 |

expressions for half-adder outputs can be determined as below:

$$
\begin{align*}
& H S_{i}{ }^{2}=A_{i}{ }^{2} B_{i}{ }^{0}+A_{i}{ }^{1} B_{i}{ }^{1}+A_{i}{ }^{0} B_{i}{ }^{2}  \tag{4.10}\\
& H S_{i}{ }^{1}=A_{i}{ }^{2} B_{i}{ }^{2}+A_{i}{ }^{1} B_{i}{ }^{0}+A_{i}{ }^{0} B_{i}{ }^{1}  \tag{4.11}\\
& H S_{i}{ }^{0}=A_{i}{ }^{2} B_{i}{ }^{1}+A_{i}{ }^{1} B_{i}{ }^{2}+A_{i}{ }^{0} B_{i}{ }^{0}  \tag{4.12}\\
& H C_{i}{ }^{1}=A_{i}{ }^{2} B_{i}{ }^{1}+A_{i}{ }^{2} B_{i}{ }^{2}+A_{i}{ }^{1} B_{i}{ }^{2} \tag{4.13}
\end{align*}
$$

Figure 4.4 shows the existing gate-level implementation (in [36]) to generate halfadder outputs $H S_{i}{ }^{2}, H S_{i}{ }^{1}, H S_{i}{ }^{0}$ and $H C_{i}{ }^{1}$. The logic gates are implemented at transistor level using complementary logic style. Alternatively, equations (4.10) - (4.13) can be directly implemented at transistor-level using complementary logic style. Figure 4.5 shows the implementation of $H S_{i}{ }^{2}$ using the equation (4.10). Similar transistor-level implementations can be used to implement $H S_{i}{ }^{1}$ and $H C_{i}{ }^{1}$ with the help of equations (4.11) and (4.13) respectively. Direct transistor-level implementations would result in


Figure 4.4: Gate-level Implementation to generate Half-Adder outputs [36]


Figure 4.5: Transistor-level Implementation for $H S_{i}{ }^{2}$
a circuit with increased transistor stacking (three transistors) for pull-up network as evident from Figure 4.5. Hence Approach II presented in Section 3.3.2 is used to derive alternate equivalent logical expressions, which help in reducing transistor stacking. Equations (4.14), (4.15) and (4.16) are alternate logic expressions which are equivalent to equations (4.10), (4.11) and (4.13) respectively. Figure 4.6 shows the transistor-level implementations to generate half-adder outputs.

$$
\begin{equation*}
H S_{i}{ }^{2}=\left(A_{i}{ }^{2}+\overline{B_{i}^{0}}\right)\left(A_{i}{ }^{1}+\overline{B_{i}{ }^{1}}\right)\left(A_{i}{ }^{0}+\overline{B_{i}^{2}}\right) \tag{4.14}
\end{equation*}
$$

$$
\begin{equation*}
H S_{i}{ }^{1}=\left(A_{i}{ }^{2}+\overline{B_{i}^{2}}\right)\left(A_{i}{ }^{1}+\overline{B_{i}{ }^{0}}\right)\left(A_{i}{ }^{0}+\overline{B_{i}{ }^{1}}\right) \tag{4.15}
\end{equation*}
$$

$$
\begin{equation*}
\overline{H C_{i}^{1}}=\left(\overline{A_{i}^{2}}+\overline{B_{i}^{1}}\right)\left(A_{i}{ }^{0}+\overline{B_{i}^{2}}\right) \tag{4.16}
\end{equation*}
$$



Figure 4.6: Proposed Transistor-Level Implementation of Half-carry Generator and half-sum Generator I (all transistors with chirality of (19, 0))

### 4.3.2.2 Design of Carry Generator Block

The proposed carry generator block uses outputs of the half-adder in the $i^{\text {th }}$ stage and carry signals from $i-1^{\text {th }}$ stage to compute carry-out signals for the $i^{\text {th }}$ stage. The relation between carry-out of $i^{\text {th }}$ stage and half-adder outputs for different cases of carry-in is shown below:

Case 1 (carry-in $=0$ i.e. Cout $\left._{i-1}=0\right)$ : For this case, Cout $_{i}$ is equal to 1 if sum of $A_{i}$ and $B_{i}$ is greater than or equal to 3 , else $C o u t_{i}$ is equal to 0 .

Case 2 (carry-in $=1$ i.e. Cout $_{i-1}=1$ ): For this case, Cout $_{i}$ is equal to 1 if sum of $A_{i}$ and $B_{i}$ is greater than or equal to 2 , else $C o u t_{i}$ is equal to 0.

Case 3 (carry-in =2 i.e. Cout $_{i-1}=2$ ): For this case, Cout $_{i}$ is equal to 1 if sum of $A_{i}$ and $B_{i}$ is greater than or equal to 1 but less than 4, Cout $_{i}$ is equal to 2 if sum of $A_{i}$ and $B_{i}$ is greater than or equal to 4 , else $C o u t_{i}$ is equal to 0 .

Based on the above relations, truth-table for carry-out signal can be obtained and is shown in Table 4.2. Here half-adder outputs $H S_{i}$ and $H C_{i}$ represent the sum of $A_{i}$ and $B_{i}$.

Table 4.2: Truth-Table for Carry-Out

| Sum of <br> $A_{i}, B_{i}$ | $H C_{i}$ | $H S_{i}$ | Cout $_{i}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Cout $_{i-1}=2$ |  |  |
| 0 | 0 | 0 | 0 | 0 | 0 |
| 1 | 0 | 1 | 0 | 0 | 1 |
| 2 | 0 | 2 | 0 | 1 | 1 |
| 3 | 1 | 0 | 1 | 1 | 1 |
| 4 | 1 | 1 | 1 | 1 | 2 |

Table 4.2 is used to derive the expressions for $i^{\text {th }}$ stage carry-out signals as shown by logic equations (4.17) and (4.18). These equations are used to implement the carry generator blocks in the proposed design.

$$
\begin{gather*}
\text { Cout }_{i}{ }^{0}=\overline{H C_{i}^{1}}\left(\overline{\text { SSi }_{i}^{2}}+{\text { Cout }_{i-1}}^{0}\right)\left(H S_{i}^{0}+\overline{\text { Cout }_{i-1}}{ }^{2}\right)  \tag{4.17}\\
\text { Cout }_{i}^{2}=H C_{i}^{1} H S_{i}^{1} \text { Cout }_{i-1}^{2} \tag{4.18}
\end{gather*}
$$

Figure 4.7 shows the proposed delay optimized carry propagation path with transistorlevel implementation of carry generator blocks. As seen in the Figure 4.7, carry generator block in $i^{\text {th }}$ digit-adder stage generates $\overline{\text { Cout }_{i}}{ }^{0}$ and Cout $_{i}{ }^{2}$ when $i$ is EVEN. Similarly it generates Cout ${ }_{i}{ }^{0}$ and $\overline{\text { Cout }_{i}}{ }^{2}$ when $i$ is $O D D$. This avoids the usage of extra inverters in the carry propagation path.

The transistor-level implementation of the carry generator block has lower transistor stacking with a maximum of 3 stacked transistors when compared to the carry generator design presented in [58], which has a maximum of 7 stacked transistors. Due to the lower transistor stacking in the proposed carry generator block, the carry propagation


Figure 4.7: Delay-Optimized Carry Propagation Path with Proposed Carry Generator Blocks (all transistors with chirality of $(19,0)$ )
path has lower delay.

### 4.3.2.3 Design of Final Half-Sum Generator

Outputs of half-sum generator I and carry generator blocks are further used to obtain final sum digit with the help of half-sum generator II. Figure 4.8 shows the transistorlevel implementation of half-sum Generator II.

In this implementation, Cout $_{i-1}^{2}$ (if $i$ is EVEN) or Cout $_{i-1}{ }^{0}$ (if $i$ is ODD) is generated using a binary inverter and Cout $_{i-1}{ }^{1}$ is generated using a $N O R$ gate. Binary signals corresponding to final ternary sum i.e. $S u m_{i}{ }^{2}$ and $S u m_{i}{ }^{1}$ are generated using transistor-level circuits similar to that of half-sum generator I.

### 4.3.2.4 Design of Low-Power Encoder

An improved encoder, which uses transistors of same chiralities has been presented in Section 3.3. This encoder is used to compute final ternary Sum and Carry. Figure 4.9 shows the implementation of the encoder, where presence of additional back to


Figure 4.8: Transistor-level implementation of Half-sum generator II (all transistors with chirality of $(19,0)$ )
back connected transistor creates a high resistance path between $V D D$ and $G N D$ to generate logic 1 at the output. This high resistance path while limiting the static current thereby reducing the static power consumption, however, causes the increase in encoder delay. This encoder delay contributes to the overall propagation delay of the proposed multi-digit adders, albeit, at lower operand sizes. However at higher operand sizes, the same delay is dominated by the carry propagation delay and thus is not relevant. Figure 4.9 shows the implementation of two encoders used in the proposed design of multi-digit adders. The encoder shown in Figure 4.9(a) is used to generate the ternary sum digits $\left(S u m_{i}\right)$ at each digit-adder stage. In this circuit, if $S u m_{i}{ }^{2}$ is equal to logic 2 then transistor M1 switches $O N$ and logic 2 is obtained at the output. Instead, if $S u m_{i}{ }^{1}$ is equal to logic 2 then a direct path from $V D D$ to $G N D$ is created (via transistors M2-M5) causing logic 1 to appear at $S u m_{i}$. If neither of $S u m_{i}{ }^{2}$ and Sum ${ }_{i}{ }^{1}$ are logic 2 then transistors M6 and M7 switch $O N$ pulling output node to logic 0. An encoder, shown in Figure 4.9(b) is used to generate the final carry-out ( $\operatorname{Cout}_{N-1}$ ) of the adder.

(a) Encoder for $S^{\text {Sum }}{ }_{i}$

(b) Encoder for Cout $_{N-1}$

Figure 4.9: Designs for Encoder

### 4.4 Proposed Ternary Prefix Adder designs

The main disadvantage of the CLA in [60] is the generation of four propagate functions $p_{i}{ }^{1}, p_{i}{ }^{2}, p_{i}{ }^{3}$ and $p_{i}{ }^{4}$ (refer equations (4.1)-(4.4)), which correspond to different carry-in and carry-out conditions. Four different propagate functions are required because of the ternary nature of carry-in and carry-out. This results in a complex carry-lookahead generator (refer equations (4.5)-(4.9)) which is used to compute group propagate functions and carry-out signals. In this section a new technique to implement ternary adders, which use binary carry propagation networks, is presented.

### 4.4.1 Concept of Carry Propagate-Generate in Binary Addition

The carry Propagate-Generate technique is widely used in the implementation of carrylookahead [67] and binary prefix adders [68]. To illustrate this, consider a binary addition where addition of inputs $A\left(A_{N-1} \ldots A_{1} A_{0}\right), B\left(B_{N-1} \ldots B_{1} B_{0}\right)$ and carry-in Cin results in $\operatorname{Sum}\left(\operatorname{Sum}_{N-1} \ldots \operatorname{Sum}_{1}\right.$ Sum $\left._{0}\right)$ and carry-out Cout $_{N-1}$. Assume intermediate carry-out generated at $i^{\text {th }}$ digit-adder stage is represented as Cout $_{i}$. At each digitadder stage, the inputs and outputs are related according to the table shown in Figure 4.10.

This table clearly shows that at $i^{\text {th }}$ stage, carry-out $C o u t_{i}$ is either equal to carryin Cout $_{i-1}$ or to half-carry $\left(H C_{i}\right)$ which is generated by adding $A_{i}$ and $B_{i}$. Based on this dependency, two conditions are defined namely Carry Propagate (when carryin Cout $_{i-1}$ propagates as carry-out Cout $_{i}$ ) and Carry Generate (carry-out Cout ${ }_{i}$ is

| $A_{i}$ | $B_{i}$ | $\left\|\begin{array}{c} \text { Cout }_{i-1} \\ \text { Cout }_{-1}=\text { Cinn }_{1} \end{array}\right\|$ | $\begin{array}{r} A_{i l}+B_{i} \\ \text { Half-Adder } \\ \text { Carry } \\ \text { Sum } \\ \hline \end{array}$ |  | $A_{i}+B_{i}+$ Cout $_{i-1}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | ${ }^{\text {che }}$ | ${ }^{H} S_{i}=p_{i}$ | Cout $_{i}$ | Sumi |
| 0 | 0 | 0 | 0 | 0 | ${ }^{0}$ Carry Generate | 0 |
| 0 | 0 | 1 | 0 | 0 | 10 | 1 |
| 0 | 1 | 0 | 0 | 1 | O, 0 | 1 |
| 0 | 1 | 1. | 0 | 1 | (1,') ${ }^{\text {Carry Propagate }}$ | 0 |
| 1 | 0 | O | 0 | 1 | (0) | 1 |
| 1 | 0 | $1 \cdot$ | 0 | 1 | $\rightarrow$ ic Carry Propagate | 0 |
| 1 | 1 | 0 | 1 | 0 | 1 1 | 0 |
| 1 | 1 | 1 | 1 | 0 | $\rightarrow 1$ Carry Generate | 1 |

Figure 4.10: Table showing Carry Propagate and Generate conditions for Binary addition
generated from inputs $\left.A_{i}, B_{i}\right)$.
In binary addition, the carry propagate and carry generate conditions are used to compute propagate $\left(p_{i}\right)$ and generate $\left(g_{i}\right)$ signals using equations (4.19) and (4.20) respectively.

$$
\begin{gather*}
p_{i}=H S_{i}=A_{i} \oplus B_{i}  \tag{4.19}\\
g_{i}=H C_{i}=A_{i} \cdot B_{i} \tag{4.20}
\end{gather*}
$$

Carry computation at each digit-adder stage can now be transformed to a prefix problem [69] using the associative operator $\circ$, which associates pairs of generate and propagate signals as shown by equation (4.21).

$$
\begin{equation*}
\left(g_{i}, p_{i}\right) \circ\left(g_{j}, p_{j}\right)=\left(g_{i}+p_{i} \cdot g_{j}, p_{i} \cdot p_{j}\right)=\left(G_{[i: j]}, P_{[i: j]}\right) \tag{4.21}
\end{equation*}
$$

where $i>j, G_{[i: j]}$ and $P_{[i: j]}$ represent group propagate and generate functions respectively. Here + and $\cdot$ indicate logical $O R$ and $A N D$ operations respectively.

Using the operator $\circ$ consecutive propagate and generate pairs can be grouped to generate carry-out at $i^{\text {th }}$ digit-adder stage by using equation (4.22).

$$
\begin{equation*}
\text { Cout }_{i}=G_{[i: 0]}=\left(g_{i}, p_{i}\right) \circ\left(g_{i-1}, p_{i-1}\right) \circ \ldots \ldots . .\left(g_{0}, p_{0}\right) \tag{4.22}
\end{equation*}
$$

After the carries are generated, the sum at each digit-adder stage is computed by


Figure 4.11: Example of ternary addition using proposed transformation using equation (4.23).

$$
\begin{equation*}
\text { Sum }_{i}=p_{i} \oplus \text { Cout }_{i-1} \tag{4.23}
\end{equation*}
$$

Several variants of binary prefix adders can be found in the literature [68-72] which while using different prefix networks, use the same principle of carry "PropagateGenerate" given in equations (4.21) and (4.22).

### 4.4.2 Basic Idea for Ternary Prefix Adders

Consider an example of ternary addition illustrated in Figure 4.11. Here $N$-digit ternary inputs $A\left(A_{N-1} \ldots A_{1} A_{0}\right), B\left(B_{N-1} \ldots B_{1} B_{0}\right)$ are added with carry-in Cin resulting in a ternary $\operatorname{Sum}\left(\operatorname{Sum}_{N-1} \ldots\right.$ Sum $_{1}$ Sum $\left._{0}\right)$ and carry-out Cout ${ }_{N-1}$. The intermediate carries which propagate to next stage are represented by Cout $_{N-2} \ldots$ Cout $_{0}$.

Since $A_{i}, B_{i}, \operatorname{Cin}$ and $\operatorname{Cout}_{i} \in\{0,1,2\}$, using the concept of carry PropagateGenerate in ternary addition is not as straightforward as it is in conventional binary addition [68]. To demonstrate this, consider the table shown in Fig 4.12, which lists all possible inputs and outputs at each digit-adder stage. Here the output carry Cout $_{i}$ is equal to input carry Cout $_{i-1}$ (carry propagate condition) or carry $\left(H C_{i}\right)$ which is generated by adding $A_{i}$ and $B_{i}$ (carry generate condition), only for some cases. Hence the concept of carry Propagate-Generate cannot be used directly in ternary addition. To solve this problem, the CLA presented in [60] uses four different propagate functions corresponding to different carry-in and carry-out conditions, thus increasing the
complexity. A careful observation of table in Figure 4.12 however reveals that the carry propagate or carry generate conditions fail when $\operatorname{Cout}_{i}=2$. Hence, if the carries that propagate to next stage are restricted to 0 or 1 , then the concept of carry PropagateGenerate can be applied to ternary addition. To accomplish this, the original operands $A\left(A_{N-1} \ldots A_{1} A_{0}\right), B\left(B_{N-1} \ldots B_{1} B_{0}\right)$ and $C i n$ are transformed to intermediate operands which are represented as $\left(H S_{N-1} \ldots H S_{1} H S_{0}\right)$ and ( $\left.H C_{N-1} \ldots H C_{0} C i n\right)$. This transformation, shown in Figure 4.11, is achieved by adding $A_{i}$ and $B_{i}$ resulting in Half-Sum ( $H S_{i} \in\{0,1,2\}$ ) and Half-Carry $\left(H C_{i} \epsilon\{0,1\}\right)$. After the transformation the addition at each digit-stage will result in a transformed carry-out $\operatorname{TCout}_{i} \epsilon\{0,1\}$, which propagates to the next stage. Since these variables can assume values 0 or 1 , the binary technique of carry Propagate-Generate can now be applied. The final carry-out Cout $_{N-1}$ is generated by adding $H C_{i} \in\{0,1\}$ and $T \operatorname{Cout}_{i} \epsilon\{0,1\}$.

| $A_{i}$ | $B_{i}$ | $\begin{array}{\|c\|} \text { Cout }_{i-1} \\ \left(\text { Cout }_{-1}=\text { Cin }^{2}\right. \end{array}$ | $\begin{gathered} A_{i l}+B_{i} \\ \text { Harlf-Adder } \\ \text { Carry } \\ \text { Sum } \end{gathered}$ |  | $A_{i}+B_{i}+$ Cout $_{i-1}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | ${ }^{H} S_{i}$ | Cout $_{i}$ | Sumi |
| 0 | 0 | 0 |  | 0 | 0 | 0 |
| 0 | 0 | 1 | 0 | 0 | 0 | 1 |
| 0 | 0 | 2 | 0 | 0 | $\rightarrow 0 \xrightarrow{\text { Carry Generate }}$ | 2 |
| 0 | 1 | 0 | 0 | 1 | 0 | 1 |
| 0 | 1 | 1 | 0 | 1 | 0 | 2 |
| $<$ | 1 | 2 | 0 | 1 | $1>$ None | 0 |
| 0 | 2 | 0 | 0 | 2 | OiCaty Prozate | 2 |
| 0 | 2 | 1 | 0 | 2 | $\rightarrow$; Carry Propagate | 0 |
| $<10$ | 2 | 2 | 0 | 2 | 1 None | 1 |
| 1 | 0 | 0 | 0 | 2 | 0 Carry Generate | 1 |
| 1 | 0 | 1 | 0 | 1 | $\rightarrow 0$ | 2 |
| $<1$ | 0 | 2 | 0 | 1 | 1 None | 0 |
| 1 | 1 | O | 0 | 2 | O'0 | 2 |
| 1 | 1 | 1 | 0 | 2 | ,Carry Propagate | 0 |
| $<1$ | 1 | 2 | 0 | 2 | 1 None | 1 |
| 1 | 2 | 0 |  | 0 | 1 | 0 |
| 1 | 2 | 1 | 1 | 0 | 1 Carry Generate | 1 |
| 1 | 2 | 2 | 1 | 0 | 1 | 2 |
| 2 | 0 | 0, | 0 | 2 | 0 | 2 |
| 2 | 0 | 1 1, | 0 | 2 | ${ }_{1}$, Carry Propagate | 0 |
| $<2$ | 0 | 2 | 0 | 2 | $1 \longrightarrow$ None | 1 |
| 2 | 1 | 0 | 1 | 0 |  | 0 |
| 2 | 1 | 1 | 1 | 0 | 1 Carry Generate | 1 |
| 2 | 1 | 2 | 1 | 0 | $\rightarrow 1$ | 2 |
| 2 | 2 | 0 | 1 | 1 | 1 | 1 |
| 2 | 2 | 1 | $1]$ | 1 | 1 | 2 |
| $\bigcirc$ | 2 | 2 | 1 | 1 | $2 \longrightarrow$ None | 2 |

Figure 4.12: Table showing Carry Propagate and Generate conditions for ternary addition

The conditions, under which the transformed input carry $\left(\right.$ TCout $\left._{i-1}\right)$ propagates

| $H S_{i}$ | $\left.\mid \underset{\left(H C_{-1}=C_{i n}\right.}{H C_{i n}}\right)^{\text {a }}$ | $\left\|\begin{array}{c} T_{\left(\text {Cout }_{-1}=1\right.}=0 \end{array}\right\|$ | $\begin{aligned} & H S_{i}+H C_{i-1} \\ & \text { Half-Adder } \\ & \text { Carry Sum } \end{aligned}$ |  | $H S_{i}+H C_{i-1}+$ TCout $_{i-1}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | THC | THS | TCout $_{i}$ | Sumi |
| 0 | 0 | 0 | 0 <br> 0 | $\begin{array}{\|l\|} \hline 0 \\ 0 \end{array}$ | $]_{0}^{0} 0$ | 01 |
| 0 | 0 | 1 |  |  |  |  |
| 0 | 1 | 0 | [ | 11 | $\left.\longrightarrow \left\lvert\, \begin{array}{l}0 \\ 0\end{array}\right.\right]$ | 1 |
| 0 | 1 | 1 |  |  |  |  |
| 0 | 2 | O | 0 | 2 | $\longrightarrow \mathrm{O}_{1}^{\prime} \text { Carry Propagate }$ | 2 <br> 0 |
| 0 | 2 | 4, |  | 2 |  |  |
| 1 | 0 | 0 | 0 | 1 | $\rightarrow\left[\begin{array}{l} 0 \\ 0 \end{array}\right. \text { Carry Generate }$ | 1 |
| 1 | 0 | 1 | 0 |  |  |  |
| 1 | 1 | \% | 0 | 2 | $\rightarrow{ }^{0}$, Carry Propagate | 2 |
| 1 | 1 | 1. | 0 | 2 |  |  |
| 1 | 2 | 0 | $\begin{aligned} & 1 \\ & 1 \end{aligned}$ | 0 | $\longrightarrow 1_{1}^{1}$ Carry Generate | 01 |
| 1 | 2 | 1 |  |  |  |  |
| 2 | 0 | O | 0 | 2 | $\frac{1}{1} \frac{1}{0}$ | 1 |
| 2 | 0 | 11, | 0 | 2 | Carry Propagate | 2 0 |
| 2 | 1 | 0 | $\left[\begin{array}{l} 1 \\ 1 \end{array}\right.$ | 00 | 1 Carry Generate | 01 |
| 2 | 1 | 1 |  |  |  |  |
| 2 | 2 | 0 | $\left[\begin{array}{l} 1 \\ 1 \end{array}\right.$ | 1 |  | 2 |
| 2 | 2 | 1 |  |  |  |  |

Figure 4.13: Table showing Carry Propagate and Generate conditions after proposed transformation
as output carry $\left(\right.$ TCout $\left._{i}\right)$, are defined with the help of the table shown in Figure 4.13. Here $T H C_{i}$ and $T H S_{i}$ represent half-carry and half-sum of transformed inputs $H S_{i}$ and $H C_{i-1}$. As seen from the table, the carry-in propagates as carry-out, if $T H S_{i}$ is equal to 2 . In other cases, the output carry $\left(\right.$ TCout $\left._{i}\right)$ is equal to the half-carry $T H C_{i}$ that is generated by adding transformed inputs. This is similar to the concept of carry Propagate-Generate which is used in implementation of binary prefix adders (refer section 4.4.1). This similarity enables the use of prefix-based carry propagation networks in the implementation of ternary adders.

### 4.4.3 Proposed Implementation of Ternary Prefix Adders using CNFET

In this subsection CNFET-based designs of multi-digit ternary adders, based on the concept of Propagate-Generate, are presented. Figure 4.14 illustrates the block level implementation of the proposed ternary adders. Here $A\left(A_{N-1} \ldots A_{1} A_{0}\right), B\left(B_{N-1} \ldots B_{1} B_{0}\right)$, Cin are ternary inputs and $\operatorname{Sum}\left(\right.$ Sum $_{N-1} \ldots$ Sum $_{1}$ Sum $\left._{0}\right)$, Cout are ternary outputs. The intermediate binary signals, which are represented by notation $X_{i}{ }^{j}$, correspond to a ternary signal $X_{i}$. Binary Signal, $X_{i}{ }^{j}$ corresponds to $i^{\text {th }}$ digit-adder stage whose


Figure 4.14: Block-level Implementation of Proposed Ternary Adders
value is either logic 2 (if $X_{i}=j$ ) or logic 0 (if $X_{i} \neq j$ ), where $j \epsilon\{0,1,2\}$. For example, $A_{0}{ }^{1}$ corresponds to the input of $0^{t h}$ digit-adder stage whose value is logic 2 , only if ternary signal $A_{0}$ is equal to logic 1 . Binary logic values, 0 and 1 correspond to ternary logic values 0 and 2. Also, $\}$ is used to represent a group of binary signals and their complements.

### 4.4.3.1 Propagate and Generate for Ternary Adders

In Stage 1 of the proposed adders, the ternary inputs are converted to binary using ternary decoders. The CNFET-based decoder circuit is shown in Figure 3.13b is used at this stage. In Stage 2, the mutually exclusive binary signals corresponding to original ternary inputs, $A\left(A_{N-1} \ldots A_{1} A_{0}\right), B\left(B_{N-1} \ldots B_{1} B_{0}\right)$ and $C$ in are transformed to binary signals corresponding to intermediate operands, ( $H S_{N-1} \ldots H S_{1} H S_{0}$ ) and $\left(H C_{N-1} \ldots H C_{0} C i n\right)$. This transformation is achieved by using Half-Adder $(H A)$ which in turn consists of half-sum generator and a half-carry generator. Since $H C_{i} \in\{0,1\}$ for $i \geqslant 0$, only one signal $H C_{i}{ }^{1}$ is used to represent the output of half-carry generator block. The implementation of Half-Adder used in Stage 2 is shown in Figure 4.5, which
uses equations (4.14), (4.15) and (4.16).
In Stage 3 the binary signals, which represent the half-sum $\left(T H S_{i}\right)$ and half-carry $\left(T H C_{i}\right)$, are generated by adding the transformed inputs $H S_{i}$ and $H C_{i-1}$. Since $H C_{i}$ can either be logic 0 or 1 (for $i \geqslant 0$ ), simplified half-adders which have less complexity than those in Stage 2 are used for computing the binary signals corresponding to $T H S_{i}$ and $T H C_{i}$. Only exception is for the $0^{t h}$ digit-adder stage, where $\operatorname{Cin}\left(H C_{-1}\right) \epsilon\{0,1,2\}$ and thus, normal half-adder shown in Figure 3.21 is used to generate $T H S_{0}$ and $T H C_{0}$. Similar to $H C_{i}$, the half-carry $\left(T H C_{i}\right)$ generated at this stage is either 0 or 1 . Thus, one binary signal i.e. $T H C_{i}{ }^{1}$ is used to represent the half-carry generated in stage 3. Using table shown in Figure 4.13, the logical expressions for simplified half-adder outputs at $i^{\text {th }}$ stage (for $i>0$ ) can be determined as below:

$$
\begin{align*}
& T H S_{i}{ }^{2}=H S_{i}{ }^{1} \cdot H C_{i-1}{ }^{1}+H S_{i}{ }^{2} \cdot \overline{H C_{i-1}{ }^{1}}  \tag{4.24}\\
& T H S_{i}{ }^{1}=H S_{i}{ }^{1} \cdot \overline{H C_{i-1}{ }^{1}}+H S_{i}{ }^{0} \cdot H C_{i-1}{ }^{1}
\end{align*}
$$

$$
\begin{equation*}
T H C_{i}{ }^{1}=H S_{i}{ }^{2} \cdot H C_{i-1}{ }^{1} \tag{4.26}
\end{equation*}
$$

Based on the carry propagate and generate conditions shown in Figure 4.13, if the half-sum $T H S_{i}$ is equal to 2 then the input carry propagates to output. Otherwise carry is generated and is equal to half-carry $T H C_{i}$. Thus for $i^{\text {th }}$ stage, Propagate ( $p_{i}$ ) and Generate $\left(g_{i}\right)$ are defined by equations (4.27) and (4.28) respectively. Figure 4.15 shows the CNFET-based implementation of simplified half-adder along with $p_{i}$ and $g_{i}$.

$$
\begin{align*}
& p_{i}=T H S_{i}{ }^{2}  \tag{4.27}\\
& g_{i}=T H C_{i}^{1}
\end{align*}
$$

Further carry-out, group propagate and generate signals can be defined by equations


Figure 4.15: CNFET-based Implementation of Simplified Half-Adder (all CNFETs have chirality of $(19,0)$ )
(4.29), (4.30) and (4.31) respectively.

$$
\begin{equation*}
G_{[i: 0]}=\text { TCout }_{i}{ }^{1}=g_{i}+p_{i} \cdot \text { TCout }_{i-1}{ }^{1}=\text { THC }_{i}{ }^{1}+\text { THS }_{i}{ }^{2} \cdot \text { TCout }_{i-1}{ }^{1} \tag{4.29}
\end{equation*}
$$

$$
\begin{gather*}
P_{[i: j]}=p_{i} \cdot p_{j}=T H S_{i}^{2} \cdot T H S_{j}^{2}  \tag{4.30}\\
G_{[i: j]}=g_{i}+p_{i} \cdot g_{j}=T H C_{i}^{1}+T H S_{i}^{2} \cdot T H C_{j}^{1} \tag{4.31}
\end{gather*}
$$

### 4.4.3.2 Carry Generation using Binary Prefix networks

Carry computation for ternary addition has now transformed in to prefix problem similar to that of binary addition. Hence the equations (4.21) and (4.22) can be used for carry generation. This enables the use of prefix-based carry propagation networks, like Kogge-Stone [69], Ladner-Fischer [70] etc., as Stage 4 in the proposed multi-digit
ternary adders. In this work, we have used three different types of carry propagation networks namely Ripple-based, Kogge-Stone and Carry lookahead-based. It should be noted that any parallel prefix-network [68], which follows equation (4.21) and (4.22), can used in Stage 4 of the proposed ternary adders. Figure 4.16 shows different types of networks that are used for carry computation in 6-digit ternary adder. The CNFETbased implementation of cells, which are used in carry propagation networks, are shown in Figure 4.17.

### 4.4.3.3 Final Sum and Carry Computation

After all the carries $\left(\right.$ TCout $\left._{i}{ }^{1}\right)$ are computed, the binary signals corresponding to $\mathrm{Sum}_{i}$ are computed in Stage 5 by using a simplified half-sum generator (shown in Figure 4.15) which implements the logical expressions given below:

$$
\text { Sum }_{i}{ }^{2}=\text { THS }_{i}{ }^{2} \cdot \overline{\text { TCout }_{i}{ }^{1}}+T H S_{i}{ }^{1} \cdot \text { TCout }_{i}{ }^{1}
$$

$$
\text { Sum }_{i}{ }^{1}=\text { THS }_{i}{ }^{1} \cdot \overline{\text { TCout }_{i}{ }^{1}}+\text { THS }_{i}{ }^{0} \cdot \text { TCout }_{i}{ }^{1}
$$

Since $H C_{i} \epsilon\{0,1\}$ and $T$ Cout $_{i} \epsilon\{0,1\}$, the binary signals corresponding to final carryout Cout ${ }_{N-1}$, are generated by using binary $N A N D$ and $N O R$ gates. The logical expressions for binary signals $\overline{\text { Cout }_{N-1}{ }^{2}}$ and $\operatorname{Cout}_{N-1}{ }^{0}$ which are needed as inputs in final stage are given below:

$$
\begin{aligned}
& \overline{{\text { Cout }_{N-1}{ }^{2}}^{2}=\overline{H C_{N-1}^{1} \cdot \text { TCout }_{N-1}{ }^{1}}} \\
& \text { Cout }_{N-1}^{0}=\overline{H C_{N-1}{ }^{1}+\text { TCout }_{N-1}{ }^{1}}
\end{aligned}
$$

The last stage, Stage 6, of proposed adder consists of ternary encoders. Figure 4.9 shows the encoders, which are used to compute final ternary (Sum ${ }_{N-1} \ldots$ Sum $_{1}$ Sum $_{0}$ ) and carry-out ( Cout $_{N-1}$ ). The encoders shown in Figures 4.9(a) and 4.9(b) are used to generate the ternary sum digits $\left(S u m_{i}\right)$ and final carry-out $\left(\right.$ Cout $\left._{N-1}\right)$ respectively.

(a) Ripple-based Prefix Network

(b) Kogge-Stone Prefix Network [69]

(c) Carry Lookahead-based Prefix Network

Figure 4.16: Prefix Networks used for Carry Computation in 6-digit Ternary Adder


Figure 4.17: CNFET-based Implementation of Cells used in Prefix Networks (all CNFETs have chirality of $(19,0)$ )

### 4.5 Simulation Results

In this section, simulation results for the proposed and existing designs of CNFETbased multi-digit adders are presented. All the circuits are simulated in HSPICE using the CNTFET model of $[44,45,53]$ at 0.9 V power supply and room temperature. The CNFETs used in the implementation are configured to have three tubes and a default pitch value equal to 20 nm . All the other parameters are set to their default values as presented in Table 2.4. In this work, ternary logic values 0,1 and 2 correspond to voltages $0, V d d / 2$ and $V d d$ respectively. For binary logic gates the logic values 0 and 1 correspond to voltages 0 and $V d d$ respectively. Binary gates are implemented using transistors, which are connected in complementary logic style and have chirality of $(19,0)$. Different ternary circuits are implemented using proposed and existing approaches and the design parameters are compared. For fair comparison, all the adders have been simulated with same test pattern.

Power consumption results are obtained by simulating the circuits with random test input patterns at switching frequency of 500 MHz . To measure the delay of the designs, test patterns have been chosen in such a way that the signal change propagates through the critical path and the maximum delay is measured. FO4 delay is calculated by loading the output node with four STI gates (implementation of STI gate is presented in [36]). The power-delay product is the product of worst-case propagation delay and average power consumption. Multi-digit adders of different operand sizes are realized and circuit parameters are compared to understand the relative performance. The following sub-section explains the results obtained.

### 4.5.1 Results and Discussion

Multi-Digit Ternary Adders (MTA), which are implemented using half-adders and the concept of Carry Propagate-Generate, are compared with other designs to evaluate the relative performance. In this section, MTA-1 and MTA-2 refer to the ripple-carry multi-digit adders presented in [58] and [39], whereas MTA-3 and MTA-4 refer to ripplecarry adders designed using single-digit adders presented in [38] and [59] respectively.

Two different multi-digit adders, Conditional Sum Adder (CSA) and Carry-Lookahead Adder (CLA), are presented in [60] and are indicated as MTA-5 and MTA-6 respectively. The Multi-digit half-adder based ternary adder design is represented as MHTA. The designs of Multi-digit Ternary Prefix Adder (MTPA), which use ripple-based, Kogge-Stone and carry lookahead-based prefix networks, are represented as MTPA-1, MTPA-2 and MTPA-3 respectively. Fig. 4.18 presents the logical simulation waveforms of the Kogge-Stone based prefix adder to show the correctness of the proposed structure. The same is also true with other proposed adders.

Table 4.3: Average Power Consumption for $N$-digit Adders

| Power Consumption (in $\mu \mathrm{W})$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| $N$ | 3 | 6 | 9 | 12 |
| MTA-1 [58] | 51.10 | 103.7 | 134.3 | 212.4 |
| MTA-2 [39] | 8.20 | 16.69 | 23.41 | 31.85 |
| MTA-3 [38] | 5.69 | 12.18 | 17.61 | 22.64 |
| MTA-4 [59] | 28.88 | 60.89 | 83.62 | 117.0 |
| MTA-5 [60] | 6.68 | 13.36 | 20.17 | 27.07 |
| MTA-6 [60] | 15.10 | 30.06 | 43.92 | 67.15 |
| Proposed MHTA | 3.21 | 5.83 | 8.41 | 11.37 |
| Proposed MTPA-1 | 2.97 | 5.30 | 7.48 | 10.03 |
| Proposed MTPA-2 | 3.03 | 5.52 | 7.98 | 10.88 |
| Proposed MTPA-3 | 2.97 | 5.38 | 7.62 | 10.30 |
| Improv. in MHTA w.r.t. MTA-3 | $44 \%$ | $52 \%$ | $52 \%$ | $50 \%$ |
| Improv. in MTPA-1 w.r.t. MTA-3 | $48 \%$ | $57 \%$ | $58 \%$ | $56 \%$ |
| Improv. in MTPA-2 w.r.t. MTA-3 | $47 \%$ | $55 \%$ | $55 \%$ | $52 \%$ |
| Improv. in MTPA-3 w.r.t. MTA-3 | $48 \%$ | $56 \%$ | $57 \%$ | $54 \%$ |

Table 4.3 shows the average power consumption for existing and proposed multidigit ternary adders with different operand sizes. To measure power, all multi-digit adder designs are simulated with same random test patterns and the average power consumption is determined. The large power consumption in MTA-1, MTA-2 and MTA-4 is due to low resistance path created between $V D D$ and $G N D$ while generating logic 1 . The complexity involved in conditional sum and carry-lookahead logic results in large power consumption of MTA-5 and MTA-6.

The proposed designs result in up to $58 \%$ reduction in power consumption when compared to MTA-3, which has least power consumption among all the designs existing


Figure 4.18: Simulation Waveforms for Kogge-Stone Prefix Adder


Figure 4.19: A Comparison of Power consumption
in literature. Figure 4.19 illustrates the reduction in power consumption of proposed adder designs when compared to MTA-3 for different operand sizes. This reduction in power consumption is mainly due to the use of low-power encoders.

Table 4.4 compares the propagation delay of the proposed and existing ternary adders. To measure the delay of the multi-digit adders, test patterns have been chosen in such a way that the signal change propagates through the critical path and the maximum delay is measured. FO4 delay is calculated by loading each of the output nodes in the critical path with four STI gates.

Table 4.4: Propagation (FO4) Delay for $N$-digit Adders

| Propagation (FO4) Delay (in $p s$ ) |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| $N$ | 3 | 6 | 9 | 12 |
| MTA-1 [58] | 63.76 | 117.2 | 170.7 | 223.7 |
| MTA-2 [39] | 97.52 | 205.4 | 313.4 | 422.6 |
| MTA-3 [38] | 290.5 | 526.9 | 762.5 | 997.9 |
| MTA-4 [59] | 108.7 | 206.1 | 303.3 | 381.4 |
| MTA-5 [60] | 64.50 | 93.07 | 125.9 | 132.5 |
| MTA-6 [60] | 81.84 | 126.3 | 143.3 | 163.7 |
| Proposed MHTA | 62.84 | 93.77 | 124.4 | 155.6 |
| Proposed MTPA-1 | 51.06 | 75.48 | 101.2 | 131.4 |
| Proposed MTPA-2 | 45.10 | 55.22 | 64.03 | 64.63 |
| Proposed MTPA-3 | 49.08 | 65.02 | 76.34 | 88.25 |
| Improv. in MHTA w.r.t. MTA-5 | $3 \%$ | $1 \%$ | $1 \%$ | $-17 \%$ |
| Improv. in MTPA-1 w.r.t. MTA-5 | $20 \%$ | $18 \%$ | $19 \%$ | $0 \%$ |
| Improv. in MTPA-2 w.r.t. MTA-5 | $30 \%$ | $40 \%$ | $49 \%$ | $51 \%$ |
| Improv. in MTPA-3 w.r.t. MTA-5 | $23 \%$ | $30 \%$ | $39 \%$ | $33 \%$ |

Among the existing designs MTA-1, MTA-2, MTA-3 and MTA-4 are ripple-carry


Figure 4.20: A Comparison of Propagation Delay for FO4 load
based and thus have large delay. Multi-digit ternary adder designs MTA-5, MTA-6 and proposed designs use Conditional sum, carry lookahead and prefix-based approaches respectively thus resulting in low delay.

Among the proposed designs, ternary adder MTPA-2, which uses Kogge-Stone [69] prefix network for carry computation, has least propagation delay. As expected, the design MHTA, which is ripple-carry based, has large delay when compared to other proposed designs. The proposed ternary adder MTPA-2 has up to $51 \%$ less delay when compared to MTA-5, which has least delay among existing designs. In Kogge-Stone prefix network, which is used in MTPA-2, the number of cells in the critical path is equal to $\log _{2} N$, where $N$ is operand length. Hence for linear increase in operand length, there is logarithmic increase in propagation delay of MTPA-2. Figure 4.20 illustrates the reduction in propagation delay for prefix-based designs when compared to MTA-5 for different operand sizes. This reduction is mainly due to the use of prefix-based networks in carry computation.

Different multi-digit adders have different complexity in the the final stage, due to which the propagation delay depends on the output load. To test this dependency, propagation delays of delay optimized designs are compared with that of proposed half-adder based ripple carry adder (MHTA) and ripple-based prefix adder (MTPA-1), which have large delay among proposed designs, under different load conditions. Table 4.5 shows the propagation delays for multi-digit adders with output load capacitance

Table 4.5: Delay for $N$-digit Adders for different output loads

| $N$ | 3 | 6 | 9 | 12 |
| :---: | :---: | :---: | :---: | :---: |
| Propagation Delay with a load of $1 f F$ (in $p s$ ) |  |  |  |  |
| MTA-1 [58] | 68.47 | 121.5 | 175.2 | 228.0 |
| MTA-5 [60] | 120.3 | 158.0 | 190.7 | 205.4 |
| MTA-6 [60] | 117.5 | 163.2 | 179.3 | 200.1 |
| MHTA | 79.58 | 110.7 | 141.2 | 172.7 |
| MTPA-1 | 68.86 | 93.91 | 118.8 | 149.4 |
| Propagation Delay with a load of $2 f F$ (in $p s$ ) |  |  |  |  |
| MTA-1 [58] | 74.95 | 128.2 | 181.3 | 234.6 |
| MTA-5 [60] | 198.3 | 251.7 | 287.2 | 313.5 |
| MTA-6 [60] | 159.5 | 206.6 | 221.8 | 242.2 |
| MHTA | 101.9 | 132.6 | 162.7 | 193.8 |
| MTPA-1 | 91.12 | 115.8 | 140.3 | 170.2 |
| Propagation Delay with a load of $3 f F$ (in $p s)$ |  |  |  |  |
| MTA-1 [58] | 81.45 | 134.3 | 188.2 | 242.0 |
| MTA-5 [60] | 277.0 | 347.0 | 378.9 | 421.9 |
| MTA-6 [60] | 210.9 | 255.9 | 264.6 | 284.1 |
| MHTA | 122.7 | 154.1 | 184.3 | 214.9 |
| MTPA-1 | 111.9 | 137.3 | 161.9 | 191.3 |

of $1 f F, 2 f F$ and $3 f F$. Comparison is shown only with three designs (i.e MTA-1, MTA-5 and MTA-6), which have lower propagation delay when compared to other existing designs. As the load increases, MTA-1 and proposed designs have less delay when compared to MTA-5 and MTA-6. This is mainly due to the fact that MTA-5 and MTA-6 use a transmission gate-based 3:1 multiplexer, which does not supply enough current to the load limiting its driving capability. Ternary adder designs MHTA and MTPA-1 have lower delay (up to 40\%) when compared to MTA-1 for FO4 load. Even as the load increases, the proposed designs have lower delay when compared to MTA-1, but only for larger operand size $(>3)$. This is because, for lower operand sizes the delay of low-power encoder (Shown in Figure 4.9) becomes a major contributor to the overall delay. As operand size increases, the delay-optimized carry propagation path dominates the overall propagation delay, thus resulting in reduced delay for proposed designs.

Figure 4.21 shows the analysis of variation in propagation delay with respect to change in load for different 12-digit adders. The propagation delay of MDA-5 is heavily dependent on the load variations because it uses array of $3: 1$ multiplexers with limited


Figure 4.21: Propagation delay vs load for 12-digit adder
driving capability. Since MDA-6 uses 3:1 multiplexer only in final stage, its delay is less dependent on load variations when compared to that of MDA-5. Among all the designs, MDA-1, which uses a low-complexity encoder, has the best drive capability and hence its delay is least dependent on load variations. The proposed designs (MHTA, MTPA-1) use a low-power encoder, which is more complex than the encoder in MDA-1 but has a better driving capability when compared to 3:1 multiplexer. Hence delay of proposed designs is relatively more dependent on load variations when compared to that of MDA- 1 but less dependent when compared to that of MDA- 5 and MDA-6.

Table 4.6: Power-Delay Product for $N$-digit Adders

| PDP (in $f J$ ) |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| $N$ | 3 | 6 | 9 | 12 |
| MTA-1 [58] | 3.26 | 12.2 | 22.9 | 47.5 |
| MTA-2 [39] | 0.80 | 3.43 | 7.34 | 13.4 |
| MTA-3 [38] | 1.66 | 6.42 | 13.4 | 22.6 |
| MTA-4 [59] | 3.14 | 12.6 | 25.4 | 44.6 |
| MTA-5 [60] | 0.43 | 1.24 | 2.54 | 3.59 |
| MTA-6 [60] | 1.24 | 3.80 | 6.29 | 11.0 |
| Proposed MHTA | 0.20 | 0.55 | 1.05 | 1.77 |
| Proposed MTPA-1 | 0.15 | 0.41 | 0.76 | 1.32 |
| Proposed MTPA-2 | 0.14 | 0.31 | 0.52 | 0.72 |
| Proposed MTPA-3 | 0.15 | 0.36 | 0.60 | 0.93 |
| Improv. in MHTA w.r.t. MTA-5 | $53 \%$ | $56 \%$ | $59 \%$ | $51 \%$ |
| Improv. in MTPA-1 w.r.t. MTA-5 | $64 \%$ | $67 \%$ | $70 \%$ | $63 \%$ |
| Improv. in MTPA-2 w.r.t. MTA-5 | $67 \%$ | $75 \%$ | $80 \%$ | $80 \%$ |
| Improv. in MTPA-3 w.r.t. MTA-5 | $65 \%$ | $71 \%$ | $77 \%$ | $74 \%$ |



Figure 4.22: A Comparison of PDP
Table 4.7: Number of Transistors required for $N$-digit Adders

| Transistor Count |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| $N$ | 3 | 6 | 9 | 12 |
| MTA-1 [58] | 364 | 724 | 1084 | 1444 |
| MTA-2 [39] | 288 | 576 | 864 | 1152 |
| MTA-3 [38] | 396 | 792 | 1188 | 1584 |
| MTA-4 [59] | 234 | 468 | 702 | 936 |
| MTA-5 [60] | 357 | 798 | 1239 | 1726 |
| MTA-6 [60] | 541 | 1128 | 1877 | 2266 |
| Proposed MHTA | 385 | 760 | 1135 | 1510 |
| Proposed MTPA-1 | 425 | 854 | 1283 | 1712 |
| Proposed MTPA-2 | 439 | 938 | 1465 | 2020 |
| Proposed MTPA-3 | 429 | 892 | 1373 | 1878 |

Table 4.6 presents the PDP for the existing and proposed multi-digit ternary adders with different operand sizes. The power-delay product is the product of worst-case propagation delay and average power consumption. The prefix-based designs result in up to $80 \%$ reduction in PDP when compared to MTA-5, which has least PDP among existing designs. Figure 4.22 shows the reduction achieved in PDP for different operand sizes. This reduction is due to: 1) reduced complexity of carry propagation technique when compared to other existing ones 2) use of a low-power encoder.

Table 4.7 compares the transistor count, which gives an indication of area, for the proposed and existing adders. Among the existing designs MTA-1, MTA-2, MTA-3 and MTA-4 are ripple-carry based and thus require lesser number of transistors when compared to MTA-5 (CSA) and MTA-6 (CLA). The proposed prefix based designs re-
quire more transistors for implementation when compared to the existing ripple carry adders. This is mainly due to the extra half-adder stage which is required to transform the inputs and enable the use of Propagate-generate technique. However, when compared to the existing Carry-lookahead adder, MTA-6, the proposed CLA based prefix adder requires up to $20 \%$ less transistors for its implementation. Though the prefix based adders perform better with respect to power consumption, propagation delay and PDP, they require up to $25 \%$ more CNFETs for implementation when compared to half-adder based ternary adder.

### 4.6 Conclusions

In this chapter we presented two techniques to implement the CNFET-based multi-digit ternary adders. The first design technique results in a ternary adder which is ripplecarry based and uses half-adder, delay optimized carry generator, a sum generator and low-power encoders. In this ternary adder, reduction in delay has been achieved in multi-digit adders by optimizing the carry propagation path and reduction in power has been achieved by using a low-power encoder. The second technique enabled the use of carry Propagate-Generate concept in ternary addition resulting in multi-digit ternary prefix adders. Three different ternary prefix adders, which use ripple-based, Kogge-Stone and carry lookahead-based prefix networks, have been implemented using CNFETs.

Existing and the proposed multi-digit adders with varied operand sizes have been implemented in HSPICE. Simulation results show that there is a significant reduction in power consumption (up to $52 \%$ ) and PDP (up to $58 \%$ ) in the half-adder based ternary adders when compared to the existing adders. Results also showed a reduction in FO4 delay (up to $30 \%$ ) for proposed adder when compared to other ripple-carry multi-digit adders. For ternary prefix adders, simulation results show that there is reduction in power consumption (up to $58 \%$ ), propagation delay (up to $50 \%$ ) and PDP (up to $80 \%$ ) in the proposed prefix-based ternary adders when compared to the existing adders.

Analysis of design metrics of proposed ternary adders showed that there is signifi-
cant reduction in power consumption mainly due to the use of low power encoder. A ternary encoder is a critical element and contributes significantly to the overall power consumption of the ternary circuit. Hence in the next chapter we develop new designs for ternary encoders. These designs are used to develop encoder based optimization algorithms which choose appropriate encoder for different outputs of a multi-output ternary logic circuit to optimize the circuit with respect to different design metrics.

## Chapter 5

## Encoder-based Optimization of

## Ternary Circuits

### 5.1 Introduction

As explained in the earlier chapters, an encoder generates $\operatorname{logic} 2$ and logic 0 by a direct connection to $V D D$ and $G N D$ respectively. But for generation of logic 1 at output, a direct path from $V D D$ to $G N D$ is created resulting in large static current. If this direct path has low resistance it leads to lower delay and large power consumption. else it leads to large delay and low power consumption. Hence the choice of encoder effects the overall propagation delay and power consumption of ternary circuit. There is need for encoders which are optimized for different design constraints. There is also a need to develop a methodology to choose appropriate encoders such that the design constraints are met..

This chapter presents improved encoder designs which are used in implementation of ternary logic circuits. A detailed analysis is carried out on encoders to understand the effect of using CNFETs with CNTs of different diameter on the overall propagation delay and power consumption of encoder. Based on this analysis, algorithms are presented, which map appropriate encoders for different output stages of a multi-output ternary logic circuit in such a way that design constraints are met. A ripple-carry based
ternary adder is taken as an example and the proposed algorithms are used to obtain different encoder mapping resulting in ternary adder designs which are optimized either for power consumption, propagation delay or Power-Delay Product (PDP). These designs are compared with other ternary ripple-carry based adders in literature with respect to different design parameters.

### 5.2 Review of Ternary Encoders

The design technique presented in [36] uses a ternary decoder in the first stage to generate binary versions of inputs. The ternary decoder is a one-input, three-output circuit and generates unary functions for an input $X$. The relation between ternary input $X$ and decoder outputs (indicated by $X^{0}, X^{1}, X^{2}$ ) is given by

$$
X^{k}= \begin{cases}2, & \text { if } X=k  \tag{5.1}\\ 0, & \text { if } X \neq k\end{cases}
$$

These decoder outputs can take only two logic values i.e., logic 2 and logic 0 , corresponding to logic 1 and logic 0 in binary logic. The decoder outputs are used to compute intermediate binary outputs with the help of binary logic gates. Finally ternary outputs are generated from binary signals using a combination of ternary buffers and/or encoder. This technique has been used in implementation of multi-digit ternary adder presented in [58]. This adder used a different encoder which has reduced complexity when compared to the design presented in [36]. One of the major disadvantages of the encoder design that is presented in [58] is the existence of low resistance path between $V D D$ and $G N D$ while generating logic 1 . This results in a large static current and hence large static power consumption. Although the encoder used in [36] has high resistance path between $V D D$ and $G N D$ while generating logic 1 , there exist multiple such paths leading to large power consumption as well as large propagation delay.


Figure 5.1: Ternary Encoders

Although the encoder used in [58] has reduced delay and complexity, it consumes large power resulting in multi-digit adders with very high power consumption. Figures 5.1 (a) and $5.1(\mathrm{~b})$ show the encoders presented in [36] and [58] respectively.

### 5.3 Proposed CNFET-based Ternary Encoders

Encoder is a critical element in the design of ternary logic circuits and is used to convert intermediate binary signals to final ternary outputs. An encoder generates logic 2 or logic 0 by a direct connection to $V D D$ or $G N D$ respectively. But for generation of logic 1 at output, a direct path from $V D D$ to $G N D$ is created. The existing encoder designs either consume large power or require large number of transistors for their implementation. Improved encoders, which use transistors of same chiralities have been presented in Section 3.3. Figure 5.2 shows the implementation of the proposed encoder, where presence of additional diode connected P-CNFET and N-CNFET transistors create a high resistance path between $V D D$ and $G N D$ to generate logic 1 at the output. This high resistance path, while limiting the static current, thereby reducing the static power consumption, however, causes the increase in encoder delay when compared to encoder in [58]. Also unlike the encoder used in [36], the improved encoder has only one direct path between $V D D$ and $G N D$ while generating logic 1 .

The encoder shown in Figure 5.2 is used to generate the ternary output ( $X$ ) from binary inputs $\overline{X^{2}}$ and $X^{0}$. In this circuit, if $X^{0}$ is equal to logic 2 then transistor M6 switches $O N$ and logic 0 is obtained at the output. Instead, if $\overline{X^{2}}$ is equal to logic 0 (i.e. $X^{2}$ is logic 2) then M 3 will be $O N$ pulling output node to logic 2. If neither of $X^{0}$ and $X^{2}$ are logic 2 then a direct path from $V D D$ to $G N D$ is created (via transistors M1-M2-M4-M5) causing logic 1 to appear at $X$.

The encoder presented in Figure 5.2 is further improved by varying the resistance of path which is created between $V D D$ and $G N D$ while generating logic 1 at the output. If the resistance of $V D D-G N D$ path is increased then it will result in an encoder which is optimized for power consumption. The resistance of $V D D-G N D$ path is increased by adding additional diode connected transistors in series. Figure 5.3 shows


Figure 5.2: Proposed Encoder (with inputs $\overline{X^{2}}$ and $X^{0}$ )
the implementation of the encoder (with inputs $\overline{X^{2}}$ and $X^{0}$ ), which is optimized for power consumption. Although, the high resistance path between $V D D-G N D$ results in reduced power consumption, it causes increase in propagation delay of encoder. Another encoder which is optimized for propagation delay is presented in Figure 5.4. In this design, diode connected transistor pair are connected in parallel to achieve low resistance in $V D D-G N D$ path of the encoder.

The proposed encoders are compared with the other existing encoder designs [36, 58]. Since the outputs of encoder are ternary in nature, FO4 delay is calculated by connecting four STI gates (as load) at the outputs. Power consumption is measured by simulating all the encoders with a random pattern such that they generate same output. In all encoders designs, a direct path from $V D D$ to $G N D$ is created while generating logic 1 resulting in large static power. This is the reason due to which encoder power is the major contributor to the overall power consumption of ternary logic circuits.

Different encoder designs are implemented in HSPICE using the simulation environment presented in Section 3.4.1. Table 5.1 shows the comparison of different encoders with respect to propagation delay, power consumption and PDP. The encoder design


Figure 5.3: Proposed Low-Power Encoder (with inputs $X^{2}$ and $X^{0}$ )


Figure 5.4: Proposed Low-Delay Encoder (with inputs $X^{2}$ and $X^{0}$ )
presented in [36] (shown in Figure 5.1(a)), which uses a level-shifter and a ternary NOR gate, is indicated as Encoder-1. This design has moderate power consumption and large delay when compared to other designs. A low-complexity encoder design, which is presented in [58] (shown in Figure 5.1(b)), is indicated as Encoder-2. This design has least propagation delay and large power consumption due to the low resistance $V D D-G N D$ path. The proposed encoders use additional diode connected transistors to create a high resistance path between $V D D$ and $G N D$ to generate logic 1 at the output. This high resistance path results in encoder with lower power consumption but higher propagation delay when compared to the encoder presented in [58]. As seen in Table 5.1, proposed encoders achieve $44-68 \%$ reduction in propagation delay, $45-80 \%$ reduction in power and $82-89 \%$ reduction in power-delay product when compared to the encoder presented in [36]. When compared to the encoder presented in [58], the proposed encoders result in $94-97 \%$ reduction in power and $90-94 \%$ reduction in power-delay product. However, proposed encoders have $57-175 \%$ more delay when compared to Encoder-2 [58] which has least delay among existing designs.

Table 5.1: A Comparison of Encoders

| Encoder | (FO4) Delay <br> (in $p s$ ) | Power <br> (in $\mu W$ ) | PDP <br> (in10 18 <br> $J$ |
| :---: | :---: | :---: | :---: |
| Encoder-1 [36] (Fig. <br> $5.1(\mathrm{a})$ ) | $25.2(100 \%)$ | 0.99 <br> $(100 \%)$ | $25.2(100 \%)$ |
| Encoder-2 [58] (Fig. <br> $5.1(\mathrm{~b})$ ) | $5.09(20.20 \%)$ | 9.31 <br> $(940 \%)$ | $47.3(187 \%)$ |
| Proposed Encoder-1 (Fig. <br> $5.2)$ | $10.33(41.0 \%)$ | 0.33 <br> $(33.33 \%)$ | $3.40(13.49 \%)$ |
| Proposed Encoder-2 <br> (Low-Power Encoder) <br> (Fig. 5.3) | 14.03 <br> $0.67 \%)$ <br> $(19.19 \%)$ | $2.68(10.63 \%)$ |  |
| Proposed Encoder- 3 <br> (Low-Delay Encoder) <br> (Fig. 5.4) | $8.03(31.87 \%)$ | 0.54 |  |

### 5.4 Effects of varying chiralities of CNFETs that are used in Encoders

In this section, a detailed analysis is carried out on encoders to understand the effect of using CNFETs with CNTs of different diameter on the overall propagation delay and power consumption of the encoder. The effect of chirality variations on an N-CNFET is studied with the help of the $I-V$ characteristics of transistor, which are simulated in HSPICE using the CNTFET model in [53]. The CNFET is configured to have three CNTs (all with same chirality) and a default pitch value equal to 20 nm . Figure 5.5 shows the $I-V$ characteristics for a $V_{G S}$ of $0.45 V$, where $x$-axis indicates the drain-to-source voltage $\left(V_{D S}\right)$ and $y$-axis indicates the drain current $\left(I_{D S}\right)$. As seen from this figure, for a fixed $V_{G S}$, the drain current $\left(I_{D S}\right)$ is proportional to the diameter of CNTs, which in turn is proportional to value of $n$ in chirality vector (see Table 2.3). The drain current ( $I_{D S}$ ) of transistors, which are used in implementation of ternary logic circuits, directly effects the power consumption and propagation delay of the circuits.

In the proposed encoders (shown in Figures 5.2, 5.3 and 5.4) and existing encoder [58] (shown in Figure 5.1(b)) transistors of chirality (13,0) (Diameter of CNTs 1.018nm) have been used. However, transistors with any chirality (shown in Table 2.3) can be used in the implementation of these encoders. For a detailed analysis, different encoder designs with different chiralities are implemented in HSPICE using the CNFET model of [53]. All encoders operate at 0.9 V power supply and room temperature. The CNFETs used in the implementation are configured to have three CNTs (all with same chirality) and a default pitch value equal to 20 nm . Power consumption results are obtained by simulating the circuits with random input patterns at switching frequency of 500 MHz . Propagation delay results for different circuits are obtained by finding worst case Fan-Out of 4 (FO4) delay. The encoder design which is shown in Figure 5.1(a) is excluded from this analysis because it uses ternary $O R$ gate and STI, which requires transistors of specific chirality.

Figures 5.6 and 5.7 show the comparison of different encoders, which use transistors


Figure 5.5: I-V Characteristics of N-CNFET

Figure 5.6: Power Consumption for Encoders with Transistors of Different Chirality


Figure 5.7: Propagation Delay for Encoders with Transistors of Different Chirality
of different chirality (i.e. transistors with CNTs of different diameter), with respect to power consumption and propagation delay respectively. The chiralities $(12,0),(15,0)$ and $(18,0)$ are not considered because they result in metallic CNTs. Figure 5.6 shows the variation in power consumption of the encoders with respect to variation in chirality vector of transistors. As seen from this figure, the power consumption is directly proportional to the value of $n$ in chirality vector of transistors used in encoder. Figure 5.7 shows the variation in propagation delay of the encoders with respect to variation in chirality vector of transistors used in encoder. The propagation delay decreases as the $n$ value of chirality vector of transistors (diameter of CNTs) increases. The increase in power consumption and decrease in propagation delay due to increase in $n$ value of chirality vector of transistors is mainly because of increase in drain current ( $I_{D S}$ ) of transistors.

The analysis of design parameters of encoders with respect to variations in transistor chirality show that there are 28 different encoders corresponding to 7 chirality variations for one existing [58] and three proposed designs. These encoders have a trade-off between propagation delay and power consumption i.e. encoders with low propagation delay have large power consumption and vice-versa. Hence there is a need for a methodology or an algorithm, which chooses appropriate encoders for generating different ternary outputs in multi-output ternary logic circuit, such that the overall circuit is optimized with respect to power, delay and/or PDP.

### 5.5 Algorithms for choosing appropriate Encoders in Ternary Circuits

### 5.5.1 Problem Formulation

The existing methodology, which is used to implement ternary circuit, has three main stages [36]. The first stage uses a ternary decoder to convert ternary signal into mutually exclusive binary signals which are given as inputs to binary computation stage. The outputs of binary stage are converted into ternary output using encoders. This ternary circuit can be modeled as a directed acyclic graph (ternary circuit graph), which is represented as $G=(V, E)$ where $V$ is vertex (or node) set and $E$ is edge set. Edge $e_{i j}$ is called an outgoing edge with respect to node $v_{i}$ and an incoming edge with respect to node $v_{j}$. In the graph ( $V, E$ ), Primary Inputs $(P I \mathrm{~s})$ are nodes with no incoming edges and Primary Outputs ( $P O$ s) are the nodes with no outgoing edges. In addition to these nodes there are additional special nodes defined for ternary circuit graph namely Decoder nodes ( $D N$ s) and Encoder nodes (ENs). Decoder nodes are the nodes which have one incoming edge that is connected to primary input and any number of outgoing edges. Encoder nodes are the nodes which have one outgoing edge that is connected to primary output and any number of incoming edges. A directed path $p$ in graph $(V, E)$ is a sequence (or set) of nodes (from primary input to primary output) which are connected by directed edges. A set of all the paths in the graph is represented by $P$.

In the graph $(V, E)$, associated with each node $v_{i} \in V$, there is a delay variable $d v_{i} \geq 0$, whose value represents the propagation delay. The delay for all primary inputs and outputs is equal to zero, i.e. $d v_{i}=0 \forall v_{i} \in P I \cup P O$. The delay of path $p \in P$ is summation of delays of all the nodes in the path i.e. $\sum_{v_{i} \in p} d v_{i}$. The path which has largest delay among all the paths in the graph is called critical path $\left(p_{c}\right)$.

In the graph $(V, E)$, the incoming edge of decoder node (which is outgoing edge for primary input) and the outgoing edge of a encoder node (which is incoming edge for primary output, represents a ternary signal. The nodes $v_{i} \in V-(P I \cup P O \cup D N \cup E N)$


Figure 5.8: Ternary Circuit as a Graph
represent binary computation elements (a complex gate or combination of gates) whose incoming edges and outgoing edges represent a group of mutually exclusive binary signals ( $X^{0}, X^{1}$, and $X^{2}$ ) corresponding to a ternary signal $(X)$. Figure 5.8 shows an example of a ternary half-adder and its graph representation.

In ternary logic circuit, encoder is a critical element and is used to convert intermediate binary signals to final ternary outputs. One of the major disadvantages of the ternary encoder is the existence of low resistance path between $V D D$ and $G N D$ while generating logic 1 . This results in a large static current and hence large static power consumption. Thus the average power consumption of ternary circuit can be approximated as the sum of average power consumption of encoders used in the circuit. Hence in addition to variable $d v_{i}$, associated with encoder nodes $v_{i} \in E N$, there is a variable $p v_{i}>0$, whose value represents the power consumption. Since any one of the encoders with chirality variations (presented in Section 5.4) can be used in implementation of ternary circuit, let there be a set $E D$ which consists of different encoder designs. In this work, the elements of set $E D$ are represented using notation $e_{(i, n)}$, where $i=1,2,3$, or 4 represents existing encoder-2 [58], proposed encoder-1, proposed encoder-2 (low-power encoder) or proposed encoder-3 (low-delay encoder) respectively and $n$ is equal to the $n$ value of chirality vector (refer Section 2.2) of transistors used in encoder. For example $e d_{(1,13)}$ represents encoder-2 [58] that is implemented using transistors of chirality $(13,0)$. Each element $e d_{(i, n)}$ of this set is associated with two values namely $\operatorname{ded}_{(i, n)}$ and $p e d_{(i, n)}$ representing the delay and power consumption of the encoder designs. When an element $e d_{(i, n)} \in E D$ is selected as (mapped to) encoder
node $v_{j} \in E N$ then the values $\operatorname{ded}_{(i, n)}$ and $\operatorname{ped}_{(i, n)}$ are assigned to variables $d v_{j}$ and $p v_{j}$ respectively.

The problem of selecting suitable encoder to optimize design parameters of a ternary circuit is formulated as below:

Problem Statement: Given a ternary circuit graph $G=(V, E)$ for which path delays, i.e. $\sum_{v_{i} \in p-E N} d_{v i} \forall p \in P$, are known and set of encoder designs $E D$ are available, map ed ${ }_{(i, n)} \in E D$ to $v_{j} \in E N$ such that to optimize power,

$$
\begin{equation*}
\min \left(\sum_{v_{i} \in E N} p v_{i}\right) \tag{5.2}
\end{equation*}
$$

to optimize delay,

$$
\begin{gather*}
\min \left(\sum_{v_{i} \in p_{c}} d v_{i}\right)  \tag{5.3}\\
\sum_{v_{i} \in p} d v_{i} \leq \sum_{v_{i} \in p_{c}} d v_{i} \forall p \in P-\left\{p_{c}\right\}  \tag{5.4}\\
\min \left(\sum_{v_{i} \in E N \cap\left(P-\left\{p_{c}\right\}\right)} p v_{i}\right) \tag{5.5}
\end{gather*}
$$

or to optimize PDP

$$
\begin{equation*}
\min \left(\sum_{v_{i} \in p_{c}} d v_{i} \times \sum_{v_{i} \in E N} p v_{i}\right) \tag{5.6}
\end{equation*}
$$

Here equations (5.2-5.6) specify the constraints on the encoder mapping such that the resulting ternary circuit, which is represented by the ternary graph, is optimized for power consumption, propagation delay or PDP. The following sections present algorithms for selecting suitable encoder for a ternary circuit while optimizing different design parameters.

### 5.5.2 Power optimization

Since the average power consumption of ternary circuit can be approximated as the sum of average power consumption of encoders used in the circuit, for optimization with respect to power, encoders should be selected such that the sum of average power consumption of encoders, which are used in the circuit, is minimum. This optimization, which is specified by equation (5.2), is implemented using Algorithm 5.1.

```
Algorithm 5.1 Algorithm for Power Optimization
    Inputs: \((V, E)\) with \(\sum_{v_{i} \in p-E N} d v_{i} \forall p \in P, E D\)
    Output: \((V, E)\) with values for \(d v_{i}, p v_{i} \forall v_{i} \in E N\)
    begin
    \(P^{\prime}=\) maxpaths_oneperencoder \((P)\)
    \(e d^{\prime}=\) get_Encoder_MinPower(ED)
    for each \(p \in P^{\prime}\) do
        \(m a p_{-} E D_{-} E N\left(p, e d^{\prime}\right)\)
    end for
    return \((V, E)\)
    end
```

The inputs to Algorithm 5.1 are ternary circuit graph ( $V, E$ ) (where all the delays of nodes are known) and the list of encoder designs with power and delay values for each. Initially the power $\left(p v_{i}\right)$ and delays $\left(d v_{i}\right)$ variables of all encoder nodes, i.e. $v_{i} \in E N$, are set to default values. Since an encoder node might exist in multiple paths (e.g. in Fig 5.8, each encoder node is part of two different paths), a function $P^{\prime}=$ maxpaths_oneperencoder $(P)$ is used to identify a path which has maximum delay (excluding encoder delay) among all paths which have same encoder node. This function returns a set $P^{\prime}$ which consists of maximum delay paths (one per encoder node) corresponding to the respective encoder nodes. A function get_Encoder_MinPower(ED) gets the encoder $e d^{\prime}$ which has least power consumption among the list of encoder designs $(E D)$. This least power encoder is mapped to encoder nodes for all the paths such that each path has one encoder mapped. The output of Algorithm 5.1 is a graph $(V, E)$ with mapping information for all encoder nodes. As seen from the analysis in Section 5.4, the proposed encoder-2 (Figure 5.3) which uses transistors of chirality (10,0) (i.e. $\left.e d_{(3,10)}\right)$ has least power consumption. Hence this encoder is used to generate ternary
output for all the paths of ternary circuit.

### 5.5.3 Delay Optimization

The delay refers to the propagation delay of the critical path in the ternary circuit. As seen from Figures 5.6 and 5.7, the existing and proposed encoders have a trade off between propagation delay and power consumption. Hence to achieve optimization with respect to delay, encoders with least delay (and large power consumption) can be used in critical paths whereas encoders with low power consumption (and large delay) can be used in non-critical paths of ternary circuit. This optimization, which is specified by equations (5.3-5.5), is implemented using Algorithm 5.2.

```
Algorithm 5.2 Algorithm for Delay Optimization
    Inputs: \((V, E)\) with \(\sum_{v_{i} \in p-E N} d v_{i} \forall p \in P, E D\)
    Output: \((V, E)\) with values for \(d v_{i}, p v_{i} \forall v_{i} \in E N\)
    begin
    \(P^{\prime}=\) maxpaths_oneperencoder \((P)\)
    Max_pathDelay \(=0\)
    for each \(p \in P^{\prime}\) do
        if \(\sum_{v_{i} \in p-E N} d v_{i}>M a x \_p a t h D e l a y\) then
            Max_pathDelay \(=\sum_{v_{i} \in p-E N} d v_{i}\)
            \(p_{c}=p\)
        end if
    end for
    \(e d^{\prime}=\) get_Encoder_MinDelay(ED)
    \(m a p \_E D \_E N\left(p_{c}, e d^{\prime}\right)\)
    Max_Delay = Max_pathDelay + delay \(\left(e d^{\prime}\right)\),
    \(E D^{\prime}=\) sort_ascending_power \((E D)\)
    for each \(p \in P^{\prime}-\left\{p_{c}\right\}\) do
        for each \(e d_{(i, n)} \in E D^{\prime}\) do
            path_delay \(=\sum_{v_{i} \in p-E N} d v_{i}+\operatorname{delay}\left(e d_{(i, n)}\right)\)
            if path_delay \(\leq\) Max_Delay then
                map_ED_EN( \(\left.p, e d_{(i, n)}\right)\)
                break
                end if
        end for
    end for
    return \((V, E)\)
    end
```

The inputs to Algorithm 5.2 are ternary circuit graph $(V, E)$ (where all the delays of nodes are known) and the list of encoder designs with power and delay values for each.

As explained earlier (in Section 5.5.2), the function $P^{\prime}=$ maxpaths_oneperencoder $(P)$ returns a set $P^{\prime}$ which consists of maximum delay paths corresponding to the each of the encoder nodes. All the paths in $P^{\prime}$ are traversed and the path with largest delay in the graph (excluding the encoder delay), i.e. $p_{c}$, is found along with its delay Max_pathDelay. The encoder node in path $p_{c}$ is mapped with an encoder design $e d^{\prime}$, which has least delay, using function get_Encoder_MinDelay $(E D)$. The function delay $\left(e d^{\prime}\right)$ returns the delay of encoder design $e d^{\prime}$. The critical path delay (including the encoder delay) is now referred to as Max_Delay. The set ED is now sorted using function sort_ascending_power $(E D)$ such that the resulting set, $E D^{\prime}$, has encoder designs which are arranged in increasing order of their power consumption. For all the remaining paths, $p \in P^{\prime}-\left\{p_{c}\right\}$, encoders are selected from $E D^{\prime}$ and mapped to encoder nodes such that the encoder design has least power while restricting the delay of these paths to a value that is less than or equal to Max_Delay. As seen from Figures 5.3 and 5.4, encoder-2 [58] that is implemented using transistors of chirality $(19,0)\left(e d_{(1,19)}\right)$, has least propagation delay, but has large power consumption when compared to other proposed encoders. Hence this encoder is used in the critical path of the circuit. For non-critical paths, encoders are mapped such that the encoder design has least power while restricting the delay of these paths to value which is less than critical path delay.

### 5.5.4 PDP Optimization

Power-Delay Product of a circuit is defined as the product of worst-case propagation delay (i.e. delay of critical path) and the average power consumption of the circuit. Since majority of the power consumption happens in the encoder, PDP can be approximated as the product of critical path delay and sum of average power consumption of encoders used in the circuit. The optimization with respect to PDP is given as equation (5.6) and is implemented using Algorithm 5.3. The inputs to Algorithm 5.3 are ternary circuit graph $(V, E)$ (where all the delays of nodes are known) and the list of encoder designs with power and delay values for each.

```
Algorithm 5.3 Algorithm for PDP Optimization
    Inputs: \((V, E)\) with \(\sum_{v_{i} \in p-E N} d v_{i} \forall p \in P, E D\)
    Output: \((V, E)\) with values for \(d v_{i}, p v_{i} \forall v_{i} \in E N\)
    begin
    optimize_power \(((V, E), E D)\)
    \(E D^{\prime}=\) sort_ascending_power \((E D)\)
    \(e d^{\prime}=\) get_Encoder_MinPower \(\left(E D^{\prime}\right)\)
    \(P^{\prime}=\) maxpaths_oneperencoder \((P)\)
    \(p_{c}=\) get_critical_path \(\left(P^{\prime}\right)\)
    \(p d p_{\text {new }}=\left(\sum_{v_{i} \in p_{c}} d v_{i} \times \sum_{v_{i} \in E N} p v_{i}\right)\)
    repeat
        \(p d p_{\text {old }}=p d p_{\text {new }}\)
        \(E N^{\prime}=\) Save_Mapping \(\left(E N, P^{\prime}\right)\)
        \(e d^{\prime}=\) get_one_lower \(\left(E D^{\prime}, e d^{\prime}\right)\)
        \(m a p \_E D \_E N\left(p_{c}, e d^{\prime}\right)\)
        \(M a x \_\)Delay \(=\sum_{v_{i} \in p_{c}} d v_{i}\)
        for each \(p \in P^{\prime}-\left\{p_{c}\right\}\) do
            for each \(e d_{(i, n)} \in E D^{\prime}\) do
                path_delay \(=\sum_{v_{i} \in p-E N} d v_{i}+\operatorname{delay}\left(e d_{(i, n)}\right)\)
                if path_delay \(\leq\) Max_Delay then
                        \(m a p_{-} E D_{-} E N\left(p \cap E N, e d_{(i, n)}\right)\)
                break
                end if
            end for
        end for
        \(p_{c}=\) get_critical_path \(\left(P^{\prime}\right)\)
        \(p d p_{\text {new }}=\left(\sum_{v_{i} \in p_{c}} \bar{d} v_{i} \times \sum_{v_{i} \in E N} p v_{i}\right)\)
    until \(p d p_{\text {old }}<p d p_{\text {new }}\)
    map_saved \(\left(E N^{\prime}, P^{\prime}\right)\)
    return \((V, E)\)
    end
```

Initially the function optimize_power $((V, E), E D)$, which implements Algorithm 5.1, is used to map all the encoder nodes to encoder design with least power consumption. As explained earlier (in Section 5.5.2), the function $P^{\prime}=$ maxpaths_oneperencoder $(P)$ returns a set $P^{\prime}$ which consists of maximum delay paths corresponding to the each of the encoder nodes. Functions sort_ascending_power $(E D)$ and get_Encoder_MinPower $\left(E D^{\prime}\right)$ return list of encoder designs $E D^{\prime}$ sorted in order of increasing power consumption and design with least power consumption $e d^{\prime}$. The set of maximum delay paths $P^{\prime}$ corresponding to the each of the encoder nodes is computed by using maxpaths_oneperencoder $(P)$. The critical path among paths in $P^{\prime}$ is found using function get_critical_path $\left(P^{\prime}\right)$ and the approximate power-delay product (product of critical path delay and summation
of power consumption of encoders) is calculated.
The mapping information of the encoder nodes is saved by using function $E N^{\prime}=$ Save_Mapping $\left(E N, P^{\prime}\right)$. Now the least power encoder design in the critical path $p_{c}$ is replaced with a design which has slightly higher power consumption (i.e. second encoder design in $E D^{\prime}$ ) and lower delay. For all the remaining paths, $p \in P^{\prime}-\left\{p_{c}\right\}$, encoder designs from $E D^{\prime}$ are mapped to encoder nodes such that the encoder design has least power while restricting the delay of these paths to a value that is less than or equal to delay of path $p_{c}$. The new value of approximate power-delay product is compared with earlier value to see if there is increase in PDP. This process is repeated as long as the approximate power-delay product keeps reducing. Once the approximate PDP starts increasing the mapping information of encoder nodes with least PDP is mapped back to $E N$ by using function map_saved $\left(E N^{\prime}, P^{\prime}\right)$.

### 5.6 Example: Encoder-based Optimization of MultiDigit Ternary Adder

The optimization algorithms presented in Section 5.5 are applied on ternary adder, which is implemented using the methodology presented in [58]. Figure 5.9 shows the multi-digit ( $N$-digit) adder design where $A\left(A_{N-1} \ldots A_{1} A_{0}\right), B\left(B_{N-1} \ldots B_{1} B_{0}\right), C$ in are ternary inputs and $\operatorname{Sum}\left(\operatorname{Sum}_{N-1} \ldots\right.$ Sum $_{1}$ Sum $\left._{0}\right)$, Cout are ternary outputs. Cout $_{N-2} \ldots$ Cout $_{0}$ represent intermediate ternary carries. Here $X_{i}{ }^{j}$ corresponds to $i^{\text {th }}$ digit-adder stage whose value is either logic 2 (if $X=j$ ) or logic 0 (if $X \neq j$ ), where $j \in\{0,1,2\}$. For example $A_{0}{ }^{1}$ corresponds to input of $0^{\text {th }}$ digit-adder stage whose value is logic 2 only if ternary signal $A$ is equal to logic 1 . Also, $\}$ is used to represent a group of binary signals and its complements. In multi-digit adder of the same work, the sum generation is similar to other existing designs, whereas carry generation/propagation is optimized for delay by avoiding redundant encoder-decoder pairs. At each digitadder stage, binary carry signals (i.e. Cout $_{i}{ }^{2}$, Cout $_{i}{ }^{0}$ ) are generated using a low-delay carry generator block. Unlike other multi-digit adder designs where ternary carries are


Figure 5.9: Multi-digit adder presented in [58].
generated for every digit-adder stage, design in [58] computes ternary carry ( Cout $_{i}$ ) only for the final (i.e. $N-1^{\text {th }}$ ) digit-adder stage.

The decoder, sum generator and the carry generator blocks are implemented as presented in [58]. HSPICE simulations are carried out without encoders and the worstcase delays for different blocks and different paths are tabulated. The delays of different blocks along with the delays and power consumption of different encoder designs (in Figures 5.6 and 5.7) are given as inputs to the algorithms which are presented in Section 5.5. Algorithms $5.1-5.3$ have been implemented using Python. The output of these algorithms is the encoder mapping information, which specifies the encoder designs that are to be used for generating different outputs such that the ternary adders are optimized for delay, power consumption and PDP.

Table 5.2 specifies the encoder mapping information, which is result of Algorithms 5.2 and 5.3 , for 3 -digit, 6 -digit and 9 -digit ternary adders. Here different encoder designs are represented using notation $e d_{(i, n)}$, where $i=1,2,3$, or 4 represents existing encoder-2 [58], proposed encoder-1, proposed encoder-2 (low-power encoder) or proposed encoder-3 (low-delay encoder) respectively and $n$ is equal to the $n$ value of chirality vector (refer Section 2.2) of transistors used in encoder. For power optimization the encoder design $\operatorname{ed}_{(3,10)}$ is used to generate all the outputs of ternary adders.

The mapping information in Table 5.2 is used to implement the delay optimized, power optimized and PDP optimized ternary adders. These optimized adders are simulated in HSPICE and results are compared with other ternary ripple-carry based adders in literature.Table 5.3 shows the comparison of different Multi-Digit Ternary Adders

Table 5.2: Encoder Mapping for Ternary Adders
(a) Encoders used for 3-digit Ternary Adder

| Encoders used to <br> generate | Delay <br> Optimization <br> (Algorithm 5.2) | PDP <br> Optimization <br> (Algorithm 5.3) |
| :---: | :---: | :---: |
| Sum | $e d_{(2,10)}$ | $e d_{(3,10)}$ |
| Sum | $e d_{(4,10)}$ | $e d_{(3,10)}$ |
| Sum $_{2}$ | $e d_{(1,16)}$ | $e d_{(2,10)}$ |
| Cout $_{2}$ | $e d_{(1,19)}$ | $e d_{(2,10)}$ |

(b) Encoders used for 6-digit Ternary Adder

| Encoders used to <br> generate | Delay <br> Optimization <br> (Algorithm 5.2) | PDP <br> Optimization <br> (Algorithm 5.3) |
| :---: | :---: | :---: |
| Sum $_{0}$ | $e d_{(3,10)}$ | $e d_{(3,10)}$ |
| Sum $_{1}$ | $e d_{(3,10)}$ | $e d_{(3,10)}$ |
| Sum $_{2}$ | $e d_{(3,10)}$ | $e d_{(3,10)}$ |
| Sum $_{3}$ | $e d_{(3,10)}$ | $e d_{(3,10)}$ |
| Sum $_{4}$ | $e d_{(4,10)}$ | $e d_{(3,10)}$ |
| Sum $_{5}$ | $e d_{(1,16)}$ | $e d_{(2,10)}$ |
| Cout $_{5}$ | $e d_{(1,19)}$ | $e d_{(2,10)}$ |

(c) Encoders used for 9-digit Ternary Adder

| Encoders used to <br> generate | Delay <br> Optimization <br> (Algorithm 5.2) | PDP <br> Optimization <br> (Algorithm 5.3) |
| :---: | :---: | :---: |
| Sum $_{0}$ | $e d_{(3,10)}$ | $e d_{(3,10)}$ |
| Sum $_{1}$ | $e d_{(3,10)}$ | $e d_{(3,10)}$ |
| Sum $_{2}$ | $e d_{(3,10)}$ | $e d_{(3,10)}$ |
| Sum $_{3}$ | $e d_{(3,10)}$ | $e d_{(3,10)}$ |
| Sum $_{4}$ | $e d_{(3,10)}$ | $e d_{(3,10)}$ |
| Sum $_{5}$ | $e d_{(3,10)}$ | $e d_{(3,10)}$ |
| Sum $_{6}$ | $e d_{(3,10)}$ | $e d_{(3,10)}$ |
| Sum $_{7}$ | $e d_{(4,10)}$ | $e d_{(3,10)}$ |
| Sum $_{8}$ | $e d_{(1,16)}$ | $e d_{(2,10)}$ |
| Cout $_{8}$ | $e d_{(1,19)}$ | $e d_{(2,10)}$ |

(MTA) with respect to propagation delay, power consumption and PDP. In this section, MTA-1 refers to the ripple-carry multi-digit adder presented in [39], whereas MTA-2 and MTA-3 refer to ripple-carry adders designed using single-digit adders presented in [38] and [59] respectively. The adder architecture presented in [58], which is used as an example in our work is referred as MTA-4. The ternary adder presented in [58], does not specify chirality of transistors used in its encoder design. Hence results for two adder designs one which uses encoder $e d_{(1,19)}$ and the other with encoder $e d_{(1,10)}$ are presented. The existing adders are compared with the ternary adder MTA-4, which uses encoder mapping obtained from proposed Algorithms 5.1, 5.2 and 5.3. Results for ternary adder MTA-4, which uses proposed encoders $\left(e d_{(2,10)}, e d_{(2,10)}, e d_{(3,19)}, e d_{(4,10)}\right.$, $\left.e d_{(4,19)}\right)$ to generate all ternary outputs, are also presented.

To measure power, all multi-digit adder designs are simulated with same random test patterns at switching frequency of 500 MHz and the average power consumption is determined. To measure the delay of the multi-digit adders, test patterns have been chosen in such a way that the signal change propagates through the critical path and the maximum delay is measured. FO4 delay is calculated by loading each of the output nodes in the critical path with four STI gates. The power-delay product is the product of worst-case propagation delay and average power consumption.

The power optimized implementation of MTA-4 uses Algorithm 5.1, which maps proposed encoder-2 (low-power encoder), i.e. ed $_{(3,10)}$ to all paths of the circuit. Hence this ternary adder has least power consumption when compared to other ripple-carry based designs. The proposed encoder-based power optimization results in a ternary adder which has $73-79 \%$ reduction in power consumption when compared to MTA-2, which has least power consumption among all the designs existing in literature. The reduction in power consumption of power optimized design is mainly due to the use of a low-power encoder $\left(e d_{(3,10)}\right)$, where logic 1 is generated at the output by creating a high-resistance path between $V D D$ and $G N D$. The power optimized design also shows $70-75 \%$ reduction in propagation delay and $92-94 \%$ reduction in PDP when compared to MTA-2.

The delay optimized implementation of MTA-4 is obtained by mapping encoder designs as shown in Table 5.2, which is a result of Algorithm 5.2. This algorithm maps least delay encoders to critical path and least power encoders for non-critical paths. The resulting delay optimized design has similar delay when compared to MTA-4 of [58] which uses encoder $\operatorname{ed} d_{(1,19)}$ for all paths. Unlike the implementation of MTA-4 with only $e d_{(1,19)}$ encoders, the power consumption of the MTA-4, which is implemented using Algorithm 5.2, increases marginally with increase in operand size. This is because the encoder design $e d_{(1,19)}$, which has least delay and large power consumption, is used only for critical paths and for non-critical paths proposed encoders $\left(e d_{(3,10)}\right.$ and $\left.e d_{(4,10)}\right)$, which have lower power consumption when compared to $e d_{(1,19)}$, are used. Hence the delay optimized design has up to $53-78 \%$ lower power consumption and PDP when compared to design presented in [58].

The PDP optimized implementation of MTA-4 is obtained by using using encoder mapping, which is a result of Algorithm 5.3 and is shown in Table 5.2,.The PDP optimization of ternary adder results in at least $86-90 \%$ reduction in PDP when compared to MTA-1, which has least PDP among existing ripple-carry based ternary adder designs. The PDP optimized design also shows $81-84 \%$ reduction in power consumption and $21-41 \%$ reduction in propagation delay when compared to MTA-1.

Figure 5.10 shows a plot of power consumption v/s propagation delay, for different 9 -digit ternary adders. In this figure, $x$-axis represents the power consumption and $y$ axis represents propagation delay. This figure clearly shows that MTA-4 designs which are implemented using proposed encoders and/or algorithms are optimized with respect to power consumption and propagation delay. Although the Algorithms 5.1, 5.2 and 5.3 are used in implementation of ternary adders, they can be used for implementation of any ternary logic circuit which needs encoders.
Table 5.3: Simulation Results for $N$-digit Ternary Adders

| $N$ | 3-digit |  |  | 6-digit |  |  | 9-digit |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Ternary Adder Designs | $\begin{aligned} & \text { Powe } \\ & (\mu W) \end{aligned}$ | $\begin{gathered} \text { r Delay } \\ (p s) \end{gathered}$ | $\begin{aligned} & \text { PDP } \\ & (f J) \end{aligned}$ | $\begin{aligned} & \text { Power } \\ & (\mu W) \end{aligned}$ | $\begin{aligned} & \text { Delay } \\ & (p s) \end{aligned}$ | $\begin{aligned} & \text { PDP } \\ & (f J) \end{aligned}$ | $\begin{aligned} & \text { Powen } \\ & (\mu W) \end{aligned}$ | $\begin{gathered} \text { Delay } \\ (p s) \end{gathered}$ | $\begin{aligned} & \text { PDP } \\ & (f J) \end{aligned}$ |
| MTA-1 [39] | 8.20 | 97.52 | 0.80 | 16.69 | 205.4 | 3.43 | 23.41 | 313.4 | 7.34 |
| MTA-2 [38] | 5.69 | 290.5 | 1.66 | 12.18 | 526.9 | 6.42 | 17.61 | 762.5 | 13.4 |
| MTA-3 [59] | 28.88 | 108.7 | 3.14 | 60.89 | 206.1 | 12.6 | 83.62 | 303.3 | 25.4 |
| MTA-4 with encoder $e d_{(1,19)}[58]$ | 51.10 | 63.76 | 3.26 | 103.7 | 117.2 | 12.2 | 134.3 | 170.7 | 22.9 |
| MTA-4 with encoder $e d_{(1,10)}[58]$ | 19.12 | 78.91 | 1.51 | 29.70 | 130.8 | 3.88 | 32.69 | 183.8 | 6.01 |
| MTA-4 with proposed encoder $e d_{(2,19)}$ | 10.90 | 66.00 | 0.72 | 17.03 | 119.4 | 2.03 | 19.48 | 172.7 | 3.36 |
| MTA-4 with proposed encoder $e d_{(2,10)}$ | 1.51 | 76.73 | 0.12 | 2.66 | 128.7 | 0.34 | 4.30 | 181.6 | 0.78 |
| MTA-4 with proposed encoder $e d_{(3,19)}$ | 7.47 | 69.06 | 0.52 | 11.70 | 123.0 | 1.44 | 13.90 | 176.5 | 2.44 |
| MTA-4 with proposed encoder $\operatorname{ed}(4,19)$ | 15.60 | 65.87 | 1.03 | 24.20 | 118.9 | 2.87 | 27.03 | 172.2 | 4.65 |
| MTA-4 with proposed encoder $\mathrm{ed}_{(4,10)}$ | 1.54 | 74.46 | 0.12 | 2.68 | 127.9 | 0.33 | 4.24 | 181.4 | 0.77 |
| Power optimized MTA-4 using Algorithm 5.1 | 1.50 | 84.31 | 0.13 | 2.53 | 136.9 | 0.35 | 4.17 | 189.1 | 0.79 |
| Delay optimized MTA-4 using Algorithm 5.2 | 23.55 | 63.72 | 1.50 | 25.82 | 117.5 | 3.03 | 28.60 | 171.0 | 4.89 |
| PDP optimized MTA-4 using Algorithm 5.3 | 1.51 | 76.71 | 0.11 | 2.52 | 128.8 | 0.32 | 4.18 | 181.8 | 0.76 |
| Impr. of MTA-4 (using Algo. 5.1) w.r.t. MTA-2 | 74\% | 71\% | 92\% | 79\% | 74\% | 94\% | 76\% | 75\% | 94\% |
| Impr. of MTA-4 (using Algo. 5.2) w.r.t. MTA-4 (with $\left.e d_{(1,19)}\right)$ | 54\% | 0\% | 54\% | 75\% | 0\% | 75\% | 79\% | 0\% | 79\% |
| Impr. of MTA-4 (using Algo. 5.3) w.r.t. MTA-1 | 82\% | 21\% | 86\% | 85\% | 37\% | 90\% | 82\% | 42\% | 90\% |



Figure 5.10: Power Consumption Vs Propagation Delay for 9-digit Ternary Adders

### 5.7 Conclusions

Encoder is a critical element in the design of ternary logic circuits and is used to convert intermediate binary signals to final ternary outputs. This chapter presents improved encoder designs which are used in implementation of ternary logic circuits. A detailed analysis is carried out on encoders to understand the effect of using CNFETs with CNTs of different diameter on the overall propagation delay and power consumption. Based on this analysis, optimization algorithms are presented which choose suitable encoders for different output stages of a ternary circuit while optimizing delay, power or power-delay product. Ternary ripple-carry based adder is taken as an example and the proposed encoder mapping algorithms are applied on it. The resulting ternary adder designs are implemented in HSPICE and compared with other ternary adders in literature with respect to different design parameters. Simulation results indicate that the ternary adder designs, which use encoder mapping obtained from proposed algorithms, result in $54-82 \%$ reduction in power consumption, $0-75 \%$ in propagation delay and $54-94 \%$ in power-delay product when compared to different existing ripple carry-based ternary adders.

## Chapter 6

## Synthesis of Ternary Logic Circuits using 2:1 Multiplexers

### 6.1 Introduction

Design approaches for ternary circuits can be classified into two main categories namely decoder-encoder based and multiplexer based. Chapter 3 presented an overview of existing decoder-encoder based and 3:1 multiplexer based approaches. Additionally this chapter presented three design approaches, two of which was encoder based, and the third approach was multiplexer based. Scaling existing and proposed design approaches to implement more complex ternary circuits, requires development of synthesis algorithms.

The encoder based approaches rely on using binary circuits to implement the expressions for unary functions of ternary outputs. These binary circuits can be synthesized using existing binary synthesis algorithms. A synthesis approach which uses 3:1 multiplexers has been presented in [41]. In this chapter a new synthesis technique, which aids in implementation of complex ternary circuits, is presented. This novel technique uses "2:1 multiplexers" for implementing ternary logic circuits, and is based on transformation of a Ternary Decision Diagram (BDD) into a Binary Decision Diagram (BDD). This transformed TDD is then used to implement the ternary logic function using

(a) BDD

(b) TDD

Figure 6.1: Binary and Ternary Decision Diagrams

2:1 multiplexers. This chapter also presents a procedure which decomposes ternary functions with three (and more) inputs into multiple 1-input ternary functions. This methodology is used to design a synthesis algorithm, which is used to synthesize various ternary benchmark functions.

### 6.2 Preliminaries

### 6.2.1 Binary Decision Diagrams

A binary decision diagram ( BDD ) is used to represent a two-valued logic function $F$. Let $F=\bar{x} \cdot F_{0}+x \cdot F_{1}$ be the Shannon expansion of $F$ with respect to variable $x$. The BDD for $F$ is represented as shown in Figure 6.1(a), where $F_{0}$ and $F_{1}$ represent the sub-graphs.

A BDD for a function $F$, whose truth table is known, is constructed by a procedure as shown in Figure 6.2 which has one-to-one correspondence between $2^{n}$ rows of the table and the $2^{n}$ paths to the outputs of the diagram. These outputs may then be labeled with the corresponding binary values of $f$ resulting in the required diagram. Figure 6.2 also shows the implementation of $\operatorname{BDD}$ using 2:1 multiplexers. With $n$ variables, there will initially be $2^{n}-1$ nodes in a BDD. There are several ways in which the number of nodes can be reduced [73]. The decision diagrams with reduced nodes are called as Quasi Reduced BDD (QRBDD) or Reduced BDD (RBDD).


Figure 6.2: BDD and its 2: 1 Mux based implementation for a given Truth-table


Figure 6.3: TDD and its 3:1 Mux based implementation for a given Truth-table

### 6.2.2 Ternary Decision Diagrams

A general-TDD is a natural extension of the BDD to the three-valued case. Let $F=$ $x^{0} \cdot F_{0}+x^{1} \cdot F_{1}+x^{2} \cdot F_{2}$ be the three-valued version of the Shannon expansion of an arbitrary three-valued function $F: T^{n} \rightarrow T, T=\{0,1,2\}$ with respect to variable $x$. The TDD for $F$ is represented as shown in Figure 6.1(b), where $F_{0}, F_{1}$ and $F_{2}$ represent the sub-graphs and the relation between values $x^{0}, x^{1}, x^{2}$ and $x$ is given by equation (6.1). As seen from this equation, the values $x^{0}, x^{1}, x^{2}$ are binary in nature and are equal to 2 or 0 .

$$
x^{k}= \begin{cases}2 & \text { if } x=k  \tag{6.1}\\ 0 & \text { if } x \neq k\end{cases}
$$

Similar to a BDD, the truth table for a function $F$ can be translated into a TDD, which can be implemented using 3:1 multiplexers. Figure 6.3 shows an example truth table along with TDD and its implementation using multiplexers. With $n$ variables, there will initially be $\frac{3^{n}-1}{2}$ nodes in a TDD, which can be reduced. The decision diagrams with reduced nodes are called as Quasi Reduced TDD (QRTDD) or Reduced TDD (RTDD). Recently, a 3:1 multiplexer based synthesis procedure has been presented in [41]. This procedure is similar to TDD based implementation (in Figure 6.3) except for the last stage, where the multiplexers were replaced with equivalent realization of unary operators.

### 6.3 Proposed Synthesis Methodology

The proposed synthesis technique for ternary logic circuits is based on transforming a TDD into a BDD. First, a general procedure to transform TDD to BDD is presented. This enables the implementation of ternary logic circuits using 2:1 multiplexers. The transformed TDD is called as Ternary-Transformed Binary Decision Diagram (TBDD). This TBDD representation is then used in the synthesis of ternary functions. Initially, TBDD-based synthesis techniques for handling one and two variable (2-input) functions are presented. These techniques are further used in synthesis of circuits with more than two inputs.

### 6.3.1 General Ternary-Transformed Binary Decision Diagrams (TBDD)

The basic idea behind TDD to BDD transformation is based on Proposition 3.2, and is presented using Proposition 6.1.

Proposition 6.1. $A T D D$ can be transformed to a $B D D$.
Proof. Consider the general TDD relation $F=x^{0} \cdot F_{0}+x^{1} \cdot F_{1}+x^{2} \cdot F_{2}$, which is represented in the Figure 6.1(b), where $F_{0}, F_{1}$ and $F_{2}$ represent the sub-graphs, signals $x^{0}, x^{1}$ and $x^{2}$ are mutually exclusive and are related to $x$ according to equation (6.1).

$$
\begin{equation*}
F=x^{0} \cdot F_{0}+x^{1} \cdot F_{1}+x^{2} \cdot F_{2} \tag{6.2}
\end{equation*}
$$

$$
F=x^{0} \cdot F_{0}+\left(x^{1}+x^{0}\right) \cdot\left(x^{1}+x^{2}\right) \cdot F_{1}+x^{2} \cdot\left(x^{1}+x^{2}\right) \cdot F_{2}
$$

$\because x^{1}=\left(x^{1}+x^{0}\right) \cdot\left(x^{1}+x^{2}\right), x^{2} \cdot x^{2}=x^{2}$, and $x^{2} \cdot x^{1}=0$

$$
\begin{equation*}
F=x^{0} \cdot F_{0}+\left(x^{1}+x^{2}\right) \cdot\left(\left(x^{1}+x^{0}\right) \cdot F_{1}+x^{2} \cdot F_{2}\right) \tag{6.3}
\end{equation*}
$$

$$
\begin{equation*}
F=x^{0} \cdot F_{0}+\overline{x^{0}} \cdot\left(\overline{x^{2}} \cdot F_{1}+x^{2} \cdot F_{2}\right) \tag{6.4}
\end{equation*}
$$

$\because\left(x^{1}+x^{2}\right)=\overline{x^{0}},\left(x^{1}+x^{0}\right)=\overline{x^{2}}$, where $\overline{x^{0}}, \overline{x^{1}}$ and $\overline{x^{2}}$ represent the binary NOT of signals $x^{0}, x^{1}$ and $x^{2}$ respectively as given by equation (6.5).

$$
\overline{x^{k}}= \begin{cases}2 & \text { if } x^{k}=0  \tag{6.5}\\ 0 & \text { ifx }=2\end{cases}
$$

Alternatively equation (6.2) can also be represented as equation (6.6) and (6.7).

$$
\begin{equation*}
F=\overline{x^{2}} \cdot\left(x^{0} \cdot F_{0}+\overline{x^{0}} \cdot F_{1}\right)+x^{2} \cdot F_{2} \tag{6.6}
\end{equation*}
$$

$$
\begin{equation*}
F=\overline{x^{1}} \cdot\left(x^{0} \cdot F_{0}+\overline{x^{0}} \cdot F_{2}\right)+x^{1} \cdot F_{1} \tag{6.7}
\end{equation*}
$$

The relation in equations (6.4), (6.6) and (6.7) are similar to BDD relation, $F=$ $\bar{x} \cdot F_{0}+x \cdot F_{1}$ and hence can be represented as the graph similar to that of a BDD. Figure 6.4 shows the TBDDs for equations (6.4) and (6.6). A similar procedure can be followed to develop TBDD for (6.7).

The graphs shown in Figure 6.4 can be implemented using 2:1 multiplexers. This implementation differs from multiplexer based implementation of BDD, with respect to the selection signal. Here, the selection signal is three-valued and hence there should


Figure 6.4: Ternary-Transformed Binary Decision Diagram

(a) Implementation for TBDD represented in eq. (6.4)

(b) Implementation for TBDD represented in eq. (6.6)

Figure 6.5: 2:1 Multiplexer based implementation of TBDD
be a way to differentiate between three possible values i.e. 0,1 and 2 . This can be achieved for TBDD representation of equations (6.4) and (6.6), by passing the selection signal through the NTI and PTI gates. But for implementation of TBDD in equation (6.7), a NOR like structure is needed to generate $x^{1}$ and $\overline{x^{1}}$ (See Figure 3.15(c)), which increases the complexity. Hence, in this work, only TBDDs represented in Figures $6.4(\mathrm{a})$ and $6.4(\mathrm{~b})$ are used. Figures $6.5(\mathrm{a})$ and $6.5(\mathrm{~b})$ show the implementation of TBDDs in Figures 6.4(a) and 6.4(b) respectively, using 2:1 multiplexers and ternary inverter gates. To differentiate between the two different multiplexers, 2:1 multiplexer with NTI gate is referred as NTI-Mux and the one with PTI gate is referred as PTIMux.

The TBDDs shown in Figure 6.4 are reduced, depending on $F_{0}, F_{1}$ and $F_{2}$, with the help of rule and propositions presented below:


(b) Reduced TBDD
(a) TBDD

Figure 6.6: Illustration for Rule 1

Rule 1. In a $T B D D$, if the children of a node are identical then the node is removed from the graph and its incoming edges are directed to the child.

Rule 1 is derived from BDD reduction rules presented in [73]. This rule is illustrated with an example below:

Example 1. In the TBDD shown in Figure 6.4(a), let $F_{1}=F_{2}=F_{12}$. The corresponding TBDD is shown in Figure 6.6(a), where the node N2 has identical children. By applying Rule 1, the node $N 2$ is replaced with function $F_{12}$. The reduced TBDD is shown in Figure 6.6(b). It is possible to achieve TBDD reduction with the help of equation (6.4). This equation is simplified as below:

$$
\begin{equation*}
F=x^{0} \cdot F_{0}+\overline{x^{0}} \cdot\left(\overline{x^{2}} \cdot F_{1}+x^{2} \cdot F_{2}\right) \tag{6.8}
\end{equation*}
$$

$$
\begin{gather*}
F=x^{0} \cdot F_{0}+\left(x^{1}+x^{2}\right) \cdot\left(\left(x^{1}+x^{0}\right) \cdot F_{1}+x^{2} \cdot F_{2}\right) \\
F=x^{0} \cdot F_{0}+\left(x^{1}+x^{2}\right) \cdot\left(\left(x^{1}+x^{0}\right) \cdot F_{12}+x^{2} \cdot F_{12}\right) \\
F=x^{0} \cdot F_{0}+\left(x^{1}+x^{2}\right) \cdot F_{12} \tag{6.9}
\end{gather*}
$$

Equation (6.9) corresponds to a TBDD shown in Figure 6.6(b). Rule 1 helps in choosing one among the two possible TBDDs shown in Figures 6.4(a) and 6.4(b), such
that the TBDD leads to an optimal implementation. To fully exploit Rule 1, a set of propositions, which lead to optimized implementation, are presented below:

Proposition 6.2. For a general TDD (represented in Figure 6.1(b)), if $F_{1}=F_{2}$ then TBDD represented by equation $x^{0} \cdot F_{0}+\overline{x^{0}} \cdot\left(\overline{x^{2}} \cdot F_{1}+x^{2} \cdot F_{2}\right)$ (shown in Figure 6.4(a)) leads to optimal implementation.

Proof. Consider Example 1, where $F_{1}=F_{2}=F_{12}$. Here, equation $x^{0} \cdot F_{0}+\overline{x^{0}} \cdot\left(\overline{x^{2}} \cdot F_{12}+\right.$ $x^{2} \cdot F_{12}$ ) can be simplified by applying Rule 1 resulting in equation $x^{0} \cdot F_{0}+\left(x^{1}+x^{2}\right) \cdot F_{12}$, leading to a reduced TBDD as shown in Figure 6.6(b). Representing the same function using equation $\overline{x^{2}} \cdot\left(x^{0} \cdot F_{0}+\overline{x^{0}} \cdot F_{12}\right)+x^{2} \cdot F_{12}$ (shown in Figure 6.4(b)) does not lead to reduction since Rule 1 is not applicable.

Proposition 6.3. For a general TDD (represented in Figure 6.1(b)), if $F_{0}=F_{1}$ then TBDD represented by equation $\overline{x^{2}} \cdot\left(x^{0} \cdot F_{0}+\overline{x^{0}} \cdot F_{1}\right)+x^{2} \cdot F_{2}$ (shown in Figure $6.4(b)$ ) leads to optimal implementation.

If the conditions required for applying Proposition $6.2\left(F_{1}=F_{2}\right)$ or Proposition $6.3\left(F_{0}=F_{1}\right)$ are not met, then TBDD shown in Figure 6.4(b) or 6.4(b) is used for representing the ternary function.

### 6.3.2 TBDD-based synthesis for 1-input ternary functions (Unary Operators)

The TBDD synthesis technique for 1-input ternary functions, also called as unary operators, uses Karnaugh-map (K-map) representation. Consider a 1-input function represented by a K-map shown in the Figure 6.7, where $A$ is ternary inputs and $F$ is ternary output. The notation, $F_{A^{x}}$, is used to represent the entries of the K-map, where $F_{A^{x}}$ is ternary output when $A=x$ and $x \in\{0,1,2\}$. The K-map can be transformed into TBDD in two ways, according to equations (6.4) and (6.6), as shown in Figure 6.8.

Propositions 6.2 and 6.3 are used to choose one of the two TBDDs shown in Figures 6.8(a) and 6.8(b) and Rule 1 is used to reduce them. The resulting TBDD is imple-


Figure 6.7: K-map for 1-input Ternary Function


Figure 6.8: TBDDs for 1-input Ternary Function
mented using 2:1 multiplexers. Some of the $2: 1$ multiplexer based implementations are optimized further by replacing multiplexers with equivalent ternary gates. This is illustrated with the help of an example, where $F_{A^{0}}=2, F_{A^{1}}=0$ and $F_{A^{2}}=0$. Figures 6.9(a) and 6.9(b) show the initial TBDD and reduced TBDD after applying Rule 1. Here the output, $F=2$, if $A=0$ and $F=0$, if $A=1$ or 2 . This is equivalent to the output of an NTI gate with $A$ as input. Hence the 2:1 multiplexer based implementation of reduced TBDD can be replaced with an NTI gate as shown in Figure 6.10. Apart from this, there are three more TBDD templates, which, along with their 2:1 multiplexer based implementations and equivalent gates are shown in Figure 6.11. The binary NOT gate shown here corresponds to the equation (6.5).

To fully exploit Rule 1 and the templates, a set of propositions, which lead to optimized implementation of 1-input ternary function, are presented below:

Proposition 6.4. For a 1-input ternary function (represented in Figure 6.7), if $F_{A^{0}} \neq$ $F_{A^{1}}$ and $F_{A^{1}}=2, F_{A^{2}}=0$ or $F_{A^{1}}=0, F_{A^{2}}=2$ then TBDD represented by equation $A^{0}$. $F_{A^{0}}+\overline{A^{0}} \cdot\left(\overline{A^{2}} \cdot F_{A^{1}}+A^{2} \cdot F_{A^{2}}\right)$ (shown in Figure 6.8(a)) leads to optimal implementation.

(a) Initial TBDD

Figure 6.9: TBDD for $F_{A^{0}}=2, F_{A^{1}}=0$ and $F_{A^{2}}=0$


Figure 6.10: Multiplexer-based implementation of Reduced TBDD in Figure 6.9 and its equivalent Ternary Gate




Figure 6.11: TBDD templates, their 2:1 multiplexer based implementations and equivalent gates.

Proof. Consider a 1-input ternary function with $F_{A^{0}}=1, F_{A^{1}}=2$ and $F_{A^{2}}=0$. Let this function be represented by equation $A^{0} \cdot F_{A^{0}}+\overline{A^{0}} \cdot\left(\overline{A^{2}} \cdot F_{A^{1}}+A^{2} \cdot F_{A^{2}}\right)$ as shown in Figure 6.12(a), where sub-graph $N$ is equivalent to one of templates shown in Fig 6.11 and hence a PTI gate is required for its implementation instead of a multiplexer. But implementation of TBDD represented by equation $\overline{A^{2}} \cdot\left(A^{0} \cdot F_{A^{0}}+\overline{A^{0}} \cdot F_{A^{1}}\right)+A^{2} \cdot F_{A^{2}}$ (shown in Figure 6.12(b)) requires two multiplexers.


Figure 6.12: TBDD Example for Proposition 6.4

Proposition 6.5. For a 1-input ternary function (represented in Figure 6.7), if $F_{A^{1}} \neq$ $F_{A^{2}}$ and $F_{A^{0}}=2, F_{A^{1}}=0$ or $F_{A^{0}}=0, F_{A^{1}}=2$ then TBDD represented by equation $\overline{A^{2}}$. $\left(A^{0} \cdot F_{A^{0}}+\overline{A^{0}} \cdot F_{A^{1}}\right)+A^{2} \cdot F_{A^{2}}$ (shown in Figure 6.8(b)) leads to optimal implementation.

Any 1-input ternary function can be implemented using propositions 6.2, 6.3, 6.4 and 6.5. There are 27 1-input ternary functions (unary operators) for ternary case [41], which are shown in Table 6.1 for an input $A$. The operators are arranged in increasing order of complexity of implementation and can be divided into seven groups namely Group $-0,1,2,3,4,5,6$. The complexity of different groups shown in Table 6.1 are summarized below:

- Group-0: Implementation of unary operators $T_{0}, T_{1}, T_{2}$ and $T_{3}$ does not require any circuit elements. This is because $T_{0}, T_{1}, T_{2}$ are constant functions and $T_{3}$ is identity function.


## Table 6.1: Unary Operators

(a) Group 0 to 3

| Grp. | 0 |  |  |  | 1 |  | 2 |  | 3 |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $A$ | $T_{0}$ | $T_{1}$ | $T_{2}$ | $T_{3}$ | $T_{4}$ | $T_{5}$ | $T_{6}$ | $T_{7}$ | $T_{8}$ | $T_{9}$ | $T_{10}$ | $T_{11}$ | $T_{12}$ | $T_{13}$ | $T_{14}$ | $T_{15}$ |
| 0 | 0 | 1 | 2 | 0 | 2 | 2 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 2 |
| 1 | 0 | 1 | 2 | 1 | 2 | 0 | 0 | 2 | 0 | 0 | 1 | 0 | 1 | 1 | 2 | 2 |
| 2 | 0 | 1 | 2 | 2 | 0 | 0 | 2 | 2 | 1 | 2 | 1 | 0 | 0 | 2 | 2 | 1 |

(b) Group 4 to 6

| Grp. | 4 |  |  |  | 5 |  |  |  |  | 6 |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $A$ | $T_{16}$ | $T_{17}$ | $T_{18}$ | $T_{19}$ | $T_{20}$ | $T_{21}$ | $T_{22}$ | $T_{23}$ | $T_{24}$ | $T_{25}$ | $T_{26}$ |  |  |  |
| 0 | 0 | 2 | 1 | 2 | 0 | 1 | 0 | 1 | 1 | 2 | 2 |  |  |  |
| 1 | 2 | 0 | 2 | 0 | 2 | 0 | 1 | 0 | 2 | 1 | 1 |  |  |  |
| 2 | 0 | 2 | 0 | 1 | 1 | 2 | 0 | 1 | 1 | 0 | 2 |  |  |  |

- Group - 1: Implementation of $T_{4}$ and $T_{5}$ requires NTI or PTI gates. (Use Proposition 6.2 or 6.3 , apply Rule 1 and use templates)
- Group - 2: Implementation of $T_{6}$ and $T_{7}$ requires a binary NOT gate in addition to NTI or PTI gates. (Use Proposition 6.2 or 6.3, apply Rule 1 and use templates)
- Group - 3: Implementation of each of the operators $T_{8}-T_{15}$ requires either an NTI-Mux or a PTI-Mux. (Use Proposition 6.2 or 6.3 and apply Rule 1)
- Group - 4: Implementation of each of the operators $T_{16}-T_{19}$ requires either an NTI-Mux or a PTI-Mux in addition to NTI or PTI gate. (Use Proposition 6.4 or 6.5 , apply Rule 1 and use templates)
- Group - 5: Implementation of $T_{20}$ and $T_{21}$ requires either an NTI-Mux or a PTIMux, an NTI or a PTI gate and a binary NOT gate. (Use Proposition 6.4 or 6.5, apply Rule 1 and use templates)
- Group - 6: Implementation of each of the operators $T_{22}-T_{26}$ requires two multiplexers, an NTI-Mux and a PTI-Mux.


### 6.3.3 TBDD-based synthesis for 2-input ternary functions

The TBDD synthesis technique for 2-input ternary circuit uses Karnaugh-map (K-map) representation, which is similar to cube representation in [41,62]. Consider a 2-input function represented by a K-map shown in the Figure 6.13, where $A, B$ are ternary inputs and $F$ is ternary output. The notation, $F_{A^{x} B^{y}}$, is used to represent the entries of the K-map, where $F_{A^{x} B^{y}}$ is ternary output when $A=x, B=y$ and $x, y \in\{0,1,2\}$. For example, when $A=0, B=1$, the corresponding K-map entry is represented as $F_{A^{0} B^{1}}$.

The K-map can be transformed into TBDD in many ways depending on the selection variable ( $A$ or $B$ ) and the relation (equation (6.4) or (6.6)) used on it. The Propositions 6.2 and 6.3 can be applied by decomposing a 2 -input function into three 1-input functions, which are then implemented using processes as explained in Section 6.3.2. The K-map shown in Figure 6.13 can also be represented in terms of 1-input row functions or 1-input column functions depending on inputs. Figure 6.14 shows alternate representations of 2-input function. Here, $F_{A^{0}}(B), F_{A^{1}}(B)$ and $F_{A^{2}}(B)$ represent 1-input row functions, which are dependent on value of $B$. Similarly let $F_{B^{0}}(A), F_{B^{1}}(A)$ and $F_{B^{2}}(A)$ represent 1-input column functions, which are dependent on value of $A$. These functions are related to K-map entries in Figure 6.13 according to equations (6.10) and (6.11).

$$
\begin{equation*}
F_{A^{x}}(y)=F_{A^{x} B^{y}} \text { where } x, y \in\{0,1,2\} \tag{6.10}
\end{equation*}
$$



Figure 6.13: K-map Representation of 2-input Function

(a) Row Functions

(b) Column Functions

Figure 6.14: K-map Representation of of 2-input Function using 1-input Functions

$$
\begin{equation*}
F_{B^{y}}(x)=F_{A^{x} B^{y}} \text { where } x, y \in\{0,1,2\} \tag{6.11}
\end{equation*}
$$

The choice of decomposition (into 1-input row functions or 1-input column functions), depends on whether Proposition 6.2 or 6.3 is applicable for TBDD representation of 2-input function. The following propositions are used to choose one of the input variables $A$ or $B$ such that the TBDD representation of 2-input function leads to optimal implementation.

Proposition 6.6. For a 2-input ternary function $F(A, B)$, if $F_{A^{0}}(B)=F_{A^{1}}(B)$ or $F_{A^{1}}(B)=F_{A^{2}}(B)$, then decomposition along input $A$ (row functions) leads to a reduced $T B D D$.

Proof. If $F_{A^{1}}(B)=F_{A^{2}}(B)$ or $F_{A^{0}}(B)=F_{A^{1}}(B)$ then Proposition 6.2 or 6.3 can be applied leading to reduced TBDD.

Corollary 6.1. For a 2-input ternary function $F(A, B)$, if $F_{B^{0}}(A)=F_{B^{1}}(A)$ or $F_{B^{1}}(A)=F_{B^{2}}(A)$, then decomposition along input $B$ (column functions) leads to a reduced TBDD.

Proposition 6.6 is illustrated with an example, whose K-map representation is shown in Figure 6.15. Since $F_{A^{1}}(B)=F_{A^{2}}(B)$, decomposing along input $A$ and using Proposition 6.2 leads to reduced TBDD, shown in Figure 6.16, which has only one node. Decomposing this 2-input function along in input $B$ leads to TBDD with two nodes as shown in Figure 6.17. After decomposing along $A$, the resulting 1-input row/column


Figure 6.15: An Example for 2-input Function


Figure 6.16: TBDD representation when decomposed w.r.t $A$
functions are further represented by TBDD using Rule 1 and Propositions 6.2-6.5. Figure 6.18 shows the final TBDD for 2-input function (in Figure 6.15) which is used for implementation using 2:1 multiplexers.

If the conditions required for Proposition 6.6 or Corollary 6.1 are not satisfied, then the decomposition is done by using the propositions described below:

Proposition 6.7. For a 2-input ternary function $F(A, B)$, if $F_{A^{0}}(B)$ is constant function or $F_{A^{2}}(B)$ is constant function (i.e. function value is same irrespective of value of $B$ ) decomposition along input $A$ leads to a reduced TBDD.

Corollary 6.2. For a 2-input ternary function $F(A, B)$, if $F_{B^{0}}(A)$ is constant function or $F_{B^{2}}(A)$ is constant function (i.e. value of function is same irrespective of value of
A) decomposition along input $B$ leads to a reduced TBDD.


Figure 6.17: TBDD representation when decomposed w.r.t $B$


Figure 6.18: TBDD representation for 2 input function in Figure 6.15

Proposition 6.7 is illustrated with an example, whose K-map representation is shown in Figure 6.19. Since $F_{A^{2}}(B)=2$, irrespective of value of $B$, decomposing along input $A$ and using Proposition 6.2 leads to TBDD, which has four nodes as shown in Figure 6.20. Decomposing this function along input $B$ results in TBDD, shown in Figure 6.21, which has six nodes. Hence decomposing with respect to input $B$ leads to reduced TBDD.

The propositions presented in this subsection along with propositions presented in Section 6.3.2 are used to construct a TBDD for any 2-input function. The TBDD is further used circuit implementation using 2:1 multiplexers.


Figure 6.19: An Example for 2-input Function


Figure 6.20: TBDD representation for function in Figure 6.19, when decomposed w.r.t A

### 6.3.4 TBDD-based synthesis for $n$-input ternary functions

The approach presented to implement a 2 -input function can be extended to handle $n$-input ternary functions. This is achieved by decomposing an $n$-input function into multiple 1-input functions using Propositions 6.6, 6.7 and related Corollaries 6.1, 6.2 successively. For example, a 3-input function will be decomposed into multiple 2input functions, which are further decomposed into multiple1-input functions. As seen earlier, a 2-input function can be decomposed in two ways with respect to inputs ( $A$, $B)$. Similarly, $n$-input function can be decomposed into ( $n$ - 1 )-input functions in $n$ ways. One of these $n$ ways is chosen for decomposition with respect to corresponding input using propositions presented below:

Proposition 6.8. For an n-input ternary function $F\left(x_{1}, x_{2}, x_{3} \ldots x_{n}\right)$, if $F_{x_{i}^{0}}\left(x_{1} \ldots x_{i-1} x_{i+1} \ldots x_{n}\right)=$ $F_{x_{i}^{1}}\left(x_{1} \ldots x_{i-1} x_{i+1} \ldots x_{n}\right)=F_{x_{i}^{2}}\left(x_{1} \ldots x_{i-1} x_{i+1} \ldots x_{n}\right)$, then decomposition along input $x_{i}$ leads


Figure 6.21: TBDD representation for function in Figure 6.19, when decomposed w.r.t B
to reduced TBDD.

Proposition 6.9. For an $n$-input ternary function $F\left(x_{1}, x_{2}, x_{3} \ldots x_{n}\right)$, if $F_{x_{i}^{0}}\left(x_{1} \ldots x_{i-1} x_{i+1} \ldots x_{n}\right)=$ $F_{x_{i}^{1}}\left(x_{1} \ldots x_{i-1} x_{i+1} \ldots x_{n}\right)$ or $F_{x_{i}^{1}}\left(x_{1} \ldots x_{i-1} x_{i+1} \ldots x_{n}\right)=F_{x_{i}^{2}}\left(x_{1} \ldots x_{i-1} x_{i+1} \ldots x_{n}\right)$, then decomposition along input $x_{i}$ leads to reduced TBDD expressed in terms of $(n-1)$-input functions.

Proposition 6.10. For an n-input ternary function $F\left(x_{1}, x_{2}, x_{3} \ldots x_{n}\right)$, if $F_{x_{i}^{0}}\left(x_{1} \ldots x_{i-1} x_{i+1} \ldots x_{n}\right)$ is constant function or $F_{x_{i}^{2}}\left(x_{1} \ldots x_{i-1} x_{i+1} \ldots x_{n}\right)$ is constant function decomposition along input $x_{i}$ leads to reduced TBDD expressed in terms of $(n-1)$-input functions.

For an $n$-input function, if conditions for Proposition 6.8 are satisfied, then Rule 1 can be applied on its TBDD, which is represented in terms of ( $n-1$ )-input functions, leading to a reduction. Propositions 6.9 and 6.10 are derived from Propositions 6.6 and 6.7 respectively. The decomposition process is repeated until an $n$-input function is decomposed into multiple 1-input functions. A TBDD is constructed by appending nodes at each level of decomposition similar to the process used in the 2-input case which is shown in Figure 6.20. At each step of decomposition, the input corresponding to the decomposition is chosen as the decision variable for appended nodes.

### 6.4 Algorithm for 2:1 Multiplexer based Synthesis

In this section, we present an algorithm which can be used to generate TBDD graph for an $n$-input ternary function. The inputs to this algorithm, i.e. Algorithm 6.1, are
the list of inputs and the truth table for the ternary function.
Initially a list is created which has a mapping between inputs and the truth table. This is indicated by a function create_List $(X, O)$ in Algorithm 6.1. An empty TBDDgraph (number of nodes is equal to zero) namely, $T B D D$, is created initially, which will be updated with nodes and edges. The ternary truth table of $n$-input ternary function is now decomposed into three truth tables corresponding to ( $n-1$ )-input ternary functions. As discussed earlier, for a $n$-input ternary function, there are $n$-ways in which it can be decomposed. One of these ways is selected based on the Propositions 6.8, 6.9 and 6.10. If the decomposition is possible with at least one of these propositions then, decompose is set to 1 and the corresponding input is removed from the input list $\left(X^{\prime}=\operatorname{remove}\left(i, X^{\prime}\right)\right)$. A new list, listnew is created (using functions emptylist(), $\operatorname{append}())$, which now consists of truth tables and input list corresponding to ( $n-1$ ) inputs. Also, $T B D D$ is updated (indicated by function updateGraph()), with the help of Propositions 6.2 and 6.3, by choosing an input, which is used for decomposition, as selection signal.

If the conditions for Propositions 6.8, 6.9 are not met $6.10($ decompose $=0)$, then the default decomposition is done along the input corresponding to Most Significant Digit (MSD). The listnew and TBDD-graph are updated accordingly. There is a possibility that the listnew contains duplicate functions. Hence duplicate functions are removed and the corresponding nodes in the TBDD-graph (TBDD) are merged. This process is represented in Algorithm 6.1 by a function remove_fun(TBDD, listnew), which returns the updated list and TBDD graph.

The new list containing decomposed functions is copied to out_list. The process of decomposition is repeated until the original function is decomposed into 1-input functions. This condition is checked by extracting the size of truth tables from out_list., and checking if it is equal to 3 . Once an $n$-input function is decomposed into 1 -input functions, TBDD graphs for these functions are created using Propositions 6.2, 6.3, 6.4 and 6.5 , and are appended to the original graph represented as $T B D D$. Finally the Algorithm 6.1 returns the TBDD graph which can be used for circuit implementation

```
Algorithm 6.1 Algorithm for Synthesis
    Input1: list of Inputs \(X=\left(x_{1}, x_{2}, x_{3} . . x_{n}\right)\)
    Input2: Truth table as a list \(O=\left(O_{0}, O_{1} \ldots O_{3^{n}-1}\right)\)
    Output: TBDD graph corresponding to Ternary function
    begin
    out_list \(=\) create_List \((X, O) / /\) creates a list \([[X, O]]\)
    out_length \(=\) get_Size \((O) / /\) get the truth table size
    \(T B D D=\) Create_emptygraph ()
    while (out_length \(>3\) ) do //check for 1-input function
        for each list in out list do
            \(X^{\prime}=\) get_inputs(list)
            \(O^{\prime}=\) get_output_truthtable(list)
            listnew \(=\) emptylist ()\(/ /\) creates an empty list
            decompose \(=0 / /\) Start Decomposition
            for each \(i\) in \(X^{\prime}\) do
                \(\left(O_{i=0}^{\prime}, O_{i=1}^{\prime}, O_{i=2}^{\prime}\right)=\operatorname{Decompose}\left(O^{\prime}, i\right)\)
                if \(\left(O_{i=0}^{\prime}=O_{i=1}^{\prime}=O_{i=2}^{\prime}\right)\) then \(/ /\) Proposition 6.8
                    \(X^{\prime}=\operatorname{remove}\left(i, X^{\prime}\right)\)
                    append(listnew, \(\left.\left[\left[X^{\prime}, O_{i=0}^{\prime}\right]\right]\right)\)
                    decompose \(=1\)
                    updateGraph \(\left(T B D D, i, O_{i=0}^{\prime}\right)\)
                    end if
            break
            else if \(\left(O_{i=0}^{\prime}=O_{i=1}^{\prime}\right)\) then \(/ /\) Proposition \(6.9 \& 6.3\)
                \(X^{\prime}=\operatorname{remove}\left(i, X^{\prime}\right)\)
                    \(\operatorname{append}\left(\right.\) listnew, \(\left.\left[\left[X^{\prime}, O_{i=0}^{\prime}\right],\left[X^{\prime}, O_{i=2}^{\prime}\right]\right]\right)\)
                    decompose \(=1\)
                    updateGraph (TBDD,,\(\left.\left[O_{i=0}^{\prime}, O_{i=2}^{\prime}\right]\right)\) Use Proposition 6.2 or 6.3
                    end if
                    break
                                    / /Similarly check for Proposition 6.10
        end for
        if (decompose \(=0\) ) then
            // i.e. if conditions for Propositions 6.8, 6.9 and 6.10
            are not met then decompose along MSD
            //update listnew and \(T B D D\) graph
        end if
        end for
        \((T B D D\), listnew \()=\) remove_fun \((T B D D\), listnew \()\)
        out_list \(=\) listnew
        \(O^{\prime}=\) get_output_truthtable(listnew)
        out_length \(=\) get_Size \(\left(O^{\prime}\right)\)
    end while
    for each list in out_list do
        \(X^{\prime}=\) get_inputs(list)
        \(O^{\prime}=\) get_output_truthtable(list)
        \(T B D D=\) fun_one \(\_\)input \(\left(X^{\prime}, O^{\prime}, T B D D\right)\)
    end for
    return \(T B D D\)
    end
```

using 2:1 multiplexers. As an example, TBDD graphs for ternary full adder obtained from the proposed synthesis algorithm is shown in Figure 6.22. Ternary adder has three inputs $A, B$ and $C$ and two outputs Sumand Carry. Figures 6.22(a) and 6.22(b) show the decomposition of 3-input Sum and Carry function resulting in 1-input functions, whose TBDDs are shown in Figures 6.22(c) and 6.22(d) .

Algorithm 6.1 decomposes the $n$-input ternary function into $3(n-1)$-input functions using one of the possible $n$-ways. In the worst case the algorithm iterates through all the possible $n$-ways corresponding to $n$ inputs, available for decomposition. Further the algorithm decomposes each of the ( $n-1$ )-input ternary functions into ( $n-2$ )input functions using one of the possible $(n-1)$-ways. This process is repeated until the original function is decomposed into 1-input functions. For a single output ternary function, the algorithm complexity for decomposing a $n$-input ternary function into 1 input functions is $O\left(n 3^{n}\right)$. In the worst case, for any value of $n$, there can be 27 unique 1 -input functions. Hence the time complexity for implementing 1-input functions is independent of $n$ value and does not contribute to the overall complexity of the algorithm. For an $n$-input, $m$-output ternary function the complexity of algorithm is $O\left(m n 3^{n}\right)$. This complexity can be reduced by selecting the input variable for decomposition randomly, instead of iterating through all the inputs. Although this technique reduces the complexity of the algorithm to $O\left(m 3^{n}\right)$, it might lead to sub-optimal circuits.

Algorithm 6.1 can be used to synthesize ternary logic circuits using 2:1 multiplexer, Binary NOT, PTI and NTI gates. In this work, the proposed algorithm is used to synthesize CNFET-based ternary logic circuits and is compared with the existing CNFETbased ternary synthesis algorithm. However, the proposed algorithm is not limited to CNFET technology and can be applied to any device technology which supports the implementation of 2:1 multiplexer, Binary NOT, PTI and NTI gates.

### 6.5 Synthesis using CNFETs

In the proposed TBDD-based approach, TBDD is converted into circuit implementation by replacing the nodes with $2: 1$ multiplexers. Hence this approach needs circuit

(a) Sum Function Decomposition

(b) Carry Function Decomposition




(c) 1-input functions for Sum

Figure 6.22: TBDD for Ternary Full Adder

(a) PTI-Mux

(b) NTI-Mux

Figure 6.23: Implementation of 2:1 Multiplexers
implementations for 2:1 multiplexers (NTI-Mux and PTI-Mux), NTI and PTI. As explained in Section 6.3, two types of $2: 1$ multiplexers are used in synthesis of ternary circuits. Figures 6.23 a and 6.23 b show the implementation of these multiplexers, PTI and NTI using CNFETs. Each of the multiplexers require two transmission gates (4 transistors) and a PTI or an NTI (2 transistors) for implementation. In addition to these circuits, a binary NOT gate is also used to implement templates shown in Figure 6.11. The binary NOT gate can be implemented with transistors, which use CNTs of any of the diameters shown in Table 2.3. In this work, binary NOT gate is implemented using transistors which use CNTs with diameter 1.487 nm .

The procedure to implement the TBDD using CNFET-based 2:1 multiplexers is illustrated with an example. Consider a 2-input ternary function shown in Figure 6.15 and its TBDD shown in the Figure 6.18. Here each node corresponds to a $2: 1$ multiplexer. However, some of the nodes which are equivalent to one of the templates shown in 6.10 and 6.11 are replaced with their equivalent circuits. Figure 6.24 shows block-level and transistor-level implementation of TBDD shown in Figure 6.18. It should be noted that if two multiplexers have same select signal then the total number of transistors required is equal to 18 ( four transmission gates plus one inverter) and not 24 .

Figure 6.25 shows the block-level implementation of ternary adder TBDDs (shown in Figure 6.22) with three inputs $A, B$ and $C$ and two outputs Sum and Carry. The implementation of ternary adder using the proposed approach requires 21 2:1 multiplexers (10 for Sum and 11 for Carry), where each multiplexer requires two transmission gates (4 transistors). The select signals generated depend on the number
of inputs. In a ternary adder, 3 NTI and 3 PTI gates are required for select signal generation. Hence a ternary full adder, implemented using the proposed approach requires $(21 \times 4)+(6 \times 2)$, i.e. a total of 96 CNFETs which is less when compared to $3: 1$ multiplexer based implementation [41] which requires 105 CNFETs. Different benchmark ternary circuits have been synthesized using the proposed approach and algorithm. The synthesis and simulation results of the benchmark circuits have been presented in next section.


Figure 6.24: Implementation of TBDD in Figure 6.18

### 6.6 Results

### 6.6.1 Synthesis

The proposed algorithm (Algorithm 6.1) has been implemented using Python 3.5 in Scientific PYthon Development EnviRonment (Spyder) on Windows 10 running on a Intel(R) Core(TM) $i 5-5200 U$ CPU 64-bit@2.2GHz and $4 G B$ of RAM. The algorithm takes the truth table along with inputs and generates the TBDD graph which is used for circuit implementation. In the proposed approach, each node in the TBDD is equivalent to one 2:1 multiplexer (two transmission gates) and the selection signals for these are generated from inputs. The selection signal is generated by using either an NTI or a PTI


Figure 6.25: Implementation of Ternary Full Adder
gate. Hence in the worst case, the number of inverters required to generate all required selection signals is equal to two multiplied by number of inputs. In addition, there might be a need of binary NOT gates to replace some of the templates with equivalent signals. Each binary NOT gate requires two CNFETs for implementation. For testing the efficiency of the proposed 2:1 multiplexer based synthesis, ternary benchmark functions $[29,41]$ have been considered. The functions include (i) sum ${ }_{i}$, which outputs the sum of $i$ ternary inputs (ii) $\operatorname{prod}_{i}$, which finds the product of $i$ ternary inputs (iii) $a v g_{i}$ to calculate the average of $i$ ternary inputs (iv) ${ }_{n} c y_{r}$ which corresponds to a ternary sum-of-product expression of $n$ input variables taken $r$ at a time and (v) counter $_{i}$ which counts number of 1's and 2's in a given $i$ digit ternary number. As in the case of work presented in [41], we have chosen $n \geq 8$ and $r \geq 5$ for ${ }_{n} c y_{r}$ and $i \geq 8$ for other functions to evaluate the performance of the proposed approach.

Table 6.2 shows the comparison of the proposed $2: 1$ multiplexer based synthesis approach with 3:1 multiplexer (and unary operator) based synthesis approach presented in [41], for different ternary benchmark functions. This table also shows the execution time of the proposed algorithm for different benchmarks. It can be observed that the execution times are consistent with the complexity analysis carried out on the algorithm presented in Section 6.4. Synthesis results of ternary benchmark functions using the proposed approach show a significant reduction (up to $99 \%$ ) in the number
of CNFETs used when compared to [41]. This improvement is mainly due to two factors 1) use of 2:1 multiplexers based approach 2) proposed algorithm (Algorithm 6.1) eliminates duplicate functions, which is equivalent to merging equivalent sub-graphs (nodes), which is not the case in [41].

### 6.6.2 SPICE Simulation

In addition to synthesis, the benchmark circuits have been simulated in HSPICE. A program, which is used to convert the TBDD into a spice netlist which uses subcircuits for 2:1 multiplexers and inverter gates, is implemented in Python 3.5. The resulting netlist have been simulated using Synopsys HSPICE. All the circuits are simulated using the CNTFET model of $[44,45,53]$ at 0.9 V power supply and room temperature. The CNFETs used in the implementation are configured to have three tubes and a default pitch value equal to 20 nm . All the other parameters are set to their default values as presented in Table 2.4. In this work, ternary logic values 0,1 and 2 correspond to voltages $0, V d d / 2$ and $V d d$ respectively. For binary logic gates the logic values 0 and 1 correspond to voltages 0 and $V d d$ respectively. Binary gates are implemented using transistors, which are connected in complementary logic style and have chirality of $(19,0)$. Different ternary circuits are implemented using proposed and existing approaches and the design parameters are compared. For fair comparison, all the adders have been simulated with same test pattern.

Power consumption results are obtained by simulating the circuits with random test input patterns at switching frequency of 500 MHz . To measure the delay of the designs, test patterns have been chosen in such a way that the signal change propagates through the critical path and the maximum delay is measured. FO4 delay is calculated by loading the output node with four STI gates (implementation of STI gate is presented in [36]). The power-delay product is the product of worst-case propagation delay and average power consumption. Table 6.3 shows the propagation delay, power consumption and power-delay product of the simulated ternary benchmark circuits.

Although, the work presented in [41] shows the HSPICE simulation results, it does

Table 6.2: Comparison of Transistor Count of Proposed 2:1 Multiplexer based Algorithm with that of Exitsing 3:1 Multiplexer based Algorithm [41]

| Ternary Function | I/O | $\begin{aligned} & \text { No. of } \\ & 2: 1 \\ & \text { MUXes } \end{aligned}$ | No.of CNFETs |  | Improv. | Exec. time <br> (s) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Proposed Approach | 3:1 MUX <br> based approach [41] |  |  |
| sum $_{8}$ | 8/3 | 194 | 812 | 960 | 15.4\% | 0.8 |
| sum $_{9}$ | 9/3 | 240 | 1000 | 2346 | 57.4\% | 2.4 |
| sum $_{10}$ | 10/3 | 299 | 1240 | 6822 | 81.8\% | 8.2 |
| sum $_{11}$ | 11/3 | 358 | 1480 | 19968 | 92.6\% | 28.3 |
| sum $_{12}$ | 12/3 | 417 | 1720 | 59346 | 97.1\% | 93.0 |
| sum $_{13}$ | 13/3 | 476 | 1960 | $177 \times 10^{3}$ | 98.9\% | 307.1 |
| prod $_{8}$ | 8/6 | 210 | 876 | 934 | 6.2\% | 1.0 |
| prod $_{9}$ | 9/6 | 290 | 1200 | 2404 | 50.1\% | 3.6 |
| $\operatorname{prod}_{10}$ | 10/7 | 385 | 1584 | 6796 | 76.7\% | 13.5 |
| prod $_{11}$ | 11/7 | 496 | 2032 | 19936 | 89.8\% | 45.9 |
| $\operatorname{prod}_{12}$ | 12/8 | 629 | 2568 | 59320 | 95.7\% | 170.1 |
| $\operatorname{prod}_{13}$ | 13/9 | 803 | 3268 | $177 \times 10^{3}$ | 98.2\% | 621.2 |
| $a v g_{8}$ | 8/1 | 68 | 308 | 871 | 64.6\% | 0.2 |
| $a v g_{9}$ | 9/1 | 86 | 384 | 2341 | 83.6\% | 0.7 |
| $a v g_{10}$ | 10/1 | 105 | 464 | 6727 | 93.1\% | 2.4 |
| $a v g_{11}$ | 11/1 | 127 | 556 | 19861 | 97.2\% | 8.1 |
| $a v g_{12}$ | 12/1 | 150 | 652 | 59239 | 98.9\% | 26.1 |
| $a v g_{13}$ | 13/1 | 176 | 760 | $177 \times 10^{3}$ | 99.6\% | 105.6 |
| ${ }_{8}{ }^{\text {c }} 5$ | 8/1 | 143 | 608 | 908 | 33.0\% | 0.2 |
| ${ }_{9} C y_{5}$ | 9/1 | 238 | 992 | 2378 | 58.3\% | 0.8 |
| ${ }_{10} c y_{6}$ | 10/1 | 295 | 1224 | 6764 | 81.9\% | 2.9 |
| ${ }_{11} c_{9}$ | 11/1 | 161 | 692 | 19898 | 96.5\% | 9.2 |
| ${ }_{12} \mathrm{Cy}_{8}$ | 12/1 | 533 | 2184 | 61258 | 96.4\% | 33.7 |
| ${ }_{13} C_{7}$ | 13/1 | 1118 | 4528 | $177 \times 10^{3}$ | 97.4\% | 114.9 |
| ${ }_{14}{ }^{\text {Cy }}$ | 14/1 | 1256 | 5084 | $531 \times 10^{3}$ | 99.0\% | 387.6 |
| counter $_{8}$ | 8/4 | 142 | 604 | 958 | 36.9\% | 0.5 |
| counter $_{9}$ | 9/6 | 203 | 852 | 2508 | 66.0\% | 2.5 |
| counter $_{10}$ | 10/6 | 266 | 1108 | 6924 | 84.0\% | 9.5 |
| counter $_{11}$ | 11/6 | 329 | 1364 | 20098 | 93.2\% | 31.7 |
| counter $_{12}$ | 12/6 | 392 | 1620 | 59521 | 97.3\% | 103.7 |
| counter $_{13}$ | 13/6 | 455 | 1876 | $177 \times 10^{3}$ | 98.9\% | 381.2 |

Table 6.3: Simulation Results for Ternary Benchmark Circuits

| Ternary <br> Function | Propagation <br> Delay/FO4- <br> Delay <br> $(p s)$ | Power Con- <br> sumption <br> $(\mu W)$ | Power-Delay <br> Product <br> $(f J)$ |
| :---: | :---: | :---: | :---: |
| sum $_{8}$ | 173.3 | 1.46 | 0.252 |
| sum $_{10}$ | 235.0 | 2.07 | 0.485 |
| sum $_{12}$ | 298.1 | 2.55 | 0.761 |
| prod $_{8}$ | 235.9 | 2.14 | 0.503 |
| prod $_{10}$ | 349.3 | 3.03 | 1.06 |
| prod $_{12}$ | 490.4 | 4.37 | 2.14 |
| avg $_{8}$ | 163.7 | 0.334 | 0.055 |
| avg $_{10}$ | 245.4 | 0.519 | 0.127 |
| avg $_{12}$ | 343.0 | 0.692 | 0.237 |
| $8 y_{5}$ | 168.0 | 0.659 | 0.111 |
| 10 cy $_{6}$ | 197.0 | 1.29 | 0.254 |
| 12 cy $_{8}$ | 302.3 | 1.66 | 0.502 |
| counter $_{8}$ | 104.7 | 1.35 | 0.141 |
| counter $_{10}$ | 144.8 | 2.42 | 0.350 |
| counter $_{12}$ | 166.2 | 3.26 | 0.541 |

not mention the simulation environment like number of tubes used in CNFET, input switching frequency etc. Moreover the circuits synthesized using algorithm in [41] are available only for ternary adder and not for other circuits. Hence, a direct comparison of simulation results is presented for ternary full adder. Table 6.4 shows the comparison of simulation results for ternary adder synthesized using the proposed and existing approaches with different loads. As seen from the table, ternary adder implemented using the proposed synthesis approach has up to $87 \%$ less power consumption and $86 \%$ less PDP when compared to adder implemented using 3:1 multiplexer based synthesis approach [41]. This is mainly because, the $3: 1$ multiplexer based approach uses complex circuits, which have large power consumption, for implementing unary operators. The proposed approach uses transmission gate based 2:1 multiplexers for implementing the unary operators. For FO4 load, ternary adder implemented using the proposed approach has $7 \%$ more propagation delay when compared to $3: 1$ multiplexer based approach. However as the load increases, 2:1 multiplexer based ternary adder achieves a reduction of up to $17 \%$ in delay when compared to $3: 1$ multiplexer based adder.

In addition to the above comparison, we also present a comparison of some of the

Table 6.4: Comparison of Ternary Adders

|  | Load | Propagation <br> Delay/FO4- <br> Delay <br> $(p s)$ | Power Con- <br> sumption <br> $(\mu W)$ | Power-Delay <br> Product <br> $(f J)$ |
| :---: | :---: | :---: | :---: | :---: |
| $[41]$ | $F O 4$ | 62.31 | 2.14 | 0.133 |
|  | $1 f F$ | 135.8 | 2.24 | 0.305 |
|  | $2 f F$ | 242.5 | 2.46 | 0.596 |
|  | $3 f F$ | 349.2 | 2.67 | 0.933 |
| Proposed | $F O 4$ | 66.53 | 0.28 | 0.019 |
|  | $1 f F$ | 124.3 | 0.40 | 0.050 |
|  | $2 f F$ | 205.5 | 0.58 | 0.119 |
|  | $3 f F$ | 289.7 | 0.76 | 0.220 |

existing manual designs of ternary circuits (presented in $[36,60,61,74]$ ) with those generated from the proposed synthesis algorithm. Table 6.5 shows the comparison for half-adder, 1-digit multiplier and 1-digit comparator. As seen from this table, the proposed algorithm results in half-adder, 1-digit multiplier and 1-digit comparator circuits that require least number of CNFETs for implementation when compared to existing designs. A half-adder implemented using the proposed synthesis algorithm has least power consumption and power-delay product when compared to the existing designs presented in $[36,60]$. It is also evident from Table 6.5 that 1-digit multiplier synthesized using the proposed algorithm is better than existing designs presented in $[36,61]$, with respect to all design parameters. However for 1-digit comparator, the existing design presented in [74] has less propagation delay, power consumption and power-delay product when compared to the one synthesized using the proposed algorithm.

### 6.7 Conclusions

This chapter presented a methodology to transom a TDD to BDD. The transformed decision diagram, also called as Ternary-Transformed Binary Decision Diagram (TBDD), is then used to implement the ternary logic functions using 2:1 multiplexers. This methodology is used to develop a synthesis algorithm, which is used to synthesize

Table 6.5: Comparison of Existing Manual Designs with those Generated using the Proposed Algorithm

|  | Propagation <br> Delay $(p s)$ | Power Con- <br> sumption <br> $(\mu W)$ | Power-Delay <br> Product <br> (in <br> $\left.\times 10^{-17} J\right)$ | Number of <br> CNFETs |
| :--- | :---: | :---: | :---: | :---: |


| Half- Adder |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| $[36]$ | 42.4 | 1.24 | 5.25 | 88 |
| $[60]$ | 47.0 | 1.62 | 7.62 | 52 |
| Proposed | 44.2 | 0.121 | 0.53 | 36 |
| 1-digit Multiplier |  |  |  |  |
| $[36]$ | 35.7 | 0.780 | 2.78 | 66 |
| $[61]$ | 26.4 | 0.779 | 2.06 | 40 |
| Proposed | 17.5 | 0.069 | 0.12 | 30 |
| 1 -digit Comparator |  |  |  |  |
| $[36]$ | 34.3 | 0.294 | 1.01 | 52 |
| $[74]$ | 19.7 | 0.201 | 0.40 | 32 |
| Proposed | 35.5 | 0.249 | 0.88 | 28 |

various ternary benchmark functions. Synthesis results for ternary benchmark functions indicate that the proposed algorithm results in circuits that have, on an average $79 \%$ and up to $99 \%$ less transistors when compared to recent $3: 1$ multiplexer based algorithm. The synthesized circuits have been implemented using Carbon-Nanotube Field Effect Transistors and simulated in HSPICE. Simulation results for ternary adder show that the proposed synthesis approach results in upto $17 \%$ reduction (for load of $3 f F$ ) in propagation delay, $87 \%$ reduction in power consumption and $86 \%$ reduction in power-delay product when compared to $3: 1$ multiplexer based synthesis approach.

## Chapter 7

## Summary and Future Work

### 7.1 Summary

This thesis presented new design and synthesis techniques to implement ternary logic circuits using CNFET. Initially, three new design approaches (Approach I, II and III) were presented which are used in the implementation of ternary logic circuits. In addition, new designs for ternary decoder and low-power encoder are presented. Simulation results of the resulting circuits show reduction in different design metrics such as power consumption, propagation delay and power-delay product, when compared to existing design approaches. A ternary half-adder implemented using Approach II, which uses delay optimized decoder, and both sum-of-product and product-of-sum expressions, has the least delay. This adder has less dependency on load variations and has lower power consumption when compared to the existing designs. Thus, this half-adder has been used in the implementation of multi-digit ternary adders.

The existing multi-digit adders have complex carry propagation paths. Hence, two new techniques have been proposed, which lead to implementation of multi-digit ternary adders with optimized carry propagation/generation path. The first technique uses half-adder outputs instead of original inputs for carry computation thus resulting in a carry generation/propagation circuit with less complexity. The second technique uses the concept of propagate-generate to implement ternary prefix adders. HSPICE simulation results show that the proposed ternary prefix adders have up to $58 \%$ less
power consumption and $50 \%$ less propagation delay when compared to existing multidigit ternary adders.

Analysis of different adder designs shows that ternary encoder contributes significantly to the overall propagation delay and power consumption. Hence different encoder designs have been presented which are optimized for different design parameters. Also algorithms have been developed to choose appropriate encoders for output stages of ternary circuits such that the overall circuit is optimized for delay or power or power-delay product. These algorithms have been validated by applying them on an example ternary circuit. Simulation results show that the proposed encoder design and algorithms aid in optimizing the ternary logic circuits.

Techniques available for designing ternary logic circuits are mainly classified as encoder based and multiplexer based. For scaling these approaches to implement more complex ternary logic circuits, efficient synthesis algorithms are required. Encoder based approach relies on binary circuits which are then transformed to final ternary outputs with the help of encoders. Hence existing binary synthesis techniques can be used implement ternary circuits. But for scaling the multiplexer based approaches there is a need for new synthesis algorithms. In this work we presented a novel synthesis technique to implement ternary logic circuits using "2:1 multiplexers". This technique uses a transformation which converts a TDD in to BDD. This transformed TDD is then used to implement the ternary logic function using 2:1 multiplexers.

A procedure to decompose ternary functions with three (or more) inputs to multiple 1-input ternary functions has also been presented in this work. This procedure is developed into a synthesis algorithm, which is further used in the synthesis of benchmark ternary functions. Synthesis results of these functions indicate that the proposed algorithm results in circuits that have, on an average, $79 \%$ and up to $99 \%$ less transistors when compared to the existing $3: 1$ multiplexer based designs. Simulation results for ternary adder, implemented using proposed algorithm, show that there is upto $17 \%$ reduction (for load of $3 f F$ ) in propagation delay, $87 \%$ reduction in power consumption and $86 \%$ reduction in power-delay product when compared with adder implemented
using 3:1 multiplexers.

### 7.2 Future Work

Any technology, where it is possible to have transistors with atleast two different threshold voltages $\left(0<V_{t h 1}<V D D / 2, V D D / 2<V_{t h 2}<V D D\right)$, can be used to implement the ternary logic circuits. It would be interesting to explore the proposed techniques in context of these new device technologies. The existing literature on ternary logic mainly focuses on design of combinational ternary circuits. Hence new design and synthesis techniques to implement sequential ternary circuits can also be explored.

In Chapter 5, we proposed some designs of ternary encoder that are optimized for different design parameters. Encoder is a critical element that significantly affects the overall power consumption and propagation delay of a ternary circuit. It would be interesting to explore the possibility of designing more efficient encoders which would aid in designing more efficient ternary circuits.

In Chapter 6 a novel technique to implement ternary circuits using " $2: 1$ multiplexers" has been presented. This approach can be further extended to implement other MVL circuits using 2:1 multiplexers. In this context, it would be interesting to explore more generalized synthesis techniques which use 2:1 multiplexers for implementation of any MVL circuit.
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