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Abstract

Online Social Networks (OSNs) are widely used social computing platforms where on a

daily basis huge quantum of personal information is shared by the users. This personal in-

formation is sensitive in nature and could be misused by the adversaries resulting in privacy

violations. Hence, we need to study and enhance the present privacy mechanisms in order

to reduce the chances of unwanted information disclosures in an OSN. In this research

work, we have explored data privacy from the perspectives of OSN users, their online con-

nections and the service providers. We identified the loopholes in the existing mechanisms

and proposed efficient data privacy enhancing algorithms. The proposed measures would

help the users understand the privacy risks and would enable them to prudently share their

data online.

The three main challenges that are being addressed in the thesis are measuring OSN

users’ data privacy, enabling selective sharing of sensitive OSN data and preventing sensi-

tive OSN data from inference attacks. We measured users’ data privacy using the theory

of psychometrics. We proposed a privacy settings recommender system to recommend

appropriate privacy settings for the OSN users’ profile. We analyzed the effect of node’s

topology on sensitive information spread and proposed the trust enhancing model to refine

the existing trusted community. An efficient partial edge set removal algorithm is proposed

to reduce the accuracy with which the attacker could infer the sensitive attributes. We also

proposed a privacy utility trade-off algorithm that could offer maximum utility and min-

imum privacy loss in the released anonymized datasets. Our work aims to build efficient

data privacy enhancing solutions which could protect the users’ data against privacy attacks

and make OSNs a privacy preserving platform for data sharing.
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Chapter 1

Introduction

“The question we should all be asking ourselves, our communities, our societies, and our
leaders is this: does privacy still matter in the digital age? Yes, privacy still matters in this
age of big data and digital devices. But what it means, how we regulate and enforce it,
what we are willing to give up for it and how much power we give our governments over
it.” Terence Craig, Privacy and Big Data

Online Social Networks (OSNs) are one of the biggest advancements that have happened
in the past decade. From its inception OSNs have attracted the attention of millions of
users. Some of the popular OSNs are Facebook, Twitter, LinkedIn, Pinterst, MySpace etc.
OSNs have gained tremendous popularity as it supports varying interests and practices of
the users [1]. It helps in connecting people and encourages sharing and exchanging of
thoughts and ideas. OSN users can create their profiles which are the online representation
of themselves using which they can form connections with the other users in the network.
These connections or relationships can either be bidirectional as in Facebook or can be
unidirectional as it is in Twitter [2]. The nomenclature of connections for the OSNs varies
from one social networking site to the other [3].

J.A Barnes [4] first introduced the concept of Social Networks and described them
as connected graphs in which the nodes represent entities and the edges represent their
interdependencies. These entities can be an individual, group or an organization and the
edges between them can be their interactions, relationships and connections. Formally an
OSN can be represented as a graph G(V,E) where V is the set of vertices and E is the set
of edges [5]. OSNs can be connection based and used for business, enforcing real life
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relationships, socializing, instant messaging or can be content based and used for content
sharing, resource recommendation, advice or news sharing etc. [6].

1.1 Security and Data Privacy Challenges in Online Social
Networks

Security and privacy are the major concerns in many areas of Computer Science. Due to
the involvement of highly sensitive data it is a topic of interest in OSNs too [7]. An OSN
provides a platform to the users to share information with their friends. This gives rise to
the problem of personal data security and privacy [8]. Many data security challenges such
as stalking, reputation slandering, private information leakage, personalized spamming,
phishing etc. are commonly observed in an OSN [9]. Some of the popular spamming
attacks are the context aware spamming and broadcast spamming attacks. Structure of the
network can also be used to launch the network structural attacks like the sybil attacks
and the shilling attacks. These attacks can even spread worms and botnets which could
propagate in the OSN via profile interaction and third party applications [10].

Security is necessary but not the sufficient condition for ensuring privacy i.e. security
mechanisms alone do not guarantee the privacy of data. The sensitive data of an individual
could be their name, address, telephone number, E-mail, Social Security Number, credit
card information, health and insurance details, financial records, personal photos, videos,
notes etc. Leak in sensitive data could result in lawsuits, loss of customers’ confidence,
brand damage, erosion of privacy, bad press, loss of revenue etc. [6][7]. In Indian context,
the Indian Information Act - 2000 has the provision for punishment, if people are found
guilty of wrongful disclosure of information. [11].

In comparison to the real world where information is ephemeral, the information on the
web remains for an infinite time thereby posing a great risk on the privacy of online users.
Most of the time users are unaware of the potential risks involved when they are sharing any
sensitive information online [12]. Whenever and wherever the Personal Identifiable Infor-
mation (PII) is shared and stored, privacy concerns are bound to arise. Hence, it is difficult
to preserve privacy in a domain which is inherently designed for sharing. No unauthorized
user should get hold of any sensitive information of the data owner. Therefore, it is a great
challenge to protect the confidential and sensitive data from unauthorized users and ensure
that the actual data is available to the legitimate users as well [13].
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1.1.1 Categories and Effect of Disclosures

The PII which is collected during an electronic service is one of the most important assets
of information privacy [14]. OSN is enriched with data like the photos, videos, posts,
notes, likes, interests, address, date of birth, gender, education, job details etc. and any
unwanted disclosure of these attributes can harm the privacy of individuals [15]. In this
section we will discuss three major types of possible disclosures in an OSN which are
identity disclosure, link disclosure and attribute disclosure [16] [17]. The details of which
are as follows:

• Identity Disclosure: Identity disclosure results in the disclosure of the identity as-
sociated with the entity. It occurs if a mapping from a profile p to a real world entity
e is achieved successfully by the adversary.

• Link Disclosure: Link disclosure results in the disclosure of sensitive connection or
relationship that a particular entity has with the other entities.

• Attribute Disclosure: Attribute disclosure is the disclosure of the sensitive attributes
of an entity. These sensitive attributes could belong to the node itself, link connecting
the node with the other nodes or the affiliations that the node is a part of.

Out of all the three major disclosures our work relates only to the problem of attribute dis-
closure.

Unauthorized users can significantly breach the data privacy if they gain access to the
users’ sensitive attributes. Figure 1.1 gives an overview of some of the sensitive attributes
and their effects of disclosure on data privacy.

Photos and videos from the profiles could be morphed and used for blackmailing and
defaming individuals. Likes and interests reveal a lot about a person and can lead to the for-
mation of controversial opinions. Using address, the location of a person could be known
which can result in a criminal attack or burglary [18]. Social Security Number (SSN) of
individuals could be determined using a combination of address, date of birth and gen-
der resulting in ID theft or impersonalization [15]. E-mails and phone numbers could be
misused for targeted advertising leading to unnecessary interruptions and spam.
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Figure 1.1: Effects of disclosure of sensitive attributes on data privacy

1.2 Objectives of the Research

We have divided the problem into three distinct sub problems and aim to find solutions for
them. The three sub problems to be addressed are enlisted below:

• Measuring users’ OSN data privacy.

• Enabling selective sharing of sensitive OSN data

• Protecting sensitive OSN data from inference attacks

Figure 1.2 gives an overview of the architecture for the proposed solution. The solution
is carried out in four stages namely (i) Data acquisition, (ii) Data pre-treatment (iii) Data
analysis for preserving privacy and ( iv) Data Output.
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Figure 1.2: Proposed architecture for enhancing OSN data privacy

1.3 Scope and Problem Definition

Privacy and publicity are the two ends of information disclosure, whereas sociality takes
the middle path. The path to sociality is taken at the expense of privacy [19]. If in the
network there is no flow of information it becomes a static and asocial network. To stay
social there should be a sense of digital literacy amongst the users using which they can
define the boundaries for their information. Social capital [20] of a network is measured
by the ability of the users to interact in social networks. With so many privacy concerns in
place the users will not exchange ideas with ease and the social capital is bound to decrease.

The main entities responsible for the users’ information disclosure are the users them-
selves, their online connections and the service providers. The details of each are stated as
follows:

• Users: The users themselves could be responsible for sharing a lot of sensitive infor-
mation about them. This usually happens when they are unaware of the huge privacy



6

risks that follows or if they face difficulty in managing the privacy settings of their
profiles.

• Online Connections: The users’ online connections can further spread their infor-
mation in the network. This implies that privacy of users alone does not depend upon
them but is also linked with its connections. This could also be considered as a case
of an interdependent privacy [21].

• OSN Service Providers: OSN service providers can share users’ data to third parties
for mining and getting deeper insights in order to improve their business solutions.
The untrusted third parties could try to infer other sensitive attributes even if the
released data set is anonymized. This can harm the privacy of individuals signifi-
cantly and the service provider could be held guilty. This would eventually make the
customers lose faith in the service providers degrading their market reputation.

In order to provide a holistic solution it is important to address the data privacy issues from
the perspective of all the three entities which defines the scope of our research work.

More than a concept, privacy of an individual is a perception and differs from person to
person [22] [23]. A lot of OSN users are not aware of the privacy risks in sharing sensitive
information. Hence, there is a need to measure data privacy of the user with respect to their
connections. Using a privacy measuring scale the individuals could measure their sharing
proportions with respect to others in the network. Privacy is an abstract term and cannot be
measured directly therefore measuring privacy is a challenging problem.

OSNs are actively being used by a large fraction of people who extensively share a
wealth of their information online. If this information is retrieved, stored, processed and
spread beyond its scope, without the users’ consent, may result in privacy breach. The
degree of privacy for an information depends on how it is likely to spread in the network.
In a way privacy of a node depends upon its sharing behaviour and its topology in the
network. Therefore, it is also important to analyze the network topology of the node in
order to measure how privacy preserving it could be. Adopting a coarse grained privacy
mechanism such as sharing information to a group of “close friends” or the strong ties of
the network is one solution to minimize the risk of unwanted disclosure. However, this does
not fully contribute in the process of protecting privacy. There is a high probability for an
unwanted information disclosure even if the information is shared with the direct online
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connections in the profile. Therefore, it is important to quantify users’ online trust before
sharing sensitive information to them. In most of the privacy literature while building trust
the online sharing behavior is never taken into consideration. Hence, there is a need to
implement a privacy preserving model where such unwanted and unintentional sensitive
information disclosures could be minimized by further refining the trusted community of
strong ties with respect to their online privacy behaviour.

To prevent users from privacy threats the data holders such as Facebook, Twitter, MyS-
pace etc. provide different privacy controls. Using these controls the users have a choice to
hide or disclose the sensitive information in their profile. In order to improve their business
solutions data holders often release the social network data and its structure to the third
party which undergoes node and attribute anonymization before its release. However, this
does not prevent the users from inference attacks which an untrusted third party or an adver-
sary could carry out by analyzing the structure of the graph. Therefore, there is an utmost
necessity to not only anonymize the nodes and their attributes but also to anonymize the
edge set in the released social network graph. Where anonymization preserves privacy it
also reduces the utility of the datasets. Finding an efficient utility based privacy preserving
solution to prevent third party inference attacks for an OSN graph is an important challenge
in the field [24] which has been addressed in our work.

1.3.1 Organization of our Work

In this work we have mainly modeled the OSN data statistically with a motive to enhance
user privacy. Our work spans to three major privacy issues. The first issue relates with
privacy concerns caused by the inappropriate sharing behavior of the users. This brings
about the importance of measuring users’ privacy and comparing it with the privacy of
other users in the network. In Chapter 3 we will discuss the algorithms used for measuring
and comparing the privacy values.

In Chapter 4 we will discuss about how the network topology contributes to unwanted
information disclosure and what are the ways to prevent it. Trust can be used to moni-
tor the private information flow in the network. This chapter also presents algorithmically
quantifiable measures of online direct trust which can be calculated by observing patterns
of private communication inside the network. Building a refined trusted community on top
of the existing community of strong ties is also addressed in the chapter.
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The third issue deals with countering the inference attacks. Data miners and researchers
mine the social network data to discover hidden knowledge by applying various machine
learning and graph mining algorithms. The released data could be exploited by launching
the inference attacks in order to predict private attributes in the users’ profile. In Chapter 5
we take up the issue of inference and map it as a classification problem. We propose and
implement an approach to prevent OSN users from inference attacks and loss of privacy.
Graph perturbation would result in the loss of utility of the data sets whereas releasing the
actual data would result in complete loss of privacy. Hence, we also discuss an approach
to find an optimal trade-off between privacy and utility such that the data holders could
choose the best anonymizing scheme ensuring maximum utility.

1.4 Summary

In this chapter we brought about the relevance of data privacy in OSNs. Unwanted disclo-
sure of users’ information can result in data privacy breach leaving the users defiled and
violated [25]. In OSN the data and identity are very closely linked and every information
has a scope which is defined by the people with whom the information is shared. Disclosure
of information beyond its scope leads to a privacy breach [6]. More than half a billion users
are using OSNs and are sharing their details online [26]. With so many privacy concerns,
the OSN users would prevent themselves from sharing information. This would essen-
tially bring down the social capital of the online community making it asocial and stagnant.
Therefore, we aim to develop efficient privacy enhancing algorithms and frameworks that
could ensure users’ information privacy, protect it from unwanted disclosures and maintain
the social capital of the community.
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Chapter 2

Background and Related Work

“Even if individuals have access to complete information about their privacy risks and

modes of protection, they might not be able to process vast amounts of data to formulate a

rational privacy-sensitive decision. Human beings rationality is bounded, which limits our

ability to acquire and then apply information.” - Alessandro Acquisti

2.1 The Concept of Privacy

Privacy is an important area and has its implications in fields like wireless networks, social

networks, healthcare networks, databases, data publishing, data mining etc [27]. Privacy

is derived from the word privatus meaning separated from rest. Privacy does not have a

specific definition or a universal value which is same across all the contexts. Its value in a

particular context depends upon the social importance of the practice of which it is a part

of [28]. In a broad sense privacy can be described as the selective revelation about self.

According to Warren and Brandeis [29] privacy is “the right to be let alone”. Westin’s

definition says that privacy “is the claim of individuals, groups or institutions to determine

that how, when and up to what extent the information about them are communicated to oth-

ers.” [30]. Privacy is a sweeping concept and encompasses the freedom of thought, control

over the information of oneself, freedom from surveillance, protecting one’s reputation,
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protection from searches, interrogations etc. Problems related to privacy are not well artic-

ulated. As a result it is difficult to understand what is at stake when privacy is at risk and

what precisely should be done in order to solve these problems [31].

Catering for such issues this chapter first explains the general concept of privacy and

introduces its broad taxonomy. We discuss the relevance of data privacy in an OSN and

throw light on the various user privacy concerns. We also examine the privacy perceptions

of social network users in order to gather basic data privacy awareness amongst them.

The chapter also talks about the various mechanisms that are used in order to preserve

user privacy and identifies research gaps in the existing literature. In the next section we

will discuss the privacy taxonomy and understand the basic concept and different facets of

privacy in general.

2.2 Understanding Taxonomy of Privacy

Figure 2.1 shows a privacy taxonomy where we have considered privacy definitions by Alt-

man et al. [32] [33], Palen et al. [34], Solove [35], Gürses et al. [36] and Papacharissi et

al. [37]. The details of their classification are described as follows:

Altman privacy theory [32] views privacy management as a dialectic and dynamic bound-

ary disclosure which are explained as follows :

• Privacy as a dialectic: If privacy is considered as a dialectic then it greatly depends

upon expectations and experience of users and the ones with whom they interact.

• Privacy as a dynamic boundary disclosure: Privacy as a dynamic boundary regulation

process is a continuous process of negotiation to decide a boundary between public

and private.

According to Palen et al. [34] at any given time there should be a proper balance between

privacy and publicity, self and others and past and future.
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Figure 2.1: The privacy definition taxonomy

On the basis of which they have described three boundaries as the center for characteri-

zation of privacy management which are explained as follows:

• Disclosure boundary: Being a part of a society people share information which

comes at the cost of privacy. Individuals should decide about an item’s visibility

before sharing it. The boundary which helps them decide the same is known as the

disclosure boundary.

• Identity boundary: The identity boundary for an information is a boundary between

self and others.

• Temporal Boundary: According to various observations the critical instances of in-

formation disclosures are related to each other i.e. an event in the past affects the
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present. There should be a temporal boundary for the shared information which is a

boundary between the past and future.

According to Gürses classification [36] privacy problems can be divided into three cat-

egories which are i) privacy as control ii) privacy as confidentiality and iii) privacy as

practice

• Privacy as control: The organizations offering electronic services are responsible to

collect PII and process it. If this information is disclosed to unauthorized third parties

or a broader public then it leads to privacy violation. Privacy is articulated through

policies which is defined by users (privacy settings) or organizations (access control).

Privacy settings, access control, auditing, purpose based access control are some of

the examples of privacy research in this paradigm.

• Privacy as confidentiality: This mainly focuses on the data disclosure problem. Pri-

vacy is breached if the information goes beyond its visibility scope. Privacy as con-

fidentiality enables a minimal disclosure such that the information cannot be linked

back to the individual. For example, anonymous authentication protocols, anony-

mous communication networks and private retrieval.

• Privacy as practice: Privacy is not just an individual’s matter it is indeed a matter

of social concern. Users often decide their privacy and its dimensions based on the

community they live in. This is concerned mainly with the feedback and creating

general awareness amongst the individuals as well as the data collectors. The main

privacy concern is that it becomes difficult for the user to understand how they should

control their data and if this information is disclosed what inferences could be made

on it. For example, P3P and privacy mirror are the technologies adapting to privacy

as a practice.

Autonomy is the ability to build our own path without any external influence or impediment.

Based on autonomy Papacharissi et al. [37] view privacy as self, privacy as formulation of
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social relationship and privacy as luxury commodity.

• Privacy and the self: The identity of an individual is unique but fundamentally social.

The sense of self is developed through collaborative and collective experiences of

the individual’s social interactions. Performance of the self should apply to multiple

audiences without compromising the sense of who we truly are.

• Privacy and the formulation of social relationships: Sharing personal information

with the public makes it lose its meaning and inherent value. In an OSN platform the

individuals form social relationships which encourages the loss of privacy. Hence, it

is a challenging task to prevent privacy on such platforms which is explicitly designed

for sharing.

• Privacy as a luxury commodity: The web accessible platforms offer services of social

nature. They take the personal information and make money out of it. Information

is treated as a commodity and therefore, for such web based platforms information

privacy is one of the biggest luxury commodities.

The most comprehensive privacy taxonomy so far is the Soloves’s taxonomy [35] which

characterizes the four main stages of information. The privacy issues related to each of

them are stated as follows:

• Information Collection: This stage deals with the process of data collection and pri-

vacy violation. Surveillance and interrogation are viewed as problematic in this stage.

• Information Processing: This stage deals with the usage, storage and manipulation

of collected data. Aggregation, identification, insecurity, secondary use, exclusion

are the harms associated with the stage.

• Information Dissemination: This stage deals with the revelation of personal data
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or the threat of spreading information. Breach of confidentiality, disclosure, expo-

sure, increased accessibility, blackmail, appropriation, distortion are the major pri-

vacy concerns with information dissemination.

• Information Invasion: This stage deals with privacy problems when there are attacks

on established systems. Intrusion and decisional interference are the privacy issues

for the stage.

Our work mainly concentrates on the information dissemination part. Figure 2.2 gives the

diagrammatic representation of the Solove’s taxonomy.

Figure 2.2: The Solove’s taxonomy

The definition of data privacy is not limited to the above classification and differs from

one context to the other. Data privacy is a serious concern and every individual should

understand its importance and protect it. Sharing of information on a platform provided by

OSNs have become a common practice [38]. If this information is used in a way which is
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not desired by the user, their privacy gets affected. Studies were carried out to understand

online sharing behavior of people and to know how well do people care about their privacy

and the way in which they implement privacy in their offline and online environment. In

the next section we will discuss the privacy studies, their methodologies and the results

obtained.

2.3 Privacy Perceptions of Users in Online Social Networks

OSN is a web based service that allows individuals to construct their digital profiles within

a bounded system. Using such networks users can interact with each other and build and

maintain relationships [3]. Data privacy is one of the biggest challenges in OSNs. It is

multi-faceted; the individual would want some information to be disclosed but they might

not like sharing it to the entire friend list [39]. A wealth of personal information is shared

online on a daily basis. Sharing information makes individuals active and popular on these

networking sites but a failure to control their PII can lead to privacy violations. In this

section we aim to give insights on different studies that were carried out by researchers and

understand some of the aspects of privacy like a) relevance of data privacy b) OSN privacy

threats and c) reason for sharing personal information etc. Some important studies in this

field are discussed as follows:

Liu et al. [40] have measured disparity between actual and the desired privacy settings

of objects shared by the users. Their analysis was centered on knowing the ideal privacy

settings and the actual privacy settings of the users. The study carried out by them selected

10 photos for query and collected ideal and actual privacy settings for the same. This anal-

ysis revealed that the users are uploading significant amount of content online and almost

half of the content is shared with the default privacy settings which is desired by just 20%

of the users. This study suggested that the default privacy settings are poorly chosen by
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the users and in most of the cases their expectations did not match the reality. Their work

provides a deep statistical insight on the differences between user expectations and reality

but does not mention the tools which would help the users bridge this gap.

Stutzman et al. [41] have looked at the association between network compositions, ex-

pectancy violation and interpersonal privacy practices of having a friends only profile.

They drew Petronio’s [42] theory of communications privacy management (CPM) which

discusses iterative process of rule development. It regulates who to tell what and boundary

coordination which develops disclosure ownerships and permeability rules in the network.

Boundary turbulence refers to the dynamic process of maintaining and negotiating bound-

aries to maintain personal disclosures. They identified a range of factors like gender, net-

work size, weak tie expectancy violations and increasing level of interpersonal practices

with privacy behavior in the social network site Facebook. Their work concluded that the

act of having a friends only profile is discretely notable. One of the limitations of their work

is that the data is self-reported and has limited accuracy and recall. Their study also has the

potential for non-response bias as under representative of males and non-white individuals

were considered.

Wang et al. [43] have investigated regrets associated with the posts of users. They tar-

geted sensitive topics, contents with strong sentiments, lies and secrets. They conducted a

study and concluded that the participants regretted posting illegal drugs and alcohol use,

posting photos depicting a different image of themselves, posting religious and political

belief that caused debates. All these practices offended people and damaged relationships.

The main reason why people post sensitive content online is either out of depression, frus-

tration or anger. Comments made out of profanity, personal and family issues, expressing

work and company in a negative way etc. are too sensitive to be made online. This work

was an in depth study but the solutions for the same were not proposed.
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Johnson et al. [44] recruited 260 Facebook users to install a Facebook application that

surveyed the users’ privacy concerns, their network compositions, the sensitivity of the

posted content and their privacy preserving strategies. Their study showed that 86.2% of

participants were unconcerned with the threats of strangers viewing their profile content.

They could figure out that the threats from inside the network were more of a concern to

the users. One drawback with their work was that the sample used in their work was biased

toward users who were unconcerned with privacy.

Sleeper et al. [45] have looked at the types of contents that the users were sharing cur-

rently. Questions like why they choose not to share different types of content, how much

will they share if they know the intended audience and what attributes define the groups

with whom the users want to share their content were looked into. The study revealed that

the participants are self-centered because they wanted to manage the way they presented

themselves to various audiences. The participants indicated that they would have shared

about half of the self-censored content if they would have the ability to optimally target

audience. One of the biggest demerits of their study was the small sample size because of

which the results were difficult to generalize. The method employed to collect data was the

diary study which made the data biased.

Asking a user to directly evaluate the privacy concern is related to the emotional response

and the results obtained are often biased. Braunstein et al. [46] have proposed an indirect

technique for measuring content privacy concerns. A total of three surveys were carried

out, the first one being an initial survey that does not mention about privacy or security,

the second one to emphasize the security and privacy risks and the third one to explicitly

focus on privacy. The privacy ratings were sensitive thus the privacy rankings were used as

a ground truth for measuring. They have suggested mechanisms for translating responses



18

to indirect questions into privacy ratings. They proved that this mapping highly preserves

the relative rankings of content types from direct privacy surveys. In this study the use of

privacy language is made extensively hence, according to the hypothesis the respondents

might have adjusted their response to accommodate the goals of the experiment thus mak-

ing the data biased. In Table 2.1 we show the merits and the demerits of different privacy

studies that were carried out to understand the privacy perception of OSN users. The stud-

Table 2.1: A comparison showing the pros and cons of different privacy studies in the field
of OSNs

Author Pros Cons
of the study of the study

Liu et al. Measured the disparity between No mention of tool/
actual and the desired privacy method is made

settings
Stutzman et al. Studied association between network Self reported data,

composition, expectancy violation and Limited accuracy and recall,
interpersonal privacy practices of Non response bias

having friends only profile.
Wang et al. Investigated the regrets associated No solutions were provided

with users’ posts
Johnson et al. Study of users’ privacy Sample used was biased

concerns, their network compositions, toward users who were
sensitivity of the posted content unconcerned with privacy

privacy preserving strategies.
Sleeper et al. Studied the sharing Small sample size,

behavior Difficult to generalize,
Diary study resulted in biased data

Braunstein et al. Indirect technique for measuring Use of privacy language
content privacy concerns was made extensively,

respondents might have adjusted
their response

thus making the data biased.

ies reveal that mostly it is the unawareness of privacy and its importance that results in a

privacy breach. People find managing privacy settings a time consuming and confusing

task. Therefore, there is a dire need for efficient tools and mechanisms to ensure privacy.
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Many researchers have come up with privacy preserving tools and efficient mechanisms to

resolve the problems stated above. In the next section we will discuss different mechanisms

in the present state of art using which the users’ privacy is enhanced and preserved.

2.4 Mechanisms for Preserving Privacy

In this section we will be explore the tools used for preserving and enhancing privacy in

the present state-of-art. We would also discuss the privacy mechanisms for enabling selec-

tive sharing and the various algorithms used for preventing sensitive data from inference

attacks. Some of the important works in each of these areas are discussed as follows:

2.4.1 Measuring Users’ OSN Data Privacy

Privacy does not have an exact measuring scale and its value depends on other hidden traits.

Users in an OSN share their digital personal space which gives a way to many privacy risks

like the identity theft, stalking, target advertising, online victimization etc. Knowing how

much should be shared online is an important question in the field of privacy. In order to do

so, it is essential to measure privacy and compare it with the other entities in the network.

We will now discuss various tools and mechanisms that were proposed in order to provide

the solution for measuring privacy in an OSN.

Fang et al. [47] have proposed “Privacy Wizard” which automatically configures the pri-

vacy settings of users’ profile. The fact that the real users conceive their privacy preference

according to an implicit set of rules is used to build the model of privacy wizard. The users

of this tool are asked to assign a privacy label for a profile item with respect to a particular

friend. This label takes either the value of allow or deny. If for a friend f and profile item i

the preference is set to allow then this signifies that the friend f is allowed to see the profile

item i. To intelligently request the user to provide labels to the most informative friends
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the wizard uses the uncertainty sampling as the active learning technique and then the clas-

sifier labels rest of the friends automatically. The wizard involves low effort, gives high

accuracy, supports graceful degradation and works on limited data. The major limitation

of this research is that the wizard was tested on a small data size of 45 Facebook users and

does not look into the inference and shared data ownership issues.

Ghazinour et al. [48] have presented a tool “YourPrivacyProtector” for recommending

privacy settings to the users. The tool collects the personal profile and interests of the users

and use it to find the similarities amongst them. The tool uses the concept of decision tree

to infer the profile type of each user and then makes use of the k nearest neighbour classifier

for determining the privacy settings of the class the user belongs to. The tool was not tested

on a larger dataset therefore, it does not demonstrate the scalability of the model. Also,

it does not consider the sensitivity of the data items being shared which would otherwise

have given better and improved results.

Mazzia et al. [49] have introduced “PViz” which is an interface that corresponds the way

an OSN user models groups and privacy policies. The main goal of the tool is to make the

users understand the visibility in a natural way. They extracted a hierarchy of communities

according to a simple recursive process where the network is partitioned into communities

and each community is treated as another network which is partitioned again. This contin-

ues until no further partitioning could be done to improve the modularity. PViz generates

the initial set of labels for the communities and helps the users to visualize and understand

their privacy policies. Their study and results show that PViz performs better than many

tools in the present state of art. The evaluation was carried out on 20 participants which is

quite less a number to generalize the efficiency and accuracy with which the tool performs

hence, adds to the demerit of the study.
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Biczok et al. [21] have defined online privacy interdependence and have modeled its im-

pact through an interprivacy game. They modeled the game for 1 application and 2 players.

They assumed that the players are non-cooperative and all players have a ‘friend’ connec-

tion. The strategy is to decide whether the application should be installed (i) or not installed

(n) i.e. S = {i, n}. Both the positive and the negative externalities could emerge from the

decisions of two players. Here the positive externality is having more users who would

have installed the applications and the negative externality could be the privacy concerns

for the installed application. Privacy interdependence, its effect on the user and the vendor

welfare equilibrium was analyzed. This study does not take into consideration the amount

and sensitivity of personal data stored in the given OSN user account which would have

provided more realistic results.

Kafali et al. [50] have developed “PROTOSS” which is a run time tool for detecting pri-

vacy leakages in OSNs. The main technique involved here is model checking. PROTOSS

uses network and agreement information to decide whether agreements are met or not. The

two important techniques used in their approach are extracting commitments and checking

models for the system. Commitment is an agreement from debtor to creditor about a prop-

erty for the specific condition which can be represented as C (debtor, creditor, condition,

proposition) and is used to verify that a given property holds or not. Here, the system is

viewed as a state transition graph and the property as logic formula.

Liu et al [51] have shown a way to measure privacy using two parameters namely i) sensi-

tivity and ii)visibility. Sensitivity of an attribute is directly associated with the privacy risks

i.e. an item that is highly sensitive is not shared frequently and vice versa. Visibility on

the other hand is a measure of information spread. They estimated the parameters using

the maximum likelihood and expected maximization. Their mathematical model could fit

the observed data and was used to calculate the privacy scores. Though there are different
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psychometric models like the rasch model, the two parameter logistic model, three param-

eter logistic model etc. but the reason to select the two parameter model is not mentioned

in the study. Private information spread does not only depend upon the sensitivity and the

visibility of the items but also depends upon the structure of the network. However, this

aspect of privacy is not being considered in the study.

These were some of the tools and mechanisms that were developed and used for mea-

suring, preserving and enhancing privacy in OSNs. The degree of security and privacy also

depends upon graph theoretical properties of the social graph. In the next subsection we

will discuss some of those mechanisms where the structure of the graph is used to give

fundamental insights on the degree of data privacy.

2.4.2 Privacy and Selective Sharing of Sensitive OSN Data

The degree of data privacy in an OSN strongly depends upon the topological properties of

the social graph. In this subsection we give an overview of studies where a relation between

the structure of a graph and privacy is drawn. We will also discuss the effect of trust on

preserving privacy in an OSN.

A social network can be represented using a graph G = (VG,EG), with vertices VG =

(v1,....vn) and edges EG = (vi,vj) where vi,vj ∈ VG and i 6= j. Here the nodes are the

social actors and edges are the relationships between them [52]. According to Cutillo et al.

[53] the achievable security and privacy also depends upon network theoretical properties

of the social graph. They analyzed the relationship between the social network topology

and the achievable privacy. The three main metrics that they looked into were the node

degree, clustering coefficient and mixing time. The effect of each metric is explained as

follows:

• Node degree: If the social graph is denoted by G(V,E) where deg(v) is the degree of
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the vertex v; pmal is the probability that a new friend n of v is a malicious user then

the event of befriending the friends Fmal(v) of v follows a binomial distribution. If

user n gets access to the sensitive data of v then the disclosure could cause a severe

damage. This concludes that the out-degree of a node is directly proportional with

its usage control.

• Clustering Coefficient: The clustering coefficient c(v) is defined as the number of

existing links between the nodes edeg(v) divided by the total number of possible links

which is equal to deg(v)deg(v)−1
2

. The tighter the friend set the broader is the disclosure

of sensitive data to the users’ contact.

• Mixing time: For a random walk the number of hops to reach a steady state distri-

bution is called the mixing time. A small mixing time is required to enhance the

security and privacy performance.

The study does not validate the results obtained after comparing the metrics and the reason

for selecting the above mentioned metrics is not specified clearly.

Yildiz et al. [54] have proposed a solution to control privacy by automatically detecting

social cliques amongst friends of the users. This social clique identified is used to create a

friend list for the user. Their proposed algorithm starts by an initial clique C that consists

of the number of participants P. The participants are the people who are directly related

with the data item shared. In each iteration the clique is expanded by adding the candidates

to it. Addition of the candidate maximizes the heuristic function f. The algorithm stops

when the addition of the candidate does not satisfy the function. They used several clique

expansion techniques like the CLQ, BANDk, INk. They proposed that the BAND2 and IN3

schemes were accurate to form the final exposure set.
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Private information spread is an important issue in an OSN. Lind et al. [55] have stud-

ied the general model of information spread which is suited for different kinds of social

information. They proposed measures like spreading factor and spreading time which are

accessible neighborhood around the node and the minimum time to reach the neighborhood

respectively. These properties give an insight about the private information spreading in the

network. However factors like decreasing the spreading factor and increasing the spreading

time which would be needed to prevent gossip and spread of private information was not

discussed.

Sharing a private information by the node A to the node B about the node C (who is not

present at the scene) is known as gossiping and can affect the relationship between A-B,

A-C and B-C. Unlike a rumor which is usually an issue or a matter related to public con-

cern, a gossip deals with the behavior and life of an individual. Any analysis of spreading

private information is done at the triad or at a higher level. Shaw et al. [56] have revealed

that the information that is passed along one edge can affect the strength of the other edges.

They conducted experiments and concluded that gossip decreases the network clustering

and the average node degree. In this work the assumptions made are highly simplistic. The

study considers only the negative aspect of gossip whereas gossip could be positive and

conducive which is not justified.

Privacy and Trust

Trust has been extensively studied in computer science and other fields [57]. Buskens et

al. [58] have discussed the explanations for the emergence of trust where the nodes are

regularly informed about the behaviour of the other nodes and label them as untrustwor-

thy. Adali et al. [59] have evaluated trust on the basis of communication and interaction

amongst the members in the social network. They calculated the behavioral trust as con-

versational and propagational trust. Conversational trust is determined by the frequency of
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interactions between the nodes and the propagational trust is calculated using how the in-

formation obtained from one node is spread to the other nodes in the network. The different

hybrid trust models that uses the interactions and social network structure for computing

trust are discussed as follows:

Trifunovic et al. [60] have proposed approaches like the explicit and the implicit social

trust where explicit social trust is derived from the strong ties based on the frequency of in-

teractions and the implicit social trust is derived on the basis of frequency and the duration

of contact between the users. Carminati et al. [61] have introduced a probability based ap-

proach that models the likelihood of information propagation from one social network user

to the other users who are not authorized to access it. This probabilistic based approach

estimates illegal leakage of resources in an OSN where access control is regulated accord-

ing to the topology based paradigm. Li et al. [62] have proposed a trust aware privacy

control approach that utilizes the inter-entity trust relationship to protect privacy. The trust

calculated is directly proportional to the weight of the relationship. Therefore, most of the

strong ties are considered as the trusted nodes. They use the privacy protocol that consists

of audience, action and artifact control to ensure the disclosure of data only to the trusted

parties.

2.4.3 Privacy Preserving Data Publishing

Researchers and third party agencies are interested to analyze the OSN data. Releasing

this data in its actual form can cause unwanted disclosures. The data owner would want

to release the data sets that could be useful for analysis without affecting the privacy of an

individual. Basic step towards the release is to remove the unique identifiers in the data

sets e.g. Social Security Number (SSN), name etc. and replace it with some random iden-

tifiers. Such an anonymization method is called the Naive Anonymization [63]. Remov-

ing identities of the nodes before publishing the graph does not guarantee privacy and the
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anonymized data set is still prone to attacks. Backstrom et al. [24] have discussed two types

of attacks namely the active and the passive attacks that can be used on naively anonymized

graphs. In active attacks the attacker makes new user accounts and then a unique subgraph

H out of the newly created nodes, such that the subgraph could be uniquely identified in

the anonymized graph. The adversary then identifies the nodes which have to be attacked

and make links with them. After the anonymized graph is released the adversary could

easily make out the subgraph H and identify the links it had set up from the false adversary

nodes to the nodes of the genuine users. In the passive attack the attacker tries to find their

identity in the released graph. Once they identify themselves the data privacy of the nodes

with which they are connected is compromised.

One of the most popular algorithms in PPDP is the k anonymity algorithm proposed by

Sweeney et al. [64]. According to this algorithm a data set has k anonymity protection

if every user in the data set cannot be distinguished from (k-1) other users. K anonymity

had issues like the homogeneity attack and the background knowledge attack hence, a new

algorithm called the l diversity [65] came into existence. This algorithm ensured that the

sensitive value in each equivalence class remains diversed. An issue with l diversity is

that it is possible to gain information if the overall distribution of the attribute is known.

It also assumes all attributes to be categorical which adds up to another limitation of the

algorithm. Li et al. have proposed an algorithm known as the t closeness [66]. According

to this algorithm the distribution of a sensitive attribute in any equivalence class should be

close to the distribution of the attribute throughout the table where the distance between

the two distributions should be no more than a threshold t. They made the use of the Earth

Mover’s Distance to calculate distance between the distributions.

For PPDP a lot of graph modification algorithms have been proposed. Some of the pop-

ular ones are k-degree anonymity [67], k neighborhood anonymity [68], k automorphism
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[69], k symmetry [70], k isomorphism [71], k obfuscation [72] etc. Other methods like the

generalization [73], randomization [74], differential privacy [75] and accurate analysis of

private network data methods were also studied extensively.

Dyadic prediction deals with predicting observations associated with dyads. Menon et

al. [76] have extended the recent dyadic prediction method for predicting labels for nodes

and edges. This method learns latent features within log-linear model in a supervised way

which maximizes the predictive accuracy for both dyad observations and item labels. Net-

works have been explored extensively for the past few decades. Recently, problems like the

influence, attribute prediction, identification of important nodes in the network etc. have

been studied thoroughly. All these issues involve labeling the nodes in the network. He et

al. [77] have performed experiments to reveal that the personal attributes of a node could be

inferred through their neighbors. They used Bayesian network to model the relationships

amongst people in the network. They concluded that even if people hide their private infor-

mation it could be leaked through other social connections by applying bayesian inference

algorithm.

Zhelva et al. [78] have shown how an adversary can exploit the public and private user

profiles to predict other private attributes of the user. They have used the traditional clas-

sification methods for the same. They have also discussed some models using which the

sensitive attributes could easily be inferred. Heatherly et al. [79] have proposed three pos-

sible sanitization techniques i.e. manipulating details, choosing details and detail gener-

alization hierarchy (DGH). Manipulating details such as adding, modifying and removing

details from nodes could be categorized as perturbation and anonymization. It is also im-

portant to choose the details that should be removed. They removed the most representative

detail which had the highest correlation with the protected class label.
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To prevent unwanted privacy breaches the social network graph is anonymized before it

is released. Various graph anonymization algorithms could be used for anonymizing the

social network graph [80]. These algorithms perturb the actual graph to produce the final

graph which could be released for mining. Perturbation reduces the utility of the graph

and gives a better privacy protection. The graph released with fewer modifications would

have greater utility but would also increase the risk of privacy breaches. Balancing the

right combination of privacy-utility is a challenging task. Li et al. [81] have proposed an

integrated framework for considering the privacy utility trade-off. They borrowed the con-

cepts from the modern portfolio theory which is mainly used for the financial investment.

They have worked out the concept on various node anonymization algorithms such as k

anonymity, l diversity, t closeness and semantic privacy. In the next section we will discuss

some of the important research gaps in the present state of art.

2.5 Identifying the Research Gaps

Data Privacy is a vast area and has many unanswered questions for the researchers all round

the globe. The study of privacy in OSN is in the nascent stage and a lot can be explored

on the similar lines. We identify the following research gaps in preventing and enhancing

privacy in the OSN domain.

• Privacy is abstract hence, measuring privacy is a challenging task. The tools dis-

cussed earlier ensure privacy but does not emphasize on measuring the sensitivity of

the data being shared which would increase the accuracy and provide more practical

results. Measuring privacy using an appropriate model which would incur the least

information loss is highly important. There is a need for a holistic system which

could recommend an appropriate privacy settings to the users after comparing the

users’ privacy with their respective friend list. Privacy if viewed from the prism of

privacy enhancing algorithms has missing links and is a topic of high relevance.
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• Private information spread does not alone depends upon the items’ sensitivity and

visibility. The extent upto which an information will spread amongst the users also

depends upon the nodes’ topology in the network. Offline people do not share their

information to anyone and everyone. They selectively disclose their private informa-

tion. The same behavior is difficult to replicate online. To minimize the unwanted

information disclosure in an OSN a coarse grained privacy mechanism where the

information can be shared to “close friends” is followed. This however does not

guarantee privacy effectively. Incorporating trust before sharing private information

in the network would ensure better privacy protection. Privacy and trust go hand in

hand and quantifying direct trust would help in preserving the privacy of an individ-

ual effectively.

• Data in its original form contains sensitive information about individuals, publishing

this unanonymized data leads to privacy violation. Currently there are many practices

and policies indicating the types of data that can be published. This practice is not

enough to preserve privacy and can result in an unwanted disclosure. Privacy Pre-

serving Data Publishing (PPDP) provides ways for publishing useful information

and preserving data privacy. One of the biggest challenges in this area is to reduce

the possibility of inference attacks using which the value of hidden attributes could

be compromised. Perturbation changes the structure of the data and in the bargain

the data has low utility. Maintaining a proper trade-off between privacy and utility

before releasing the data to the third party is an important research issue. Therefore,

a lot can still be explored in this area contributing to the field of privacy preserving

social network data publishing.
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2.6 Summary

In this chapter we carried out an elaborative study on the privacy landscape where we com-

pared and contrasted the existing privacy literature and discussed different perceptions of

privacy amongst users. Intentionally or unintentionally users share a lot of personal infor-

mation on these networks which results in privacy threats and unwanted privacy breaches.

We carried out an extensive literature survey covering the areas of measuring users’ OSN

data privacy, enabling selective sharing of sensitive OSN data and protecting sensitive OSN

data from inference attacks. We analyzed the present state of art for privacy and identified

some of the important research gaps in the field. A survey of different data privacy models,

aspects and techniques in field of data privacy is published in [Pub1].
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Chapter 3

Measuring Users’ OSN Data Privacy

“Even though society as a whole is increasing the amount of personal information avail-

able to the public, there is still an expectation of privacy. People believe, sometimes falsely,

that they can control the personal information they hold out to the public by determining

who can access the information and how the information will be used. It is extremely chal-

lenging to define a fluid concept like privacy because it touches almost every aspect of a

person and society to one degree or another.” - Daniel J. Solove

3.1 Introduction

Sharing information in an OSN is a voluntary action on the part of users [82]. It brings

along various privacy concerns because most of the data that is shared online is potentially

sensitive in nature. To ensure that the user does not become a victim of privacy breach

it is important to prevent information from escaping its privacy boundaries. Some of the

recent cases that have been reported imply that the current mechanisms are not providing

adequate level of data privacy protection due to which privacy in OSN has become a mat-

ter of deep concern [39]. It is essential for an OSN user to understand the privacy risks

that could follow after carelessly sharing the sensitive data online. In order to make the

users aware of the data privacy concerns their information sharing behaviour along with
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the sharing behavior of their connections should be measured. Measuring this abstract and

unobservable trait is a challenging task and is possible only if there is a proper metric of

privacy.

Psychometrics is derived from the two words psycho and metrics which basically means

‘mental measurement’ [83]. It is the subfield of psychology and is the science of measur-

ing individuals’ unobservable characteristics. It involves the development and analysis of

measurement instruments and theoretical approaches. Human beings either make a relative

or an absolute judgment while comparing things. Comparing the height of an object with

the other object has a direct solution but it is far difficult to compare whether an individual

is more proficient than the other [84]. Therefore a measurement tool is needed that could

locate and compare individuals’ responses or the properties of the object using the metrical

system.

Using measurement the researchers could provide a reasonable and consistent way to sum-

marize the responses of people using instruments such as attitude, achievement tests, ques-

tionnaires and surveys. Instruments are used to relate and map something observed in the

real world to something measured as a part of theory [84]. Psychometry gives the‘ability’

to measure the psychological attributes related to humans. It provides an instrument using

which a manifest variable could be mapped to a latent variable [85]. Privacy is unobserv-

able, hidden and an inherent trait. Comparing inherent quality like privacy of a person is a

challenging task and requires a measurement tool using which the latent trait of different

users could be compared.

OSNs allow their users to control and manage privacy settings on their profile [86]. Often

configuring these settings for every item is confusing and a time consuming task. The other
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issue that is being addressed in the chapter is the development of a context based personal-

ized recommender system which could help the users configure their privacy settings after

comparing their sharing behavior with the sharing behavior of other similar users in the

network. In this chapter we use the concepts of psychometrics and its various mathemati-

cal models to measure and quantify privacy of OSN users. In the later part of the chapter

we would also discuss the proposed privacy settings recommender system in detail.

The major contributions of the chapter are as follows:

• We studied the issue of measuring privacy of OSN users’ profile such that a proper

comparison of sharing behaviours between the users and their connections could be

drawn and an effort to prevent privacy loss could be made.

• We used psychometric models like the classical test theory and the item response

theory to measure privacy of OSN users.

• We proposed and implemented a privacy settings recommender system that could

help the users diligently share their data online.

3.2 The Classical Test Theory

For years the classical test theory had formed the formulation for measurement [87]. All

the classical test theories follow the concept of total test score which is calculated from the

expected value of their raw score of multiple items. Equation 3.2.1 illustrates that if X is

the raw score obtained by an individual then it is made up of the true component (T) and

the random error (E) component. This random error component has a normal distribution

with null expected value and a constant variance [88].

X = T + E (3.2.1)
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Usually a test is made up of a number of items and is administered for a sample of respon-

dents. The responses collected can be dichotomous i.e. can have a value of 1 or 0 or can

be polytomous and can have a range of values. To examine important items the descrip-

tive statistics like the mean and variance are used. They provide the information about the

usefulness of an item. An item that has a low variance implies less variability and may

not be useful for measurement [89]. So generally an item having a high variance and a

mean at the center point of the distribution performs better and is chosen. The mean of the

dichotomous item is equal to the proportion of individuals who had passed /endorsed an

item. Variance of a dichotomous item is calculated by taking the product of p and q. Here p

is the proportion of individuals who had passed or endorsed an item and q is the proportion

of individuals who failed or did not endorse an item.

In the next section we will discuss the complete procedure to measure data privacy using

the classical test theory.

3.3 Calculation of the Privacy Quotient using the Classi-
cal Test Theory Approach

3.3.1 Detailed Analysis of the Survey

We used the Classical Test Theory (CTT) model to measure data privacy of OSN users. We

carried out an extensive survey which was mainly based on collecting information about

the OSN users’ in the Indian context. An active participation of people mainly in the age

group of 10 - 55 was noted. All the participants had a good understanding of computers and

were familiar with the use of social media. A total of 58% of males and 42% of females

participated in it. Most of the participants were avid users of OSNs. The questionnaire

contained a total of 30 questions. An initial set of questions were set up to understand the
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general perception of privacy amongst the users. These were mainly related to the ques-

tions of privacy in general. The second set of questions were specific to the use of social

networks with an intent to capture the sharing behavior of users and measure their online

privacy. The third set of questions were set up to collect the general demographics of users.

The study was performed on dichotomous items. A total of 600 respondents participated in

the survey out of which 118 respondents did not complete the survey. We mainly analyzed

the remaining 482 respondents for our study.

OSNs play an active role in building and maintaining relationships. Unintentionally or

intentionally people often share personal details like their phone number, address, Email,

date of birth, relationship status, political and religious views etc. on social networking

sites [90]. Around 21.7% of people responded yes to the question where they were asked

whether they intentionally share their sensitive information to improve their digital pres-

ence in the online social networking world. Posting pictures, videos and tagging friends

is a common practice in an OSN. Users become highly uncomfortable when they find that

their data is being shared without their consent. Analysis shows that 68.33% of people do

not like if some content related to them is made public without their knowledge, out of

which 81.18% were females and 18.82% were males.

Social networking sites track and target the users’ interests, likes and activities to sug-

gest them the appropriate advertisements [91]. Results show that 81.66% of users are

concerned about how the social media is making use of their information whereas 18.33%

of the users are not concerned about knowing it. Preserving users’ privacy is an important

task for the service providers as any loss of users’ privacy could earn them a bad name and

loss of revenue. According to the results around 83.33% of the people would stop the use

of social networking sites if their personal sensitive information were used inappropriately.

Changing privacy settings could solve the problem of privacy up to a greater extent but is
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often a confusing, complicated and time consuming task. A total of 63.33% of the peo-

ple agreed to it out of which 59.09% were females and 40.91% were males. Surprisingly

around 54% of the people skip the step in which they are asked to change their default

privacy settings whereas around 24% of users were still using the default privacy settings.

3.3.2 Organizing the Data in Response Matrix

Second set of questions in the survey were designed to measure users’ data privacy in an

OSN. Questions like Have you shared your date of birth, contact number, Email in an OSN

etc. were asked. For N number of users and n number of profile items, a response matrix

of the order N X n is formed. Here, the range of items is signified by i where i varies from

1 ≤ i ≤ n and the range of users is signified by j where j varies from 1 ≤ j ≤ N. Figure

3.1 shows the response matrix of N number of users and n number of profile items. Each

row represents the users and each column the profile item to be considered. We dealt with

Figure 3.1: A N X n response matrix

the dichotomous response matrix which can either take the value of 0 or 1. If a user j has

shared the information about the profile item i, then the value of R(i,j) = 1. If a user j has

not shared the information about the profile item i, then the value of R(i,j) = 0. Table 3.1
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lists 11 profile items that we considered for measuring users’ sharing behavior and their

privacy.

Table 3.1: List of profile items considered for measuring privacy in an OSN

SNo Profile Items
1 Contact Number
2 E mail
3 Address
4 Birthdate
5 Hometown
6 Current Town
7 Job Details
8 Relationship status
9 Interests

10 Religious Views
11 Political Views

3.3.3 Calculation of Sensitivity

Sensitivity (β) is the risk in sharing a profile item. As sensitivity increases, privacy risks

involved in sharing the item also increases. Hiding a more sensitive item makes the user

more private than hiding a less sensitive item. The difficulty level p in the CTT is denoted

by the number of individuals who endorse a particular item. An item that has a high p value

is considered as an easy item and the items that have a low p value is the difficult item. The

difficulty level p is calculated by R(i)
N

and sensitivity is calculated using equation 3.3.1.

β = 1− p (3.3.1)

β =
N −Ri

N
(3.3.2)

where Ri =
∑

j R(i,j) and Rj =
∑

i R(i,j)
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3.3.4 Calculation of Visibility

Visibility is the property of an information that captures the popularity of an item in the

network. The wider is the spread of information the more visible it is. V(i,j) i.e. the visibil-

ity of a profile item i by the user j is calculated using the following equations :

V(i,j) = Pr(R(i,j)=1) × 1 + Pr(R(i,j)=0) × 0;

V(i,j) = Pr(R(i,j)=1) + 0;

V(i,j) = Pr(R(i,j)=1);

where Pr(R(i,j)=1) is the probability that the user j shares the profile item i.

and Pr(R(i,j)=0) is the probability that the user j does not share the profile item i.

Visibility V(i,j) can be calculated using equation 3.3.3.

V(i,j) =
Ri

N
× Rj

n
(3.3.3)

Here, Ri are the total number of users who have shared an item i and Rj are the total

number of items shared by the user j.

3.3.5 Calculation of Privacy Quotient

Privacy quotient (PQ) is the score given to the user by analyzing their sharing behaviors.

It is the potential risk that is caused by the users’ participation in the network. If βi is the

sensitivity of the profile item i and V(i,j) is the visibility of the profile item i for a user j then

the privacy quotient PQ(i,j), for a profile item i for user j can be calculated as specified

using equation 3.3.4

PQ(i,j) = βi ∗ V(i,j) (3.3.4)

Equation 3.3.5 calculates the overall privacy quotient of the user j for all profile items i

PQ(j) =
n∑
i

PQ(i,j) =
n∑
i

βi ∗ V(i,j) (3.3.5)

where the range of items i.e. i varies from 1 ≤ i ≤ n.
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3.3.6 Result and Analysis for Privacy Quotient Calculation using the
Classical Test Theory

On the basis of the data collected from 482 respondents we have calculated the sensitivity

of 11 profile items using equation 3.3.1. In Figure 3.2 we can clearly see that address is

the most sensitive attribute followed by political views, contact number, religious views

and relationship status. Whereas, birthdate, current town and hometown details are shared

by most of the users and are comparatively less sensitive. Figure 3.3 shows a bar graph

Figure 3.2: Sensitivity of the various profile items

representing the number of users in the specific range of privacy quotient. We normalize

the privacy quotient such that the minimum value is 0 and the maximum value is 1. We see

that most of the respondents have a privacy quotient in the range of 0.7 - 0.8. This indicates

that these users have greater privacy risks because of their excessive sharing behaviours.

For measuring privacy we used CTT model which is one of the widely used psychometric

models. These models are also referred as the weak models because the assumption of

these models can easily meet the test data. These models are strictly linear and the item

difficulty and the discrimination are group and sample dependent. Hence, there is a need

to apply a better psychometric model to measure the users’ privacy.
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Figure 3.3: Number of users and the range of privacy quotient

In contrast to CTT the Item Response Theory (IRT) models are considered as strong

models because their assumptions are stringent. The IRT model is a nonlinear model, is

greatly flexible and permits the calculation of one’s probability of answering a question or

sharing an item correctly. It fits the observed data well and computes intuitive values of

ability, sensitivity and visibility [92]. In the next section we will be discussing about the

IRT model in detail.

3.4 Item Response Theory

In order to measure the latent trait it is important to have a measurement scale but defining

the scale of measurement and intervals on the scale is a difficult task to undertake. In order

to measure the ability in psychometrics generally a test is developed which contains a list

of items. Each item contributes in measuring some aspect of ability of interest. Mainly, this

concept is used in competitive exams where the respondents are free to write any response

that would seem appropriate to them [93]. The items are dichotomously scored where for

every correct response the examinee gets a score of 1 and for every incorrect answer they

get a score of 0.
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In CTT the scores are decided by summing the individual scores for each item. In IRT

the emphasis is on the individual items rather than the aggregate of the item responses.

Each respondent possesses a certain amount of the underlying ability. This ability score is

denoted by the letter θ. At each ability level there is a probability that an examinee would

answer the question correctly. This probability is denoted by P (θ). Respondents having

a low value of θ have a low value of P (θ) and vice versa. If an attempt is made to plot

the value of θ against P(θ), the result is a smooth S shaped curve. This curve is known as

the Item characteristic Curve (ICC). Figure 3.4 shows an item characteristic curve with θ

(ability) and β (difficulty) on the x axis and probability i.e. PROB on the y axis. At the low
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Figure 3.4: The Item Characteristic Curve

level of ability the probability of giving the correct response is nearly 0. At the highest level

of ability this probability value P (θ) reaches 1. Every ICC has two technical parameters

i.e. the difficulty and the discrimination which are described as follows:

• Difficulty: The difficulty essentially describes where exactly the item functions along

the ability scale. The difficult item functions along the high ability examinees and

the easy item functions along the low ability values.
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• Discrimination: The discrimination describes how well an item can differentiate be-

tween individuals or examinees having ability above and below the item location.

The steepness of the slope is directly proportional to the discrimination value of the

curve. The steeper the curve the better it can discriminate between the items. A flat

curve would have 0 discrimination factor.

The three mathematical models defined for the ICC are the one parameter logistic model

(Constrained and Unconstrained), two parameter logistic model and the three parameter

logistic model. The standard mathematical model for the ICC is the cumulative form of the

logistic function.

P (θ) =
1

1 + e−L
(3.4.1)

Here L = α(θ - β) which is the logistic deviate (logit).

e is a constant with the value of 2.718.

θ is the ability of the respondents.

α is the discrimination parameter of the item.

β is the difficulty value of the item.

Equation 3.4.2 shows that the probability of an item being shared is a function of the

model’s item parameters and ability of the individual.

Prob(Sharing) = f(parameters, ability) (3.4.2)

The three parameter logistic model is not in the scope of our work hence, we will not be

going into its details. IRT can be used to find the privacy strength of the users’ profile

using which they can manage their privacy settings in an effective way. We will discuss the

proposed framework for measuring privacy strength in an OSN users’ profile in the next

section.
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3.5 A Framework to Measure the Privacy Strength of OSN
Users’ Profile

Measuring users’ data privacy and ranking them according to their privacy quotient greatly

helps in comparing the sharing behaviors of online users. In order to enhance the privacy

quotient there is a need to compare the users’ privacy quotient with the other users in the

network. Customizing privacy settings of the users’ profile by looking at such a diversified

data is not feasible as different people have different requirements and understanding of

privacy. This essentially happens as data privacy greatly depends upon the context. What

is private to a particular individual may not be private to others. The privacy requirements

are a function of demography of the users as well as their social ties. For measurement

it is important that the objects to be measured should be similar in most respect, so while

measuring the data privacy of a user a comparison should be drawn with their connections

with whom they bear great similarity. In the next subsection we will discuss the steps for

the proposed framework that would help the users’ in knowing their OSN profile’s privacy

strength using which they can improve their overall sharing behavior in the network.

3.5.1 Outline of the Steps used in the Framework

Figure 3.5 shows the complete framework to calculate privacy strength of the users’ profile.

The steps involved in the calculation of privacy strength are as follows:

• Input to the framework in the form of response matrix.

• Calculate the model parameters for the profile items using IRT models.

• Select the best model that will fit the data.

• Calculate the privacy quotient.

• Decide the range of privacy quotients.
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• Set up privacy strength labels for each range.

• Output the privacy strength of the user’s profile.

Figure 3.5: The proposed framework for measuring privacy strength of the users’ profile

3.5.2 Input to the Framework

The framework was tested on the data sets obtained from Facebook which is one of the pop-

ular OSNs. In order to collect the data from Facebook we mainly used the Facebook Query

Language (FQL) and Graph API. Figure 3.6 shows the data collection diagram where an

application makes a request to the server by making use of FQL. A unique access token

is generated which is verified at the server and the result is sent back to the application.

The framework extracts the data of the users’ connection. If we take n dichotomous profile

items for N users then we can generate a N×n dichotomous response matrix. The range of

i and j are 1 ≤ i ≤ n and 1 ≤ j ≤ N respectively where i represents the number of items

and j represents the number of users. If an item i is being shared by an individual j then

the value of jth row and ith column is marked as 1 otherwise is marked as 0. The response
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Figure 3.6: The data collection module

matrix is similar to the matrix representation in Figure 3.1. The cronbach’s alpha for the

profile items was found to be 0.7228, which is ≥ 0.7 and signifies a greater reliability of

the profile items. We extracted the data from Facebook profiles of 150 users. Each user

on an average had 245 connections. Altogether we analyzed the data for 36,845 users. For

each user a response matrix was built and the model parameters were calculated.

3.5.3 Calculation of the Model Parameters using the One Parameter
Logistic Model

The one parameter logistic model is the simplest of all the IRT models. They can be cat-

egorized as constrained and unconstrained models. For the unconstrained one parameter

logistic model the value of αi is a constant which is same for every item. Having a constant

α means that all the items are equally discriminating. The ICC depends on βi that denotes

the sensitivity of an item i. The constrained one parameter logistic model is same as the

unconstrained one parameter logistic model but the only difference is that the value of α is

set to 1 for each profile item.
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We plot an ICC between the ability of the respondents and their probability of sharing

an item. Figure 3.7 represent the item characteristic curve for the unconstrained and con-

strained one parameter logistic model.
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Figure 3.7: Item characteristic curve for the unconstrained and the constrained one parameter
logistic model

At any given instance for a person with a specific ability, the probability of sharing date

of birth (curve number 4) is much higher than the probability of sharing the address (curve

no 3) which essentially means that the address is more sensitive than the date of birth.

Table 3.2 and 3.3 gives us the calculated average values of model parameters for all the

11 profile items using the unconstrained and constrained one parameter logistic model

respectively. We see that the address is considered as the highly sensitive profile item

followed by political views and contact number.
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Table 3.2: Discrimination and Difficulty using one parameter unconstrained model

SNo Profile Item Discrimination Sensitivity
1 Contact Number 1.363163 2.323667e+00
2 Email 1.363163 4760522e-01
3 Address 1.363163 3.601252e+00
4 Birthdate 1.363163 3.453648e-06
5 Home Town 1.363163 2.573421e-01
6 Current Town 1.363163 0.000000e+00
7 Job Details 1.363163 5.753196e-01
8 Relationship Status 1.363163 1.585066e+00
9 Interests 1.363163 1.085306e+00

10 Religious Views 1.363163 2.187068e+00
11 Political Views 1.363163 2.683194e+00

Table 3.3: Discrimination and Difficulty using one parameter constrained model

SNo Profile Item Discrimination Sensitivity
1 Contact Number 1 2.9446946645
2 Email 1 0.6117859481
3 Address 1 4.5480914380
4 Birthdate 1 0.0000000000
5 Home Town 1 0.3316536983
6 Current Town 1 0.0003948577
7 Job Details 1 0.7386141987
8 Relationship Status 1 2.0182711543
9 Interests 1 1.3872733265

10 Religious Views 1 2.7736557816
11 Political Views 1 3.3946345724

3.5.4 Calculation of Parameters using the Two Parameter Logistic
Model

The two parameter model calculates the probability of the user for sharing an item based on

the values of sensitivity (β) as well as discrimination (α). The probability of a jth individual

who is having an ability of θj for sharing an ith profile item is given by equation 3.5.1.

PR(θij=1) =
1

1 + eαi(θj−βi)
(3.5.1)

where θj is the ability of the jth user, βi is the sensitivity of the ith profile item, αi is the

discrimination constant of the ith profile item. In Figure 3.8 we see that the political view
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(curve no 11) has got the highest discrimination value and address (curve no 3) has got the

lowest of all. Table 3.4 gives the calculated average values of model parameters of all the
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Figure 3.8: Item characteristic curve for two parameter logistic model.

11 profile items for 150 Facebook user profiles using the two parameter logistic model.

Table 3.4: Discrimination and Difficulty using the two parameter logistic model

SNo Profile Item Discrimination Difficulty
1 Contact Number 0.8744772 4.012698
2 Email 0.3523724 1.223004
3 Address 0.0000000 8.815682
4 Birthdate 0.2619243 0.000000
5 Home Town 0.7471443 1.658689
6 Current Town 0.8839744 1.527580
7 Job Details 1.1031453 2.283478
8 Relationship Status 0.5572550 3.144633
9 Interests 2.6932438 2.977822
10 Religious Views 1.9696065 3.783610
11 Political Views 10.5183067 4.009395
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3.5.5 Selecting the Best Model

While modeling the data set to calculate the results we may not get the exact expected

value. There is always a difference between the expected and the observed result. This

happens because the selected model does not fit the data completely and gives erroneous

results. The model which would incur the least information loss is the best model out of

all. We would be selecting the model which would minimize the loss of information. We

will be using the concept of Akaike Information Criterion (AIC) and Bayesian Information

Criterion (BIC) for model selection. AIC and BIC can be calculated using Equation 3.5.2

and 3.5.3 respectively.

AIC = −2(log − likelihood) + 2K (3.5.2)

BIC = −2(log − likelihood) +Kln(N) (3.5.3)

where K is the number of parameters used in the model and N is the total number of

instances. The model having the least value of AIC and BIC is preferred over all the

models. In Table 3.5 we have compared the constrained one parameter logistic model,

unconstrained one parameter logistic model and the two parameter logistic model. We

observed that the two parameter logistic model gives the lowest AIC and BIC values [94]

[95]. Hence, we select the two parameter logistic model for calculating the privacy quotient

of the OSN users.

Table 3.5: AIC and BIC values for different models

Model AIC BIC log-likelihood
Constrained 1PL 53498.80 53570.49 -26738.40

Unconstrained 1PL 53290.42 53368.63 -26633.21
2PL 51356.44 51499.81 -25656.22
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3.5.6 Mapping of Privacy Quotient with the Privacy Strength

After selecting the best model the privacy quotient (PQ) of OSN users could be calcu-

lated. Using the PQ, users could measure their privacy and rank themselves in the privacy

measuring scale. The PQ is calculated using Equation 3.5.4

PQ(j) =
∑
i

βi ∗ Pij(θj) (3.5.4)

where βi is the sensitivity and Pij(θj) is the probability of sharing an item i by an individual

j with an ability of θj . Table 3.6 shows the mapping of PQ with the respective privacy

strength. The PQ of all the users were normalized and then the k means clustering algorithm

was run for 1000 iterations to determine five clusters. A separate label is given to represent

each range of privacy quotient which we refer as the privacy strength of the profile. We

categorize the labels as High, Good, Average, Below Average and Poor.

Table 3.6: Mapping of privacy quotient with privacy strength

Range of PQ Privacy strength
0 ≥ pq ≥ 0.373010 High

.373010 ≥ pq ≥ .544307 Good

.544307 ≥ pq ≥ .713378 Average

.713378 ≥ pq ≥ .913382 Below Average
.913382 ≥ pq ≥ 1 Poor

Figure 3.9 represents the general statistics of the users’ profile privacy strength.

We see that a majority of users’ profile privacy strength was either average or below

average and very few profiles had a high privacy strength. Using the framework the users

will know the privacy strength of their online profile and the privacy strength of their on-

line connections. The framework outputs the list of users whose profiles have better privacy

strengths than the user and also displays their sharing patterns. It allows the user to view the

sensitivities of various profile items so that they can manage and enhance their privacy quo-

tient and improve the privacy strengths of their OSN profile. Understanding data privacy
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Figure 3.9: Number of respondents and their privacy strengths

evolves over a period of time and so does the PQ of OSN users [96]. Privacy is an inherent

attribute which is related to many factors like the users’ age, relationship status, demo-

graphics etc. According to Palen et al. [34], the problem of disclosure boundary drives the

interpersonal privacy management in a user’s life. The disclosure boundary emphasizes on

the fact that participation in any social network requires the user to go for selective disclo-

sure of personal information.

OSNs have static objects like the Email, address, date of birth etc. which do not change too

often. They also have dynamic contents like photos, videos, notes etc. which are uploaded

frequently and have a visibility range. Knowing the privacy strength the users can modify

the privacy settings for the static objects in their profiles as discussed earlier but changing

the privacy settings for the dynamic object is a cumbersome task. OSNs permit users to use

privacy controls for the information that they want to share but managing and configuring

privacy settings for every asset is tedious. Hence, there is a need for a system which could
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not only compare the users’ privacy with their connections but could also recommend ap-

propriate privacy settings for dynamic objects to them. In the next section we will discuss

about the proposed privacy settings recommender system in OSN and give an overview of

the steps used to build it.

3.6 Privacy Settings Recommender System for Online So-
cial Networks

On a day to day basis we rely on recommendations from others either by word of mouth or

by general surveys and reviews in newspapers etc [97]. A recommender system automates

this natural social process. It uses data mining techniques and generates meaningful recom-

mendations to the users for items or products of their interests [98]. A more mathematical

explanation for the recommender system could be as follows: Let C be the set of all the

users and S be the set of all possible items to be recommended. Let there be a function

u which measures the usefulness of an item s for user c. For every user c ε C, we would

be choosing items s ε S that would maximize the users’ utility. The recommender systems

are usually classified as content based and collaborative recommender systems [99]. In a

content based recommender system the recommendation engine recommends items similar

to the ones that the users have preferred in the past. In the collaborative recommender sys-

tem the recommendation engine recommends items, that people with the same preference

have liked in the past. Another approach is the hybrid approach in which the recommen-

dation engine combines the content based and the collaborative based methods to provide

recommendations to the users [100].

3.6.1 Overview of the Privacy Recommender System

Figure 3.10 shows the privacy settings recommender system which recommends an optimal

and meaningful privacy settings to the target user. The solution goes through various stages
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Figure 3.10: OSN privacy settings recommender system

and the output of one stage becomes the input for the next stage. Various stages of the

privacy settings recommender system are as follows:

• Data collection of target users and their friends.

• Formation of a user object matrix for dynamic contents.

• Static profile based similarity and filtering.

• Forming a refined Friend Set.

• A context based personalized privacy settings recommendation for the target user.

Data Collection

We selected Facebook which is one of the popular OSNs and is widely used. A plethora of

information about the user is available in it and the information on Facebook is personally

identified. We used the Facebook Query Language (FQL) and Graph API for data collec-

tion. We collected the data for static as well as dynamic contents in the OSN. The input
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to the system are the static profile items of the target user and its connections. There are

various static and dynamic contents in an OSN profile but our scope is mainly limited to

the profile items listed in Table 3.7 which shows the static profile items that were extracted

from the users’ profile. Here age is a derived attribute from the birthdate. Photos, videos,

Table 3.7: List of static profile items

SNo Profile Items
1 Gender
2 Age
3 Relationship Status
4 Home town
5 Home state
6 Home country
7 Current town
8 Current state
9 Current country

10 Education
11 Work

link and notes are the list of the dynamic contents in an OSN profile. These dynamic con-

tents can have different visibility levels in Facebook. Visibility level signifies the number of

hops through which an information could travel from the target user to the network. Table

3.8 shows various visibility levels that a dynamic object can have in Facebook.

Table 3.8: Visibility level for dynamic profile items in Facebook

Profile Items Explanation
Public Share open to anyone
Friends Share to friends only

Friends of Friends Share to friends and their friends
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Formation of a User Object Response Matrix for Dynamic Profile Items

In this stage we will extract the privacy settings for all the dynamic objects such as the

photos, videos, links, notes etc. With this data we construct a N × 3 user object response

matrix. A sample user object response matrix is shown in Figure 3.11. Each object has

its own user object response matrix. Here each cell can be defined as R(j,i) = k where the

range of j is 1≤j≤N and N are the total number of users. Here i can take any value out of

all the visibility levels public, friends of friends, friends and k are the number of objects

set to visibility i by the user j. In order to measure the users’ privacy quotient with people

Figure 3.11: A user object response matrix

who are aware of disclosure boundary we filter out all the users who have not shared any

dynamic object on their OSN profiles. We also filter out the users who have shared all the

dynamic objects publicly. If the user’s connections have not shared anything or have shared

everything publicly then comparing user’s privacy with these connections would not benefit

in any way. Users who have not shared anything could be the ones who are less active on

OSNs or lack knowledge of the sharing feature. Hence, we filter out these sets of users and

send the remaining users in the user object matrix to the next stage.
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Static Profile Item Based Similarity and First Level Filtering

An interaction between similar people occurs at a higher rate than the dissimilar ones. This

principle is referred as homophily [101]. We make use of the concept of homophily to find

out the users who are similar to the target user. Each individual has different characteristics

like gender, age, relationship status, home town, current town, education, work etc. Any

social entity localized to a social space will adhere to its norms and dynamics [102] [98].

The lesser the distance between the characteristics of two individuals the more similar

they would be. We first calculate the measure of similarity between the target user and all

its connections. Table 3.7 shows the parameters that we have considered to calculate the

similarity between the users. Figure 3.12 shows that we calculate the similarity between

the target user and all its connections using the cosine similarity metric and filter out the

less similar users from the user object response matrix. The two data sets collected can be

viewed as two vectors of non negative values. If v1 and v2 are the two vectors, we find out

the cosine angle between the two vectors using equation 3.6.1.

SIMC(v1, v2) =
−→v1 .−→v2
−→
|v1|.
−→
|v2|

(3.6.1)

The less similar users are decided on the basis of the value which could be altered using

the framework. We divided the entire set of similarity values into three clusters using

the k means clustering algorithm and labeled the users as Highly Similar, Average Similar

and Less Similar. Each cluster represents the similarity degree. Using the framework the

similarity degree could be chosen as Highly Similar or Average Similar. The framework

does not allow to select the users labeled as Less Similar as they are the ones who bear the

least similarity with the target user. If the similarity degree chosen is Highly Similar then

the application would select the users labeled as Highly Similar and would filter out the

ones labeled as Average Similar and Less Similar. Similarly, if the similarity degree chosen

is Average Similar then the application would select the users labeled as Average Similar

and would filter out the ones labeled as Less Similar.
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Figure 3.12: Measuring the similarity and initial level filtering

Forming a Refined Friend Set

In order to calculate the refined Friend Set we calculate the private public ratio (PrPu) for

all the remaining users in the user object response matrix using Equation 3.6.2.

PrPu =
CPr
CP

(3.6.2)

here CPr = CFr + CFoF

where CFr is the count of objects that are visible to the user’s friends. In such a privacy

setting an information is visible to maximum 1 hop from the target user. CFoF is the count

of objects that are visible to the user’s friends where an information is visible to maximum

2 hops away from the target user. CP is the count of objects that are visible to everyone

and this visibility level can make the information reach anywhere in the network.

Mostly users who have the PrPu ratio of 1 or greater than 1 are observed to have some

basic understanding of privacy whereas the users having PrPu ratio less than 1 are gener-

ally observed sharing a high percentage to public hence, we do not include them in the final
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Friend Set which will be used for recommendation. We calculate the percentage of objects

that the users in the Friend Set have shared to Public, to Friends of Friends and to Friends

and the same is calculated for the target user as well. Each user is given a score on the

basis of the objects that they have shared and its visibility level in the network. This score

is referred as PQD which is the privacy quotient for the dynamic objects.

The visibility levels are given a rank which is calculated using the maximum number of

hops upto which an information is visible from the target node. If a user had shared an

object to their immediate connections i.e. with the visibility label Friends then the chances

of it being breached is very less. Therefore from a scale of 1 to 3, such a setting gets

the highest rank. Similarly, Table 3.9 shows the other visibility levels and their respective

ranks. The users in the Friend Set are then scored using Equation 3.6.3.

Table 3.9: Ranks of the visibility level

Visibility Rank
Public 1

Friends of Friends 2
Friends 3

PQD = 1 ∗ PP + 2 ∗ PFoF + 3 ∗ PF (3.6.3)

where PP , PFoF , PF are the percentage of objects whose visibility is set to Public, Friends

of Friends and Friends respectively. We filter out the users who have a lesser PQD than the

target user as it implies that the target user is better in comparison with these users in terms

of privacy. At this stage we will be left with all the users in the Friend Set who would be

having a better PQD than that of the target user.

We calculate the average percentage of objects set by the users as Public, Friends of

Friends and Friends by the users in the final Friend Set. Based on the results obtained we

compare the differences in the percentage of objects being shared by the Friend Set and the
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percentage of objects shared by the target user. Figure 3.13 explains this fact clearly. Here

A is the average percentage of objects set to different visibilities by the users in the Friend

Set and B is the average percentage of objects set to different visibilities by the target user.

A comparison between A and B is made and a suitable recommendation is given to the

target user to improve the privacy settings of their OSN profile.

Figure 3.13: A context based personalized privacy settings recommendation system

3.6.2 Results of the Recommender System

We selected target users from Facebook and applied our solution on their list of friends.

We tested the solution on 150 Facebook users where each user had different number of

connections. Figure 3.14 shows the average percentage of objects shared by the Friend

Set and compares it with the percentage of objects shared by the target user for different

visibility levels. The Friend Set is a group of users who have a better privacy quotient

(PQD) than the target user hence, an appropriate recommendation goes to the target user

for modifying their privacy settings such that they can improve their scores and prevent

themselves from privacy breach. For example, the first sub-figure in Figure 3.14 shows
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Figure 3.14: Comparison between the sharing behavior of target users and users in the Friend Set

that the average percentage of objects that the users in the Friend Set share to public are

3.09% and to Friends are 94.62% whereas the target user shares 42.345% of the objects to

public and 35% to Friends. Hence, the framework picks certain objects which are shared

to public and recommends the users to change its visibility level to Friends. It does so

until the target user is at par with the other users in the Friend Set. The entire mechanism

measures privacy dynamically and the results vary with the addition and deletion of any

object in the users’ and their friends’ profile. The user has the option to either customize

the profile accordingly or simply ignore the recommendation.
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3.7 Summary

In this chapter we analyzed the problem of measuring privacy in OSNs and proposed an

effective way to automatically configure privacy settings for the dynamic contents in the

users’ profiles. At first we carried out a detailed analysis of the survey to understand the

privacy perception of users in general. The present state of art lacks a framework using

which the users could measure their privacy and compare the privacy strength of their

profiles with their connections. Hence, we measured privacy of the users’ OSN profile by

applying the theory of psychometrics. We made use of models like the CTT and the IRT to

provide a solution to the problem of measuring privacy. Using the framework OSN users

would be able to know and enhance the privacy strength of their profile. We also proposed

and implemented an effective privacy settings recommender system which uses the concept

of homophily to compare the users and recommends appropriate privacy settings for the

dynamic objects that they share in an OSN. The use of psychometrics to measure and

enhance privacy using the CTT is published in [Pub4], [Pub5] and [Pub11]. The use of

privacy settings recommender system is published in [Pub6].
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Chapter 4

Enabling Selective Sharing of Sensitive
OSN Data

“We can think of privacy in concentric circles, with ourselves in the center. In the middle,

held closest to us, are the secrets, thoughts and rituals that we keep entirely to ourselves

and share with no one. Further out are the conversations we have and the actions we

take that involve others but that we expect to remain private. We also expect a measure

of privacy toward the outer circles, as some issues are kept inside our company without

further publication” - Theresa and Ted

4.1 Introduction

The fast adoption of OSN is accompanied with problems like disclosure and unwanted

access of sensitive data which results in an individual’s privacy breach [39]. Privacy is a

matter of deep concern and managing it in an open platform like an OSN is not an easy

task. Using OSNs the users can not only share information about themselves but can also

re-share the information shared by others in the network. This could be better understood

by the share and retweet feature in Facebook and Twitter respectively. In this chapter we

will take up the privacy issue related to sharing of sensitive data in the network and help
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the users selectively share their information online. We will analyze the extent upto which

a node will spread the sensitive information it receives from its connections. The spread of

sensitive information not only depends on the sharing behavior of the node but also upon

its topology. Hence, we will measure the sharing behavior of the node with respect to its

topological features in the network [53]. The collective value of a social network defines

its social capital [103]. Preventing oneself from sharing information online will result in

low social capital and a community of limited value. Therefore, while sharing information

there has to be a trade-off between the social capital of the community and an individual’s

privacy. This according to Palen et al. [34] is defined as the problem of disclosure bound-

ary which emphasizes on the fact that participation in any social network requires the user

to go for selective sharing of personal information.

Trust is a terminology which is widely used in the field of Sociology, Psychology, Eco-

nomics, Computer Science etc [104]. Privacy and trust are highly related to each other.

Trust is defined as a measure of confidence that an entity or entities will behave in an ex-

pected way despite the lack of ability to monitor or control the environment in which it

operates. It plays a role in the formation of social communities as well as helps to deter-

mine how information flows in the network [105]. In order to prevent unwanted disclosures

it is important to form a trusted community where all the members can share their thoughts

and opinions without the fear of privacy breach. In an offline environment the users share

their sensitive information to the trustworthy connections. These trustworthy connections

do not spread the users’ sensitive information further in the network. However, this be-

havior is very difficult to map online. Many OSNs have a feature where the users can

customize their friend list as close friends, family etc. All close friends may not be pri-

vacy conscious and might have a position in the network such that the chances of spreading

sensitive information through them is very high. Therefore, there is a need to refine the ex-

isting online trusted community which could preserve the users’ privacy upto a great extent.



64

The main contributions of the chapter are as follows:

• We analyze the spread of users’ sensitive information to the rest of the network and

prove that the nodes’ sensitive information spread depends on its sharing behavior as

well as its topology.

• We study the issues of forming an online trusted community and compute the direct

trust for the target users with respect to every node in their network. We also re-

fine the trusted communities of strong ties to reduce insider attacks and prevent the

sensitive information leak in an OSN.

• We propose efficient models to enable selective sharing of sensitive information in

an OSN to prevent users from unwanted and unintentional privacy breaches.

4.2 Preserving Privacy in OSNs using Graph Structural
Analysis

Graph theory has proved to be extremely useful in fields like networking, sociology, com-

munication etc [106]. Analyzing some of the basic graph properties helps in better evalua-

tion of solutions and aids in performance improvement. The privacy of a node depends on

how an information will spread through it. This can be understood by drawing the relation

of the node’s privacy with its topology in the network. We require a metric using which the

information flow through the node can easily be determined. Hence, we take up centrality

which is one of the most important structural properties of the network. In the next section

we will discuss the proposed privacy preserving model using which the nodes having a high

probability for spreading sensitive information could be identified. Once these nodes are

identified, preventing sensitive information from them would highly reduce the chances of

information disclosure.
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4.2.1 Proposed Privacy Preserving Model

In order to preserve privacy of the nodes we propose a model that makes use of PQ and

centrality values of the node. The steps in the model execution are as follows:

A: Make aN×n response matrix where N is the number of nodes and n is the count of the

total profile items to be considered. If a node j shares a profile item i then it is marked

as 1 or else is marked as 0.

B: Calculate the sensitivity, visibility of profile items and privacy quotient (PQ) of the

nodes followed by normalization.

C: Measure the betweenness centrality and closeness centrality of each node followed by

normalization.

D: Identify the nodes having a high probability for spreading sensitive information.

E: Implement algorithm for enabling selective sharing in an OSN.

4.2.2 Detailed Explanation of the Steps used in the Model

The procedure for steps A and B of the algorithm are the same as explained in Chapter

3. The sensitivity and visibility of the items in the profile as well as PQ of the user are

calculated using the IRT models. In the next subsection we will discuss the procedure to

calculate centrality of the nodes in the network.

4.2.3 Measure Centrality of Nodes in the Network

Centrality ranks the nodes according to their importance in the network. The traffic flow

through the node is one of the factors responsible to determine the importance of nodes.

Centrality determines the way in which information or the traffic flows in a network [107].
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Where privacy is a concern, the sensitive information of the individual should not be sub-

jected to unwanted disclosures after it is being shared to any connection in the network.

Hence, the lesser the traffic flow through a node, the more privacy preserving it is. There-

fore we need to measure centrality along with PQ of the node to find out the best com-

bination which would incur the least information disclosure in the network. In our work

we consider two of the most important centralities which are betweenness centrality and

closeness centrality. For our problem degree centrality is less relevant in comparison to

the betweenness and closeness centrality because it is the measure of the number of links

a node has. A node with a higher degree having a few high influential neighbors may

have much higher influence than a node having a larger number of less influential neigh-

bors [108]. Degree centrality would give us highly biased results hence, betweenness and

closeness centrality were chosen for measuring the importance of a node.

Measure Betweenness and Closeness Centrality of a Node in an OSN

According to Freeman [109] betweenness centrality of a node v is the number of times a

node s passes through node v in order to reach the node t if it follows the shortest path.

Given a graph G (V,E) where V and E are the number of vertices and edges respectively,

then the betweenness centrality CB(v) is defined as

CB(v) =
∑

s6=v 6=t∈V

σst(v)

σst
(4.2.1)

where σst denotes the total number of shortest paths for each pair of s ∈ V and t ∈ V, and

σst(v) denotes the number of those paths that pass through v.

Closeness centrality of a node v is the sum of the graph theoretic distances from all the

other nodes to the node v and the distance is defined in terms of the shortest distance from

one node to the other. Closeness centrality CC(v) is defined as

CC(v) =
1∑

y∈V dG(v, y)
(4.2.2)

where dG(v, y) is the shortest distance between node v and node y.
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4.2.4 Identify the Nodes having a High Probability for Spreading Sen-
sitive Information

We simulated random networks following the principle of preferential attachment [110] to

measure the relation between the centrality of nodes and privacy. Table 4.1 lists some of

the properties like the number of nodes, clustering coefficient, average node degree etc. for

the simulated networks. Each node was given a PQ following a normal distribution i.e.

very few users had a good and a poor PQ whereas most of the users had an average value

of PQ. Closeness centrality and betweenness centrality of the nodes followed a normal and

a power law distribution respectively.

Table 4.1: Number of nodes, clustering coefficient and average node degree of the simu-
lated networks

No. of Nodes Clustering Coefficient Average Node Degree
50 .344 3.85
100 .340 4.16
150 .245 3.68
200 .264 3.54
250 .194 3.185
300 .168 3.03
350 .136 2.87
400 .113 2.76
450 .091 2.64
500 .076 2.56

Each node has a PQ, B and C value. Here PQ, B and C represent the privacy quotient,

betweenness centrality and closeness centrality respectively. We take three variables (PQ,

B, C) and cluster the values of each into a range of high and low by making use of the k-

means clustering algorithm. A total of 8 combinations i.e. {{L,L,L},{L,L,H},{L,H,L},

{L,H,H},{H,L,L},{H,L,H}, {H,H,L},{H,H,H}} are possible where H and L stands for

High and Low respectively. We choose one of the nodes as the source or the originator

of the information and followed the ICM [111] to spread this information from the source
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to the other nodes in the network. In the first wave the victim node shares its information

with some probability to the ones it is directly connected. This probability of sharing is

proportional to (1 - PQ) of the source node. In the second wave some of the immediate

neighbors of the source node will know the sensitive information and will share it with

their neighbors with a probability proportional to their (1 - PQ). This continues until all the

nodes who know about the sensitive information of the source have got at least one chance

to spread this sensitive information with their neighbours.

Neighbors of the source node can have one property from the set of {{L,L,L}, {L,L,H},

{L,H,L}, {L,H,H}, {H,L,L}, {H,L,H}, {H,H,L}, {H,H,H}}. In order to identify the nodes

having a high probability for spreading sensitive information we ran simulations on net-

works having properties as specified in Table 4.1. Figure 4.1 shows the graph between the

total number of nodes and the number of nodes knowing about the sensitive information

of the source node. The first graph shows the sensitive information spread when the infor-

mation was not shared with the nodes having the property of {L,L,L} but was allowed to

pass to other nodes using ICM. The second graph shows the sensitive information spread

when the information was not shared to the nodes having the property of {L,L,H} whereas

allowed to pass through other nodes using ICM. Similarly sensitive information spread was

modeled for all the other cases as well.

Observation: We observed that in all cases the maximum sensitive information flow is

through nodes having the property of {L,H,H} and {H,H,H}. This is because preventing

information flow through these nodes reduced the number of sensitive information aware

nodes upto a great extent. An average spread of sensitive information was observed by the

nodes having {L,H,L} and {L,L,H} property. Minimum sensitive information spread was

observed through nodes having the property of {H,L,L}, {L,L,L}, {H,L,H} and {H,H,L}.

Preventing the information flow through these nodes did not have much effect on the count

of sensitive information-aware nodes.
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Figure 4.1: The spread of sensitive information after simulation

4.3 Algorithm for Enabling Selective Information Sharing
in OSNs

Contents like photos, videos, likes, dislikes etc. are shared in an OSN. These contents have

different levels of sensitivity. Personal photos and videos etc. can be highly sensitive in na-

ture whereas some contents like the photos of an actor, nature etc. are less sensitive. Other

than being high or low in sensitivity, a content can have an average sensitivity too. Gen-

erally we would like to share the sensitive content to our close friends and people whom

we trust offline [34]. This restricted sharing does not guarantee data privacy as the close

friends may or may not have a good PQ or their position in the network may be such that

the chances of the sensitive information being leaked through them is high. Hence, sharing
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information to such nodes could result in an unwanted privacy breach.

The content shared in an OSN can be categorized into three categories on the basis of

their sensitivities.

• Content having high sensitivity

• Content having average sensitivity

• Content having low sensitivity

Table 4.2 summarizes the relation amongst the sensitivity of the shared profile item, prop-

erty of the node, its group and the sharing suggestions given by the proposed privacy pre-

serving algorithm.

Table 4.2: Sensitivity of the item, property of nodes, their groups and the sharing sugges-
tions by the algorithm

Sensitivity of Property of Group Sharing
profile item node Suggestions

High {L,H,H},{H,H,H}, Group 1 Do not share
{L,L,H},{L,H,L} sensitive information

Average {L,H,H} Group 2 Do not share
sensitive information

Less Any property - Share sensitive information
following ICM.

Given below are the three algorithms proposed for each of the above categories. Ini-

tially the value of chance for all the nodes is equal to false which implies that none of the

nodes have got a chance to spread the sensitive information in the network. The variable

knowPI denotes whether the neighbor knows the sensitive information or not.
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Algorithm 4.3.1: HIGHLYSENSITIVE(V )

if chance[V ] = False

and Neighbor[V ] = not knowPI and haspropertyof = “Group1”

then share = false

else share = true and Neighbour[V ] = knowPI and chance[V ] = true

Algorithm 4.3.1 is applied if the item that is to be shared is highly sensitive. If the neigh-

bors of the source node V do not know the personal information, and belongs to Group 1

then the information is not shared with them.

Otherwise the source follows ICM and passes its information to rest of the neighbors which

do not belong to Group 1

Algorithm 4.3.2: AVERAGESENSITIVE(V )

if chance[V ] = False

if Neighbor[V ] = not knowPI and haspropertyof = “Group2”

then share = false

else share = true and Neighbour[V ] = knowPI and chance[V ] = true

Algorithm 4.3.2 is applied if the item that is to be shared is of average sensitivity. If the

neighbors of the source node V do not know the personal information, and belongs to Group

2 then the information is not shared with them.

Otherwise the source follows ICM and passes its information to rest of the neighbors not

belonging to Group 2. Here we do not impose too many restrictions as in the previous

algorithm.

Algorithm 4.3.3: LESSSENSITIVE(V )

if chance[V ] = False

if Neighbor[V ] = not knowPI

then share = true and Neighbour[V ] = knowPI and chance[V ] = true
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Algorithm 4.3.3 is applied if the item that is to be shared is less sensitive in nature. If the

neighbors of the source node V do not know the personal information then the information

is passed to their neighbors using the ICM without applying any restrictions as in the pre-

vious algorithms.

Figure 4.2 represent the snapshots from NetLogo [112] for the sensitive information spread

of less sensitive, average sensitive and the highly sensitive information. Here the blue nodes

are the information aware nodes and the magenta nodes are the node that do not know the

information.

Figure 4.2: Snapshot from NetLogo of the spread of less sensitive information, average sensitive
information and highly sensitive information

Figure 4.3, LSI indicates the Less Sensitive Information spread, ASI(WM), ASI(M),

HSI(WM) and HSI(M) indicates the Average Sensitive Information spread and High Sen-

sitive Information spread. Here WM and M indicates Without Model and with the imple-

mentation of Model respectively. The lines in red indicates the sensitive information spread
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Figure 4.3: Simulation results for the spread of less sensitive information, average sensitive infor-
mation and highly sensitive information

without the model implementation and the lines in green represent the sensitive informa-

tion spread after the model was implemented. We see that the sensitive information spread

reduces greatly with the implementation of the privacy preserving model.

4.4 Comparison with Cutillo’s Approach

Cutillo et al. [53] have defined Qv which is a measure of the average ratio of a node v’s

friends that can obtain sensitive information disclosed by a malicious friend. They found

out that the network having a low Qv will ensure the best privacy protection. Here Qv and

pv are defined as

Qv = pv ∗ c(v) and pv = 1− pdeg(v)mal (4.4.1)

They assumed pmal to be .01, deg(v) is the degree and c(v) is the clustering coefficient of

the node v. In Table 4.3, X is the percentage of sensitive information aware nodes without

implementing the model and Y is the percentage of sensitive information aware nodes with

the implementation of model.

Observation : Table 4.3 shows the results where we simulated four random networks
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Table 4.3: Comparison with the analysis of Cutillo et al.

Network No degv pv C(G) Qv X Y
Network 1 5.521 .0539 .5034 .0271 74.6 49.5
Network 2 5.20 .0509 .4861 .0247 78.1 41.2
Network 3 3.51 .0346 .2968 .01029 58 21.8
Network 4 3.571 .0352 .2762 .0097 54 17.6

following preferential attachment. We see that out of all the four networks, Network 4 is

having the least value of Qv and is the most privacy preserving. Privacy in this network

can be further preserved if we consider the sensitivity of the shared item and then apply the

proposed model. The sensitive information aware nodes were 54% before the implementa-

tion of the model and was reduced to 17.6% after the model was implemented. The same

behavior was observed with the other three networks also. After modeling and analyzing

our algorithm we conclude that privacy of a node depends on the sensitive information

sharing behavior as well as the position of the node in the network. We measured privacy

of a node using the privacy quotient and its betweenness and closeness centrality in the

network. Therefore, in order to prevent the sensitive information spread in an online social

network the user should decide the scope of the shared item by analyzing the sensitivity

of the item. Information disclosure can be reduced by preventing sharing of the highly

sensitive information from the nodes belonging to Group 1.

Experiments and research have proved that when a trust bond exists between the indi-

viduals in an environment, the perceived risks involved in revealing personal information

is diminished [113]. In an OSN if the sensitive content is shared to the selected online

trustworthy connections then the chances of unwanted disclosure is reduced greatly. The

major challenge here is to build and establish trust in an OSN environment. Hence, in the

next section we will calculate direct trust for the online users in order to form an online

trusted community which would prevent the users’ sensitive information from unwanted

disclosures.
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4.5 Quantifying Direct Trust for Sensitive Information
Sharing in OSN

In order to form an online trusted community we need to quantify and measure the trust

for each individual. The amount of trust user X has on user Y can easily be collected by

monitoring X’s experience with Y, measuring X’s attitude information for Y or by tracking

X’s behavior for Y over time [114]. Interactions are a measure of trust [59]. Users often

interact with their strong ties and share most of their information with them [115]. Though

a community of people with strong ties is a highly trusted one, but when privacy is a

concern sharing information with these strong ties without considering their online sharing

behavior might result in an unwanted and unintentional information disclosure. Hence,

there is a need to quantify online direct trust for the strong ties to minimize the insider

privacy attacks and prevent information disclosure.

4.5.1 Proposed Model for Trust Building

We give an overview of the proposed trust building model for preventing unwanted infor-

mation disclosures. Steps involved in the model are stated below and are explained in detail

in the subsequent subsections.

• Measuring the PQ of each node in the network.

• Forming a trusted community Tc of strong ties based on the interactions.

• Computing the direct trust of all the members in Tc after considering their online

sharing behavior.

• Classifying the strong ties as unconcerned, pragmatics and fundamentalist.

• Filtering out the unconcerned strong ties from Tc to form a refined trusted community.
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4.5.2 Measuring Privacy Quotient for the Static Objects

In an OSN the static profile items are the ones that are not changed too frequently and have

a limited set of values. Some examples of static profile items are hometown, current-town,

date-of-birth, relationship status, contact number, job details, e-mail etc. In order to calcu-

late the Static Privacy Quotient i.e. PQ(Static), we calculate the sensitivity and visibility

of objects using the IRT [116]. PQ(Static) is the product of sensitivity and visibility of the

profile items and can be calculated as Equation 4.5.1 [51].

PQ(Static)j =
∑
i

βi ∗
1

1 + eαi(θj−βi)
(4.5.1)

where βi is the sensitivity and 1

1+eαi(θj−βi)
is the visibility of the ith profile item and αi is

the discrimination constant of the ith profile item.

Dynamic contents are the ones that are frequently uploaded and can have different levels

of sensitivity. Users’ photos, videos, links, posts etc. are some of the dynamic contents. In

order to calculate the PQ for dynamic objects we need to look at the ratio of objects kept

as private to objects shared to public.

PQ(dynamic) =
CPr
CP

(4.5.2)

Here CPr is the count of objects kept as private and CP is the count of objects shared to

Public. We can either use PQ(Static) or PQ(dynamic) based on the requirement of the target

user. The procedure to calculate the privacy quotient for the static and dynamic objects is

explained in detail in Chapter 3.

4.5.3 Forming a Trusted Community of Strong Ties Based on Interac-
tions

The nodes in an OSN exchange information with each other in order to build and main-

tain the social capital. The combination of amount of time, the emotional intensity, the
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intimacy and the reciprocal service characterizes a tie. There are strong ties and weak ties

in the network. The connection between the individuals who belong to distant areas of the

social graph are known as the weak ties. In contrast to this the strong ties are the trusted and

known individuals. Any OSN comprises of sets of nodes and edges where the nodes are

the actors or individuals and the edges signify the relationship between them. The nodes

interact and communicate with each other. These interactions are a good indicator of social

relationships and conversational trust [59]. The strong ties of any node X are the nodes in

the network with whom the node X interacts frequently. On the basis of interactions these

nodes usually form a community of close and trustworthy friends of the user. This commu-

nity would also have people who might not be privacy conscious and their profiles would

be having a weak privacy strength. Therefore in order to form a community of privacy

aware strong ties we need to quantify the direct trust by taking the sharing behavior of the

nodes into consideration. In the next subsections we explain the procedure to quantify the

direct trust for each node and the methodology to refine the trusted community.

4.5.4 Quantifying the Direct Trust for all the Strong Ties in the Net-
work

A lot of OSNs use the concept of “friends” or “close-friends” to provide privacy control.

Though this measure reduces the risk of disclosure but is extremely coarse. So we require a

fine-grained privacy control mechanism using which the users would have the privilege to

share objects to their privacy aware strong ties. This can help the users regulate their online

data without limiting the value of the social capital. In order to achieve this we need to

compute the direct trust between the nodes having an edge [62] with the target user. Direct

trust is the trust value obtained with the direct relationship. If s and t are the two nodes then

the direct trust between s and t can be calculated as

DT (s, t) =
W (Ri)

Ns

∗ pfactor(s, t) (4.5.3)
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Here W (Ri) is the weight of the relationship between s and t. A strong tie interacts more

with the target user in comparison with a weak one hence the strong tie will have a higher

value of W (Ri) than the weak tie.

Ns are the total number of edges a node s has.

pfactor of a node s for node t can be defined as

pfactor(s, t) = PQ(t) ∗ (1− PQ(s)) (4.5.4)

Derivation of pfactor

The probability that the node t will hide the information that a node s shares to it is the

pfactor(s,t) which is given as:

pfactor(s, t) = Prob(t hides)
⋂

Prob(s shares) (4.5.5)

Prob(t hides)
⋂

Prob(s shares) = (Prob(t hides)|P (s shares)) ∗ Prob(s shares)

(4.5.6)

Event 1 : Node s sharing the information to t

Event 2 : Node t hiding the information shared by s

Event 1 and Event 2 are independent events. So the final equation can be rewritten as

Prob(t hides)
⋂

Prob(s shares) = Prob(t hides) ∗ P (s shares) (4.5.7)

Privacy quotient (PQ) is directly proportional to the probability that determines the inten-

sity of information hiding. We can replace the probabilities with the respective privacy

quotients of the nodes.

The probability of the node t hiding the information is the PQ of t and the probability of s

sharing an information is (1 - PQ(s))

Prob(t hides)
⋂

Prob(s shares) = PQ(t) ∗ (1− PQ(s)) (4.5.8)

Adding the pfactor while computing the direct trust will also consider the online sharing

behavior of the node t before s builds a trust value for it.
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4.5.5 Classifying Nodes on the basis of Privacy

Dr. Alan Westin [30] conducted over 30 privacy surveys and created one or more privacy

indexes to summarize his results and show the trends in privacy concerns. Westin has

classified the public into three categories and each of which is explained as follows:

• High and the Fundamentalist: These are the people who are cautious and worried

about their privacy. They are distrustful of the organizations and choose privacy over

any form of consumer service benefits.

• Medium and the Pragmatics: These are the ones who believe that business orga-

nizations should earn the trust rather than assuming that they have it. They look at

the benefits provided to them in comparison with the degree of intrusiveness of their

personal information.

• Low and the Unconcerned: These people trust the organizations with the collection

of their private information and are ready to use the customer service benefits in

exchange of their personal information.

4.5.6 Filtering out the Unconcerned Users from the Trusted Commu-
nity

Using the direct trust (DT) calculated from equation 4.5.3 we categorize all the strong

ties as unconcerned, pragmatics and fundamentalist. We use k means clustering to deter-

mine the two thresholds. Table 4.4 shows the classification of strong ties as unconcered,

pragmatics and fundamentalist. After identifying the unconcerned nodes within the trusted

Table 4.4: Classification of strong ties according to Westin

DT ≥ 0 and DT < threshold 1 Unconcerned Nodes
DT ≥ threshold 1 and DT < threshold 2 Pragmatics Nodes

DT ≥ threshold 2 Fundamentalist Nodes
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community of friends, we refine the community by filtering them out.

The entire concept could be better explained by the figures below. In Figure 4.4 we

show a trust aware model that calculates trusts on the basis of the weight of the relation-

ship. The ties having a higher relationship value are categorized as the strong ties and

Figure 4.4: Model that does not consider the online sharing behavior of strong ties

information is shared with them without considering their online sharing behavior. The red

and the blue nodes indicate the strong and the weak ties respectively. This could also result

in an unwanted information disclosure. Figure 4.5 shows that before sharing this infor-

mation with the strong ties in the network their online sharing behavior is also taken into

consideration. All the strong ties are classified as unconcerned, pragmatics and fundamen-

talist. We represent them as U, P and F respectively. After classification the unconcerned

strong ties are filtered and the information is shared with the refined trusted community of

strong ties. Using this approach the unwanted disclosures are reduced to a great extent. In

the following sections we prove the same.
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Figure 4.5: The proposed privacy preserving model that considers the online sharing behavior of
strong ties

4.6 Results and Discussion

4.6.1 Simulation Set Up

We obtained the data sets from Stanford Network Analysis Project [117] for Facebook

which is a popular social networking site. Table 4.5 lists the complete statistics of differ-

ent networks that were studied. Table 4.6 lists some of the properties like the number of

Table 4.5: Statistics of the collected Facebook data

Nodes 4039
Edges 88234

Nodes in largest WCC 4039
Edges in largest WCC 88234
Nodes in largest SCC 4039
Edges in largest SCC 88234

Average clustering coefficient 0.6055
Number of triangles 1612010

Fraction of closed triangles 0.2647
Diameter (longest shortest path) 8

nodes, clustering coefficient, average node degree etc. for each network. Here WCC and
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SCC represents the weakly connected components and the strongly connected components

respectively. Depending upon the requirement the appropriate category of (PQ(static) or

PQ(dynamic) was selected. We have experimented with the static as well as with the dy-

namic values of PQ which we measured using equations 4.5.1 and 4.5.2. The results shown

below are for the dynamic PQ and the algorithm performs equally well for the static PQ as

well.

Table 4.6: Properties of the different network data sets

Number of Nodes Average Degree Network Diameter Average Clustering Coefficient
Network 1 1034 51.739 .534
Network 2 224 28.5 .544
Network 3 150 22.573 .67
Network 4 168 19.764 .534
Network 5 786 35.684 .476
Network 6 747 80.388 .635
Network 7 534 18.026 .544
Network 8 52 5.615 .462
Network 9 333 15.129 .444

We performed two sets of simulations with the aim of measuring the private information

spread.

• Simulation 1 : Measure the sensitive information spread through the unconcerned,

pragmatics and fundamentalist strong ties of the target user.

• Simulation 2 : Measure the sensitive information spread through the pragmatics and

fundamentalist strong ties of the target user.

In Figure 4.6 the blue (rhombus) line indicates the spread of sensitive information including

the unconcerned nodes and the red line (square) indicates the spread of sensitive informa-

tion without including the unconcerned nodes. We measured the sensitive information

spread with the list of networks mentioned in Table 4.6. The graphs show the percentage of

nodes knowing the sensitive information with every iteration. Independent Cascade Model
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Figure 4.6: Comparison of sensitive information spread with and without including the uncon-
cerned strong ties

(ICM)[111] was used to model this information spread from the source to the other nodes

in the network. In the first wave all the strong ties share their information with the nodes

they are directly connected to with the probability proportional to (1 - PQ). In the second

wave the sensitive information aware neighbors might spread the information further with

a probability proportional to (1 - PQ). This continues until all the information aware nodes

have got at least one chance to spread this information with their neighbors.

Observation: It was observed that while sharing the sensitive information with the trusted

strong ties if the unconcerned users are excluded from the trusted community of strong ties

the sensitive information-aware nodes are reduced to a great extent.
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4.7 Summary

In this chapter we analyzed the problem of unwanted information disclosure through the

users’ connection in an OSN. At first we emphasized and proved the fact that the sensitive

information spread not only depends on the sharing behavior of the nodes but also on its

topological features. We studied the relationship between centrality and the information

flow through the node in a network. Using the proposed privacy preserving algorithm we

could prevent the sensitive information to pass through the nodes that have a high proba-

bility of spreading information. With such selective sharing we could reduce the unwanted

and unintentional disclosures to a great extent. Secondly, we studied the relation between

privacy and trust in an OSN. We proposed and implemented a trust building model using

which we calculated the direct trust between two nodes after considering their online shar-

ing behavior. We identified and filtered out the unconcerned strong ties within the network

which reduced the unwanted spread of sensitive information. The proposed algorithms

could be used to build a third party application or a browser plugin which could addition-

ally help the users in managing the sharing of information online. The relation between

privacy and graph structural analysis is published in [Pub7]. The use of direct trust to form

the refined trusted community of privacy aware nodes is published in [Pub8].
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Chapter 5

Protecting Sensitive OSN Data from
Inference Attacks

“The question isn’t, What do we want to know about people?, It’s, What do people want to

tell about themselves?” - Mark Zuckerberg

5.1 Introduction

OSNs have provided a powerful means for sharing, organizing and finding contacts. Infor-

mation in an OSN has a scope defined by the set of authorized entities. These entities have

the right to know and view the information. Information that goes out of its scope can lead

to privacy breach. In order to avoid these privacy breaches it is important that the sensitive

information should be prevented from unwanted disclosures caused by unauthorized enti-

ties. Social Network data mining is about extracting important, meaningful and previously

unknown information from social network data. In order to obtain better insights the OSN

data owners share the social network data and its structure with the third party [118]. This

detailed data in its actual form contains some sensitive information about the OSN users.

Users have the right to make the sensitive items in their profile as private and selectively
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disclose the data to a section of connections. Policies and data protection strategies guar-

antee that only the data that is made publicly available by its owner gets published to the

external third party entities.

The main stake-holders in the entire process are the data owners, data holders and the

data recipient. The description of each of them is as follows:

• Data Owner: These are the users of an OSN who share their personal identifiable in-

formation(PII), express their feelings and build and maintain relationship with other

users in the network.

• Data Holder: These are the social networking sites such as Facebook, Twitter,

LinkedIn etc. They collect, store and process the data obtained from the data owner.

• Data Recipient: These are the third parties to which the data holder releases the data

collected from the data owner so that the data holder can improve and enhance their

business solutions.

Data holders can release the data in the form of attribute list and edge list. This data before

its release can be anonymized by using sophisticated methods from the field of privacy

preserving data publishing (PPDP) [64] [65]. This however does not protect users from

inference attacks. Using an inference attack the private attributes of an individual could

be inferred by analyzing the public attributes of their associations even if the released data

set is anonymized. Another relevant issue is that the data which is not perturbed carefully

would have less utility and will not remain meaningful to the data recipients. Hence, it be-

comes an important problem to design efficient privacy preserving algorithms which could

maintain utility and reduce the accuracy with which an attacker could infer sensitive at-

tributes. In this chapter we propose and implement a partial edge set removal algorithm

which modifies the structure of the graph such that the released graph becomes privacy pre-

serving and has enough utility. The proposed algorithm also notably reduces the accuracy
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with which the adversary would infer the sensitive attributes. We propose a privacy-utility

trade-off algorithm using which the data holders would be able to decide the best edge

anonymization strategy to follow before releasing the data to the data recipient.

The major contributions of the chapter are as follows:

• We give an overview of some of the possible inference attacks due to network clas-

sification in an OSN.

• We describe the proposed efficient partial edge set removal algorithm.

• We measure the utility loss by taking different structural metrics for the released

graph structure.

• We propose a utility privacy trade-off algorithm which would help the data holders

decide the optimal edge anonymization scheme before releasing the data.

5.2 The Preliminaries

In order to study social networks extensively the data holders share data and structural

information to the third party data recipients. The data recipient then analyzes the interac-

tions between nodes, looks at the structural patterns and concludes certain findings out of

the same [119]. They analyze the data for text analysis, search, image analysis, detecting

patterns, target advertising etc.

The two main categories of data that can be released in an OSN are linkage based and

content based [120]. The explanation for each of them is as follows:

• Linkage Based: In this category the data holder releases the structure of the social

network depicting who is connected to whom.
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• Content Based: A lot of content like the PII, photos, videos, user generated content

etc. is generated online and releasing this data enables content based analysis.

For better results the researchers combine linkage based and content based analysis. Indi-

viduals who are aware of privacy issues do not disclose their sensitive attributes and keep

it private. An important issue here is that after knowing the content and the structure of

the social network graph the hidden attributes could be easily inferred by using some so-

phisticated probabilistic models. Consider a marketing application where the users with a

particular label say U are interested to buy a product X. Other nodes that are connected to

the set of users U, who have not explicitly shared the label could be targeted by inferring

the hidden labels. This is done by making use of the correlation property which says that if

two nodes are correlated then their node labels are correlated too [121]. Figure 5.1 explains

the problem statement clearly.

Figure 5.1: Inference attacks on the data set and structure using classification algorithms

The data holder releases the attribute list and edge list to the third parties. The un-

trusted third party could use network classification algorithms that involve the use of local
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classifiers, relational classifiers and the inference algorithm to infer private sensitive at-

tributes from the available set of public and private attributes. In the next section we will

discuss the adversary model in detail.

5.3 The Adversary Model

In this section we will discuss different inference models that could be used by the attackers

to infer sensitive attributes from the users’ profile. Individuals in an OSN share a lot of data

about themselves. This data could be seen as labels. Some of the examples of these labels

are location, age, gender, political views, religious views, interests, hobbies, education

details, work details etc. The third party would want to know the value of the labels on

all the nodes to carry out various data analysis tasks. Most of the users do not share their

labels and keep it private due to different privacy concerns. This degrades the performance

of the inference model drastically. In an OSN the links between the nodes are not random.

They represent some relationship between the individuals sharing an edge. Therefore, there

is a similarity between the nodes that are linked to each other. Inferring private labels by

analyzing the public labels is a classification problem. This classification problem actually

differs from the traditional classification problem where the nodes are independent of each

other whereas in collective classification [122] the features of the object depends greatly

upon the nodes with which they are linked to.

5.3.1 Categorizing Inference Attacks Based on Link Information

Depending on whether the link information is provided in the released data set or not the

inference attacks could be divided into two broad categories.

• Attack without the link information

• Attack with the link information
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Attack Without the Link Information

This attack comes into play when the data holder does not release the link information of

the social network graph but instead releases the OSN data in an anonymized form. Even

if the data is anonymized, attacks such as the basic attack could be used for inference. The

basic attack considers the sensitive attribute value as the random variable. This disclosure

problem can now be modeled using a probabilistic model M for predicting the sensitive

value of the node. If the overall distribution of the sensitive attribute is known using the

public profile then the private attributes could be inferred. The problem can be explained

using equation 5.3.1.

PBASIC(vp = ai) = P (vp.a = ai|Vo) =
|Vo.ai|
|Vo|

(5.3.1)

According to equation 5.3.1 the probability that a node v will have a private label ai is the

ratio of total number of nodes having the observed label as ai i.e. Vo.ai to the total num-

ber of observed labels Vo. Here, the observed labels are synonymous to the labels that are

shared publicly in the network.

Resolving the inference attacks without links is not in the scope of our work. Moreover

many well known algorithms already exist in place that modifies the distribution of the

attributes in the data set in order to prevent inference. Any information that is explicitly

shared to public by the user could easily be obtained from their respective profiles so mod-

ifying or anonymizing information which is publicly available would not be of much help.

The major concern is to prevent those users from inference attacks who are cautious about

privacy and did not share their sensitive attributes publicly.

Attack with the Link Information

In this type of attack the adversary uses the data information along with the structure of the

social network graph to infer the hidden sensitive attributes of the users. In the next section
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we will discuss one such algorithm which is the collective classification algorithm using

which the adversary could carry out the inference attacks in the released OSN data.

5.4 Collective Classification Algorithm

The collective classification [122] makes use of both the labels and the link structure in the

graph. It has a local classifier, a relational classifier and an inference algorithm. The local

classifiers are traditional classifiers. They build models using the labels of the training set

and then use it to predict the unknown labels for the test set. Naive bayes, SVM, decision

trees etc. are some of the popular ones in this category. The relational classifiers analyze

the links of the graph and train the model according to the labels in the training set and then

is used to predict the unknown ones in the test set. Class distribution relational neighbor

(cdRN), weighted-vote relational neighbor (wvRN), network only link based classification

(nLB) [123] etc. are some of the examples for the same. We now discuss the third compo-

nent i.e. the inference algorithms in detail.

Inference Algorithm

Given a network G having a node v, three distinct types of correlations can be used for

classification.

• Correlation between the labels of the node v and the observed attributes.

• Correlation between the labels of the node v and the observed attributes that also

include observed labels of the neighboring nodes.

• Correlation between the label of node v and the private labels of the neighborhood.

Collective classification involves all the three correlations for classification. It is a com-

binatorial problem where V = v1, v2, ....vn are the set of nodes. Each node is a random



92

variable v that can take any value from the list of available values in the domain. The set

of nodes V are divided into two categories i.e. type X and type Y. Type X, where X ⊆ V

are the nodes for which we know the correct values of labels and type Y where Y ⊆ V are

the nodes for which the actual labels are hidden and unknown. Therefore, the task is to

label all the Y nodes with the appropriate label from the entire list of the available labels

L = l1, l2, ...lq.

We will discuss some efficient collective classification algorithms such as the Itera-

tive Classification Algorithm (ICA) [124], Gibbs Sampling [125] and Relaxation Labelling

[123] subsequently.

Algorithm 5.4.1: ITERATIVE CLASSIFICATION ALGORITHM(G)

for all nodes Yiε Y // Initial bootstapping

Predict labels using XiεNi.

repeat

Generate Ordering O for all nodes in Yi
for each node Yiε O

Predict Yi using the new estimates of Ni

until all labels stabilize or a fixed number of iterations have been achieved

In order to determine the hidden label for a node Yi the Algorithm 5.4.1 first assigns

a prior probability to all the unknown nodes Y. It does so by training the initial classifier

using the features of all the nodesXi ε Ni. HereNi are the set of nodes in the neighborhood

of Yi. This classifier which is now trained is used to determine the label for Yi. The process

is repeated for all the Y nodes. Here Y are the set of all the nodes for which the private

information is not known. Either the best suited label out of the group of fixed labels L is

returned as an output by the classifier or the label in each iteration is assigned by applying

the maximum likelihood estimation. The ICA takes the set of attributes for each node as an
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input. These attributes are the feature vectors for each node. As the nodes in a graph are

linked so the link features also go as input to the classifier. After the first iteration the value

of the link feature changes and some of the unobserved nodes get a label. Therefore, there

is a need to iterate the algorithm until all the labels stabilizes or a fixed number of iterations

are achieved.

Algorithm 5.4.2: GIBBS SAMPLING ALGORITHM(G)

for all nodes Yiε Y

Predict labels using XiεNi. // Initial Bootstrapping

for i← 1 to Burn− in
Generate Ordering O

for each node Yiε O

Predict val i.e. the label of Yi using the new estimates of Ni

for each node Yiε Y{
for each label liε L

count[i, l]← 0

for p← 1 to Sample
Generate Ordering O

for each node Yiε O

Predict val i.e. the label of Yi using the new estimates of Ni

count[i, val]← c[i, val] + 1

for each node Yiε Y

val← argmaxlεLc[i, l]

In Algorithm 5.4.2 initially the labels for each node Yi ε Y are assigned based on the

labels of nodes Xi ε X where Xi ε Ni. The labels are then assigned to each node Yi using a

local classifier for a fixed number of iterations called the “burn-in”. After which a sampling

is done to calculate the best estimate of the label. A count is maintained to keep track of
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the number of times the label l was sampled for Yi. The label that was assigned the maxi-

mum number of times to Yi is selected as the final label. This is one of the most accurate

approximate inference algorithms. Gibbs Sampling Algorithm is slow and it is difficult to

determine the value at which it converges which adds to the drawback of this algorithm.

Algorithm 5.4.3: RELAXATION LABELLING ALGORITHM(G)

for all nodes Yjε Y // Initializing messages{
for each valjε L

bj(valj)← 1

repeat

for all nodes Yjε Y{
for each valjε L

calculate bj(valj) the marginal probability distribution of assigning Yj with label valj
until all bj(valj) stabilizes

In Algorithm 5.4.3 a different approach for collective classification algorithm is followed

where a global objective function is defined and is then optimized. Relaxation labelling

through mean field is one such algorithm to do the same. Here we calculate bj(valj) which

is the marginal probability of assigning Yj with label valj . This process is repeated for

every node Yj until all the bj(valj) values are stabilized.

5.5 Motivation and Basic Idea for Preventing Inference
Attacks

Figure 5.2 shows the proposed algorithm which acts as a middleware. It reduces the ac-

curacy with which the adversary would predict or infer the sensitive attributes. The exact

details of the algorithm is explained later in the chapter.
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Figure 5.2: Preventing inference attacks on the data set and structure using the proposed algorithm

The edges in an OSN are not random. Any two people who are connected with an

edge share some common characteristics. According to Social Sciences, if two people are

related then primarily the principles of homophily and co-citation regularity [124] hold

good there. According to the concept of co-citation regularity when two similar nodes are

connected to the same objects it implies that they share common interests or behavior. For

example, If two people have same tastes for music, movies, hobbies then according to the

co-citation regularity they have similar interests. According to homophily if two nodes are

connected then they would have some common characteristics between them. This is also

known as “birds of a feather” phenomenon. For example, people who are connected to

each other and share an informal or formal relation have some common characteristics like

age, education, gender etc. We use the knowledge of co-citation regularity and homophily

and propose the following algorithm:
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For an attribute Ai the nodes can have a value displayed to public or it could be hidden.

This value could be any label out of the given set of labels L. A node can possibly have

four associations between them i.e. a private node linking to a private node, a private node

linking to a public node, a public node linking to a public node and a public node linking

to another private node. In Algorithm 5.5.1 the complete graph (G) with a set of nodes (V)

and the set of edges (E) will go as an input. This graph will have a set of X nodes i.e. the

nodes whose sensitive attribute is set to public. It will also have a set of Y nodes i.e. the

nodes whose sensitive attribute is hidden and is private. At first the algorithm takes the list

of nodes and labels them as Private if Vi ε Y and Public if Vi ε X.

Algorithm 5.5.1: RELEASING PARTIAL EDGE SET(V,E)

for all nodes Viε V{
Label Vi as Private if ViεYi.

Label Vi as Public if ViεXi.

for all edges Eiε E formed by the nodes Vi and Vj make a labeled edge set Elab
Label Ei as Private-Public if Vi is Private and Vj is Public

Label Ei as Private-Private if Vi is Private and Vj is Private

Label Ei as Public-Private if Vi is Public and Vj is Private

Label Ei as Public-Public if Vi is Public and Vj is Public

for all edges in Elab(i)ε Elab
Do not include the edge in Efinal if Ei is labeled as Private-Public

Include the edge in Efinal if Ei is labeled as Private-Private

Do not include the edge in Efinal if Ei is labeled as Public-Private

Include the edge in Efinal if Ei is labeled as Public-Public

Release Efinal
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The algorithm takes the edge set E and analyzes the nodes Vi and Vj that forms an edge

Eij . Depending upon the visibility of the nodes the edges are labeled as Private-Private,

Private-Public, Public-Private and Public-Public. This produces a new labeled edge set

that we define as Elab. To get to the final edge list we will remove all the edges labeled

as Private-Public and Public-Private and keep rest of the edges intact. The algorithm will

output Efinal which is the final edge list that should be released.

No extra information could be inferred from the structure of the graph which was earlier

not evident when only the data sets were being released. This could be properly explained

using the equation 5.5.1.

IDS − ID ≈ 0 (5.5.1)

In equation 5.5.1, IDS is the information known if the data and the structure both are re-

leased and ID is the information known if only the data is released. This essentially means

that the difference of the two should be approximately equal to zero i.e. the data holders

can release more data having less privacy loss and more utility gain.

5.6 Results obtained for the Partial Edge Set Algorithm

We experimented the proposed solution on four categories of network data sets namely

CoRA, IMDb, Industry and WebKB [126] and also verified the proposed solution on the

data sets extracted from 15000 Facebook profiles. For implementation we used NetKit-SRL

[126] which is an open source statistical relation learning toolkit. We will give a detailed

explanation on the results obtained from the CoRA data sets.

The CoRA dataset comprises research papers from the field of Computer Science and in-

cludes the full citation graph as well as labels for the topic of each paper. There are seven

labels namely Case Based, Genetic Algorithm, Probabilistic Methods, Neural Networks,
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Reinforcement Learning, Rule Learning and Theory. Table 5.1 refers to some of the im-

portant statistics of the CoRA data set. After applying the network classification algorithm

Table 5.1: Statistics for the CoRA data set

Description Count
Total No of Nodes 4240
Total No of Edges 22514

Total No of Private Nodes 848
Total No of Public Nodes 3392

Total No of Private Private Links 840
Total No of Public Public Links 14596
Total No of Private Public Links 3539
Total No of Public Private Links 3539

on this data set the accuracy for the same was recorded. We used the Receiver Operating

Characteristics (ROC) curve which is an important visual tool to compare the accuracy

of the classification model. For a given model an ROC curve shows a trade-off between

the true positive rate (TPR) and the false positive rate (FPR). For a two class problem it

helps to visualize the trade-off between the rate at which the model correctly classifies the

positive cases versus the rate at which it misclassifies the negative cases as positive. For

the CoRA data sets we had seven labels hence, had seven ROC curves, each for one of the

seven labels respectively.

The network classification algorithm uses a local classifier, a relational classifier and an

inference algorithm. A lot of combinations are possible with different choices of local

classifiers, relational classifiers and inference algorithm. Out of all those, we experimented

with three such combinations, one with each of the inference algorithms discussed above.

Table 5.2 lists all the three combinations that were used for classifying the hidden labels.

All the three combinations for each of the four data sets were experimented. For demon-



99

Table 5.2: The three combinations of local, relational and inference classifiers

Configuration No. Local Classifier Relational Classifier Inference Algorithm
Configuration 1 Class Prior wvRN classifier Iterative Classification
Configuration 2 Class Prior wvRN classifier Relaxation Labelling
Configuration 3 Class Prior wvRN classifier Gibbs Sampling

stration we will discuss the results obtained for the second configuration which used the

class prior algorithm as the local classifier, wvRN algorithm as the relational classifier

and relaxation labelling as the Inference algorithm. Figure 5.3 shows an ROC curve for the

label “Case Based”. The curve clearly indicates that the accuracy with which the adversary

Figure 5.3: An ROC curve for the Case Based label of the CoRA data set

would classify the hidden labels decreases when the edges modified by the partial edge set

algorithm is being released. Here the red line represents the accuracy of the network clas-

sification algorithms when all the edges are shared and the blue line indicates the accuracy

of the algorithm using the partial edge set algorithm.

The area under curve for the modified structure is reduced to 53.3% in comparison to 96%

which was observed for the original graph. Similarly, Figure 5.4 shows the ROC curves
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Figure 5.4: ROC curves for different labels of the CoRA data set

that we have obtained for the other six labels as well. Table 5.3 compares the performance

of the same network classification algorithm on the original as well as the modified graph.

We considered some of the performance metrics like accuracy, precision, recall, false pos-

itive rate, true negative rate, false negative rate, F measure and kappa. After applying the

algorithm; accuracy, precision, recall, true negative rate and kappa showed a decrease in

the value whereas the false positive rate, false negative rate, F measure and misclassifica-

tion rate showed an increase. Thus, the partial edge set algorithm was able to reduce the

accuracy of the classifier greatly.
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Table 5.3: Values of different performance metrics for the CoRA data set

Measure Publishing All Edges Publishing Partial Edge Set
ACCURACY 90.21% 68.98%
PRECISION 53.90% 12.10%

RECALL 80.85% 28.72%
FALSE POSITIVE RATE 8.62% 26%
TRUE NEGATIVE RATE 91.37% 74%
FALSE NEGATIVE RATE 19.14% 71.27%

F MEASURE .6468 .1702
KAPPA .593 .017

MISCLASSIFICATION RATE 9.78% 31.07%

5.6.1 Results on Facebook Data Sets

We extracted the Facebook data sets for 15000 user profiles and segregated the data into

sensitive and non-sensitive data. We modeled the data set to predict the sensitive data

of the users. We experimented the algorithm on predicting the relationship status, users’

age group and users’ political views. Table 5.4 lists down the comparison between the

metrics where the relationship status was considered as sensitive. The possible labels of

the relationship status were Single, Married, Engaged, In a Relationship and Divorced.

Table 5.4: Values of different performance metrics for the Facebook data

Measure Publishing All Edges Publishing Partial Edge Set
ACCURACY 72.667% 54%
PRECISION 61.176% 43.077%

RECALL 86.667% 46.667%
FALSE POSITIVE RATE 36.66% 41.11%
TRUE NEGATIVE RATE 63.33% 58.88%
FALSE NEGATIVE RATE 13.33% 53.33%

F MEASURE .71 .448
KAPPA .468 .055

MISCLASSIFICATION RATE 27.33% 31.07%

Overall Deduction: The use of partial edge set algorithm could reduce the classifica-

tion accuracy and increase the misclassification rate significantly.
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In the next section we will measure the utility of the published graph to ensure that the

proposed algorithm does not only preserve the privacy but also ensures utility for the re-

leased data sets.

5.7 Measuring Utility of the Published Graph

Graph perturbation for anonymization would result in the loss of utility but would also

ensure a better protection for the individuals’ privacy. A proper balance between privacy

and utility is needed for a good practice of privacy preserving data publishing. Releasing

a heavily perturbed graph would bring down the utility and ensure greater privacy to users.

Abstaining data from sharing to the third party would be an ideal and unrealistic privacy

protection strategy as it would ensure a 100% privacy protection but would have 0% utility

gain. Contrary to this approach in order to achieve maximum utility for the data sets the

data owners could release the entire graph structure which would result in a 100% utility

gain and will have a 0% privacy protection for the data set. Therefore, we need to have an

algorithm using which a trade-off between privacy and utility could be maintained and the

entire purpose of publishing the data to the third party could be served.

For measuring utility we considered some important metrics such as average path length,

clustering coefficient, transitivity, modularity, graph density and reciprocity. By removing

the edges connecting the Private-Public associations for a sensitive attribute, we modify

the structure of the actual graph. The more similar the modified graph is with the actual

graph the more utility it is bound to have.

Table 5.5 compares the value of different metrics for the graph before and after pertur-

bation along with the percentage of the graph perturbed. Figure 5.5 shows the comparison

of different metrics for the actual and the modified graph.
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Table 5.5: Values of different performance metrics for measuring utility for the CoRA
data set

Measure Modified Graph Original Graph % of perturbation
AVERAGE PATH LENGTH 2.3722 2.3214 2.189%

CLUSTERING COEFFICIENT .30393 .30398 1.57%
TRANSITIVITY .30393 .30398 1.57%
MODULARITY .31433 .29786 5.529%

GRAPH DENSITY .01873 .02717 31.059%
RECIPROCITY .090671 .089664 1.122%

Figure 5.5: Comparison of different performance metrics for measuring utility for the CoRA data
set

Observation: We observed that there was a small difference between the structural

metrics of the data sets before and after perturbation. The minimum perturbation obtained

in the CoRA data set was observed to be 1.57% and the maximum was 31.059%.

Different edge anonymization algorithms follow different perturbation mechanisms hence,

it becomes a tough task for the data holders to decide the optimal edge anonymization al-

gorithm that could ensure them the highest privacy protection and maximum utility gain. In

the next section we will explore the issue of finding an optimal trade-off between privacy
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and utility for the released data sets. We draw motivation from the Modern portfolio the-

ory [127] which is used in finance to maximize the expected return for a given amount of

risk. It emphasizes on the mathematical formulation where while selecting the collection

of investment assets the one with the lower risk is preferred. We draw similarity between

privacy and portfolio theory to obtain optimal trade-off between privacy and utility. We

map risk with privacy and return with utility to calculate the trade-off for various edge

anonymization algorithms.

5.8 The Modern Portfolio Theory

In order to determine the trade-off between privacy and utility we draw concepts from

Modern Portfolio Theory. Portfolio theory [128] is mainly about maximizing the return

while minimizing the risk. A portfolio is essentially a combination of different assets.

Figure 5.6 shows the mean-variance plot which demonstrates this concept. The vertical

axis represents the expected rate of return and the horizontal axis signifies the investor’s

risk tolerance. According to the mean-variance model the agents base their investments

mainly on the expected return and variance of the portfolio. Every investor would decide to

choose a portfolio that offers higher returns and lesser risks. This could be depicted using

the mean return of every asset against their standard deviation. A feasible set of portfolios

out of all the given portfolios exist on the efficient frontier where it is possible to obtain

a very low standard deviation for a given value of mean or a very high mean for a given

value of standard deviation. Figure 5.6 represents the plot depicting the concept of efficient

frontier. Here, out of all the points the green points are the points that represent an efficient

frontier.

A combination of assets which form a portfolio is referred as “efficient” if it can give

the best return for a certain level of risk. All the optimum portfolios should lie on the curve.

Any portfolio that lies under the region represents a less than ideal investment. The reason
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Figure 5.6: The mean variance plot between the risk and return

is specified in Figure 5.7. Consider the assets A, B and C. For a given value of return we

Figure 5.7: The mean variance plot depicting the selection of assets

can decide to choose between the assets A and C. Asset A will give us the same return but

with a higher risk than asset C. Hence, asset C is an efficient selection. For a given value

of risk we can decide to choose between the assets A and B. Here asset B will give a higher

return than asset A for a fixed value of risk. Hence, asset B will be an efficient selection.

For our work we map utility with the rate of return and privacy with the risk tolerance.
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Each mechanism perturbs the data set D and changes it to the new data set DA. This

data set DA will have a utility u and privacy p. Given different mechanisms and their

respective p and u values the data holders should be able to select the mechanism which

would ensure maximum utility and minimum privacy loss helping them to decide on the

trade-off between privacy and utility. In the next subsection we will be discussing some

edge anonymization algorithms [129] as our further analysis would be based on them.

5.8.1 Edge Anonymization Algorithms

Our main focus is to select the best edge anonymization algorithm for the OSN graph which

could provide maximum utility and minimum privacy loss. For our work we will consider

the following four edge anonymization algorithms as described by Zhelva et al. [129].

• Intact Edge Algorithm

• Partial Edge Removal Algorithm

• Cluster Edge Anonymization Algorithm

• Removed Edges Algorithm

Intact edges: It is the basic edge removal algorithm. The input to the algorithm is the list of

edges (E), list of sensitive edgesES and the percentage of the sensitive edges to be removed

(Per). An edge is randomly picked from the list of sensitive edges ES and is removed from

the list of Efinal which is the final list of edges to be released. This is repeated EdgeRe-

moved number of times where EdgeRemoved is the percentage of the edges to be removed.
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Algorithm 5.8.1: INTACT EDGE ALGORITHM(E,ES, P er)

EdgeRemoved = Per * count(ES)

for edgecount = 1 to EdgeRemoved{
Pick an edge Eijε ES randomly

Efinal = E − Eij
Efinal is released

Partial Edge Removal: In this type of anonymization algorithm the input to the algorithm

is the list of edges (E), list of parameters List(Par) and the percentage of sensitive edges

to be removed (Per). There could be different criteria to remove the partial edges from

the edge set E. This criteria varies from one algorithm to the other. It could be remov-

ing the Public-Private associations as described earlier in the chapter, removing the edges

connecting the high degree nodes, high betweenness, high centrality etc. Hence, only that

percentage of the list of edges E are removed which fulfill the specified criteria. This is

basically repeated EdgeRemoved number of times where EdgeRemoved is the percentage

of the edges to be removed.

Algorithm 5.8.2: PARTIAL EDGE REMOVAL ALGORITHM(E,List(Par), P er)

Label edges as sensitive i.e. ES
that satisfies List(Par)

EdgeRemoved = Per * count(ES)

for edgecount = 1 to EdgeRemoved
for each edge Eijε E

if Eij fulfills the specified criteria

Efinal = E − Eij
Efinal is released
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Cluster Edge Anonymization: In this approach at first the anonymized nodes form differ-

ent clusters using any standard clustering algorithm. The number of clusters is VC which

is an input to the algorithm. Each edge Eij from the edge set E is taken and the vertices V1

and V2 forming the edge Eij are identified. If the vertices belong to different clusters C1

and C2 then an edge is formed between the clusters.

Algorithm 5.8.3: CLUSTER EDGE ANONYMIZATION(VA, VC , E)

Apply clustering algorithm to form VC number of clusters

for each edge Eijε E and between the vertices Vi and Vj{
Locate the respective clusters C1 and C2 for vertices Vi and Vj
If C1 and C2ε different clusters then add the edge Eij between C1 and C2

Release the final graph Efinal

Removed edges: This type of edge removal algorithm intends to randomly remove the

edges from the graph. The percentage of the edges that have to be removed goes as an in-

put and the edges are removed accordingly. Unlike the intact edges algorithm the removed

edges algorithm removes both the sensitive and the non-sensitive edges randomly from the

graph.

Algorithm 5.8.4: REMOVED EDGES ALGORITHM (E,Per)

EdgeRemoved = Per * count(E)

for edgecount = 1 to EdgeRemoved{
for each edge Eijε E picked randomly

Efinal = E − Eij
Release Efinal
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5.8.2 Measuring Privacy and Utility

The lesser the accuracy with which the attacker would be able to infer the private attributes

the higher would be the privacy of the data set against inference. We quantify how privacy

preserving a data set is, using Equation 5.8.1.

Privacy = (1 - AC) (5.8.1)

Here AC is the accuracy of inference with which the attacker could correctly infer the hid-

den or sensitive attribute. If the accuracy of inference is 0% then the data set is completely

privacy preserving against the inference attacks and if the data set has an accuracy of 100%

then the privacy preservation factor is absolutely nil.

We measure utility by comparing the structure of the anonymized graph with the actual

graph. The more the anonymized graph is similar to the actual graph the lesser perturba-

tions and modifications it has gone through. In order to measure utility we calculate the

structural similarity between the actual and the perturbed graph. The structural similarity

can be measured by comparing the neighborhoods of all nodes for the two graphs to be

compared. Let G1 = (V, E1) and G2 = (V, E2) be the two graphs having a common set

of vertices and different edge sets E1 and E2. Then the similarity of G1 an G2 can be

calculated by summing the similarity of each neighborhood as follows:

Utility = Similarity(G1, G2) =
1

|V |
∑
vεV

|NG1

⋂
NG2|

|NG1

⋃
NG2|

(5.8.2)

In Equation 5.8.2 utility is measured by analyzing the similarity between the neighborhoods

of each node of the two graphs G1 and G2 where G1 is the actual graph G2 is the perturbed

graph. NG1 and NG2 are the neighborhoods of the graphs G1 and G2 respectively. The

value of utility will vary between 0 and 1, where 1 denotes structural identity i.e. the

highest utility and 0 denotes a completely different structure i.e. the lowest utility. In

the next section we will be discussing the proposed trade-off algorithm using which the
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data holders would be able to decide on an appropriate mechanism that could guarantee

maximum utility with minimum privacy loss.

5.9 The Proposed Utility Privacy Trade-off Algorithm

We will now discuss the complete algorithm used in the proposed solution.

Algorithm 5.9.1: TRADE-OFF ALGORITHM(V,E,NM,EM,C, TList, UReq)

for all nodes Viε V

Anonymize each node using the node anonymization mechanism NM

for each EMiε EM

for each threshold TListiε TList

Anonymize edges using the edge anonymization mechanism EMi and threshold TListi
Using the collective classification algorithm C, calculate the accuracy of inference

Privacy = 1 - Accuracy

NG1 = Neighborhood of all the vertices in graph G1

NG2 = neighborhood of all the vertices in graph G2

Find out the similarity between the two graphs G1 and G2

Utility = Similarity (G1, G2)

Plot the utility, privacy pair on the graph

Determine the points on the efficient frontier

Output the best privacy preserving EM for a given value of UReq

In the proposed Algorithm 5.9.1 V and E are the set of nodes and edges in the actual graph.

VA and EA are the set of nodes and the set of edges in the anonymized graph. NM and EM

are the mechanisms using which the nodes and edges in the actual graph are anonymized

respectively. C is any collective classification algorithm and TList is the list of thresholds.

At first all the nodes are anonymized using any standard node anonymization algorithm
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say NM. For every edge anonymization algorithm and a specific threshold value from the

list of TList the edge set E is modified using an edge anonymization algorithm EM. Using

the collective classification algorithm C the accuracy with which an attacker could infer

the sensitive attributes is calculated. From equation 5.8.1 privacy against an inference al-

gorithm could be calculated. Utility for the same modified graph can be calculated by

measuring the similarity between the two graphs. This is obtained by comparing the neigh-

borhoods of every vertex of the graph G1 with the corresponding vertex in the graph G2.

For every edge anonymization algorithm EM and each value of threshold TList we obtain a

pair of utility-privacy values. These values are plotted and for a given value of utility UReq

the algorithm uses the concept of efficient frontier and returns the best edge anonymization

algorithm that gives the maximum privacy protection.

5.10 Results for the Utility Privacy Trade-off Algorithm

Table 5.6 represents the utility privacy value pairs. Here {U1, P1}, {U2, P2}, {U3, P3},

{U4, P4}, {U5, P5} are the utility and privacy values when 10%, 30%, 50%, 70% and 90%

of all the edges belonging to the edge set were being modified respectively. We have

experimented the trade-off algorithm on the CoRA data set which we have used earlier

for implementation of the partial edge set removal algorithm. We divided the range of

threshold i.e. (0 - 100)% into 5 intervals of 10%, 30%, 50%, 70% and 90% respectively.

The data sets were perturbed using all the four edge anonymization algorithms discussed

above. After plotting these utility-privacy value pairs on the graph we obtain four curves for

Table 5.6: Utility and privacy value pair for different edge anonymization algorithms at
different thresholds

Algorithm U1 P1 U2 P2 U3 P3 U4 P4 U5 P5

Intact Edge .73 .1949 .59 .2023 .43 .2771 .35 .2824 .25 .2995
Partial Edge Set .75 .2121 .68 .2689 .52 .2923 .33 .3385 .25 .4102

Cluster Edge Anonymization .55 .1413 .42 .1778 .37 .2929 .32 .3723 .21 .4344
Removed Edges .85 .1015 .64 .1321 .35 .2774 .28 .3491 14. .4005
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each edge anonymization algorithm respectively. In Figure 5.8 we show the plot between

the values of utility and privacy.

Figure 5.8: The utility privacy trade-off curve for fixed utility

We plot the utility on the x axis and privacy on the y axis to make a privacy-utility trade-

off graph. Each graph will have curves equal to the number of anonymization mechanisms

that have been followed in the experiment. The circles indicate the point on the efficient

frontier. These points have the maximum privacy that one could get for a particular fixed

value of utility. For example for a utility value of 0.4 the maximum privacy could be

achieved using the partial edge set algorithm whereas other algorithms like the intact edge,

cluster edge anonymization and removed edge algorithm would under-perform.

5.10.1 Results on the Facebook Dataset

We extracted Facebook data sets for 15000 user profiles. The results are shown in Figure

5.9. We anonymized the edges of the graph using the four algorithms mentioned above. Our

aim was to model the data set to predict the relationship status and the users’ year of birth.

Using network classification we modeled our data set and applied the edge anonymizations

as mentioned above and predicted the relationship status and the year of birth from the
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Figure 5.9: The utility privacy trade-off curve for the Facebook dataset

perturbed graphs. In Figure 5.9 we show the results obtained for the relationship status.

Therefore, before the data holder releases the data set using various anonymization algo-

rithms they should decide on the scheme which would give them the maximum utility for

a given value of privacy or maximum privacy for a given value of utility. Overall, on an

average the performance of the partial edge set anonymization algorithm is better than the

other three algorithms in place.

5.11 Summary

In this chapter, we proposed a solution to prevent the released OSN sensitive attributes

against the inference attacks. We labeled the original graph and constructed a new labeled

graph where every edge had a label. These labels showed the association between the nodes

which could either be private or public. Our algorithm changes the labeled graph to the final

graph that should be released to the third party by partially removing certain set of edges

from the original graph. The edges removed were the ones that showed the relationship

between a private and a public node. We proved that this algorithm ensures the decrease

in the accuracy with which the adversary would label the unknown nodes. We have also
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measured the utility loss which comes by perturbing the original graph by considering

different structural metrics. The major challenge for the data holders is to follow such an

anonymization algorithm that could guarantee them minimum privacy loss and maximum

utility. We had also worked out and solved the problem of deciding the trade-off between

privacy and utility in an OSN graph using the concept of portfolio theory. The approaches

discussed above would help the data providers decide the best edge anonymization scheme

which could provide the maximum utility and minimum privacy loss and would help the

users keep their trust intact with the data holders. The implementation of partial edge

set algorithm and utility-privacy trade-off algorithm is published in [Pub2] and [Pub10]

respectively.
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Chapter 6

Conclusions and Future Scope

In this research work we have analyzed data privacy in OSN from the perspectives of the

user, their online connections and the service providers. We have identified the loopholes

in the existing privacy solutions specific to the areas of measuring the OSN users’ data

privacy, enabling selective sharing of sensitive OSN data and protecting sensitive OSN data

from inference attacks. To overcome the identified research gaps, we proposed a OSN data

privacy solution which comprises effective privacy preserving frameworks and efficient

privacy enhancing algorithms. Using this solution, we can reduce the chances of OSN data

breach to a great extent. We summarize the important deductions drawn from our work in

the next section.

6.1 Summary of Deductions

Privacy is an abstract term hence, measuring users’ data privacy in Online Social Networks

was identified as a challenge. Privacy Quotient (PQ) which is a score given to the users’

on the basis of their sharing behavior was used to measure data privacy in OSNs. At first

we carried out an extensive survey with a total of 600 respondents and used the CTT model

to evaluate PQ for each subject. We also used the IRT model to implement a framework

to measure the privacy strength of the users’ profile for static profile items. We proposed
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and built a privacy settings recommender system which would compare the users privacy

quotient with their connections and also would recommend appropriate privacy settings for

the dynamic profile items.

Users’ data privacy also depends on their connections and the connections’ privacy quo-

tient hence, mechanisms for enabling selective sharing of the sensitive data were explored.

We proved that the privacy of a node not only depends on its sharing behavior but also

on its topology in the network. A relationship between centrality and private information

spread was drawn and it was observed that the nodes having low privacy quotient, high

betweenness and high closeness centrality cause the maximum private information spread

in the network. An information sharing algorithm was proposed which could prevent sen-

sitive information from passing through nodes which have a high probability of spreading

information. The association between privacy and trust was closely studied and a trust en-

hancing model was proposed to refine the existing trusted community of strong ties after

considering their online sharing behaviour.

Data privacy from the perspective of inference attacks was studied thoroughly and a par-

tial edge set anonymization algorithm was proposed that could reduce the accuracy with

which the attackers could infer the sensitive attributes. Data perturbation results in the loss

of utility. Hence, we measured the utility loss in the released dataset considering differ-

ent structural metrics. We proposed a utility privacy trade-off algorithm for the data sets

anonymized using the edge anonymization algorithms. We used portfolio theory and the

concept of efficient frontier to determine an appropriate trade-off such that the released

datasets would have maximum utility and minimum privacy loss.
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6.2 Future Scope of the Work

With this work we hope to motivate advanced research in the field of data privacy specif-

ically in the area of measuring user privacy, enabling selective sharing of sensitive data

and protecting sensitive data from inference attacks in OSNs. In future we would like to

resolve the issue of detecting privacy leaks in the unstructured data as it is usually sparse,

computationally hard and more vulnerable to attacks. As an extension to our work the pro-

posed recommender system could be made more robust where it can filter out the sensitive

contents like users’ personal photos and videos from the general content before computing

the privacy quotient. Privacy and network topology studies are in the nascent stage and a

lot could be explored on similar lines. The graph structural property like assortativity and

conductance could be explored in detail. In our work, we have explored the problem of

measuring direct trust for privacy whereas the effect of indirect and bootstrap trust on pri-

vacy could also be explored. In the area of preventing sensitive data from inference attacks

we would like to address the issue where more than one attributes could be considered

sensitive. Preserving privacy in OSN is an important issue. With our work, we envision

a number of privacy preserving applications which could be built using the proposed al-

gorithms to make Online Social Networks a better platform for sharing and exchanging

information.
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Glossary of terms used in the thesis

Classical Test Theory (CTT). Classical test theory is a part of related psychometric the-
ory that predicts outcomes of psychological testing such as the difficulty of items or
the ability of test-takers.

Cronbach’s alpha. Cronbach’s alpha is used as a lower bound estimate of the reliability
of a psychometric test.

Diary Study. In Human-Computer Interaction, a diary study is a qualitative technique for
collecting data on what users have done or experienced.

Dyadic Predictions. In dyadic prediction, the training set consists of pairs of objects called
dyads, with associated labels. The task is to predict labels for unobserved dyads that
do not appear in the training set.

F Measure. The traditional F-measure or balanced F-score is the harmonic mean of preci-
sion and recall.

Facebook. It is a popular free social networking website that allows registered users to cre-
ate profiles, upload photos and video, send messages and keep in touch with friends,
family and colleagues.

False Positive (FP). It measures the proportion of negatives that are wrongly identified as
positives.

Inference Attacks. An Inference Attack is a data mining technique performed by analyz-
ing data in order to illegitimately gain knowledge about a subject or database.

Interdependent Privacy. Privacy concerns arise along with data sharing. In such an inter-
twined setting, the privacy of individual users is bound to be affected by the decisions
of others, and could be out of their own control. This gives rise to the phenomenon
which we term as interdependent privacy.

Item Response Theory (IRT). In psychometrics, item response theory (IRT) also known
as latent trait theory, strong true score theory, or modern mental test theory, is a
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paradigm for the design, analysis, and scoring of tests, questionnaires, and similar
instruments measuring abilities, attitudes, or other variables.

Kappa. Cohen’s kappa is a measure of the agreement between two raters who determine
which category a finite number of subjects belong to whereby agreement due to
chance is factored out.

MySpace. It is an online social network. MySpace caters to artists and bands, who enjoy
the flexibility of creating an individual look for their page. MySpace allows users to
friend each other and create groups.

Online Social Networks. An online community of people who are socializing with each
other via a particular web site. It helps to connect socially or professionally with
other people.

Personal Identifying Information (PII). Personally identifiable information (PII) is any
data that could potentially identify a specific individual.

Preferential Attachment It is a process in which units of objects are distributed amongst
individuals according to the units they already have.

Privacy Preserving Data Publishing (PPDP). Privacy-preserving data publishing (PPDP)
provides methods and tools for publishing useful information while preserving data
privacy.

Privacy Quotient (PQ). It is the score given to the OSN user by analyzing their sharing
behaviors. It is the potential risk that is caused by the users participation in the
network.

Privacy Settings. Privacy settings are controls available on many social networking and
other web-sites that allow users to limit who can access their profile and what infor-
mation visitors can see.

Profiles. Profiles are the information that you provide about yourself when signing up for
a social networking site.

Psychometrics. Psychometrics is a field of study concerned with the theory and technique
of psychological measurement.
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Recommender System. An information filtering technology, commonly used on e-commerce
web sites that uses a collaborative filtering to present information on items and prod-
ucts that are likely to be of interest to the reader.

Social Capital. Social capital is a concept used in business, non profits and other arenas
that refers to the good will and positive reputation that flows to a person through his
or her relationships with others in social networks.

Social Media. Social media refers to works of user-created video, audio, text or multime-
dia that are published and shared in a social environment, such as a blog, podcast,
forum, wiki or video hosting site. More broadly, social media refers to any online
technology that lets people publish, converse and share content online.

Social Security Number (SSN). In the United States, a Social Security number is a nine-
digit number issued to U.S. citizens, permanent residents and temporary (working)
residents.

Social Spam. Social spam is an unwanted spam content appearing on social networks and
any website with user-generated content (comments, chat, etc.). It can be manifested
in many ways, including bulk messages, profanity, insults, hate speech, malicious
links, fraudulent reviews, fake friends, and personally identifiable information.

Tags. Keywords that describe the content of a web site, bookmark, photo or blog post.
Multiple tags can be assigned to the same online resource.

Taxonomy. Taxonomy is an organised way of classifying content, as in a library.

True Positive (TP). It measures the proportion of positives that are correctly identified.

Trust. Trust is defined as a measure of confidence that an entity or entities will behave in
an expected way despite the lack of ability to monitor or control the environment in
which it operates.
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Acronyms

AIC: Akaike Information Criterion

BIC: Bayesian Information Criterion

cdRN: Class Distribution Relational Neighbour

CTT: Classical Test Theory

FPR: False Positive Rate

ICM: Independent Cascade Model

IRT: Item Response Theory

ICA: Iterative Classification Algorithm

nLB: Network only Link Based

OSN: Online Social Network

PII: Personal Identifying Information

PPDP: Privacy Preserving Data Publishing

PQ: Privacy Quotient

ROC: Receiver Operating Characteristics

SSN: Social Security Number

SCC: Strongly Connected Components

TPR: True Positive Rate

WCC: Weakly Connected Components

wvRN: Weighted Vote relational Neighbour



137

Biography: Agrima Srivastava

Agrima Srivastava completed her B.Tech in Computer Science and Engineering (CSE)
from Banasthali University, Jaipur (Rajasthan, India) in 2011. After completing B.Tech
she has worked as an Assistant Systems Engineer at Tata Consultancy Services (TCS),
Gandinagar. She enrolled for Ph.D. at the Department of Computer Science and Informa-
tion Systems of BITS Pilani, Hyderabad Campus in the year 2012. Her research interests
are algorithms for preserving user privacy in online social networks, misinformation de-
tection in online social networks, computational social science, data analysis and machine
learning. She is passionate about studying social networks and applying data analysis and
statistical techniques for understanding and evaluating human behavior.



138

Biography: Dr. G. Geethakumari

Dr. G Geethakumari is Asst.Professor, Dept. of Computer Science and Information Sys-
tems at BITS Pilani, Hyderabad Campus. Before joining BITS, she worked as a faculty in
the CSE Dept. at the National Institute of Technology, Warangal. Dr Geetha received her
Ph.D. from University of Hyderabad. Her Ph.D. thesis was titled ‘Grid Computing Security
through Access Control Modelling’. She has many international publications to her credit.
Her areas of research interests include: Information security, cloud computing and secu-
rity, cloud forensics, enterprise security challenges and data analysis, cloud authentication
techniques, cyber security, semantic attacks and privacy in online social networks. She has
been the Faculty Advisor for Computer Science Association during 2008-2011. Presently
she is the IEEE Student Branch Counselor, BITS-Pilani, Hyderabad Campus. She is also
the Coordinator for the Linux User Group, BITS Pilani, Hyderabad Campus. Dr. Geetha
is a Member, IEEE as well as Member, IEEE Computer Society. She is also a Profes-
sional Member, ACM. Dr. Geetha was the Publicity Co-Chair for the IEEE Prime Asia
Conference hosted by BITS Pilani, Hyderabad Campus during December 5-7, 2012.

Dr. Geetha was the Publicity Co-Chair for the IEEE Prime Asia Conference hosted by
BITS Pilani, Hyderabad Campus during December 5-7, 2012. She was the Organizing
Committee Member for the Workshop on Advances in Image Processing and Applications
held in BITS Pilani, Hyderabad Campus during October 26 - 27, 2013. She was part of the
Organizing Committee for the National Seminar on Indian Space Technology - Present and
Future (NSIST-2014) held at BITS Pilani Hyderabad Campus on 1st May, 2014. She has
given many guest lectures on topics in emerging areas such as cyber security, cloud com-
puting and cloud security. She has been a member of the Technical Program Committees
of various IEEE International Conferences. An extract from the paper ‘A taxonomy for
modelling and analysis of diffusion of (mis)information in social networks’, co-authored
by Dr. Geetha and published in the International Journal of Communication Networks and
Distributed Systems, Vol. 13, No. 2, 2014, pp.119-143, by Inderscience Publishers, was
selected for a press release on ‘Semantic attacks in online social media’.


