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ABSTRACT 

Wireless Sensor Networks (WSNs) play a significant role in applications like- 

disaster management and human relief, habitat monitoring, studying the weather 

and eco systems etc. Since the location of deployment of these WSNs is remote 

in most of the cases, the source of energy is restricted to batteries. Usually, 

WSNs form either a tree or a graph structure for routing queries and their results. 

For a tree-based routing structure, Base-Station (a node which has abundant 

computational, memory, and energy resources) becomes the root node. The 

applications and end users submit their queries at base-stations. In pull-based 

data acquisition model, the base-stations adopt appropriate strategies to route 

these queries to concerned nodes in the network for execution. Nodes execute the 

queries and send the result back to the base-station. The base-stations compile 

the final results and send it to the users whereas in push-based data acquisition 

model, the sensor nodes continuously keep sending the sensed data to the BS. As 

the energy resources available in the network are limited, all routing and data 

processing techniques adopted need to be energy efficient to make the network 

functioning effective and long lasting.  

A significant amount of work has been done by researchers in the past to achieve 

energy efficiency in WSNs. Effective routing tree construction and maintenance 

schemes have been proposed to construct load balanced routing trees, and 

facilitate recovery in case of node failures. Next, to reduce the volume of data 

under transmission, a good number of data compression schemes have been 

proposed. This would reduce the energy consumption during the data 

transmissions. Similarly, techniques have been proposed to process the queries in 

more efficient way by exploiting containment relationship. The primary 

objective of all the available schemes is to conserve the energy which leads to 

prolong lifetime of the network. But, we observe certain drawbacks in the 

existing schemes. The drawback in the existing tree construction and 

maintenance schemes is that the load distribution among the nodes is not 



reasonable and effective. Same is the case with re-organization of the routing tree 

while recovering from a node failure. Next, when we look at the existing lossy 

data compression schemes applied to data sets with considerable amount of 

correlation, they are not so effective in terms of achieving higher precision with 

minimal loss. We also observe that the existing query processing schemes that 

exploit containment relationship among the queries do not take the conditions set 

on time, in the WHERE clause. These factors motivated us to carry out our 

research in the direction of achieving better energy efficiency in the network 

during data routing, transmission, and query processing activities. 

In this thesis, we propose Workload-Aware Tree Construction (WATC) 

algorithm for balancing the load among the nodes in the tree. We propose a 

novel Workload-Aware Path Repairing (WAPR) scheme to recover from node 

failures in the routing tree in a more efficient way. We also propose a novel Dual 

Tree Data Routing (DTDR) scheme to optimize the power utilization in WSNs. 

According to this, two data routing trees are constructed for a WSN, where each 

tree is built using our novel WATC algorithm, for balancing the load among the 

nodes in the tree. The network switches between these two trees at specified 

intervals for its operations. This facilitates uniform distribution of load across the 

nodes, leading to longer network life. All the above proposals are meant for 

push-based data acquisition in WSNs. 

We propose a novel lossy data compression scheme, Induced Redundancy based 

Lossy Data Compression Algorithm, (IR-LDCA) which is best suited for WSNs 

that sense data with higher correlation. Our algorithm induces certain amount of 

redundancy into the data set to achieve more effective data compression and also 

gives the user a flexibility to control the compression ratio and loss of data. This 

can significantly minimize the transmission costs w.r.t., energy in the network. 

In this thesis, we also propose a novel query processing scheme that exploits the 

cached results at the BS and the commonality among the queries that are to be 

executed in the network. This would significantly reduce the amount of energy 



consumed in transmitting data and processing queries at nodes. We have 

conducted a series of experiments to prove the effectiveness of our proposed 

schemes. 
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Chapter 1 

Introduction 

With the advent of automation in monitoring systems, the sensor devices are widely 

used. A sensor is a tiny electronic device with a sensing component, small 

microcontroller, energy source (usually battery), and a radio transceiver for wireless 

communication. In general, each sensor device is small, lightweight, and portable.  

In real-time, sensors are used to monitor physical parameters such as temperature, 

pressure, humidity, illumination intensity, sound intensity, vibration intensity, wind 

direction, speed, pollutant levels etc. They measure different parameters from the 

environment and transform them into electrical signals. The microcontroller is used 

for data processing activities while the radio transceiver performs communication 

operations. A wireless sensor device can communicate with other sensor devices 

within its transmission range. Therefore, many such wireless sensor devices 

collaborate to form a Wireless Sensor Network (WSN) [1-4], and each sensor device 

in such network is called as a sensor node. 

In the early days, the WSNs were designed for military applications [5-7] such as 

battlefield surveillance. Nowadays, the WSNs are widely used in many industrial, 

and scientific applications like- Waste Water Monitoring, Green House Monitoring, 

Air Pollution Monitoring, Machine Health Monitoring, Landslide Detection, and 

Forest Fire Detection etc. One of the primary advantages of using a WSN is its 

ability to operate unmanned in remote geographic locations, extreme weather 

conditions, hazardous work environment etc. The source of power for each sensor 

node to operate is driven from a self-equipped battery. Each sensor node expends 

energy in sensing, computing, and data transmission activities. Further, observations 

reveal the fact that the energy consumed in transmitting one bit of data is 

approximately equivalent to that of energy consumed for processing 1000 

instructions [8] in a sensor node. Hence, data transmission is the most energy 

demanding operation in a WSN. The battery power of each sensor node is limited 
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and cannot support WSN operations for longer duration. Hence, battery needs to be 

replaced when its power is exhausted. As applications of WSN can be found in hard-

to-reach geographical locations, it is extremely difficult or impossible to replace 

battery. To address this issue, it is highly desirable to utilize the power at each sensor 

node in a conservative manner.  

In this thesis, we propose novel approaches for energy efficient data routing, data 

compression, and query processing in WSNs. 

The objectives of this thesis are as follows. 

1. Review the state-of-the-art techniques for data routing, data compression, 

and query processing in Wireless Sensor Networks. 

2. Propose novel energy efficient data routing tree construction and 

maintenance schemes with emphasis on effective load balancing among the 

nodes, and recovery from node failures. 

3. Propose a novel data compression scheme to reduce the data transmission 

costs w.r.t., energy consumption. 

4. Introducing a novel query processing scheme to conserve the power in the 

network by exploiting result caching, and query containment. 

5. Validating the proposed schemes for their effectiveness. 

1.1 Data Routing, Data Compression and Query Processing in 

WSNs 

In a WSN, one of the nodes is designated as the Base-Station (BS). This BS node 

connects the WSN with the outside world. Further, a base-station is assumed to 

possess unlimited energy, memory, and processing power. Each sensor node is also 

equipped with limited computation, storage, and communication capabilities. The 
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sensor nodes sense data continuously and store in their built-in memory and/or 

transmit to the BS.  

In query-response model (pull-based data collection) [9], the queries submitted to the 

BS by end-users/applications may be either ad-hoc [10] or continuous [11]. In case 

of ad-hoc queries, it requires one time execution only. For example, ‘Give the 

maximum temperature today’, is an ad-hoc query. On the other hand continuous 

queries refer to such requests which require processing at some specified intervals of 

time or on some event. For instance, the query ‘Give the average temperature for the 

last 10 hours on daily basis’ is a continuous query. Hence, all the queries submitted 

by the external world first arrive at the BS. If these queries can be answered with the 

data available at the BS, the BS will send the results to the requester after processing 

the query. In case the data is not available at the BS, then they are routed to the 

concerned nodes in the network. After processing, nodes will send the results back to 

the BS from where the same is sent to the requester.  

If it is a push-based data acquisition model [9], the sensor nodes keep sending 

(pushing) the sensed readings for the specified phenomenon, to the BS continuously 

or at some specified intervals. This is not in response to any query.  

Usually, WSNs form either a tree [12, 13] or a graph [14-16] structure to formulate 

data routing paths. Here data could be of the following forms. If it is a query-

response model, the content of the query (sent from BS to node) or the results (sent 

from node to BS), could be the data encapsulated into network packets. If it is a 

push-based continuous data acquisition model, the series of sensed data readings sent 

by nodes to the BS form the data packets. In addition to the above, data could be in 

the form of control messages that are transmitted in the network for the purpose of 

maintenance or management of the sensor network.  

If a tree structure is formed for data transmission, the BS acts as the root node of the 

tree, and the data routing takes place along the routing paths. According to this, each 

node has a single routing path to the BS, which includes all its ancestors. If a graph 
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structure is formed, multiple paths can exist between any two nodes (including the 

BS) in the network.  

In general, sensor nodes are deployed densely in the area of interest for satisfactory 

coverage. In many applications this spatially dense deployment of sensor nodes 

capture highly correlated data [17, 18]. Some of the WSN applications such as 

environment monitoring systems [19-22] may require sensor nodes to continuously 

sense and transmit the sensed data in fixed time interval. Hence, the data in such 

applications mostly exhibit temporal correlation [23-25]. Temporal correlation refers 

to the relationship (in terms of proximity of the values) that exists between two 

consecutive data readings. If the above mentioned temporal correlation between the 

sensed data readings is exploited, the quantum of data to be transmitted can be 

reduced considerably. To achieve this, data compression schemes [26, 27] are 

applied at node level. 

We present the major issues and challenges in data routing, data compression, and 

query processing in WSNs in the next section.  

1.2 Major Issues and Challenges in Data Routing, Data 

Compression, and Query Processing in WSNs 

Many WSN applications [28-30] form tree topology for communication and as a 

result, each communication from the BS to a sensor node and vice-versa will follow 

a specified path. In Figure 1.1, a sample communication tree structure in a WSN is 

shown. The BS is always considered as the root node. Each node has a routing path 

to the BS, which includes all its ancestors. In the context of above tree topology for 

data routing, and push-based data acquisition scenario, where nodes continuously 

transmit the sensed readings to the BS, each node has to send its own sensed data, 

and forward the data of its children. Thus, the intermediate nodes are always taxed 

with extra burden. The extra burden taken by an intermediate node is directly 

proportional to the size of its sub-tree. Such intermediate nodes tend to expend more 
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energy and die early. Even in case of query-response model, the intermediate nodes 

are always taxed with extra burden of query dissemination and result transmission. 

In ad-hoc query processing, for a given query that involves certain nodes in the 

network, communication between BS and the nodes happens by following specific 

routing paths. All such routing paths, between a BS and nodes collectively form a 

Query Routing Tree (QRT) [31-33] for the respective ad-hoc query. Majority of the 

data acquisition approaches [34-39] proposed so far, adopt QRTs that provide 

routing paths for data transmission in the network.   

 

 

 

  

 

 

 

 

 

 

Figure 1.1 Tree topology for WSN 
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varying sizes, we found that this approach leads to energy wastage due to inefficient 

data routing in WSN.  

Next, when a node fails due to zero battery power or any other reason, its sub-tree 

loses connectivity with the BS. Hence, the sub-tree is totally cut-off from the 

network. As the time of failure of a node is not known in advance, no alternative 

arrangements could be made to handle this situation. Many applications come to a 

halt due to such node failures. The failure of an intermediate node results in 

disconnection of its entire sub-tree from the WSN. We call such portion as 

disconnected sub-tree and a sample is shown in Figure 1.2. As a result of this, the 

residual battery power of the entire sub-tree remains unutilized. This reduces the 

effectiveness of the WSN.  

 

Base-Station 

 

 

 

 

 

 

 

 

Figure. 1.2 Disconnection of a portion of the tree due to node failure. 
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correlated data. As the data transmission is a highly energy consuming task in WSN, 

we understand that there is a need for exploiting data correlation to achieve energy 

efficient transmission.  

1 2 X 

7 

  10 9 

8 5 4 

11 

13 

 

12 

Failed Node 

Disconnected  

Sub-tree 

6 



7 
 

Next, in query-response model, a set of ad-hoc queries submitted at BS are often 

found to be requesting the same results. Sometimes they may not be equal, but they 

exhibit certain overlap in their query results. Such relationship among queries is 

termed as query containment [41, 42]. The containment relationship [43] is said to 

be satisfied, iff two queries yield same or partially same query results. We strongly 

believe that this containment relationship among the queries can be exploited to 

minimize the volume of data transmitted, and to some extent the number of 

computations in the network. 

Our work addresses the above issues and challenges related to data routing, data 

compression and query processing in WSNs. In the following section we present a 

brief account of our contributions made in this Thesis. 

1.3 Our Contributions 

Now we present the contributions of this thesis. To achieve energy efficiency in 

WSN, we propose – (i) novel energy efficient data routing tree construction and 

maintenance schemes for push-based data acquisition model, (ii) a novel data 

compression scheme for energy efficient data transmission, and (iii) an efficient ad-

hoc query processing scheme that exploits cached data at BS, and query containment 

relationship among queries to minimize the number of query/result transmissions in 

the network. 

i). Novel Schemes for Energy Efficient Tree Construction and 

Maintenance  

When a tree topology is adopted for data transmission in push-based data 

acquisition scenario, the intermediate nodes always take additional load due to 

the responsibility of forwarding the data from its children, to the BS. Due to this 

reason, the intermediate nodes closer to the root (BS), and/or having 

considerably large number of descendants die sooner than the nodes which are 

relatively closer to the leaf level, and/or with lesser number of descendants. The 

failure of an intermediate node results in disconnection of its entire sub-tree from 
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the WSN, and the network loses services of the portion (sub-tree) of the network 

for which the failed node is the root. As a result of this, the residual battery 

power of the entire sub-tree remains unutilized. This reduces the effectiveness of 

the WSN. To overcome these problems workload balanced tree construction 

approaches [44] have been proposed in the past. But, we observe that the 

solutions provided were not that comprehensive. Further reconnection of this 

disconnected sub-trees to the network is another challenge. Though few schemes 

[45, 46] have been proposed in the past to address this, none of them are 

effective with respect to load balancing.  

Now, in this thesis we propose the following schemes for effective tree 

construction and maintenance in WSNs. 

a) A novel Workload-Aware Tree Construction (WATC) scheme, where 

workload balancing is done by our novel technique that computes the 

workload of every node based on the number of child nodes. As the 

nodes are arranged level-wise, the average workload associated with each 

level is computed to compare it with workload of the individual nodes at 

that level. If a node is found to possess workload more than that of the 

average workload, then some of its child nodes can be attached to other 

nodes with the least workload at the same level. This way, a tree is 

balanced with respect to workload, having the load distributed uniformly 

among the nodes at a given level.   

b) A novel Workload-Aware Path Repairing (WAPR) scheme, to address 

the issue of recovery from node failures in WSNs. The purpose of this 

scheme is to reconnect the disconnected sub-tree (which is a result of an 

intermediate node failure due to power outage) to the main network. In 

this scheme, we try to optimize the communication cost by applying tree 

reorganization technique that minimizes the number of hops from the 

disconnected sub-tree to the BS and also balance the workload among the 

intermediate nodes while choosing an alternative path for the 
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disconnected sub-tree. When a node fails, the tree is re-organized by 

distributing the workload uniformly.  

c) A novel Dual Tree Data Routing (DTDR) scheme, for push-based data 

acquisition model to achieve improved network lifetime. According to 

this scheme the network will have two base-stations (located opposite 

ends of the network) and two routing trees with one base-station per tree. 

Each routing tree is built by distributing the workload uniformly among 

the nodes in the tree, using our novel WATC scheme mentioned above. 

The network switches between these two trees at specified intervals for 

its operations. According to this the role played by a node in one spell is 

reversed in the succeeding spell with respect to the level/depth of the 

node in the tree. This DTDR scheme facilitates uniform distribution of 

load across the nodes, leading to longer network life.  

All the above mentioned proposals intended for effective data routing tree 

construction and maintenance are elaborated in Chapter 3 of the thesis. 

ii).       A Novel Technique for Data Compression to achieve Energy 

Efficiency in Transmission 

To reduce the data transmission activity in the network, the data compression 

schemes are applied at node level. The data compression schemes can be broadly 

classified into two categories: lossless compression [47, 48] and lossy 

compression [49, 50]. With lossless compression, original sampling data can be 

perfectly restored at the receiving end i.e., without any loss in the precision of 

the data. But this hinders achieving higher compression ratios. With lossy 

compression, some degree of information loss in terms of Root Mean Square 

(RMS) error is present. For the WSN applications, which doesn’t require high 

precision, lossy compression techniques are more preferable. We have proposed 

a new lossy compression scheme called as Induced Redundancy based Lossy 

Data Compression Algorithm (IR-LDCA) to compress the data under 
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transmission in the network. Our novel compression algorithm is presented in 

Chapter 4 of the thesis. 

 

iii). A Novel Scheme for Energy Efficient Query Processing 

In this thesis, we present a novel query processing technique for ad-hoc queries 

that exploits cached results at BS and query containment among the queries to be 

executed in the network. If the query results can be obtained in its entirety from 

the cached results then we execute that query against the cached results at the BS 

and send the results to the user. Otherwise if the query results need to be 

extracted partially or completely from the network nodes, then we figure out the 

commonalities w.r.t., the data requirements of all such ad-hoc queries and then 

formulate a set of queries which we call as a set of super queries, and transmit 

the same to the required nodes for execution. The result set of each super query 

is a super-set of the results of all the queries that the super query contains. We 

present a bit-map approach for identifying the commonalities (containment) 

among the queries and formulating a set of super queries. This helps in 

minimizing the number of queries executed and the volume of results transmitted 

in the network which eventually leads to optimal utilization of the power and 

longer network life. This approach is explained in Chapter 5. 

1.4 Thesis Outline 

The outline of the rest of the thesis is organized as follows. The Chapter 2 reviews 

the existing schemes for data routing tree construction and maintenance, data 

compression, and query processing in WSN. Chapter 3 provides complete details of 

our novel data routing tree construction and maintenance schemes along with the 

analysis about the performance. The Chapter 4 details our proposed lossy data 

compression scheme IR-LDCA, and its performance analysis. The Chapter 5 

explains our novel query processing scheme with necessary discussion about the 

effectiveness. Finally, the Chapter 6 concludes this thesis after summarizing our 

major contributions, and providing future directions for research in this area. 
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Chapter 2 

Review of Existing Data Routing, Compression and 

Query Processing Techniques for Energy 

Conservation in WSNs 

This chapter reviews the literature which is relevant to our work presented in this 

thesis. In the recent past, several schemes have been proposed for constructing data 

routing structures, data compression, and query processing in WSNs, which are 

meant for achieving energy efficiency. The focus of this chapter is to review existing 

schemes for data routing tree construction and maintenance, data compression, and 

query processing in WSNs. Finally, the chapter concludes with our proposals for 

novel approaches to – (i) energy efficient data routing tree construction and 

maintenance in push-based data acquisition model, (ii) effective data compression 

for energy efficient data transmission, and (iii) effective ad-hoc query processing 

that exploits cached data at BS, and query containment relationship among queries to 

minimize the number of query/result transmissions in the network. 

2.1 Routing Strategies 

Data routing is an important issue in energy constrained WSNs. In this section, we 

discuss various routing strategies and related issues for WSNs. In a WSN, the 

transmission range for each sensor node is fixed. A sensor node will be able to 

communicate with another node in the network only when its transmission range is 

intersecting with that node. So, this situation gives rise to a graph like 

communication structure in the network. Sensor nodes become vertices and the 

communication links become edges in the graph. In early days, the communication 

between any two nodes used to happen by flooding [51, 52] the data packets in the 

network. According to this, each node forwards its incoming packets to all its 

connected neighbors except to the one which sent this packet. Flooding guarantees 

packet delivery to every node. But, each node may receive multiple copies of the 
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same packet. Due to this redundancy in packet transmission, there is a huge wastage 

of power. To address this issue, topology-based routing [53] was introduced. In this 

scheme, each node has a unique identification, and between any two nodes the 

logical routing path is predetermined and fixed. These routing paths are maintained 

in a routing table at every node. Any change in the topology is communicated to all 

the nodes for keeping the routing information up-to-date. Each node forwards data to 

the next node en-route destination by consulting the routing information stored 

locally. As every node is proactive and stores the information about the changes 

done to the routing paths of the network, such scheme is called as proactive routing 

[54]. This fixed path avoids redundant transmissions. Each change in the topology is 

propagated to the routing tables stored at all the nodes in the network. This is an 

energy consuming activity. To overcome this, reactive routing [55] was introduced. 

In this, each node generates a routing path to the destination when needed. Hence, a 

node needs to maintain only the current path information which is in use, and discard 

the previous ones. Since, the topology changes are rapid and unpredictable, a large 

part of network bandwidth and energy are required in maintaining the routing 

information at nodes. To overcome the above mentioned limitations of topology-

based methods, location-aware routing [56] was introduced, where the nodes are 

aware of their physical location. By means of global positioning techniques [57] like 

Global Positioning System (GPS), the physical location of a node may be 

determined. This makes sensor nodes addressable and aids in data routing. Each 

node computes and broadcasts its location information. During packet transmission, 

the source node first identifies the geographic location of the destination node and 

sends the packet to some node in the same direction to that of the destination node. 

In this routing scheme, route discovery is done on demand and hence conserves 

network power to some extent. In the routing schemes discussed above one major 

drawback is that the routing path between two nodes is not fixed and is computed on 

demand. This process always consumes energy and computational resources. To 

avoid the above problems, tree-based routing structure was investigated. Now, in the 

following sections we discuss the existing data routing schemes for WSNs that adopt 

tree topology. 
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2.1.1 Tree-based Routing Schemes 

A tree structure can be seen as a special graph where each node has only one parent 

and entire structure has one root node (usually the base-station). In general, the 

deployment of sensor nodes in the geographical plane forms an arbitrary graph in 

terms of communication links. To organize sensor nodes of this arbitrary graph in 

hierarchical order, the routing trees are constructed by identifying the children for 

each node starting from the root (BS). In this tree, every node has exactly one path to 

the BS, with certain intermediate nodes, which are ancestors of the node. Now, we 

brief on the existing tree-based routing schemes in WSNs.  

To maximize network lifetime, an energy efficient spanning-tree based multi-hop 

routing technique [58] was proposed. In tree-based routing structures every node has 

a defined path to the base-station. According to this spanning tree-based routing tree, 

each routing path spans through all the nodes of the network without forming a 

cycle. In this scheme, routing tree is constructed using Kruskal algorithm [59]. 

Although this gives an efficient routing tree, frequent use of one single path may 

lead to failure of nodes on the path much earlier than other nodes. Hence, there is a 

need for a collection of trees and use each of them for a fixed number of rounds so 

that energy consumption is balanced among all the nodes in the network. However, 

nodes nearer to BS may still die sooner than other nodes in the network.  

The Energy-driven Tree Construction (ETC) [40] algorithm, which is an ad-hoc tree 

construction scheme, uses First-Heard-From (FHF) [40] approach in its first phase, 

to construct a query/result routing tree for a WSN, where each node after hearing 

from other nodes within its transmission range, selects one among them as its parent. 

Each of the remaining nodes will become an Alternate Parent (AP) for that node. 

The list of such alternate parents for a given node is maintained as the Alternate 

Parent List (APL). Each node stores its APL and Child Node List (CNL) locally. In 

ETC algorithm, the maximum number of children for a node is indicated by 

branching factor (ß), which is considered to be the threshold value to indicate the 

maximum number of children a node can have. The branching factor (ß) is 
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calculated at the BS using the formula d√n where d is depth of the tree and n is 

number of nodes in the tree. Later, in the second phase, this ß value is disseminated 

to all the nodes in the tree for load balancing. The candidate nodes for balancing are 

those which exceed the threshold (ß). The excessive workload of the candidate nodes 

is distributed amongst the other nodes of the tree. The candidate node instructs some 

of its children to look for a new parent. Then such child nodes will select the first 

node of their respective APLs as their new parent. This process of balancing the 

workload continues for all nodes of the tree. 

To illustrate the ETC algorithm, we consider a set of 11 nodes deployed as shown in 

Figure 2.1. First, we explain the initial tree construction using FHF approach as 

given in ETC. The Base-Station (node 0), sends a ‘hello’ message to all its neighbors 

(nodes within transmission range) i.e., nodes 1, 2, 3. Each of these child nodes reply 

with ‘ack’ message back to the parent node (node 0). This is to confirm the parent-

child relationship. 

 

 

 

 

 

 

 

 

Figure 2.1 Example node deployments 

Further, nodes 1, 2 and 3 send ‘hello’ message to other nodes within their 

transmission range (except to their parents). This process continues till it reaches the 

leaf nodes of the network. The initial tree structure formed is shown in Figure 2.2. 

When an external entity wants to query the WSN, submits its query to the BS. The 
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the query on its local data and sends the results back to the BS. The network lifetime 

is the time elapsed between starting of the network and the moment it halts. A 

network is considered to have reached a halt state when not even a single node is 

connected to the BS. Otherwise, we say that the network is alive if at least one node 

in the network is active and connected to the BS. Hence, the network lifetime is 

highly dependent on the battery life of its nodes. 
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 Figure 2.2 Example tree structure of WSN. 
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Figure 2.3 The balanced tree for the initial tree in Figure 2.2 (Result of ETC algorithm) 
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Figure 2.4 The redrawn tree from Figure 2.3 

If we analyze the energy consumption rate of every node in the network, where the 

query load on each node in the network is uniform, we find that the intermediate 

nodes are being taxed more when compared to leaf nodes of the tree. In our example, 

we may note that the intermediate nodes of the tree at level 1 (node 1) and at level 2 

(nodes 4, 5) not only transmit self-data, but also take the responsibility of forwarding 

the query results produced by their descendants. The parent-child relationship among 

the nodes is also depicted in Figure 2.2. This is how the initial tree is formed as per 

the FHF approach. 

In the ETC process, it is evident that the reorganization of the tree is done only to 

distribute the child nodes of an intermediate node whose branching factor exceeds 

the threshold (ß), among the other suitable nodes of the tree irrespective of the level.  

0 

1 

2 

5 6 

10 
9 

7 

4 

3 

11 

8 

Level 0 

Level 1 

Level 2 

Level 3 

Level 4 

Level 5 



17 
 

The ETC algorithm when applied on the initial tree of the WSN shown in Figure 2.2 

yields the resulting tree shown in Figure 2.3. The Figure 2.4 is the redrawn tree 

structure for the tree shown in Figure 2.3.  

Following the same idea of controlling the number of children per parent, the work 

in [60] proposes an algorithm for load-balanced tree construction. The input to the 

algorithm is an ad-hoc tree constructed using FHF approach. In ad-hoc query 

processing, for a given query that involves certain nodes in the network, 

communication between BS and the nodes happens by following specific routing 

paths. All such routing paths, between a BS and nodes collectively form a Query 

Routing Tree (QRT) [31-33] for the respective ad-hoc query. In this scenario, if 

multiple QRTs are formed for executing different queries, in some cases some nodes 

may be part of more than one query tree. In such cases some nodes perform 

redundant transmission of packets due to many incoming streams. Such nodes are 

termed as hot-spots. The retransmission at these hot-spots leads to energy wastage in 

the network. Therefore, the Minimum-Hot-Spot (MHS) algorithm proposed in [60] 

aims at minimizing hot-spots during tree construction. This leads to reduced packet 

collision during query execution and improves energy efficiency in the network. 

MHS employs a distributed tree balancing process, where the degree of each node is 

balanced for each tree depth. Each node chooses a parent with least number of 

children. It is obvious that the parent with least number of children is the best choice. 

First the node with fewest choices is asked to choose its parent. While the node with 

many options, however can get the best parent (node with less children). At each 

node, the number of children (degree) needs to be minimal, to make sure that the 

node will not become a hot-spot.  

A Dual-Tree-based Data Aggregation (DTDA) scheme for grid-based WSNs is 

proposed in [61]. The DTDA scheme uses dual tree structure for data transmission. 

The scheme addresses the load balancing problem in WSNs. The network is 

partitioned into logical grids. Whenever a sensor node detects an event, it alerts all 

its one-hop neighbors. If the receiving node detects an event they make an entry in 

their event table and further alert their one-hop neighbors else it discards. This way a 

group of nodes detecting an event form a region of interest. The nodes in a given 
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region of interest select two appropriate nodes with higher residual energy in the 

region of interest as base-stations. The node with higher residual energy will live 

longer than others. So, two such root nodes in the region of interest will form their 

individual trees. This tree construction is again based on residual power. Roots 

prefer nodes with higher residual energy as their children. First the root broadcasts 

request to its one-hop neighbors along with its residual energy and number of nodes 

in this tree. Each node receiving such request will check if it is a leaf or non-leaf. If 

it happens to be a non-leaf node, it forwards the request. In case if a node receives 

two requests, it will choose the tree with minimum number of nodes. Now, every 

parent node confirms a child node with higher residual energy. Now, two trees are 

established. The two roots send their aggregated data to the mobile sinks by two 

separate routing paths. Thus, the two trees operate simultaneously throughout the 

network lifetime. 

2.1.2 Node Failure and Recovery 

In the routing tree constructed using the above mentioned ETC algorithm, when a 

node fails, the dependent nodes lose their parent, the dependent sub-tree is totally 

cut-off from the network. Many applications come to a halt due to such node 

failures. In this section we present some of the important path repairing schemes 

meant for recovery from failure in a WSN.  

The work in [45], proposed an algorithm to handle arbitrary node failure in a WSN 

with tree topology. Each node pre-computes its only alternate parent based on the 

neighborhood information received through piggybacking the query-response 

messages. This approach helps in reducing the communication overheads as it 

reduces the number of extra message transmissions, which eventually helps in saving 

the battery power. When a parent node fails, all its children can directly contact their 

respective alternate parent to establish the alternate path to the root (BS) of the tree. 

Here path repairing is done correctly within a constant round of message 

transmissions. In this approach, there exists only one alternate parent for every node. 

Sometimes this alternate parent might have already been overloaded, and the 
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inclusion of the new child may further worsen the situation. As a result, the battery 

lifetime of this new parent gets exhausted faster due to this added workload. This 

algorithm does not consider the case when the alternate parent as well fails. Further, 

a node failure due to power outage is not predicted.  

The work described in [46], proposes a dynamic route discovery technique that 

establishes a new path to the BS from a node when its parent fails. In this, the node 

looking for a new parent considers only those nodes among its neighbors, which 

have a link to the BS through some path. Once the set of alternate parents is found, 

the node will select one of them as its parent such that the number of hops from the 

selected parent to the BS is minimal. This path repairing is done dynamically to 

establish a new path to the BS. This mechanism consists of 4 steps- (i) failure 

detection, (ii) failure information propagation, (iii) identifying alternate parents, and 

(iv) new parent selection. First, a node detects if its parent is alive and can connect to 

the base station. This is done by exchanging a set of messages between a node and 

its parent. If it finds that the parent is not alive, then it initiates the path repairing 

process. It sends a request to all its neighboring nodes. If a neighboring node has a 

path to the BS, it will send back a message (that also includes its hop-count to the 

BS) to the sender node. These set of nodes from which the positive response has 

been received become alternate parents for the requesting node which is looking for 

a new parent. Finally, a new parent is selected such that the number of hops to the 

BS is smallest among all the candidates. The above algorithm also addresses the 

issue of eliminating loops that are possible in the new routing path generated. Hence 

the above technique makes the WSN fault-tolerant.  

2.2  Data Compression Schemes to achieve Energy Efficiency in 

Transmission 

The sensor nodes are deployed densely in the area of interest for satisfactory 

coverage. This dense deployment results in multiple sensor nodes employed for 

sensing single event. Temporal correlation is the closeness/similarity that exists 

between two data values pertaining to two consecutive time points. The spatially 
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dense sensor nodes capture highly correlated data. The degree of correlation 

increases with decrease in inter-node separation distance. Some of the WSN 

applications such as environment monitoring systems may require sensor nodes to 

continuously sense and transmit the sensed data in fixed time interval. Hence, the 

data in such applications mostly exhibit temporal correlation [20-23]. To reduce the 

data transmission activity, data compression is performed at node level, by taking 

temporal correlation into consideration. There has been significant amount of work 

on data compression for sensor networks.  Many algorithms exploit the natural 

correlation existing in the sensor data. This data compression will result in reduction 

in volume of data during the transmission and hence, can reduce power consumption 

in the network. The data compression schemes employed in WSN can be classified 

into two. One is lossless data compression and the other is the lossy data 

compression scheme.  

Lossless Data Compression Schemes 

The lossless algorithms, as the name indicates compress the data without any loss. 

Hence, applications requiring higher precision adopt these schemes. It is obvious 

that to achieve higher compression ratios, we may need to compromise on precision. 

The Modified Adaptive Huffman Coding algorithm [47] is a lossless data 

compression algorithm. This algorithm uses a tree approach where the leaves of the 

tree represent sets of symbols with the same frequency. In this approach, the number 

of levels in the tree is kept as minimum as possible. This algorithm uses the above 

mentioned tree to assign a smaller bit-sequence representation to the symbols with 

higher frequencies and similarly a larger bit-sequence for the symbols with lower 

frequencies. It was observed that the compression ratio of this algorithm is 

significantly less, and is beneficial only when handling highly correlated data.  

The Lempel-Ziv-Welch (LZW) [62] is a dictionary based lossless data compression 

algorithm that builds its dictionary as the data is read in from the input bit stream. S-

LZW (LZW for Sensor nodes) [48], which is an extension to LZW, splits the 

uncompressed input bit stream into fixed size blocks and then compresses each block 
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independently. For each new block the dictionary used in the compression is re-

initialized by using the 256 codes which represent the standard character set.  

The Run-Length Encoding (RLE) [64] is a basic lossless compression algorithm. 

The simple idea behind this algorithm is to replace the repeated consecutive 

occurrences of the same data with a single value pair. For example, if any data item 

is represented by m-bit pattern, and a data item d occurs i (represented by n-bit 

pattern) consecutive times in the input stream, that series can be replaced by ‘i d’ 

which needs n+m bits only instead of m*i bits. The main problem with this algorithm 

is its low compression ratios since two values having decimal representation may be 

close but not exactly equal. 

Lossy Data Compression Schemes 

Here, we give a briefing on the existing lossy data compression schemes for WSNs. 

In contrast to lossless compression, lossy compression schemes exhibit higher 

compression ratios with certain amount of loss in precision. 

The work in [48] describes a lossy compression algorithm which is known as Light-

weight Temporal Compression (LTC) scheme for WSN. The algorithm exploits the 

fact that the captured readings for microclimate data, in a small window of time, are 

linear in nature. It identifies such windows and generates a series of line segments 

that accurately represent the data. This scheme performs compression by introducing 

error bounded by a control knob, which is in the order of the error specified on the 

hardware. This algorithm attempts to represent a long sequence of similar data with a 

single symbol. It is effective on data sets which are largely continuous and changes 

in readings are infrequent. Thus, the results of LTC show that it performs better on 

the data related to temperature than on humidity or wind speed. This shows that the 

compression ratio in LTC is highly dependent on the nature of the data. The LTC 

algorithm is designed for mica motes (sensor hardware) with 8-bit processor, which 

has no capability to handle floating point values. This limits the applications of LTC 

to compression of only integer data. 
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The work in [49] describes K-RLE, a lossy compression algorithm. K-RLE is a 

variant of RLE algorithm. It shows increased compression ratios compared to RLE, 

but with certain amount of error (data loss). The performance of this algorithm 

depends on the choice of the value of the parameter K which represents the 

precision. This algorithm emphasizes on processing the data locally at node level. In 

this, if a data item d or a data item between d+K and d-K occurs for n consecutive 

times then the occurrences are replaced by a single pair ‘n’ ‘d’ (as illustrated in case 

of RLE algorithm in the previous discussion). If K=0, then K-RLE is RLE. This K 

value makes the K-RLE lossy compression algorithm, leaving RLE a lossless 

algorithm. The choice of K also influences the percentage of data and the extent to 

which it is modified by this algorithm. 

2.3 Query Processing 

As the Base-Station (BS) links the WSN with the outside world, in query-response 

model (pull-based), all queries are submitted at the BS. In general, the queries 

submitted by end-users/applications may be either ad-hoc or continuous. In case of 

ad-hoc queries, it requires one time execution only.  For example, ‘Give the 

maximum temperature today’ is an ad-hoc query. On the other hand continuous 

queries refer to such requests which require processing at some specified intervals of 

time or on some event. For example, the query ‘Give the average temperature for the 

last 10 hours on daily basis’ is a continuous query.  In general, both BS and the 

sensor nodes are capable of processing queries. The only difference between a sensor 

node and BS is in terms of the resources available.  Hence, all the queries submitted 

by the external world first arrive at the BS. If these queries can be answered with the 

data available at the BS, the BS will send the results to the requester after processing 

the query. In case the data is not available at the BS, then they are routed to the 

concerned nodes in the network. After processing, nodes will send the results back to 

the BS from where the same is sent to the requester.  
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To achieve energy efficiency, there have been numerous schemes [34-39] for query 

processing in WSNs. Since, our focus in this thesis is on ad-hoc queries, now we 

explain some popular existing query processing schemes for WSNs. 

 

 

2.3.1 Ad-hoc Query Processing Schemes 

The query processing requires message transmission in WSNs both for query 

dissemination and result collection. For energy constrained WSNs, the goal is to 

reduce the number of message transmissions. The scheme proposed in [65] is for 

processing aggregate queries with the help of domain knowledge and sensing 

constraints. An aggregate query may involve one or more of the operations like- 

average, sum, min, max, and count. For instance, consider the query ‘Is the average 

of the temperatures of the nodes n1 and n2, greater than 80’. To process this query, 

the BS collects temperature from n1 and n2 and computes the average and checks if it 

is greater than 80. The result of this query is Boolean. If the domain semantics 

specifies that the temperature at any node is between 0 and 100, this knowledge can 

be used by BS in simplifying the execution. For example, to process this, BS can 

retrieve one of the temperatures first and check if it is less than 60. If so, it tells that 

independent of the temperature reading at the other node the result is false. In that 

case, it need not send and process the query for n2. This way unnecessary 

query/result transmission and processing are avoided. But, this approach can be 

applied only for certain queries, which use universally fixed knowledge and 

constraints.    

The Query model in [66] allows queries to specify geographical area rather than 

explicitly stating single data sources. Each query region is specified as a bounding 

rectangle using co-ordinates. Two queries q1 and q2 are said to exhibit containment 

relationship, when the query q1 is found to request data from the sensor nodes within 

the geographical boundaries specified by q2 or vice-versa. This is identified by 

constructing a R-Tree, which stores the bounding rectangle co-ordinates for each 

query. This R-Tree is used to identify the largest rectangle that contains all other 

rectangles. Now, the BS will disseminate queries to the respective nodes contained 
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in the rectangle. The individual nodes process the queries and transmit the results 

back to the BS where it is recompiled to answer individual queries. This scheme 

eliminates redundancy in query and result transmission, and significantly increases 

the query efficiency.  

We observe certain limitations in the existing tree construction, data compression 

and query processing schemes for WSNs discussed in this chapter. We present the 

details in Section 2.4. 

2.4 Limitations of Existing Approaches 

2.4.1  Limitations of Existing Tree Construction and Maintenance 

Schemes 

The limitations of the existing data routing tree construction and maintenance 

schemes viz., ETC algorithm [40], dynamic route discovery [46] etc., are discussed 

in this section.   

The ETC algorithm computes the branching factor (ß), only once during the initial 

tree construction. During the workload balancing, each node is asked to maintain the 

size of its sub-tree as recommended by branching factor. After this balancing, some 

of the children get accommodated with new parents. Sometimes a child node looking 

for an alternate parent can choose some AP, which is at a higher depth than the self, 

which results in increase in the number of levels (height) of the tree. This increases 

the hop-count from the node (which has chosen a new parent) to the BS. Thus, 

change in depth causes branching factor to change dynamically in the balancing 

phase which is not taken care of by the ETC algorithm.    

Another drawback in ETC approach is that, while reorganizing the tree, if a node’s 

branching factor exceeds the threshold (ß) , some of the children will be attached to 

a new parent (picked from the APL) whose branching factor is less than the 

threshold. Unfortunately, this algorithm will not choose the parent with minimal 

branching factor; instead it just selects the first possible node that satisfies the 
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required conditions in terms of branching factor, from the APL as its parent. As a 

result, in the reorganized tree, some nodes are overburdened while some are under 

loaded. This situation leads to early termination of some nodes due to overload, 

resulting in reduction of the effectiveness of WSN in terms of its lifetime and 

coverage.  

The drawbacks of the existing dynamic route discovery scheme are- (i) while 

selecting an alternate parent, the existing workload of the alternate parent is not 

considered which may again lead to overloading the new parent, and (ii) this 

approach is not capable of predicting the failure of a node (due to power outage) in 

advance.  

2.4.2  Shortcomings in Existing Data Compression Schemes 

The main drawback of K-RLE [49] is that the compression ratios depend on the data 

sources. The user chooses the K value depending on the compression ratio desired. 

K-RLE can achieve higher compression ratios at the cost of data precision when K 

increases. Thus, the value of K provides an indication about the data loss resulting 

from the process. The experimental results for K-RLE show that for K equal to 2, the 

compression ratio achieved is 40% more than that of the RLE algorithm, and the 

data loss seen is 50%. Hence, in K-RLE we can see that compression ratios fall 

down as the precision requirements are high. This limits K-RLE from adoption by 

applications which require high precision. Hence, there is an obvious requirement 

for a better lossy compression algorithm in WSN, which can result in higher 

compression ratio with minimal loss. 

2.4.3   Drawbacks in the Existing Query Processing Schemes 

The drawbacks in R-Tree [66] approach are as follows. While constructing R-Tree, 

the containment among the queries is identified by looking at the geographical co-

ordinates specified in individual queries. Hence this containment relationship does 

not take into account the conditions specified in the WHERE clause of the query i.e., 

filters applied on other parameters like time etc. This is the major drawback of the R-



26 
 

Tree algorithm. As we observe that in most of the wireless sensor applications data 

retrieval mainly based on the conditions specified in WHERE clause with respect to 

time for temporal data readings for various physical properties, we believe that if the 

containment relationship is identified based on the sensing time of the readings, it is 

more likely to increase the effectiveness.  

2.5  Overview of Proposals made in the Thesis 

To address the issues detailed in Section 2.4, in this thesis we make the following 

proposals. 

1. We propose Workload-Aware Tree Construction (WATC) scheme, for efficient 

workload balancing among the nodes in the tree. Our WATC scheme computes the 

workload of every node based on the number of child nodes. As the nodes are 

arranged level-wise, the average workload associated with each level is computed to 

compare it with workload of the individual nodes at that level. If a node is found to 

possess workload more than that of the average workload, then some of its child 

nodes can be attached to other nodes with the least workload at the same level. This 

way, a tree is balanced with respect to workload, having the load distributed 

uniformly among the nodes at a given level.   

2. To address the issue of recovery from node failures, we propose Workload-Aware 

Path Repairing (WAPR) scheme, to reconnect the disconnected sub-tree (which is a 

result of an intermediate node failure due to power outage) to the main network. In 

this scheme, we try to optimize the communication cost by applying tree 

reorganization technique that minimizes the number of hops from the disconnected 

sub-tree to the BS and also balance the workload among the intermediate nodes 

while choosing an alternative path for the disconnected sub-tree.  

3. We also propose Dual Tree Data Routing (DTDR) scheme for increasing the 

lifetime of the network. According to this scheme the network will have two base-

stations (located opposite ends of the network) and two routing trees with one base-

station per tree. Each routing tree is built by distributing the workload uniformly 
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among the nodes in the tree, using our novel WATC scheme mentioned above. The 

network switches between these two trees at specified intervals for its operations. 

According to this the role played by a node in one spell is reversed in the succeeding 

spell with respect to the level/depth of the node in the tree. This DTDR scheme 

facilitates uniform distribution of load across the nodes, leading to longer network 

life.  

All the proposals mentioned above are specifically meant for WSNs that adopt push-

based data acquisition model. The details of these proposals are elaborated in 

Chapter 3 of the thesis. 

4. Keeping the drawbacks of the existing lossy data compression schemes in view, we 

propose a novel lossy data compression algorithm called Induced Redundancy based 

Lossy Data Compression Algorithm (IR-LDCA) to achieve better compression ratios 

at minimal precision loss. The detailed description of this scheme is presented in 

Chapter 4. 

5. We propose a novel query processing scheme for WSNs to improve the energy 

efficiency, by exploiting the cached results at BS and the containment relationship 

among the queries submitted at the BS. According to this, we formulate super 

queries that contain the results of all the queries related by containment. We explain 

this scheme in-detail in Chapter 5. 

2.6  Summary 

In this chapter, we reported the highlights of our literature survey done on the 

existing tree construction and maintenance, data compression, and query processing 

schemes for WSNs. The major drawback in the existing tree construction and 

maintenance schemes is that the load distribution among the nodes is not reasonable 

and effective. Same is the case with re-organization of the routing tree while 

recovering from a node failure. Next, when we look at the existing lossy data 

compression schemes applied to data sets with considerable amount of correlation, 

they are not so effective in terms of achieving higher precision with minimal loss. 
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We also observe that the existing query processing schemes that exploit containment 

relationship among the queries do not take the conditions set on time, in the WHERE 

clause.  

The above mentioned shortcomings motivated us to investigate novel approaches for 

above mentioned activities. We propose-  

(i) a novel Workload-Aware Tree Construction (WATC) scheme,  for 

efficient workload balancing among nodes in a tree. 

(ii) a novel Workload-Aware Path Repairing (WAPR) scheme for effective 

path repairing to recover from node failure situations. 

(iii) a novel Dual Tree Data Routing (DTDR) scheme to facilitate energy 

efficient  operation of the network by uniform distribution of load across 

the nodes leading to longer network life. 

(iv) a novel lossy data compression scheme called Induced Redundancy based 

Lossy Data Compression Algorithm (IR-LDCA), to reduce the data 

transmission costs and energy consumption. 

(v) a novel query processing scheme which exploits the cached results at BS 

and the containment relationship among the queries submitted at the BS.  

All the proposed approaches result in energy efficiency in the network and 

longer network lifetime. The above mentioned proposals are elaborated in the 

following chapters in the same order. 
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Chapter-3 

Novel Approaches to Construction and Maintenance 

of Routing Trees in WSNs 

In this chapter we present our novel approaches to construction and maintenance of 

routing trees to optimize the power utilization in WSNs that adopt push-based data 

acquisition model. Our schemes address the drawbacks of the existing routing 

schemes that adopt tree structures for data routing.   

3.1 Introduction 

In WSNs, routing trees play a major role in forming routing paths for data 

transmission. Since the nodes are organized in hierarchical pattern, nodes that are 

part of the higher levels tend to expend more energy due to increased loads when 

compared to the nodes at relatively lower levels of the tree. This leads to lot of 

imbalance in the workload handled by nodes. This is a major concern w.r.t., 

achieving increased lifetime of the network. There exist a reasonable number of 

schemes to construct routing trees that are load-balanced [34-39]. Further, even after 

construction of a tree which is reasonably balanced w.r.t., load, it is very common to 

experience node failures due to various reasons and recovering from such node 

failure to bring the disconnected parts of the tree linked to the network is another 

major challenge. A good number of schemes [60, 61] have been proposed to achieve 

this. Still we observe that the above schemes used for tree construction and recovery 

suffer certain drawbacks as detailed in Section 2.4.1. We propose efficient tree 

construction and maintenance schemes for push-based data acquisition in WSNs. 

Our proposed schemes are intended to overcome the drawbacks of the existing 

schemes. 

First we present our proposed Workload-Aware Tree Construction (WATC) scheme 

[68], in which the tree construction takes place with even distribution of workload 

among the nodes at each level. We compare the performance of this approach with 
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the existing ETC algorithm [40] to validate our ideas. Next, we discuss our proposed 

Workload-Aware Path Repairing (WAPR) scheme [69], to recovery from node 

failure in data routing trees. We also present our experimentation results that prove 

the efficacy of our technique over the existing ones. Next, we elaborate on our 

proposed Dual Tree Data Routing (DTDR) scheme [67], in which the network will 

have two base-stations (usually located at opposite ends of the network) and two 

routing trees. The network operates by switching between these two BSs, where the 

switching is triggered by events that occur on predefined relative power levels in the 

network. In our proposed DTDR scheme, load taken by each node in the network is 

balanced, as the nodes change their roles alternatively w.r.t., the sub-trees they 

support. This load balancing would prolong the network lifetime. We also present 

the overall functioning of the proposed dual tree scheme with necessary 

experimental proofs regarding its improved performance. All required experiments 

are conducted on our custom-built simulator.  

Our proposed tree construction and maintenance schemes are based on the 

assumptions that the network adopts push-based data acquisition model where each 

node continuously senses and sends its data to the BS through the ancestors lying on 

the path to the BS. 

3.2 A Novel Energy Efficient Workload-Aware Tree 

Construction Scheme 

In this section, we present the working theory behind our proposed Workload-Aware 

Tree Construction (WATC) scheme [68]. At the end of this section we also present 

the experimental results for the proof of validation of our ideas. 

3.2.1 Workload-Aware Tree Construction (WATC) Scheme 

Now, we give a detailed description of the proposed WATC scheme. Our tree 

construction process is explained in following steps. 

i). Construction of initial tree using FHF approach as described in ETC 

algorithm. 
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ii). Computing the workload of nodes and load balancing.  

FHF Tree Construction  

Now, we explain the process of constructing FHF tree with suitable illustration. 

Initially, the BS transmits a ‘hello’ message to the nodes within its transmission 

range. Each of the receiving nodes acknowledges the receipt of ‘hello’ message from 

the BS, with an ‘ack’ message and becomes a child node of BS. We assume that the 

BS is at level 0, and these set of child nodes, identified as above, will be at level 1. 

Now, each node at level 1 sends ‘hello’ message to the neighboring nodes. In this 

process, a node may receive ‘hello’ messages from more than one node. Now each 

node identifies the node from where it has first heard the ‘hello’ message from and 

confirms it to be its parent. All other nodes from where it has received ‘hello’ 

messages will become Alternate Parents (APs).  

 

 

 

  

 

 

 

 

 

 
 

Figure 3.1 Tree topology for WSN 

Every node maintains the list of its APs in Alternate Parent List (APL). Also, each 

parent maintains the list of its child nodes in Child Node List (CNL). Thus, the level 

2 is established for the tree. This process is repeated to establish all the levels till the 

complete tree is formed as shown in Figure 3.1. In this process, every time a child 

1 2 
3 

7 

 10 9 

8 5 4 

11 

  13 

 

Base -Station 

 

 12 

Level 2 

Level 3 

Level 4 

Level l 

Level O 

 

Intermediate 

node 

 

Leaf node 

 

6 



32 
 

parent relationship is established between two nodes, the same is informed to the BS 

where the global information about the tree is maintained. We also assume that the 

APL and CNL of each node are also available at the BS. Each node can listen to 

nodes within its transmission range. When a node becomes a child of its first 

requested parent node, the rest of the nodes which are able to transmit to this node 

become its APs. A node maintains all the incoming request messages in APL, which 

is used during node failure and alternate parent assignment during the tree balancing 

phase. 

 

 

 

 

 

 

 

 

Figure 3.2  Example node deployment 

To facilitate our description, consider a set of 11 nodes deployed as shown in Figure 

3.2. First, we explain how an initial tree is constructed by FHF approach as given in 

ETC with the following illustration in Figure 3.2. The BS (node 0), sends a ‘hello’ 

message to all its neighbors (nodes within transmission range) i.e., nodes 1, 2, 3. 

Each of these child nodes reply with ‘ack’ message back to the parent node (node 0). 

This is to confirm the parent-child relationship. Further, nodes 1, 2 and 3 send 

‘hello’ message to other nodes within their transmission range (except to their 

parents). This process continues till it reaches the leaf nodes of the network. The 

initial tree structure formed is shown in Figure 3.3. Since a push-based continuous 

data acquisition model is assumed, each node in the network performs sensing and 

attempts to transmit the sensed data (in the form of packets) to the BS in a 
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continuous manner. The network normally works as long as every intermediate node 

is alive. Hence, the network lifetime is highly dependent on the battery life of its 

nodes. If we analyze the energy consumption rate of every node in the network, we 

find that the intermediate nodes are being taxed more when compared to leaf nodes 

of the tree. In our example, we may note that the intermediate nodes of the tree at 

level 1 (node 1) and at level 2 (nodes 4, 5) not only transmit self-data, but also take 

the responsibility of forwarding the data produced by their descendants. The parent-

child relationship among the nodes is also depicted in Figure 3.3.      
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Figure 3.3 Example FHF tree structure of WSN 

With this FHF approach, it is clear that the tree construction is ad-hoc in nature, 

leading to uneven workload distribution among the sensor nodes at a given level. 

Hence, the need arises for an optimal tree construction scheme, which can distribute 

the workload at each level uniformly. 

Computing the Workload and Load Balancing 

In the next step, we compute the workload of each node in the tree to calculate the 

average workload at each level to perform load balancing as described in our work 

[68]. Now, we elaborate our load balancing approach. The workload of a node is the 

sum of its self-load and the workload due to its children (sub-tree). The BS computes 
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the workload of each node in the network and stores in the data structure that holds 

the other information about the nodes of the tree. We assume that the self-load of 

each node is 1 unit of work. The workload of a node is computed as given in 

Procedure 3.1. The Table 3.1 gives the computed workload for each node of the 

WSN given in Figure 3.3. 

Next, the BS computes the Average Workload (AWL) for each level, as given in 

Algorithm 3.1, and stores in the data structure (table of data) that holds the complete 

information about the routing tree, which is available at the BS. The table contains 

the information about parent, APL, CNL, workload for each node, average workload 

for each level, etc. 

 

 

 

 

 

 

 

 

The workload balancing for each level is performed at the BS, as per the Algorithm 

3.2. All the data that is necessary to perform this load balancing is available at the 

BS. In our scheme, we define the threshold value (λ) for the maximum amount of 

workload for any node at a given level, as 1.5 times the average workload of that 

level. This threshold (λ) is different from the threshold (ß) used in the ETC 

algorithm. If the workload of a node is greater than the threshold value given for that 

level, then it is considered as the candidate node for load balancing. The candidate 

Procedure: 3.1: Workload (node)  

This procedure computes the workload of a node and returns the same. 

Here, getChildNodeList(node) is to extract the list of child nodes of a given 

node. 

1. Set WL:= 1 

2. Set CL:= getChildNodeList(node)  

3. Set size:=|CL|                //size of the child list 

4. If (size !=0) 
                    size  
        WL:= ∑ Workload(CL[i-1])+1        //recursive call  
                          

  i=1  
5. End if  

6. Return WL   



35 
 

node will then refer to its CNL and select one child node with highest workload for 

relocation. 

 

Algorithm: 3.1: AverageWorkload(level) 

This algorithm computes the average workload of a given level. We use 

NODES as array of nodes at that level. The method getNodes(level) gives the 

list of nodes at that level. AWL is the average workload, and 

getWorkload(node)  returns the computed and stored value of workload of a 

given node. 

1. Set NODES:=getNodes(level) 

2. Set k:=| NODES | 
                           k  

3.  AWL:=   ( ∑ getWorkload (NODES[i])) / k     
                         i=1 

4. Return AWL. 

 

Now this selected node need to be connected to a new parent. In order to select a 

new parent for this child node (identified for relocation), its APL needs to be 

examined. One of the nodes in the APL, will be selected to become its new parent, if 

it satisfies the below mentioned criteria. 

 The node should have least workload among all APs in the APL.  

 The sum of the existing workload of the new parent and the workload of the 

relocated child should be less than the threshold (λ) of the level to which the new 

parent belongs. 

Once the new parent is found, the newly established parent-child relationship is 

captured into the table at BS by appropriate updates to the data structure. In case, if a 

node doesn’t find a new parent satisfying both the above criteria, it may be due to 

selection of dependent node (of candidate node) with highest workload. As an 

alternative, the dependent node with second highest workload will become a 

candidate for relocation, and looks for the new parent as per the above mentioned 

criteria. This process of identifying a dependent of the candidate node, for relocation 

will repeat until the workload of the candidate node goes below threshold. 
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In some rare cases, we may not find a suitable new parent. In such case the tree 

remains unchanged. This way, we balance the tree by distributing the workload 

uniformly among the nodes at same level. Thus, our algorithm ensures uniformity in 

Algorithm 3.2:  Workload Balancing(node)  

This algorithm balances the workload of the node. 

Here we use getChildNodeList() to extract the list of child nodes of a given node,  

getAverageWorkload(level) to extract the average workload at a given level, 

getWorkload(node) to extract the stored value of workload of a given node, 

getAlternateParentList(node) extracts the alternate parents of the given node , 

getNode(workload) extracts the node id of the node with the given workload,  

addChild(m,n)  adds a node n to the Child Node List of  node m, getLevel(node) 

extracts the level of a given node. 

 

1. if(getWorkload(node)  > 1.5* getAverageWorkload(getLevel(node)) 

2. CNL[]:=getChildNodeList(node); 

3. For each j:=1 to |CNL| 

4. WL[j]:= getWorkload(CNL[j]) 

5. End for 

6. APL[]:= getAlternateParentList(bestchild) 

7. For each k:=1 to |APL| 

8. W[k]:=getWorkload(APL[k]) 

9. End for 

10. bestnewparent:= getNode(getLeast(W[])) 

11. if( getWorkload(bestchild)+getWorkload(best parent)< 1.5* 

getAverageWorkload(getLevel(bestnewparent))) 

12. addChild(bestnewparent,bestchild) 

13. End if 

14. End if 

15. End Procedure 
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workload distribution in the network, thereby increasing efficiency and lifetime. The 

complete algorithm is presented in Algorithm 3.2. The BS will apply this algorithm 

to all the nodes of the tree starting from the top of the tree.  

Now, we illustrate our WATC load balancing approach with the help of the initial 

tree given in Figure 3.3, which is constructed using FHF approach. We know that 

every node has a parent node and a list of alternate parents. All nodes maintain their 

CNL as well as APL. As mentioned earlier, all this information about each node of 

the tree is available at the BS. For instance, at node 4, the child nodes are 7 and 8. 

Therefore, the workload associated with node 4 is the sum of the workloads of node 

7, and 8 and the workload of node 4, itself. This is computed using the method given 

in Algorithm 3.1. The computed workloads and other relevant details for all the 

nodes of the tree in Figure 3.3 are presented in Table 3.1.  

Next, the Average Workload (AWL) of each level of the tree is computed from top 

to bottom by considering the workload of all the nodes at respective levels. The 

average workload is computed as- the sum of workloads of all the nodes divided by 

the no. of nodes at that level. The procedure for computing the average workload is 

given in Algorithm 3.1. Now, for illustration, we describe the computations involved 

in deriving the average workload, and the threshold (λ) for each level. 

For level 1, the no. of nodes is 3 (node 2, 3, and 4), and the sum of the workloads of 

all its dependents is 5 (1+1+3). Now, the average workload for level 1 is 1.6. 

Similarly, for level 2 it is 2.6. Since the level 3 contains only leaf nodes we need not 

compute the average workload. For a given level, we define the threshold (λ) as 1.5 

times the average workload of that level (which is the result of observations made 

during the simulations).  

Nodes 1, 2, and 3 at level 1 need to maintain 2.4 as the maximum workload. 

Similarly, nodes at level 2 are to maintain 3.9 as their maximum workload. If the 

workload of a particular node is more than threshold (λ), then, we identify such node 

as the candidate node for applying load balancing.  
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Table 3.1. Details of the tree structure for the network given in Figure 3.3. 

Node 

No. 

Level 

No. 

Parent 

Node 

No. 

Child 

Child 

Node List 

(CNL) 

Workload 
Alternate Parent 

List (APL) 

Average 

Workload 

(AWL) 

0 0 - 3 1,2,3 12 - - 

1 1 0 3 4,5,6 9 2,3,4,5,6 1.6 

2 1 0 0 None 1 1,3,5,6 1.6 

3 1 0 0 None 1 1,2,6 1.6 

4 2 1 2 7,8 3 5,6,7,8,11 2.6 

5 2 1 3 9,10,11 4 2,4,6,7,8,9,10,11 2.6 

6 2 1 0 None 1 2,3,4,5,7,8,10,11 2.6 

7 3 4 0 None 1 5,6,8,9,10,11 1 

8 3 4 0 None 1 5,6,7,9,10,11 1 

9 3 5 0 None 1 7,8,10,11 1 

10 3 5 0 None 1 6,7,8,9 1 

11 3 5 0 None 1 4,6,7,8,9 1 

Now, some dependent node of the candidate node needs to be attached to a new 

parent. The candidate node selects the dependent with the highest workload to be the 

suitable child node for reorganization. This child node is to be detached from the 

candidate node. To reduce the workload of the candidate node, we attach this child 

to a new parent. In our example, we observe that the workload of node 1 at level 1 

exceeds the threshold; hence, node 1 becomes the candidate node for applying load 

balancing. For node 1, we find that the node 5 is the suitable node for relocation. 

This node 5 has an APL with nodes-{2, 4, 6, 7, 8, 9, 10 and 11}. Now, the node 5 

looks for a node from the APL, which satisfies the criteria mentioned earlier in the 

algorithm. Among the nodes in APL, the node with least workload becomes the 

suitable node to become the new parent of node 5. Further, this addition of node 5 
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should not increase the workload of its new parent beyond its threshold. In case if 

the workload of the new parent exceeds the threshold, then select the next suitable 

node from the APL, and check the above conditions for this new choice as well. 

Repeat this until the parent is found. In our example, for node 5 it is evident that 

node 2 becomes the new parent. We also observe that the new workload of node 2 is 

less than the threshold. The above technique is applied repeatedly to all the levels. 

The Figure 3.4 gives us the complete details about the reorganized tree. According to 

this, the intermediate nodes {1, 4, and 5} will now have uniform workload. The 

nodes {2, 3, and 6} which were under-loaded before reorganization are now given 

some workload to maintain uniformity in workload allocation. We discuss the 

performance of our WATC approach in the following section. 
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Figure 3.4 Final workload-aware tree 

3.2.2 Performance Evaluation 

In this section, we present a brief report on the series of experiments we have 

conducted on our custom-built simulator to assess the effectiveness of our WATC 

approach discussed in the previous section, and compare the same against the 

existing ETC algorithm.  
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Simulation and Experimental Set-up 

We have developed a custom-built simulator, which is implemented using Java 

Technology. Our simulator is meant for Windows platform and is console-based. 

This simulator allows us to define the geographical range of the network along with 

the number of nodes. We can also define the transmission range of each node. Since 

we plan to conduct experiments to assess the power consumption of our technique, 

we have also designed our simulator wherein the power allotted to each node can 

also be defined. The deployment of nodes using our simulator can be either random 

or predefined. For the simulation purpose we assume the connectivity to be constant.  

The simulator was run for networks of sizes 20, 50, and 70 nodes. The input to the 

simulator is the location of nodes specified by their x & y co-ordinates. The radio 

communication range of each node is set as 3m. Each sensor node is initialized with 

1J of energy. To simulate a push-based data acquisition model, the sensor nodes 

send the sensed data to the base-station continuously so that the energy of the nodes 

gets depleted. We just focus on simulating the communication load due to 

transmission. Further detailing about the simulator is given in Appendix-1. 

Simulation Results  

Now, we present the performance of our scheme, along with their result analysis. A 

set of experiments were conducted to compare the performance of our WATC 

scheme against that of the technique described in ETC. The comparison is made 

based on the following metrics. 

1. The number of packets transmitted during the lifetime of the network. 

2. The lifetime of the network. 

3. The residual power available in the network after the network comes to halt.  

We have done our experimentation with trees of 20, 50, and 70 nodes. In each case, 

we simulated five different topologies. The presented reading for each performance 

metric is the average of the five simulation runs conducted on above trees. We have 
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computed- (i) number of packets delivered, (ii) network lifetime, and (iii) residual 

power in the network for each simulation. The average values of our results for each 

experiment are depicted in the graphs presented in this section. According to Figure 

3.5, we observe that our WATC algorithm shows a good increase in the number of 

packets transmitted, when compared to the ETC algorithm. From the results it is 

evident that as the number of nodes in a network increases, the number of packets 

delivered in the network also increases. 

 

 

Figure 3.5 Graph depicting the total number of packets transferred till the network dies for a network 

of 20, 50, and 70 nodes. 

The graph in Figure 3.6 shows the network lifetime which we consider as a 

significant parameter to quantify the effectiveness of the network. The network 

lifetime is the time elapsed between starting of the network, and the moment it halts. 

A network is considered to have reached a halt state when not even a single node is 

connected to the BS. Otherwise, we say that the network is alive if at least one node 

in the network is active and connected to the BS. The graph shows excellent results 

associated with our approach when applied on network with 20, 50, and 70 nodes. A 

significant increase in the network lifetime can be seen in network with 70 nodes. 

This shows that the workload-aware algorithm increases the longevity of WSN as 

Legend 
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the network size increases. The longer the lifetime, higher is the energy efficiency of 

the network. 

 

Figure 3.6 Graph depicting the network lifetime till the network dies for a network of 20, 50, and 70 

nodes. 

As the network spends the maximum amount of energy for packet transmission, 

battery power is reduced at each of these nodes after each transmission. Optimizing 

the battery power utilization is one of the major issues in WSN. We measure the 

power utilization of WSN by considering the residual power (power left) of each 

node after the network dies. The following graph as shown in Figure 3.7 shows the 

total residual power in the network. In the case of ETC algorithm, when the 

intermediate nodes die quickly, the network will come to a halt early. It is found that 

a huge amount of battery power of nodes in WSN is left unutilized. Our algorithm 

has less residual power when compared to the ETC algorithm. More residual power 

in case of ETC is due to early termination of intermediate nodes. 

Next, the Figure 3.8 shows the number of nodes alive in the network after 

transmitting 40 packets in three networks with 20, 50, and 70 nodes. The graph 

clearly shows the difference between ETC and our WATC algorithm. The number of 

nodes alive after transmitting 40 packets is less in case of ETC because of the quick 

termination of intermediate nodes and its children. In case of our WATC algorithm, 

we see that more number of nodes are alive than the ETC algorithm which implies 
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increase in lifetime of the WSN, proving that our WATC algorithm is more 

effective. 

 

 

Figure 3.7 Graph depicting the total residual power of all nodes in the network of 20, 50, and 70 

nodes.  

From the above experimental results, it is evident that we have successfully achieved 

the goal of optimal power utilization at intermediate nodes, using our WATC 

algorithm. We have showed that intermediate nodes can live for a longer time when 

reorganization of the initial tree is done by considering the workload at different 

levels. Hence, we conclude that WATC algorithm is successful in optimizing the 

energy consumption and increasing effectiveness of the network through its load 

balancing strategy. Various comparisons have been provided to show how our 

scheme works better than ETC algorithm in terms of lifetime, throughput, residual 

power, and power utilization. 
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Figure 3.8 Graph depicting the total number of nodes alive after 40 packets transferred in the network 

of 20, 50, and 70 nodes. 

3.3  A Novel Approach to Recover from Node Failures 

In this section, we explain our proposed Workload-Aware Path Repairing (WAPR) 

scheme [69] to recover from node failures in routing trees constructed using our 

WATC approach described in Section 3.2. Though, the node failures can occur due 

to reasons like hardware/software failure, natural calamities (like flood, earthquake, 

fire etc.), power outage etc., we focus on failures due to power outage (zero battery 

power) at sensor nodes. The failure of an intermediate node, results in disconnection 

of its entire sub-tree from the WSN. Therefore, as a result of a node failure in a 

WSN, it loses services of the portion (sub-tree) of the network for which the failed 

node is the root. We call such portion as disconnected sub-tree, as shown in Figure 

3.9. As a result of this, the residual battery power of the entire sub-tree remains 

unutilized. This reduces the effectiveness of the WSN. When a node fails (due to 

zero battery power), the dependent nodes lose their parent. The routing tree gets 

disturbed. Hence, the dependent sub-tree is totally cut-off from the network. Many 
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applications come to a halt due to such node failures. This issue is addressed with 

our WAPR scheme explained in this section.  

 

 

 

 

 

 

 

 

 

 

 Figure 3.9. Disconnection of a portion of the tree due to node failure. 

Workload-Aware Path Repairing Scheme 

The main objective of our Workload-Aware Path Repairing (WAPR) scheme is to 

reconnect the disconnected sub-trees (which are result of intermediate node failures 

due to power outage) to the main network. In this scheme, we try to optimize the 

communication cost by applying tree reorganization technique that minimizes the 

number of hops from the disconnected sub-tree to the BS, and also balance the 

workload among the intermediate nodes while choosing an alternative path for the 

disconnected sub-tree. This reduces collisions and further early node failures in the 

reorganized network. Hence, our proposed path repairing scheme is workload-aware. 

Now, we illustrate the working of the WAPR scheme, for a WSN with 14 nodes 

deployed as shown in Figure 3.10. First we construct the initial tree using FHF 

approach and apply our WATC scheme to obtain the workload balanced tree. The 

tree structure formed is shown in Figure 3.11, and adopts our novel WAPR scheme 

for handling node failure situations. 
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The network functions effectively, when majority of the nodes are alive and 

connected. Hence, the network lifetime is highly dependent on the battery life. If we 

analyze the energy consumption rate of every node in the network, we find that the 

intermediate nodes at level ‘x’ are taxed more compared to intermediate nodes at 

level ‘x+1’. This leads to early shutdown of intermediate nodes. This node failure 

will disconnect its sub-tree from the network. 

         
 
 
 
     

 
 
 
 

 

 

Figure 3.10 Example node deployments in a WSN 

  

 

 

 

 

 

 

Figure 3.11 Example tree structure of WSN. 

We now give details about our workload-aware path repairing process. 

i. Failure Detection: Each node identifies itself before it fails due to power 

outage, and instructs its children to find a new parent. 
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ii. Path Repairing: Identifying a new parent for each of the child nodes of the 

failing node. 

 

 

 

 

 

 

 

 

 

 

 

A. Failure Detection 

Every node continuously monitors its power consumption and availability. The 

Algorithm 3.3 is run by every node to achieve this. As soon as the power level of a 

node reaches the threshold level (when the node is left with 5% of the initial power), 

it senses the impending failure and informs its child nodes to look for new parent to 

reach the BS.  

B. Path Repairing  

This process is initiated at all the nodes, which have received an instruction from the 

parent which is about to fail, to look for a new parent. Each such child chooses a 

new parent from its APL. Our proposed workload-aware path repairing algorithm is 

given in Algorithm 3.3. According to this, each node looking for a new parent sends 

an appropriate request message to all its APs, to send their respective workload and 

hop-count back. Then each alternate parent after receiving the above message will 

respond to the same by sending the requested data. 

Algorithm 3.3:  FailureDetection(node) 

This algorithm is used by a node to identify the self before it fails and instruct its 

children to choose a new path to BS. Here, getPower(node) extracts the current power 

level of the node. Threshold is the constant 5 % power level of a node, 

getChildNodeList(node) is to extract the list of child nodes of a given node. 

1. If(getPower(node) < threshold) 

2. Set CNL:=getChildNodeList(node) 

3. For each node in CNL 

4. FindNewParent(node) 

5. End for  

6. End if 
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Now, the child node looking for a new parent selects the most eligible alternate 

parent from its APL, as per the following criteria and makes it as its new parent. 

a) The workload of the new parent should be least among the nodes in the APL. 

b) The hop-count to reach the BS from the new parent should be minimal. 

The above criteria will enable the child to select the best alternate parent (with least 

workload and hop-count) as its new parent. 

To illustrate the working of our WAPR algorithm, we consider the example tree in 

Figure 3.11, which is a workload-aware tree. Let us assume that, the node 6 has 

reached its threshold, (i.e., the node has only 5% of the initial battery power and is 

going to shut down within an hour (approximately)). Now, the node 6 sends a ‘good-

bye’ message to all its children (node 12). This message implies that the child should 

look for a new parent which can be chosen from the APL of the child.  

At that point, each child node invokes the functionality as per the Algorithm 3.4. 

According to this, node 12 sends messages to all its APs (5, 7, 9, 10, 11, 13, and 14) 

to send back the workload and hop-count. Now all the APs of node 12 will respond 

to this.   

The Suitability Factor (SF) indicates the degree of suitability of the given APL to 

become the new parent. Higher the SF more will be the suitability. Now, for each 

node in the APL, final suitability factor will be computed taking into account both 

workloads (40% weightage) and hop-count (60% weightage). According to this, if in 

the APL, the minimum workload of a node is 4, and minimum hop-count is 3; then 

an AP with workload 6, and hop-count of 4 will get credits for workload as 4/6, and 

credits for hop-count as 3/4.  

The suitability factor is computed as follows: 

Suitability Factor = (credits for WL*0.8) + (credits for level* 1.2)                       

                              = (4/6 *0.8) + (3/4 *1.2)        

                              = 1.4 

After computing the SF for all nodes in APL, the node looking for a new parent will 

choose the node in APL with highest SF as the best new parent. The SF for all the 14 

nodes of Figure 3.11 is computed and presented in Table 3.2. This facilitates 
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choosing a new path with minimal workload and hop-count. Hence, such path will 

be an optimal one. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Algorithm 3.4:  FindNewParent( node) 

This algorithm will return an alternate path for the child nodes of CNL to reach 

the BS. Here,  isAlive(node) returns true if the node is alive, getNodeId(list) 

extracts the first node ID from the list, getWorkload(node) to extract the stored 

value of workload of a given node, getLevel(node) extracts the level number of 

the node,  addChild(m,n)  adds a node n to the CNL of  node m. 

getAlternateParentList(node) extracts the alternate parents list of the given node, 

getMinimum(array) returns the minimum value in the array, getMaximum(array) 

returns the maximum value in the array. 

1. If (isAlive(node))          

2. APL[ ]:= getAlternateParentList(node)) 

3. For each node in APL[ ] 

4. WL[ ]:=getWorkload(node)) 

5. End for 

6. min_wl:=getMinimum(WL[]) 

7. min_level:=getMinimum(getNodeId(WL[])) 

8. mwl:=min_wl/getWorkload(node) 

9. mln:= min_Level/getLevel(node) 

10. new:=getMaximum((0.8*mwl)+(1.2 *mln)) 

11. bestnewparent:= getNodeId((new)) 

12. else  

13. bestnewparent:= getNodeId((new)) 

14. addchild(bestnewparent, node) 

15. End if 
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Table 3.2   Details of example WSN in Figure 3.11 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

After this path repairing, the sub-tree of a failing node is still connected to the BS 

with the best possible path. Since, both workload and hop-count play a significant 

role, in selecting the new parent, we conducted experiments to decide upon the 

weightages given to each of the above criteria. Our experiments suggest that 

weightages of 40% and 60% can be associated with workload and hop-count 

Node 

no. 

Level 

no. 

Work

load 

Suitability 

Factor 

Best new 

parent 

Alternate Parent 

List (APL) 

1 1 4 - 

 
- - 

2 2 2 1.4 3 3,4 

3 2 2 2 2 2,4 

4 2 4 2 2 2,3 

5 3 3 2 3 3,6 

6 3 2 2 7 2,4,7 

7 3 2 4.4 8 3,6,8 

8 3 2 4.4 9 3,7,9 

9 3 1 4.4 8 8 

10 4 1 4.4 11 6,11 

11 4 1 1.7 12 6,10,12 

12 4 1 2 9 5,7,9,10,11,13 

13 4 1 1.7 14 6,8,12,14 

14 4 1 2 9 7,9,12,13 
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respectively. This, results in a reorganized tree that is power efficient and workload 

balanced. The issue of intermediate nodes and their higher power consumption than 

the leaf nodes is addressed in our DTDR scheme. We present its detailed explanation 

in Section 3.4. 

3.3.1    Performance Evaluation 

In order to validate our ideas and compare the performance of our proposed 

Workload-Aware Path Repairing (WAPR) scheme [69] with that of the existing path 

repairing scheme [46], we use the simulator explained in Section 3.2.2 with minor 

modifications to facilitate the implementation of our WAPR algorithm. We also 

present the analysis of results of various experiments conducted to test the 

effectiveness of our technique. The performance metrics used to evaluate our scheme 

against the existing path repairing algorithm are- (i) number of packets transmitted, 

(ii) network lifetime, and (iii) residual power in the network after the network comes 

to a halt.  

During the simulations, sensors are deployed randomly in the field, and the FHF 

approach was applied to construct the initial routing tree. We have experimented 

with this tree by giving some workload to nodes so that nodes expend energy in 

packet transfer. Each node is initialized with 1J of energy initially. To simulate a 

push-based data acquisition model, the sensor nodes send the sensed data to the 

base-station continuously. We just focus on simulating the communication load due 

to transmission of result. Further detailing about the simulator is given in Appendix-

1. 

First we conducted tests by applying path repairing scheme [46], and recorded 

readings for the performance metrics mentioned above. Then we have run 

simulations using our proposed WAPR algorithm.  
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Figure 3.12 Graph depicting the total number of packets transferred till the network dies for a network 

of 20, 50, and 70 nodes. 

Our scheme continuously monitors the power level at each node after every 

operation performed at that node. As soon as the energy at a node reaches the 

threshold level of power, the node identifies itself as the one that will shut down 

soon. On this event, our workload-aware path repairing process will take place at the 

children of the failing node. This power monitoring and path repairing activities are 

continuously performed at respective nodes till the network halts. From the results 

shown in Figure 3.12, it is evident that as the number of nodes in a network 

increases, the number of packets delivered in the network also increases. 
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Figure 3.13 Graph depicting the network lifetime for a network of 20, 50, and 70 nodes. 

In Figure 3.13, the graph shows excellent results for our WAPR approach w.r.t., the 

network lifetime. Especially a significant increase in the network lifetime is seen in 

the network with 70 nodes. This shows that our WAPR scheme increases the 

longevity of WSN as the network size increases. The longer the lifetime, higher is 

the energy efficiency of the network. 

 

Figure 3.14 Graph depicting the total residual power of all nodes in the network of 20, 50, and 70 

nodes. 
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When a node fails due to zero battery power state, the entire dependent sub-tree also 

gets disconnected from the network, even though it (sub-tree) has some battery 

potential. Using our WAPR scheme, we propose an alternate routing path for the 

dependent sub-tree to stay connected to the network. This shows that the dependent 

sub-tree expends energy in sending packets to the BS. Thus the residual power left in 

the network decreases. This means optimum power utilization in the network with 

the decrease in the residual power (wastage). Optimizing the battery power 

utilization is one of the major issues in WSN. We measure the power utilization of 

WSN by considering the residual power (power left) at each node after the halt of 

the network. The graph in Figure 3.14 shows the total residual power in the network. 

In case of path repair algorithm, it is found that a good amount of battery power 

available in the disconnected sub-tree of the WSN is left unutilized. But, our WAPR 

algorithm has less residual power when compared to the path repair algorithm.  

3.4 A Novel Dual Tree Data Routing Scheme 

In this section, we give full length description of the construction and functioning of 

our proposed Dual Tree Data Routing (DTDR) scheme [67]. This DTDR scheme is 

a novel data routing scheme for WSNs where two trees will be used during the 

lifetime of the network. But at a given point of time, only one tree is operational. 

Since we have two routing tree structures, we call this scheme as Dual Tree Data 

Routing scheme. We assume that the network has two BSs located at the opposite 

ends of the topology. Each of the above mentioned routing trees will have its own 

BS. The network keeps on switching between these two routing trees for 

communication and data routing. Our DTDR scheme works effectively for WSNs 

that adopt push-based data acquisition. 

Though the name Dual Tree Data Routing (DTDR) sounds similar to that of Dual-

Tree-based Data Aggregation (DTDA) [61], the concept of DTDR is entirely 

different. Our proposed DTDR is meant for data routing and not for data 

aggregation. Further, in DTDA both trees work simultaneously, whereas in DTDR 
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one tree is operational at a given point of time. Hence there is no overlap in the 

concept. 

3.4.1     Data Routing Tree Construction 

In general, the nodes that play the role of a Base-Station (BS) are predefined due to 

the reason that these BSs will have very high computational, battery and storage 

resources at their disposal. According to the scheme, we assume that there are two 

such BSs at opposite ends of the topology. First, we construct the First Routing Tree 

(FRT) for the network, with one of the BS as the root. Then we construct the Second 

Routing Tree (SRT) with the other BS as its root and which is one among the leaves 

of FRT. While constructing the FRT and SRT, we adopt our novel WATC and 

WAPR techniques for load balancing and path repairing as detailed in sections 3.2, 

3.3 respectively. The BS of FRT is called as First Base-Station (FBS) and similarly 

we have Second Base-Station (SBS) for the SRT. As per our assumptions we make 

sure that the SBS is at the far end of the FBS.  

Dual Tree operations  

The network starts functioning with FBS as its BS and the FRT as the data routing 

scheme. The FBS collects data continuously from all its child nodes, which forward 

their own data and the data received from the downstream (children). This network 

with FRT continues to work until the total residual power of the network becomes 

equal or close to 50% of the total power in the network that was available when FRT 

started its operations. The residual power in the network at any given point of time is 

the remaining power (sum of the power available at all the nodes) at that time.  

As soon as the total residual power of the network becomes equal to or close to 50% 

of the total power in the network that was available when FRT started its operations, 

the network switches to the SRT. Now, the SBS will start playing the role of BS for 

the network. This network with SRT continues to work until the total residual power 

of the network becomes equal or close to 50% of the total power in the network that 

was available when SRT started its operations in the recent spell.  
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This process of switching between two data routing trees continues throughout the 

network lifetime. The network stops functioning as soon as both of its BS(s) become 

isolated (that means BSs become orphans). This implies that the network can 

continue its functioning with only one tree in case the other one becomes orphan 

well before the second one. A node becomes orphan node when all its child nodes 

terminate their connections due to power outage. This dual tree switching scheme is 

depicted in the Algorithm 3.5.  

In this research, we assume push-based data acquisition model where the sensor 

nodes of the network keep on sending (pushing) data to the BS using the routing 

structures formed as explained above. In the routing tree structure, the data packet 

sent by each node reaches the BS with multi-hop communication. The nodes at the 

lowest level of the tree are termed as leaf nodes. They sense data and send to their 

respective parents. Such parents are termed as intermediate nodes. Therefore, each 

intermediate node apart from sensing and sending its own data also has to receive 

and transmit the data packets of its child nodes. All the data packets in the network 

are destined to reach the BS. We have observed that these intermediate nodes are 

taxed more than the leaf nodes in the tree structure. Even though we apply our 

WATC to distribute the workload among nodes at same level of the tree, we are 

unable to balance the workload of these intermediate nodes in an effective way. As a 

result of this, the intermediate nodes, closer to the BS, exhaust their power early and 

get disconnected from the network early. Hence, the overall network comes to a halt 

soon.  

In order to address the above issue, we propose DTDR scheme in which we use two 

different tree structures as mentioned earlier, which become operational. Due to this, 

the role of the each intermediate node is changed after a fixed power interval. 

According to this, in one spell, node at level l will become node at level n-l 

(approximately) in the succeeding spell, where n is the maximum number of levels 

in the tree. This results in uniform power consumption at intermediate nodes in the 

network. Due to this, the intermediate nodes are retained in the network for a longer 

time. This helps in longer connectivity of the nodes to the network. Thus, it 
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improves the overall lifetime of the network. The leaf nodes, which were having 

larger residual power previously, are now found to utilize the power in the tree 

operations heavily due to the change in the role in the succeeding spell, and vice-

versa.  

 

 

 

 

 

 

 

 

 

 

 

 

 

Illustration of DTDR Scheme 

Now, we explain the functioning of our DTDR scheme with an illustration. Let us 

consider the example WSN in Figure 3.3. We balance the FHF tree with the node 0 

as FBS by applying the Workload-Aware load balancing scheme as explained in 

 

Algorithm 3.5: Let nodei  be the i
th 

 node in the network of ‘n’ nodes, ‘T’,‘k’ be 

integers, residual_power(nodei) returns the (current/remaining) power in the i
th
  

node of the network  power(nodei)  returns the in the i
th
  node of the network,  

operate_tree(Base_station) performs the tree operation with Base_station as its 

base-station. CNL(node) returns the Child Node List of the node. FBS is First 

Base-Station 1, SBS is Second Base-Station. 

1. Procedure Dual-tree(FBS,  SBS) 

2. Begin 
n 

3. T= ∑ 
 
power(nodei) 

     i=1 
4. While((CNL(FBS) ==NULL)&& (CNL(SBS) ==NULL))  

5. k=2; 
n 

6. if ( ∑
 
residual_power(nodei) > (T/k)) 

i=1 

7. operate_tree(FBS); 
        n 

8. else if (∑
 
residual_power(nodei) <= T/k) 

        
i=1 

9. operate_tree(SBS); 

10. end if; 

11. end if;   

12. k=k+2; 

13. End while;  

14. End Procedure.  
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Section 3.2. The FRT thus obtained would be as specified in Figure 3.15. Now, we 

choose node 11(SBS) which is one of the nodes in the last level of the FRT as the BS 

for the SRT which we plan to construct. The same process which was carried out for 

constructing FRT is used to construct SRT, and the resultant tree is shown in Figure 

3.16.  

Base-Station  

 

 

  

 

  

  

 

Figure 3.15 First Routing Tree of the network. 

 

  

 

  

 

 

 

 

 

 

Figure 3.16 Second Routing Tree for the example WSN in Figure 3.3. 
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SRT due to drop in the residual power levels. In the succeeding spell the network 

uses SRT for data routing as shown in Figure 3.16. This tree carries on its operations 

with node 11 as SBS till it switches back to FRT. This way the network switches 

between FRT and SRT till both BSs become orphans. With this scheme, the energy 

dissipation in the WSN is uniform. 

3.4.2 Performance Evaluation 

We present a brief report on the series of experiments we have conducted on our 

custom-built simulator to assess the effectiveness of the DTDR scheme. We compare 

the efficacy of DTDR dual tree scheme against the performance of the single tree 

routing scheme constructed using our WATC approach. Though both DTDR dual 

tree scheme and WATC single tree scheme are our proposals, we make a comparison 

between these two to establish the advantage of using dual tree over single tree 

schemes. 

Since we plan to conduct experiments to assess the power consumption of our 

technique, we have also designed our simulator wherein the power allotted to each 

node can also be defined. The deployment of nodes using our simulator can either be 

random or predefined. To simulate a push-based data acquisition model, the sensor 

nodes send the sensed data to the base-station continuously.  Further detailing about 

the simulator is given in Appendix-1. 

A set of experiments were conducted to compare the performance of DTDR dual tree 

scheme against WATC single tree routing scheme. The comparison is made based 

on the following metrics. 

1. The number of packets transmitted during the lifetime of the network. 

2. The lifetime of the network. 

3. The residual power available in the network after the network comes to halt. 

We have done our experimentation with networks of 20, 50, and 70 nodes. In each 

case, we simulated five different topologies. In this section, each of the performance 

metrics is the average of the five simulation runs for the above mentioned networks 

with tree structures for data routing. We have computed: (i) number of packets 
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transmitted in the network during its lifetime, (ii) network lifetime, (iii) residual 

power in the network (the amount of power left unutilized at the end of its lifetime), 

for each simulation. The average values of our results for each experiment are 

depicted in the graphs presented in this section.  

 

 

Figure 3.17 Graph showing the number of packets transmitted in the network in WATC against 

DTDR scheme. 
 

From Figure 3.17, we observe that our DTDR dual tree scheme has shown a good 

increase in the number of packets transmitted, when compared to WATC single tree 

scheme. From the results it is evident that as the size of the network increases the 

total number of packets transmitted also increases.     

The graphs in Figure 3.18 show the network lifetime which we consider as a 

significant parameter to quantify the effectiveness of the network. The network 

lifetime is the time elapsed between starting of the network and the moment it halts. 

A network is considered to have reached a halt state when not even a single node is 

connected to the BS. Otherwise, we say that the network is alive if at least one node 

in the network is active and connected to the BS. The graph shows excellent results 

associated with our approach when applied on network with 20, 50, and 70 nodes. A 

significant increase in the network lifetime can be seen in networks with 50 and 70 
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nodes. This shows that our proposed approach provides better lifetime for the 

networks when compared to the earlier technique. We know that longer the lifetime, 

higher will be the energy efficiency of the network. As the network spends 

maximum amount of energy for packet transmission, battery power is diminishing at 

each of these nodes after each transmission. Optimizing the battery power utilization 

is one of the major issues in WSN. We measure the power utilization of WSN by 

considering the residual power in the network after the network dies. The residual 

power is the sum of the residual powers at all the nodes, which are alive and not 

connected to the BS. 

 

Figure 3.18 Graph showing the network lifetime in WATC against DTDR scheme. 

 

The graph shown in Figure 3.19 depicts the total residual power in the network. In 

the DTDR dual tree scheme, the nodes undergo role reversal (due to shift in the tree 

levels) after a power interval, enabling them to live longer when compared to WATC 

single tree scheme and thus have an efficient way of utilization of power in the 

network. The graph in Figure 3.19 confirms this speculation.  
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Figure 3.19 Graph showing residual power of the network in WATC against DTDR scheme. 

Now in Figure 3.20, the WATC single tree scheme is compared with DTDR dual 

tree scheme in terms of number of nodes alive after transmitting 50 packets in 

networks with varying number of nodes. We observe that our approach outperforms 

the WATC single tree approach as the number of nodes alive is very high. This is 

due to shift in the roles played by nodes. 

 

Figure 3.20 Graph showing the number of nodes alive in the network in WATC against DTDR 

scheme. 
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From the above experimental results, it is proved that our DTDR dual scheme has 

optimal power utilization in comparison to WATC single tree scheme. It is also 

shown that the proposed scheme keeps more number of nodes alive when compared 

to the WATC. Hence, we conclude that DTDR dual tree scheme is successful in 

optimizing the energy consumption, and increasing effectiveness of the network 

through the strategy of changing the roles of intermediate nodes after a power 

interval. According to this, an intermediate node handling high workload in one 

spell, will change its role with respect to its location in the structure of the tree and is 

bound to handle lesser loads in the subsequent spell. It is observed that during the 

time of switching from one tree to the other the data transmission activity is 

temporarily stopped for some time and it is obvious that some packets that are under 

transmission and in the middle of the way may be dropped. This situation can be 

overcome by devising appropriate mechanism for re-transmitting dropped packets 

from respective source nodes. This may require some buffering and re-transmission 

mechanism at node-level. This we would like to address in our future work. 

3.5 Summary 

In this chapter first we presented our Workload-Aware Tree Construction (WATC) 

scheme which is effective in balancing the load among the nodes in the network. The 

performance of this scheme is compared with that of existing ETC approach and 

found to be more efficient. The second proposal of this chapter is our Workload-

Aware Path Repairing (WAPR) scheme intended for effective recovery from node 

failure situation. Experimental results show that our WAPR scheme works better 

than the existing path repairing approach. Our last proposition in this chapter is our 

Dual Tree Data Routing (DTDR) scheme with two base-stations. There exist two 

routing trees but, only one tree is operational at a given point of time. Each tree has 

one of the BS as the root, and one BS can become root node of only one tree. This 

DTDR tree adopts our WATC algorithm and WAPR scheme for construction and 

maintenance of each tree in the pair. Our experimental results have showed that our 

proposed dual tree approach works better than the single tree schemes in conserving 

energy in the network. One important assumption made in our scheme is that the 
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network will have two nodes capable of playing the role of a BS and are located at 

the opposite ends of the topology.  

Though our novel tree construction and maintenance schemes proposed in this 

chapter give excellent results for sensor networks that adopt push-based data 

acquisition model, they can be used in all WSNs where tree based routing is adopted 

and load distribution is almost uniform. 
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Chapter 4 

Efficient Data Compression Scheme for WSNs 

In this chapter we present our novel lossy data compression scheme to achieve 

energy efficiency by reducing the volume of data to be transmitted. We propose a 

lossy data compression scheme- “Induced Redundancy based Lossy Data 

Compression Algorithm” (IR-LDCA) [70], to achieve better compression ratios than 

the existing ones, for the data sets which possesses reasonable degree of temporal 

correlation among the data values. Our algorithm induces certain amount of 

redundancy into the data set to achieve more effective data compression and also 

gives the user a flexibility to control the compression ratio and precision. Towards 

the end of the chapter we also present the experimentation results which prove the 

effectiveness of the proposed scheme.  

4.1     Introduction 

One general observation is that when the data values in a dataset exhibit a reasonable 

degree of correlation, we can apply data compression schemes to reduce the size of 

the set. This is a proven fact for many applications and also very much relevant in 

case of data sets handled in WSNs, since the sensor nodes are deployed to capture 

physical properties in a continuous manner. We observe that such data sets are more 

suitable for compression.  

We got motivated towards the work in the area of data compression in WSNs, when 

we came across the data set obtained from Intel Berkeley research lab [71]. This data 

set contains temperature, voltage, humidity and pressure data at regular time 

intervals. These sensor data readings which are floating point values, exhibit certain 

degree of correlation. Sometimes, they are found to be redundant as well. The 

temporal correlation is the proximity that exists between two data values pertaining 

to two consecutive time points. As the sensor nodes are deployed densely in the area 

of interest for satisfactory coverage, it is possible to have multiple sensor nodes 
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sensing same physical property like temperature. The spatially dense sensor nodes 

capture highly correlated data. The degree of correlation increases with decrease in 

inter-node separation distance. To reduce the volume of data to be transmitted by a 

node, suitable data compression schemes are applied at the node level. 

The data compression schemes can be broadly classified into two categories: lossless 

compression and lossy compression. With lossless compression, original sampling 

data can be perfectly restored at the receiving end i.e., without any loss in the 

precision of the data. But this hinders achieving higher compression ratios. With 

lossy compression, some degree of information loss, in terms of RMS error (Root 

Mean Square error) is present. In order to achieve higher compression ratios, a lossy 

compression scheme exploits the redundancy in the sensor data. Thus, for WSN 

applications which doesn’t require high precision, lossy compression techniques are 

more preferable. We present a novel lossy compression scheme called- “Induced 

Redundancy based Lossy Data Compression Algorithm” (IR-LDCA) [70] to achieve 

higher compression ratios with minimal loss of data. We also conducted experiments 

to compare the performance of our scheme with the existing lossy compression 

scheme K-RLE [48], described in Chapter 2, to prove the efficacy of our scheme. 

The results of the experimentation are discussed in the later parts of this chapter. 

4.2 Induced Redundancy based Lossy Data Compression 

Algorithm (IR-LDCA) 

Our lossy data compression algorithm IR-LDCA is based on the following important 

assumptions about the data sensing and transmission in WSNs. First, we assume that 

the sensed data has a reasonable amount of temporal correlation. Our second 

assumption is that a series of sensed data in the form of readings will have to be sent 

to the BS by a node at a specified time frequency in batch mode. Lastly, we also 

assume that the sensor hardware should support storage and processing of floating 

point data. 
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The IR-LDCA scheme effectively exploits the natural correlation that exists in 

sensor data. The objective is to exploit the commonality existing in the continuous 

data stream and also to eliminate redundancy. This is exploited by inducing 

redundancy in the data set by converting data values to their integer representation. 

This lossy data compression scheme allows the user to control the compression ratio 

desired and the data loss during the compression facilitating higher compression 

ratios with minimal data loss. This scheme reduces the volume of data to be 

transmitted at a sensor node. Thus, resulting in reduced energy consumption and 

enhanced lifetime of the network. 

Now, we present the full-length description of the proposed algorithm. First, the 

commonality in the set of readings is explored and then redundancy is eliminated. 

Let A be an array of temperature values collected by a sensor node over a period of 

time. The first phase of the algorithm is to identify the commonality in fractional 

part of two consecutive sensor readings. We calculate the maximum value (Max (A)) 

and minimum value (Min (A)) in A, and subtract the minimum value from the 

maximum to obtain the difference factor- d.  

d=Max (A)-Min (A)                       (4.1) 

The common part can be calculated by taking the value from any element in A till 

two place values greater than the place having the most significant non-zero value in 

d. This common part is subtracted from every data item of A. This gives us the 

modified list A. Now, the new representation for the element of A at index position i 

is computed as-  

A[i] = A[i] - common part          (4.2) 

We perform shifting of every value in A by n places, where n is calculated as:  

If (Max (A) >1), then n is the place value of the most significant non-zero number in 

Max (A). If (Max (A) < 1), then n is the number of zeroes before the most significant 

non-zero place in Max (A).  

By doing this, we can convert every value in A to a new representation which is in 

the form 0.xyz..., wherein the value of x in Max (A) is greater than 0. Now we 
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calculate the value of the variable delta (Δ) using the formula in equation (4.3). Here, 

Δ gives the maximum error that can be encountered in any element of A. 

          Δ  
                            

   (          )
   (4.3) 

In the equation (4.3) above, if Max (A) <1, then n is – (n+1) and the ‘c’ can be any 

value between 0 and 2. The variable ‘c’ acts as a control knob for controlling the 

compression ratio and error.  

Now we convert the set of values in A to their corresponding integer representations, 

which are calculated using the formula in equation (4.4). 

                 (
     ( )

 
)    (4.4) 

The rebuilt data set is ready which can be made into packets. The above explained 

process, in phase one encodes the floating point data value into their equivalent 

integer representation, which performs initial compression. 

In the second phase of the algorithm, we combine the data and eliminate redundancy 

in data for achieving further compression. Let z be the minimum bits required to 

represent the Max (A). For example, the binary representation of 8 is 1000; here the 

minimum number of bits required to represent 8 is 4, this implies z=4.  

The procedure given above performs the second phase of data compression. In the 

Procedure Combine(A) given below, we place the z+1 bit binary representations into 

a file combining every 4m-1 (where m is any integer greater than 0) consecutive 

occurrences of any number k by m single bit 1s. The proposed IR-LDCA has shown 

good compression ratio and optimized error depending on the value of the control 

knob c. 
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4.3      Illustration of IR-LDCA  

Here, we explain the working of the IR-LDCA on a hypothetical data set.  

Let the data set A= [[46.89010], [46.89019], [46.89030] …… [46.89061], 

[46.89062], [46.89063], [46.89065]…… [46.89994]] be a data sample obtained from 

a sensor node. We compute the difference factor d for the above data set by applying 

equation (4.1)  

d= Max (A) – Min (A) = 46.89994 – 46.89010 = 0.00984.  

Now, we rebuild the data set A by subtracting the common part from every data 

item. The common part as per the algorithm explained in Section 3.1, can be 

Procedure Combine (A) 

Begin 

int i, count=1; 

From i=1 to length (A)-1 

While A[i] = A [i++] & i < length 

Increment Count 

End 

For j= 1 to Count/4 

Put binary 1 (logical 1) into the binary file. 

End 

For j= 1 to Count %4 

Put the binary equivalent of A[i] calculated upto z+1 bit 

into the file (if needed, do sign extension). 

End 

End 

                If   i != length (A) 

Put the binary equivalent of A[i] calculated upto z+1 bit 

into the file (if needed, do sign extension). 

End 

End Procedure 
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calculated by taking the values from any element of A, till two place values greater 

than the place having the most significant non-zero value in d. Here, the most 

significant non-zero place value in d is third place to the right of the decimal. Thus, 

we have to consider till the first value behind the decimal (0.0|0984) for calculating 

the common part. In our example the common part is 46.8000. By applying equation 

(4.2) on the elements of A, we obtain the modified version of A. For instance, the 

modified value for the first data item 46.89010 is 46.89010-46.8000= 0.09010.  

Now, modified A= [… [46.89061-46.8000]…] = [[0.09010]… [0.09061]… 

[0.09994]]  

Now, we shift the elements in A by n places to bring them to the form 0.xyz... 

wherein Max (A), x>0. Here n=1, hence we need to multiply Max (A) by 10
1
 to bring 

it to the form 0.xyz with x>0. We further multiply every element in A by 10
n
.  

This makes A= [[0.09010*10
1
]...] = [ [0.9010]… [0.9061]… [0.9994] ].  

Using the equation (4.3), we calculate the value of Δ as follows, by taking c as 1.  

Since Max (A) < 1, n is taken as – (n+1). Hence, n = -2.  

We have,      
(             )       

      
 ; Thus  = 0.0012.  

Now change the values in A to an integer form by using the equation (4.4).  

We have, A[0]= floor((0.9010-0.9010)*10-1/0.0012) = 0, similarly A[1]=1, A[2]= 2. 

For some elements in A whose values are: 0.9061, 0.9062, 0.9063, 0.9065, the 

corresponding integer values obtained after applying equation (4.4) are 5,5,5,5. This 

is termed as induced redundancy.  

Thus, A={ 0,1,2, ……5,5,5,5…….,82}.  

Now, we have to combine similar values in A to a single value using the Procedure 

Combine (A) as shown in Section 4.2, to compress the data. Let z be the minimum 

Induced redundancy 
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bits required to represent the Max (A). Here, the new Max (A) is 82. The minimum 

number of bits required to store 82 is 7, thus, z=7.  

Hence, after applying Combine(A), the data written to the file corresponding to the 

data set A= {0,1,2, ……5,5,5,5…….,82} is { 00000000 00000001 00000010 ……. 

1000001001 …… 01010010}  

 

Similarly, had there been a redundancy of (say) 9 consecutive ‘5’s then the value 

stored would have been as follows: 1 1 01010010 01010010. The first 2 ones 

followed by the binary representation of ‘5’ implying that there is a redundancy of 

4*2 repetitions of ‘5’ and the succeeding sequence is showing the ungrouped ‘5’, 

since we are grouping numbers in multiples of 4. We have implemented the above 

algorithm on our simulator and evaluated the performance on the sample data.  

4.4 Performance Evaluation 

To validate the efficacy of our IR-LDCA data compression scheme, we implemented 

both IR-LDCA and K-RLE algorithms in Java. Since the algorithm works on the 

data collected at individual nodes, the usual parameters of a WSN like- topology, 

transmission range etc., will not come into picture. 

Evaluation of IR-LDCA 

To evaluate our IR-LDCA, we have conducted a series of experiments on the sample 

data set obtained from Intel Berkeley Research lab. The sample data set comprises of 

data about temperature and pressure. As the performance of data compression 

algorithms is assessed based on their compression ratio and error percentage (this 

indicates the degree of loss), various tests were conducted on IR-LDCA and K-RLE, 

for similar performance metrics. The data set contained a sequence of 1305 values 

for each physical quantity. The compression ratio is computed as shown in equation 

(4.5), given below. 

8-bit representation of ‘5’ preceded by binary 1 

showing a redundancy of four consecutive ‘5’s 

 8-bit representation of ‘0’ 
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                c                     (  
               

            
)                      (4.5) 

The Root Mean Square (RMS) error is computed as shown in equation (4.6), given 

below. 

                                                           √
∑ (     )

  
   

  
                           (4.6) 

In IR-LDCA, the value of c (control knob), used in equation (4.3), can be altered to 

get the desired compression ratio for each parameter (temperature/pressure). In the 

graph shown in Figure 4.1, the compression ratios for various values of c have been 

indicated for both pressure and temperature. The compression ratio depends on the 

value of c. The x-axis of the graph represents the variable values for c, and the y-axis 

represents the compression ratio obtained.  

.  

Figure.4.1 Compression ratios achieved for varying values of c for temperature and pressure 

The value of the compression ratio for temperature decreases gradually from 95.4% 

to 45% and the pressure decreases from 85.8% to 45.4%, as the value of c changes 

from 0 to 2. The line graph thus obtained shows a gradual change in compression 

ratio as the value of c changes. This is because, as the value of c increases, the value 

of delta (Δ) obtained in equation 4.3, decreases and this result in lowering of the 

compression ratio. It is observed that, most of the times, the change in compression 
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ratios for both temperature and pressure show similar behavior (both of them either 

increase or decrease), between any pair of values for c. This is due to the fact that the 

data samples are not mutually correlated. 

 

Figure 4.2 RMS error percentages for varying values of c for temperature. 

 

 Figure 4.3 RMS error percentage achieved for varying values of c for pressure. 

The RMS error percentage (RMS error*100) for varying value of c, for temperature 

and pressure, are plotted in Figure 4.2 and Figure 4.3 respectively. In both the 

graphs, c is plotted on the x-axis and the y-axis represents the error percentage 

obtained. The value of the error percentage for temperature decreases gradually from 



74 
 

7.75% to 0.072% in Figure 4.2, as value of c changes from 0 to 2. In Figure 4.3, the 

graph shows decrease in the error percentage for pressure from 6.95% to 0.0684%. 

The line graph thus obtained shows a gradual change in error percentage when the 

value of c changes. This is because, as the value of c increases, the value of delta (Δ) 

decreases resulting in decreased error percentage. 

Comparison between IR-LDCA and K-RLE 

To establish the effectiveness of the proposed IR-LDCA over the existing K-RLE 

algorithm, the K-RLE scheme is also implemented and tested for its performance on 

the same platform. The comparison parameters are compression ratio and error 

percentage. First, we conducted experiments to compare the compression ratios. In 

order to make a comparison between K-RLE and our proposed IR-LDCA, we have 

considered the value of K as the standard deviation of the data sample and c 

corresponding to their respective highest compression ratios. Next, we conducted 

experiments to compare the RMS error percentage using similar approach as 

mentioned above for comparing compression ratios. 

 

Figure 4.4 Compression ratios achieved in K-RLE and IR-LDCA for temperature and pressure. 

The compression ratio obtained for K-RLE is 79.7% and 85.4% for temperature and 

pressure respectively. In case of IR-LDCA, it is 87.2% and 91.8% for both 
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parameters. The compression ratios given here for IR-LDCA are corresponding to 

the minimum value of c.  

 

Figure 4.5 RMS error percentages in K-RLE and IR-LDCA for temperature and pressure. 

The error percentage obtained for K-RLE is 17.2% and 20.5% for temperature and 

pressure respectively. In case of IR-LDCA, it is 7.75% and 6.95% for both 

temperature and pressure respectively. 

The results obtained reveal the fact that the improvement in the compression ratio in 

IR-LDCA against that of the K-RLE is nominal. But our IR-LDCA shows a drastic 

reduction in RMS error percentage, when compared to that of K-RLE. This proves 

the advantage of our IR-LDCA over the existing K-RLE algorithm.  

4.5 Summary 

Our novel lossy data compression algorithm IR-LDCA presented in this chapter, 

exploits the temporal correlation that exists in the sensor data in a more effective 

manner. The objective of the work was to exploit the commonality existing in the 

continuous data stream and also to eliminate redundancy. The IR-LDCA allows the 

user to control the compression ratio and the data loss as desired during the 

compression, facilitating higher compression ratios with minimum loss of data. Our 
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algorithm is more flexible and optimized than the existing K-RLE algorithm with 

respect to the RMS error (data loss). Our experimental results prove that the 

application of our novel data compression technique reduces energy consumption 

and increases the lifetime of the network. 
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Chapter 5 

Efficient Query Processing Scheme for WSNs 

In this chapter we present our novel query processing scheme [72] for WSNs. The 

main objective is to achieve energy efficiency in a WSN by reducing the number of 

messages transmitted during query processing to minimize the power consumption. 

Our approach is based on making use of the cached data (results) at the BS and 

exploiting the commonality among the queries (query containment) submitted to the 

network. This can significantly minimize the transmission and processing costs 

w.r.t., energy in the network. Finally, we present the simulation results which prove 

the effectiveness of this scheme over the existing ones.  

5.1 Introduction 

Majority of the WSN applications submit ad-hoc queries to the BS for processing. 

As mentioned earlier, an ad-hoc query is a one-time data retrieval request submitted 

to the network (at the BS). Some of the applications are- Waste Water Monitoring, 

Green House Monitoring, Air Pollution Monitoring, Machine Health Monitoring, 

Landslide Detection, Forest Fire Detection etc. These applications monitor certain 

physical characteristics like temperature, pressure, humidity, light, air pollutant etc. 

Hence, the external world queries the WSN for these parameters. The role of each 

sensor node is to sense and transmit the sensed data to the central monitoring station 

termed as the Base-Station (BS). We assume that both BS and the sensor nodes are 

capable of processing queries. The only difference between a sensor node and BS is 

in terms of the resources available. The battery attached to the sensor node is the 

source of energy for performing various operations like sensing, data storage, 

computations, and transmission. It is observed that 80% of the power is utilized 

towards radio communication. Hence, to increase the lifetime of the network, it is 

essential to minimize the volume of data transmission during query processing. 

Therefore, we have focused on minimizing the cost of executing ad-hoc queries.  
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Usually, an ad-hoc query submitted at the BS is sent to respective network of nodes 

for execution. The results of a query are given back to the user through the BS. 

Hence, all the nodes send their result data to the BS. As the BS has a reasonable 

amount of storage, the results of a query can be stored at the BS for future use. We 

call such data stored at the BS as cached results. If the query request involves cached 

results, the BS can process the query and give the results. Otherwise, the query needs 

to be sent to the concerned nodes for execution.  

5.2 Ad-hoc Query Processing on Cached Data at Base-Station  

A set of ad-hoc queries submitted at BS are often found to be requesting the same 

results. Sometimes they may not be equal, but they exhibit certain overlap in their 

query results. Such relationship among queries is termed as query containment. The 

containment relationship is said to be satisfied, iff two queries yield same or partially 

same query results. For the sake of convenience w.r.t., terminology, we call a query 

q that yields the superset of the results of a set of queries Q{q1….qn },  as a super-

query. This super-query q is formed based on Q. Hence, the challenge is to formulate 

a super-query-set for a set of queries which can be disseminated and executed in the 

network leading to reduced transmission cost in terms of energy. Further, a query 

submitted at BS may need to be processed- (i) completely using the cached data at 

BS or (ii) completely using the data available in the network, or sometimes (iii) 

partly using the cached data and partly using the data available in the network. 

Now, we explain the first phase of query processing scheme at the BS. The queries 

submitted at the BS are stored in a query register. Now, each query from the query 

register may obtain its results completely or partially on the cached results at BS. 

Sometimes, the cached results may not be useful in any way. In case a query finds its 

complete results at the BS, then the query need not be disseminated into the network. 

But, if a query yields partial results at the BS then the remaining results are obtained 

from the network of nodes. For certain queries which don’t find results at the BS, 

need to get their query results from the network. Now, if we examine the queries 

which need data from the network, they may exhibit certain overlap in their query 
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results. For a given set of queries, that are submitted at BS in a given time interval, 

we capture the data requirements using a bit-map. After elapse of the specified time 

period, a set of super-queries are framed from the bit-map which will be 

disseminated into the network. The query results obtained from the network of nodes 

will be stored in cached results at the BS. Now, the BS has complete results for all 

the queries in the register. Therefore, the queries from the query register are executed 

upon the cached results. The query results are given to the user. Now, we present an 

illustration. For simplicity, we have considered 4 sensor nodes in the network and 

time interval for each sensor node as one hour. We consider 5 queries {q1, q2, q3, q4, 

q5} in the query register as follows.  

q1:  SELECT * FROM S1, S2 WHERE t > 1 AND t < 2; 

q2:  SELECT * FROM S1, S3 WHERE t > 2 AND t < 3; 

q3:  SELECT * FROM S1, S4 WHERE t > 3 AND t < 5; 

q4:  SELECT * FROM S3, S2 WHERE t > 1 AND t < 4; 

q5:   SELECT * FROM S4, S2 WHERE t > 3 AND t < 6; 

Let us assume that initially the BS has data from Sensor nodes S1, S2, S3, S4 for 

time interval, t=1 to t=2, which forms the cached results. The query q1 needs data 

from Sensor nodes S1, S2 for time interval t=1 to t=2, which is available at the BS. 

Therefore, q1 is answered at BS itself. 

With the available cached results at the BS, each query in the query register may 

yield complete, partial or no results. But, the challenge is to identify the data 

requirements of each query. To solve this problem, we propose a simple technique 

that uses a bit-map. In general, a WSN is queried for the sensor value(s) during a 

fixed time interval. The query results are with two columns viz., the time-stamp and 

its sensor values. Now, we frame an empty two column query result table, where the 

first column values are generated with the time-stamp for the required time interval. 

The second column is the sensor values for their respective time-stamps, which can 
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either be obtained from the cached results at the BS or from the network of nodes. 

Therefore, we fetch sensor values for the required time-stamp from the cached 

results at the BS if available. For the sensor values which are not available in the 

cached results they need to be retrieved from the network of nodes. Thus, values for 

the second column are available either for all rows or only for some rows. The 

following situations arise based on the values in the second column of the query 

result table- 

1. The second column is completely filled that means query results are available in 

the cached results at the BS. 

2. The data is partly filled, that means there are empty locations for which data is 

unavailable at the BS.   

3. The second column is empty, which means that the query cannot be answered at 

the BS.  

In the first case, the query can be completely answered at the BS itself without 

transmitting the query into the network. The second case gives partial results at BS 

and the rest from the network. The third case is to completely retrieve from the 

network. In the second and third cases, where the data needs to be retrieved from the 

network, there may be certain redundant data requirement among the queries. Hence, 

we try to minimize such redundant data transmissions in the network. We present a 

simple technique to solve this using our bit-map approach. The flowchart for the 

same is shown in Figure 5.1. 
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Figure 5.1 Flowchart showing the workflow for the proposed query processing scheme 
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5.3 Exploiting Query Containment (Bit-Map Approach) 

5.3.1 Identifying Query Containment Relationship 

In general, the queries which do not yield results at the BS are disseminated into the 

network. In our example, q2 cannot be answered at the BS. We capture the data 

requirements of these queries in a 2D bit-map. This 2D bit-map is an array of bit-

maps where each bit-map corresponds to a sensor node.  

Now we explain the details of the bit-map. Each bit position in the sensor bit-map 

represents a time-interval. The queries obtained from second and third case in 

Section 5.2 are the candidates for the bit-map. We exploit commonalities in multiple 

query results by mapping all the query requirements onto the bit-map. Initially, the 

bit-map has ‘0’ for all its bits.  

A sample bit-map is shown in Figure 5.2 below. A bit-map is meant to capture the 

data requirements for each sensor. The data required from each sensor for a 

particular time interval is shown as a bit-map. Initially the bit-map is empty, which is 

shown with ‘0’ in all its bit-positions.  

Sensor nodes/ time t=1 t=2 t=3 t=4 t=5 t=6 

S1 0 0 0 0 0 0 

S2 0 0 0 0 0 0 

S3 0 0 0 0 0 0 

S4 0 0 0 0 0 0 

Figure 5.2 Sample bit-map showing initial value ‘0’ in all its cells. 

The data required at a particular time interval is marked as bit ‘1’ against their time-

interval. Whenever bit ‘1’ is found existing in a cell, ignore that and proceed. It 

means this particular data has already been in the requirement of some other query. 

Now, all the incoming queries are plotted on the same bit-map for a certain time 
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period. Depending on the application, the time period can be set. After the time 

period is elapsed, a set of super-queries are framed from the bit-map. 

In our example, q2 needs data from Sensor nodes S1, S3 for time interval t=2 to t=3 

which is not available at the BS. So, the query is plotted onto the bit-map of Figure 

5.2. Now, the value 1 is plotted in the bit-map of S1, S3 against the time interval t=2 

to t=3 and we get the modified bit-map as shown in Figure 5.3. 

Sensor nodes/ time 1 2 3 4 5 6 

S1 0 1 1 0 0 0 

S2 0 0 0 0 0 0 

S3 0 1 1 0 0 0 

S4 0 0 0 0 0 0 

Figure 5.3   Bit-map after plotting q2. 

Sensor nodes/ time 1 2 3 4 5 6 

S1 0 1 1 1 1 0 

S2 0 1 1 1 1 1 

S3 0 1 1 1 0 0 

S4 0 0 1 1 1 1 

Figure 5.4   Bit-map after plotting q2, q3, q4 and q5. 

Now consider query q3, which needs data from S1, S4 for a time-interval t=3 to t=5. 

This data is not available at the BS. So, plot this on the bit-map obtained in Figure 

5.3.  Let us take up the query q4, which needs data from S3, S2 for a time interval 

t=1 to t=4.  First it is executed on cached data at the BS. We have cached data for a 

time interval of t=1 to t=2. But, we also need data from t=2 to t=4. Hence we plot 

this requirement (for unavailable data) on the bit-map. In case, if a particular bit 

position in the bit-map has value ‘1’ before plotting, this can be ignored, as it has 

already been the requirement of some other query considered earlier in this process. 

In this way, we use the same bit-map to plot the requirements of all the queries by 
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updating the bit-positions. The Final bit-map after plotting all 5 queries is shown in 

Figure 5.4 below. 

5.3.2 Framing Super-Query-Set 

At the BS, we frame the super-query-set from the bit-map on hourly basis or once 

every six hours depending on the application and user requirement. With an increase 

in this time period, the number of queries plotted on bit-map also increase. To frame 

the super-query-set from the 2D bit-map, we scan the individual bit-maps of the 

sensors. Whenever there is an entry ‘1’, its corresponding time-stamp is considered 

as the lower bound and continue scanning its adjacent cell  for entry ‘0’ to indicate 

the upper bound for the time series. Now, we get the upper and lower bounds time-

stamp for each sensor from the bit-map. This forms the basis for data requirement 

for each sensor. With this information, we can frame a super-query for each sensor 

with the lower and upper bound time-stamps. 

We consider Figure 5.4 for generating super-queries. Each row specifies the required 

data from each sensor for their time interval. Like sensor node S1 needs data from 

the network for a time interval of t=2 to t=5. Hence, the super query that can be 

generated for S1 is SELECT * from S1 where t>2 and t<5. Similarly, super-queries 

for the other sensors can be given as follows. 

SELECT * from S2 where t >2 and t < 6. 

SELECT * from S3 where t > 2 and t < 4. 

SELECT * from S4 where t > 3 and t < 6. 

Hence, the super-query-set generated will minimize the volume of query/result 

transmission in the network. The same process is repeated for all bit-maps to obtain 

a set of super-queries. The super-queries are disseminated into the network. The 

query results obtained from the network are cached at the BS. Each query in the 

query register is now executed upon the cached results at BS. Hence, the query 
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results are delivered to the user. After this, bit-maps are set to ‘0’ to make it ready 

for the next round of plotting to process the subsequent batch of queries. 

5.4 Performance Evaluation 

In this section, we discuss the details of the performance evaluation of the proposed 

query processing scheme that exploits cached results and query containment. 

We implemented our novel query processing technique on the custom-built 

simulator developed in Java. We assume few parameters in the network to be 

constant (like transmission range) and there are no failures in the network. Our 

simulator is built to work for network with varying sizes. We have considered sensor 

nodes to form a fixed/static routing tree structure. The transmission range for each 

sensor is fixed as 10 distance units. Each of the sensors is initialized with power 

100Joules.  

We assume that the sensors are employed for sensing temperature. We have obtained 

real-world data sets from Intel Berkeley research lab data [71]. We have formulated 

user queries assuming certain data needs. We have limited our system to have input 

query-set that show variation only w.r.t., time interval, to reduce the complexity. 

Initially there is no cached data at the BS. As queries request data from the network, 

as and when the result is received, the BS stores a copy of the same, which becomes 

cached data. 

Experimental Results 

A set of experiments were conducted to show the performance of our proposed 

query processing approach. The comparison is made based on the following metrics. 

1. The number of packets transmitted in the network for ‘n’ queries. 

2. The lifetime of the network. 

3. The number of queries executed in the lifetime of the network. 

We have conducted our experimentation on networks of varying sizes. The presented 

reading for each performance metric is the average of the five simulation runs 
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conducted on the simulator. We have computed- (i) number of packets transmitted, 

(ii) network lifetime and (iii) the number of queries executed in each experiment. 

The average values of our experiment results are depicted in the graphs presented in 

this section. In each experiment, we have used the same set of 1000 queries to 

compute the number of packets transmitted in each of the networks. From Figure 

5.5, we observe that for executing 1000 queries in the network, our bit-map approach 

has shown a good decrease in the number of packets transmitted. From the results it 

is evident that as the network size increases the number of packets transmitted in the 

network decreases.  

 

Figure 5.5 Graph showing the number of packets transmitted in the network for executing 1000 

queries. 

Our next experiment quantifies the number of queries executed during the network 

lifetime. The graph in Figure 5.7 shows the number of queries executed in the 

networks varying in size from 100 to 650. We observe that as the network size 

increases, there is a steep increase in the number of queries executed during the 

lifetime of the network. 
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Figure 5.6 Graph showing the network lifetime. 

 

Figure 5.7 Graph showing number of queries executed during the lifetime of the network. 

From the above experimental results, it is clear that our proposed approach results in 

optimal power utilization. In addition, we have observed that effectiveness of our 

approach increases with the network size. Hence, we conclude that our approach is 

successful in conserving the network power and increasing its lifetime. 
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5.5 Summary 

Our novel query processing technique presented in this chapter exploits cached 

results at BS and query containment among the ad-hoc queries to be executed in the 

network. If the query results can be obtained in its entirety from the cached results 

then we execute that query against the cached results at the BS and send the results 

to the user. Otherwise if the query results need to be extracted partially or 

completely from the network nodes, then we figure out the commonalities w.r.t., the 

data requirements of all such ad-hoc queries to formulate super-queries, and transmit 

the same to the required nodes for execution. We introduce a bit-map approach for 

identifying the commonalities (containment) among the queries and to formulate 

super-queries. This helps in minimizing the number of queries executed and the 

volume of data transmitted in the network which eventually leads to optimal 

utilization of the power and longer network life. Our experimental results prove the 

effectiveness of our approach. 
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Chapter 6 

CONCLUSION 

In this thesis, we presented novel approaches for conserving energy in WSNs, during 

the data routing, transmission, and query processing operations. Our proposals 

mainly focus on routing tree construction and maintenance, reduction of volume of 

data under transmission and increasing the efficiency of query processing. Our 

proposed techniques tried to address the limitations of the existing schemes in the 

respective operational areas mentioned above.  

In this thesis we proposed- 

(i) a novel Workload-Aware Tree Construction (WATC) scheme, for efficient 

workload balancing among nodes in a tree. 

(ii) a novel Workload-Aware Path Repairing (WAPR) scheme for effective path 

repairing to recover from node failure situations. 

(iii) a novel Dual Tree Data Routing (DTDR) scheme to facilitate energy efficient  

operation of the network by uniform distribution of load across the nodes leading 

to longer network life. 

(iv) a novel lossy data compression scheme called Induced Redundancy based Lossy 

Data Compression Algorithm (IR-LDCA), to reduce the data transmission costs 

and energy consumption. 

(v) a novel query processing scheme which exploits the cached results at BS and the 

containment relationship among the queries submitted at the BS.  

Our proposed WATC and WAPR schemes work effectively by taking the workload 

of each node into consideration. Our experimental results show that our workload-

aware tree construction scheme is superior to the existing ETC approach in terms of 

load-balancing and energy efficiency. Similarly, the effectiveness of our workload-
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aware path repairing scheme is proved to be better than the existing path repairing 

scheme. Our novel DTDR scheme resulted in much better energy efficiency when 

compared to that of single tree approach 

Our novel lossy data compression scheme IR-LDCA facilitates much better control 

over the compression ratio and precision than the existing K-RLE scheme. Our 

experiments proved the same. Our IR-LDCA approach gives attractive results on 

data sets with higher temporal correlation. The effectiveness of our ad-hoc query 

processing scheme proved to be better than that of the existing approach in terms of 

exploiting cached data and containment. Our novel query processing scheme is 

intended for optimizing execution of ad-hoc queries. All the required experiments 

are conducted on custom-built simulator with necessary fine tunings.  

Future Directions   

Now, we brief on scope for future work in this area. Our proposed tree construction 

and maintenance schemes assume that the sensing and query processing loads 

assigned to the nodes in the network are almost same (uniform distribution). 

Investigations are necessary for introducing schemes for WSNs where nodes have 

varying loads. We also believe that there is enough scope for new path repairing 

schemes that take into account other reasons for node failure like- physical damage, 

hardware failure etc. Similarly, failure situations where a collection of nodes in a 

geographical location become unavailable need to be investigated. In our proposed 

query processing scheme, while identifying the containment we have considered the 

conditions set w.r.t., time attribute. We understand that further possibility of 

exploiting containment w.r.t., conditions set on other attributes may be explored for 

better effectiveness. We also believe that there is sufficient scope for new query 

processing techniques that optimize the processing costs of continuous queries. 
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APPENDIX-1 

Simulator Specifications 

To prove the efficacy of our proposed data management schemes, we have 

conducted a good number of experiments on custom-built simulator. In this 

appendix, we present the details about the simulator w.r.t., its implementation, 

features, and set-up for various experiments.   

We have developed a custom-built simulator, which is implemented using Java 

Technology. Our simulator is meant for Windows platform and is console-based. 

This simulator allows us to define the geographical range of the network along with 

the number of nodes. We can also define the transmission range of each node. As the 

amount of power consumed is the basic criteria to assess the effectiveness of our 

techniques, we have designed our simulator in such a way that the power allotted to 

each node can also be defined. The deployment of nodes using our simulator can be 

either random or predefined. The input to the simulator is the location of nodes 

specified by their x & y co-ordinates. The radio communication range of each node 

is set as 3m. Each sensor node is initialized with 1J of energy. The network is given 

some query workload so that the energy of the nodes gets depleted. For the 

simulation purpose we assume the connectivity to be constant and there is no loss of 

packets in transit. 

First, we present the details about simulation of WSN, and then we explain the set-

up required for conducting experiments pertaining to the data routing, data 

compression, and query processing schemes. 

Sensor Nodes and Network Simulation 

Now, we present the description about simulation of a sensor node, and the process 

of connecting multiple sensor nodes to form a WSN. To simulate a sensor node, we 

input the (x, y) co-ordinates of the node along with its nodeID. We also define values 
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for parameters like-transmission range, battery power, level no. etc., are defined. We 

define the cost involved with certain operations in the network w.r.t., power. For 

instance, we define the initial battery power available at each node to be 100 units (1 

Joule). Further, we define that the amount of power consumed at a node in 

transmitting one packet is 0.08 units. Similarly, the energy consumption per packet 

received is 0.03units. In our implementation, each sensor node is an instance of the 

class Sensor, which encapsulates all necessary functionalities and properties of a 

sensor node. The sensor nodes can be initialized by supplying the required 

parameters mentioned above. Once all the nodes are initialized, the process of 

formation of the required network begins. The important functions used are- i) 

function to find the distance between sensor nodes, ii) function to establish routing 

paths etc. If the distance between two nodes is less than or equal to 3 units, then they 

are able to communicate with each other and become neighbors. Likewise, we apply 

our algorithm to construct data routing trees. To simulate sensor data readings at a 

sensor node, we use random function. The sensor readings are generated at desired 

frequencies using time functions available in Java. A sensor node generates data 

packets from the sensed data according to the pre-defined packet structure with 

necessary header information like- routing path etc. Each node transmits packets 

according to the predefined routing information.  

We have also incorporated certain checks to be performed before each transmission 

like- the current power level at the sender and receiver to complete the transmission 

successfully etc. Our simulator also includes functions to compute efficient routing 

paths (shortest path, minimal hop-count, etc.). In our simulator, all nodes get 

uniform workload. We also have facilities to compute values for various parameters 

like- residual power, network lifetime, number of packets transmitted etc., which are 

used in result analysis.  

Screenshots 

Now, we present a set of screenshots captured during experimentation. 

A. WSN initialization 

The screenshot given in Figure A.1 shows the details of simulation run for a 

network with 11 nodes. A tree structure with 11 nodes (table form) is shown 
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along with level no., parent, child node(s) and workload, for each node. This is a 

sample of initial tree which is considered for workload balancing. 

 

Figure A.1. Screenshot showing the initial tree set-up in a WSN. 

 

B. Load-balancing and recovery 

The Figure A.2 shows a screenshot which is the result of running a sequence of 

packet transmissions at various nodes for ETC implementation. The information 

displayed includes the hop details, power levels etc.  
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Figure A.2 Screenshot showing the packet transmission in a WSN. 

 

The screenshot given in Figure A.3 is the result of running our workload-aware tree 

construction algorithm. We compare the effectiveness of our algorithm with that of 

ETC algorithm. This screenshot also shows the residual power, simulation time, 

status of nodes after load balancing. 

 

 

Figure A.3 Screenshot showing the final workload-aware tree. 
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The Figure A.4 shows the screenshot of the simulator when a node failure occurs in 

a tree-based WSN. The packet routing process is also visible in the screenshot. 

 

 

Figure A.4 Screenshot of the node failure and recovery scheme 

 

 

Figure A.5 Screenshot of the WAPR scheme in the simulator. 
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The screenshot in Figure A.5 shows the simulation during the Workload-Aware Path 

Repairing (WAPR) process. The metrics like- residual power, simulation time etc., 

computed after the simulation is also visible. 

C. Simulation run for Data Compression 

The Figure A.6 shows the screenshot of the simulator during the experimentation 

done to prove the effectiveness of the data compression scheme. This screenshot 

shows the first step of the data compression scheme. 

 

 

Figure A.6. Screenshot of the simulator during data compression scheme 

 

D. Query processing 

The screenshot in Figure A.7 shows the simulation of our query processing scheme 

in WSN. The initial set of queries for a sample batch is shown in Figure A.7. Next 

the Figure A.8 shows the final metrics like- residual power, number of nodes alive 

etc.,  
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Figure A.7. Screenshot showing sample queries during the simulation 

 

 

Figure A.8. Screenshot showing the final results after query processing. 
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