
Chapter 4

Operating Strategies in Markovian Environ-
ment

4.1 Introduction

During the last few decades, the queue-based service systems with realistic behaviors
like server’s vacation or working vacation and reneging have been broadly investi-
gated due to their applications in various fields, such as computer systems, commu-
nication networks, production systems, etc. In real-life, the impatience behavior is
the most prominent feature for an individual customer who wants to experience ser-
vice but needs to queue. For the characterization of customer’s impatient behavior,
the most common terminology is reneging, which is defined as the customer who
joins the queue but leaves without being served after waiting for sometimes. The
concept of reneging was introduced by [96]. Recently, [51] surveyed in-depth for
the effects of time limitations on decision-making via queueing theoretic approach
and had given broad insight on the reneging behavior of the customers. The main as-
sumption for the reneging in the literature is that the customers execute independent
abandonment, i.e. each one of them sets a period of own impatience and abandons the
service system as soon as that time is over. In the present chapter, we consider that
customers are impatient, but they perform synchronized abandonment. In the syn-
chronized abandonment, the abandonment opportunities arise according to a certain
point process with which all present customers decide simultaneously but indepen-
dently of the others whether they will abandon the service system or not.

In this chapter, we consider that at the abandonment epochs, every present cus-
tomer remains in the service system with probability q and abandons the system with
the complementary probability p = (1− q), independent of the others. Economou
and Probab [69] analyzed an exclusive model in which the population evolved ac-
cording to a Poisson fashion and exhibited synchronized reneging following binomial
distribution and transitions occurred according to a renewal process. Economou and
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Kapodistria [70] and [71] used q-hypergeometric series for computing the perfor-
mance measures of single server queue with synchronized abandonments behavior
for unreliable server and gated service respectively. Furthermore, [123] carried out
the extensive analysis, including the stationary distribution, the busy period, and the
conditional sojourn time distribution on deriving exact formulas for a single server
and multi-server queueing model with synchronized abandonments. Recently, [228]
studied for point process reneging behavior in finite population queueing model.

Servi and Finn [222] proposed a special kind of semi-vacation policy in which
the server provides the service at a slower rate instead of being completely termi-
nate the service. Such type of vacation policy is known as working vacation (WV).
Liu et al.[185] demonstrated the stochastic decomposition structures of the waiting
time and queue length in a single server Markovian queueing model with a working
vacation. Zhang and Zhou [317] explored different types of working vacation and es-
tablished stochastic decomposition results of stationary indices by QBD process and
generalized eigenvalues method. Recently, [232] surveyed many research articles
having impatience behavior and vacation policy for the finite population queueing
model in detail.

In the working vacation policy, we generally assume that the server returns to
a normal working level only when the system is non-empty at the end of a vaca-
tion. Such an assumption seems much more confining in real-world situations. To
overcome that kind of limitation, [170] introduced the vacation interruption policy
in a single server queueing model with working vacations. In that controllable va-
cation policy, if there are waiting customers more than pre-specified threshold at the
epoch of a service completion in the vacation period, the server immediately ends
own vacation and resumes the normal working level. Otherwise, server continues the
working vacation until the system is non-empty after a service or a vacation ends.

In the last decade, some investigations had been done for Markovian and non-
Markovian queue-based service system with vacation interruption by employing dif-
ferent methodology (c f . [23], [254], [220], [173], [255]) for designing better service
system. Liu et al. [181] deliberated a working vacation and working vacation inter-
ruption with active and standby redundancy. Tao et al. [174] derived the formula for
the probability generating functions of the number of customers in orbit by using the
stability conditions for an M/M/1 retrial queueing model with working vacation in-
terruption. Later, [264] established the customers’ equilibrium and socially optimal
joining-balking behavior in single-server Markovian queues considering the system
states as observable, partially observable, and unobservable, respectively. Bouchen-
touf and Yahiaoui [35] deduced the explicit expressions of the system sizes when the
server is in a normal service period and in a Bernoulli scheduled vacation interruption
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in Markovian feedback queueing model with reneging and retention of reneged cus-
tomers, multiple working vacations, and Bernoulli scheduled vacation interruption.
Recently, for studying the effect of newly introduced emergency vacation policy on
service systems, [233] provided a comparative analysis of optimal service strategies
using Bat and PSO algorithms.

The efficiency of the metaheuristic algorithm plays an important role in finding
optimal solutions for minimizing the cost function involves in the queueing prob-
lem having complexity of calculation. Particle swarm optimization (PSO), genetic
algorithm (GA), differential evolution (DE), etc. are some common useful nature-
inspired algorithm associated with optimal analysis of queueing problem (c f . [178],
[279], [299], [302]). In the present chapter, we use a metaheuristic optimization
algorithm, cuckoo search (CS), for efficient search of the optimized solution up to
a certain level in a stochastic manner. This algorithm was developed by [305] in
2009 on the motivation of brood parasitism behavior of cuckoos. Cuckoos lay their
eggs in communal nests of other species to achieve reproduction of cuckoos. The
cuckoo search algorithm is very much based on the identification of cuckoo eggs
among host eggs in host nest. After identifying cuckoo eggs, host birds can either
leave the nest and build a new nest or abandon these eggs. Some evolved cuckoos
are also specialized in mimicking the eggs of host birds such that probability of iden-
tification and leaving nest decreases, and the likelihood of reproduction increases.
The newly evolved soft computing technique, cuckoo search performs much better
than PSO and other algorithms. Due to its guaranteed global convergence property,
it is suitable for multi-modal optimization problem also. A number of algorithmic
parameters to be tuned in cuckoo search is less than those in PSO and some other
population-based optimization algorithms. Thus, it covers a large set of optimization
problems being a more generic approach (c f . [276], [36], [268], [306], [309]). Un-
fortunately, we have very few investigations in the literature on the cuckoo search for
queueing problems. Woźniak [288] used computational power of cuckoo search for
positioning GI/M/1/N finite buffer queue with single vacation policy.

The target of the vacation interruption is to control the service process, which
focuses on reducing the likelihood of the synchronized reneging of customers, which
are to be served in the system and lessening expected waiting time. In real-world ap-
plications, the model discussed in this chapter is quite useful due to the consideration
of synchronized reneging of the customers and vacation interruption of the server’s
working vacation. Such a queueing model frequently occurs in the area of computer
processing, transportation systems and so on. A practical problem related to a com-
puter processing system is provided for illustration purposes also. If the processor
is unavailable due to working vacation, indicating that it is not currently working
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on packets, which are to be processed. Then, the packet is temporarily stored in a
finite-size buffer for being served sometime later. When the buffer runs full at any
time, newly arriving packets are lost. Packets may also lose some vital information
due to behavior in processing and likely to follow synchronized reneging from the
processing system. On the other hand, the processor will switch a normal process-
ing rate whenever all waiting packets overload the processing system more than a
pre-specified threshold. However, the processor can switch a lower processing rate
for the random period when there is no waiting packet to be processed in the buffer
and continues in that state until any packet request arrives at any time. It is helpful
to prevent a computing device from becoming overloaded, overheating, and enhance
the device’s performance.

The investigated queue-based model is applicable in many areas of the service
systems and optimal strategies with promising efficiency. The real purpose of the
present study is threefold. The first objective is to develop a stochastic model via
queueing theoretical approach for the service system with contrary assumptions for
the customers and the server like synchronized reneging, working vacation, and
vacation interruption. The second objective is to deliberate newly developed effi-
cient nature-inspired optimization technique, cuckoo search, for queueing/waiting
line problem. The third objective is to provide an exclusive optimal strategic repair
policy for the governing queueing model with intensive sensitivity analysis.

The body of the chapter is as follows: In section 4.2, we describe the model using
some assumptions and notations and formulate the governing differential-difference
equations. In section 4.3, we derive some measure of effectiveness for performance
analysis. In section 4.4, we establish the expected cost function to obtain the optimal
operating policy with the minimal anticipated cost of the service system. Next, for the
optimal analysis, the nature-inspired CS algorithm is used to obtain optimal system
design parameters in subsection 4.5.1. The findings of CS algorithm are compared
with the global optimization technique: PSO algorithm and semi-classical optimizers
QN & DS method in subsections 4.5.2, 4.5.3, 4.5.4, respectively. In section 4.6, we
summarize the model numerically for analyzing the system performance and future
designing of the system. Finally, in section 4.7, we remark the conclusion and discuss
the future scope.
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4.2 Model Description

In this section, the mathematical modeling of a service system having finite capacity
K is presented using the queueing terminologies, namely, working vacation, vaca-
tion interruption, and synchronized reneging. The specialty of such a queueing en-
vironment is that the customers waiting in the service system abandon the system
simultaneously rather than the standard assumption in which they abandon the ser-
vice system independently. For more justified analysis, the following are some useful
assumptions and notations which we have used in the present study.

Arrival Process
• The customers arrive in the service system according to the Poisson process

with a mean rate λ . If there is no customer in the waiting line, the arrived
customer gets the required service immediately. Otherwise, customer joins the
queue and waits for his turn.
• The newly arrived customers join the system following the service discipline

First Come First Serve (FCFS).
Service Process
• The service time follows an identically and independently distributed exponen-

tial distribution with rate parameter µb in normal working mode.
• During vacation, the server continues to provide the service to the customers

in the waiting line with exponentially distributed service times having a slower
mean rate parameter µv(< µb) and the prospective customer continues to join
the waiting line of the service system.

Vacation Policy
• On completion of all the services, if there is no waiting customer in the service

system, the server adopts a working vacation of the random interval of time.
The time-of-vacation is exponentially distributed with mean time

( 1
θ

)
. The

server is permitted to continue for another working vacation at the end of the
vacation period if there is no customer waiting in the service system i.e. the
server follows multiple working vacation policies.
• In working vacation, if the server finds at least S waiting customers in the

service system at the epoch of completion of his service for any customer, the
server’s vacation is interrupted immediately, and the server resumes the normal
working attributes.

Impatient Behavior
• Due to long expected waiting time when the server is on a working vacation,

some or all waiting customers may abandon simultaneously from the service
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system following binomial distribution with parameter p, where p is the prob-
ability of abandon of each customer who abandons the service system inde-
pendent to the other at any epoch.
• The time-to-abandon follows an exponential distribution with rate parameter ζ

and the abandoned customer will never rejoin the service system.

All processes or events are independent of the state of the other.

Next, for the brevity, we have used the notation φ
i
k=
(

i
k

)
pkqi−k

ζ ; q = (1− p) in

the developed finite capacity service system. The governing system of Chapman-
Kolmogorov differential-difference equations for computing the steady-state proba-
bilities associated with all system states are constructed by taking appropriate tran-
sition rates. For the Markovian modeling of the finite capacity service system with
vacation interruption and synchronized reneging, the states of the service system at
any instant t are defined as

J(t)≡

0; Server is on working vacation at the instant t

1; Server is on normal busy state at the instant t

and

N(t)≡ Number of the customers in the service system at any instant t.

Then, {J(t),N(t); t ≥ 0} represents the continuous-time Markov chain (CTMC) on
the state space Θ ≡ {(0,0)∪ ( j,n); j = 0,1andn = 1,2, . . . ,K}. Let us define the
state probabilities at any instant t as

P0,n(t) = Prob[J(t) = 0 & N(t) = n]; n = 0,1, . . . ,K

P1,n(t) = Prob[J(t) = 1 & N(t) = n]; n = 1, . . . ,K

For steady-state analysis, we have limiting probabilities P0,n = lim
n→∞

P0,n(t) and P1,n =

0i=0

i=1
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Figure 4.1: Transtion-state diagram
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lim
n→∞

P1,n(t) which satisfy following set of forward Chapman-Kolomogrov homoge-
nous system of differential-difference equations governed by Fig. 4.1.

−λP0,0 +µvP0,1 +ζ

{
K

∑
m=1

pmP0,m

}
+µbP1,1 = 0 (4.1)

−(λ +θ +µv +ζ )P0,n +λP0,n−1 +ζ

{
K

∑
m=n

(
m

m−n

)
pm−nqnP0,m

}
+µvP0,n+1 = 0;

1≤ n≤ S−1

(4.2)

−(λ +θ +µv +ζ )P0,S +λP0,S−1 +ζ

{
K

∑
m=S

(
m

m−S

)
pm−SqSP0,m

}
= 0 (4.3)

−(λ +θ +µv +ζ )P0,n +λP0,n−1 +ζ

{
K

∑
m=n

(
m

m−n

)
pm−nqnP0,m

}
= 0;

S+1≤ n≤ K−1

(4.4)

− (θ +µv +ζ )P0,K +λP0,K−1 +qK
ζ P0,K = 0 (4.5)

− (λ +µb)P1,1 +θP0,1 +µbP1,2 = 0 (4.6)

− (λ +µb)P1,n +θP0,n +µbP1,n+1 +λP1,n−1 = 0; 2≤ n≤ S−1 (4.7)

− (λ +µb)P1,n +θP0,n +µvP0,n+1 +λP1,n−1 +µbP1,n+1 = 0; S≤ n≤ K−1 (4.8)

−µbP1,K +θP0,K +λP1,K−1 = 0 (4.9)

The normalizing condition of probability is given by

P0,0 +
1

∑
j=0

K

∑
n=1

Pj,n = 1. (4.10)

The governing steady-state differential-difference equations (4.1)-(4.9) of the finite
capacity service system under some realistic assumptions can be expressed in the
form of homogeneous system of linear equations

QX = 0 (4.11)

where, Q is the coefficient matrix of order (2K + 1) and X is the column vector of
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state probabilities having elements [P0,0,P0,1,P0,2, . . . ,P0,K,P1,1,P1,2, . . . ,P1,K]
T and 0

is the null column vector of order (2K +1). After using the normalization condition
(4.10), the above mentioned system of linear equations (4.11) is converted into the
form

Q∗X = B (4.12)

where, Q∗ is the matrix obtained by replacing all the entries in last row of the matrix
Q by one i.e. last row of Q by row vector e2K+1 = [1,1, . . . ,1(2K + 1)times] and B
is the column vector having the form [0,0, . . . ,1]T of order (2K +1).

Since, Q∗ is non-singular in nature and system of equations (4.12) is non-homogeneous,
the solution can easily be determined as X = (Q∗)−1B, which satisfies basic law of
probabilities.

4.3 System Performance Measures

In performance modeling, there are certain generic performance measures using
which the performance of the studied finite queue-based service system with syn-
chronized reneging and vacation interruption can be described for the decision pur-
pose. These measures are quite interrelated, and each assumes increased importance
in a particular context. In this section, we obtain these service system performance
measures by using the steady-state probabilities computed in the previous section as
follows
• Expected number of the customers in the service system

LS =
1

∑
j=0

K

∑
n= j

nPj,n (4.13)

• Expected number of the customers in the service system when the server is on
working vacation

LSv =
K

∑
n=1

nP0,n (4.14)

• Expected number of the customers in the service system when the server is on
regular busy period

LSb =
K

∑
n=1

nP1,n (4.15)
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• Probability that the server is busy

PB =
K

∑
n=1

P1,n (4.16)

• Probability that the server is on working vacation

PWV =
S

∑
n=0

P0,n (4.17)

• Probability that server’s vacation is interrupted

PV I =
K

∑
n=S+1

P0,n (4.18)

• Effective reneging rate during vacation period

RR =
K

∑
n=1

(1−qn)ζ P0,n (4.19)

• Throughput of the service system

τp =
K

∑
n=1

µvP0,n +
K

∑
n=1

µbP1,n (4.20)

• Expected waiting time of the customers in the service system

WS =
LS

λeff
(4.21)

where, λeff =
K−1

∑
n=0

λP0,n +
K−1

∑
n=1

λP1,n, a effective arrival rate.

4.4 Cost Analysis

In this section, we develop a steady-state expected total cost function for the finite
queue-based service system with synchronized reneging and vacation interruption,
in which three decision variables S, µv and µb are considered. The decision variable
S is required to be a positive integer (Z+), and the continuous variables µv and µb

are non-negative real numbers. Our main objective is to decide the optimum pre-
specified threshold level S, say S∗ and the optimum values of service rates µv, µb, say
µ∗v , µ∗b respectively so as to minimize the unconstrained expected total cost function.
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Having a quantitative idea about the system performance, we formulate the ex-
pected total cost function using various cost elements associated with the states of
the service system. Now, we define the specific cost elements as follows

Ch ≡ Cost per unit time associated with each customer in the service system.

Cb ≡ Cost incured due to the regular busy period of the server.

Ci ≡ Cost per unit time associated with server’s vacation interruption.

Cr ≡ Cost per unit time associated with reneging of each customer.

C1 ≡ Service cost per unit time per customer during a normal working period.

C2 ≡ Service cost per unit time per customer during a working vacation period.

Thus, on the basis of the definitions of cost elements listed above, the expected total
cost function per unit time is framed as

TC(S,µv,µb) =ChLS +CbPB +CiµvPV I +CrRR+C1µb +C2µv; (4.22)

S ∈ Z+ and µv,µb ∈ R+

The cost minimization problem of the studied service model can be presented math-
ematically as unconstraint problem

TC(S∗,µ∗v ,µ
∗
b ) = minimize

(S,µv,µb)
TC(S,µv,µb) (4.23)

The foremost objective is to find the optimal predefined threshold value S∗ and the
values of service rates µ∗v and µ∗b simultaneously, which minimize the expected to-
tal cost function. The analytic analysis of the expected total cost function would
be extremely difficult since cost function is non-linear of high order in nature and
can not be represented explicitly. We adopt metaheuristic optimizing techniques for
determining the optimal value of decision variables. We employ nature inspired op-
timizing techniques, cuckoo search and particle swarm optimization, for global opti-
mization of expected total cost function of governing model.

4.5 Optimal Analysis

In general, mostly stochastic optimization problems are of high non-linear and com-
plex nature because of the involvement of various complex constraints. Therefore, it
is an arduous task for scholars and researchers to solve such problems analytically. In
addition, several associated cost elements with numerous quality performance mea-
sures also make them more complicated. So, for the system designers and engineers,
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it is necessary to opt for an efficient alternative technique, such as heuristics and
metaheuristics, as these techniques can solve such complex optimization problems
efficiently. In the present study, we first implement the CS algorithm to obtain the
optimal strategies of system design parameters along with the minimal expected cost
of the service system. Then for the validity of the obtained results by CS algorithm,
we compare the findings with the swarm intelligence based optimization technique:
particle swarm optimization (PSO) algorithm and semi-classical optimization tech-
niques: quasi-Newton (QN) method and direct search (DS) method. For that purpose,
we use S, µv, µb, TC instead of x1, x2, x3, and f respectively in the following sub-
sections. The detailed algorithmic steps, along with their pseudo-codes for all the
algorithms, are provided in the next sub-sections.

4.5.1 Cuckoo Search Algorithm

For the detailed study of the CS algorithm, refer the section 1.10.4 and its pseudo-
code.

4.5.2 Particle Swarm Optimization

For the PSO algorithm, refer the section 1.10.3.

4.5.3 Quasi-Newton Method

For implementing the Quasi-Newton algorithm for continuous system design param-
eters µv and µb, refer the section 1.10.1. Further, to see the algorithmic steps of the
Quasi-Newton method for queueing related models, cite the brief explanation given
in research papers [233], [279], [301], and references therein.

4.5.4 Direct-Search Method

To search the optimal value of the discrete system design parameter S, refer the
Direct-Search algorithm explained in section 1.10.2.

Now, to find the optimal solution of the governing cost optimization problem, some
numerical experiments are performed, and the results are depicted in various graphs
and tables using CS, PSO algorithm, QN method, and DS method for the comparative
analysis purpose in the next section.
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4.6 Numerical Results

In this section, we accomplish the numerical results through various tables and graphs
to validate our formulation. As the analytical solution of the performance, measures
are not sufficient to analyze the capability of the service system, and hence we obtain
the performance indices numerically. The numerical illustration of the performance
measures will be of great help to the system engineers and decision-makers in im-
proving the system performance and future designing of the service system.

 
Figure 4.2: Expected number of customer in the service system (LS) wrt λ for (i) K, (ii)

S, (iii) p, (iv) ζ , (v) θ , and (vi) µv

Using the MATLAB program, we obtain the probabilities for the different states
of the service system. For the computation purposes, we fix the default parameters of
the service system as S=7, K=15, λ=4.0, µv=3.0, µb=5.0, θ=3.0, p=0.4, and ζ =0.5
and results are depicted in Figs. 4.2–4.7 and Tables 4.1–4.2. Figs. 4.2 and 4.3 rep-
resent the variability of the expected number of the customers in the service system
(LS) for arrival rate λ and service rate µb at normal state, respectively for different
values of K, S, p, ζ , θ , and µv. From Figs. 4.2 & 4.3, It is depicted that LS is increas-
ing for the increased value of λ and decreasing wrt to µb, respectively. Both trends
of change are obvious. It is also depicted in Figs. 4.2(i) and 4.3(i) that LS is higher
for higher capacity of the system K. No difference in LS is observed for the change in
the threshold value S in Fig. 4.2(ii). Similarly for any test instance, if we fix the value
of λ and increase the value of ζ & µv, the length of the system decreases. Fig. 4.2(v)
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Figure 4.3: Expected number of customer in the service system (LS) wrt µb for (i) K, (ii)

S, (iii) p, (iv) ζ , (v) θ , and (vi) µv

reveals that as we increase the value of θ , the length of the system decreases. It is
apparent from the fact that the mean vacation rate (θ) is inversely proportional to the
vacation time. Henceforth, the incremental change in θ decrease the vacation time
of the server which results in the decrease in the value of LS. Fig. 4.3 also illustrates
that a higher service rate decreases the system length (LS) to some extent only. The
extra effort for maintaining the higher service rate is unworthy and needs to establish
optimal service rate.

Figs. 4.4 and 4.5 represent the trends of the throughput of the service system (τp)

for arrival rate λ and service rate µb respectively. The high value of throughput is
obviously observed if there is a large number of the customers in the service system.
The throughput of the service system is high for the high value of λ and low value
of µb. It is also observed that τp is increasing for K and decreasing for p, and ζ .
Fig. 4.4(ii) shows that different values of S are ineffective for the measurement of
throughput. Figs. 4.4(v) and 4.5(v) exhibit interesting fact for vacation time. In
Fig. 4.5(i)-(ii), one can easily observed that as we increase the value of service rate
µb, the value of τp increases upto a certain threshold and then decreases. Therefore,
as a conclusive remark, high service facility is not always useful to system analysts
and engineers in decision making in order to maintain the quality performance of
service systems.

For the different system parameters, the variation in the value of the expected
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Figure 4.4: Throughput of the service system (τp) wrt λ for (i) K, (ii) S, (iii) p, (iv) ζ ,

(v) θ , and (vi) µv

 
Figure 4.5: Throughput of the service system (τp) wrt µb for (i) K, (ii) S, (iii) p, (iv) ζ ,

(v) θ , and (vi) µv

total cost (TC) defined in eqn(4.22) is exhibited wrt arrival rate λ and service rate µb

in the normal busy state in Figs. 4.6 and 4.7 respectively. For the computation of the
TC, we fix following unit cost: Ch = 100, Cb = 80, Ci = 20, Cr = 300, C1 = 60, and
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Figure 4.6: Expected total cost (TC) wrt λ for (i) K, (ii) S, (iii) p, (iv) ζ , (v) θ , and (vi)

µv

 
Figure 4.7: Expected total cost (TC) wrt µb for (i) K, (ii) S, (iii) p, (iv) ζ , (v) θ , and (vi)

µv

C2 = 10, as default cost elements. Figs. 4.6 and 4.7 prompt that all governing system
parameters are worthy in system modeling and play key role in the service system
designing. These figures also exhibit that some decision variables need to be optimal
for the minimum expected total cost.
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Tables 4.1 & 4.2 summarize the performance measures viz expected number of
customers (LSv , LSb) in the different states of the service system, different state prob-
abilities (PWV , PV I), effective reneging rate (RR) and expected waiting time of the
customers in the service system (WS) for different combinations of system parame-
ters. These tables display the variability at a glance of performance measures wrt
system parameters, which provides more accurate estimation to uncertain environ-
ments. The research findings would help system analyst to make a better decision
in order to have the optimal service strategy based on the desired performance mea-
sures.

                                                 

 
 Figure 4.8: Convex expected total cost function (TC) wrt parameter (i) S, (ii) µb, and

(iii) µv

For predicting the optimal strategy of the studied service system using some op-
timizing technique, we prove that the governing expected total cost of the service
system is convex in nature graphically since analytical proof has a high degree of dif-
ficulty due to intrinsic nature of the cost function and typical to evaluate. In Fig. 4.8,
we depict the shape of the expected total cost function for decision system parame-
ters considering the cost elements similar as in Figs. 4.6 & 4.7. Fig. 4.8 infers that the
studied expected total cost function is convex in nature wrt to decision parameters S,
µv and µb.
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Figure 4.9: Surface plot for TC wrt µv, and µb

 

Figure 4.10: Three dimension plot for TC wrt µv, and µb

To examine the economic performance of the CS algorithm for the cost minimiza-
tion problem for the service system, we assess the results tabulated in Table 4.3. The
CS algorithm is coded in MATLAB and all the numerical experiments for different
data sets of system parameters are summarized in Table 4.3. For each of the tested ex-
amples, we set the system capacity K = 15, unit cost elements as appeared in Figs. 4.6
& 4.7 and the default parameters of CS algorithm as ω1 = 1.5, pa = 0.25, Θ1 = 0.01.
The lower and upper bound of the decision variable S are 2 and 15 respectively. Sim-
ilarly, the ranges for the system design parameters µv and µb are fixed as [0.5 4.5]
and [5 11] respectively. Table 4.3 shows the numerical results of 100 independent
experiments for each example by the CS algorithm. The corresponding associated
optimal values for decision variables S∗, µ∗v , and µ∗b are mentioned in the table along
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with the optimal cost of the system. Note that, for the convenience and better un-
derstanding, the statistical parameters mean and maximum ratios are also computed.
The ratio of the solution produced by the CS algorithm is calculated by

( TC
TC∗
)
, where

TC is the solution generated by the CS algorithm and TC∗ is the minimum solution
among 100 independent experiments. From Table 4.3, we observe that (1) the mean
values

( TC
TC∗
)

of the CS algorithm vary from 1.0000000021 to 1.0000049835. It re-
veals the strength of the CS algorithm for all the test instances. (2) the max values( TC

TC∗
)

of the CS algorithm vary from 1.0000000034 to 1.0000068298, which implies
that the searching quality of the CS algorithm is very well. It is also observed that
the CS algorithm is capable of solving the test instances within a reasonable time.
Table 4.3 illustrates the optimal value of decision parameters S, µv and µb in com-
bination. From the optimal tableau, we infer for the optimal service rates and the
threshold value for vacation interruption for the governing set problem parameters of
the studied service system. For any type of increased failure likelihood, higher ser-
vice rates are require with additional expected total cost to maintain expected waiting
time in the system upto some extent.

   Generation 1          Generation 25 

       
   Generation 50                      Generation 100 

  
 
Figure 4.11: Generations of the CS algorithm wrt the optimal pair (µv,µb)

Next, with the help of Fig. 4.11, some selected generations of CS algorithm in the
feasible domain are provided for the illustrative purpose. Fig. 4.11 demonstrates the
convex nature of the expected cost function (4.22) for the combined optimal values of
decision parameters µv and µb along with the optimal anticipated cost of the system.
In addition, to emphasize the convex nature of the expected cost function for the
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combined optimal values of design parameters µv and µb, a three dimensional surface
plot and contour plot are depicted in Figs. 4.9 & 4.10, respectively. Because the CS
algorithm is an agent-based stochastic optimization technique, one can easily observe
from the generation 1 that initially all the agents are randomly scattered in the entire
feasible region and come closer and closer very quickly by exploring the untouched
area as in generations 25, 50, and 100. To perform the optimal analysis, we fix
the default value of system parameters and associated cost elements as: K = 15,
λ = 3.8, θ = 2.5, ζ = 1.0, p = 0.5, Ch = 100, Ci = 20, Cb = 80, Cr = 300, C1 = 60,
and C2 = 10. The generations of the CS algorithm demonstrate its ability to function
strongly and to approach to the optimality within a justifiable time interval. The
coordinates of the best agent with the best position using CS algorithm are obtained
as [S∗,µ∗v ,µ

∗
b ] = [4,2.345192,6.023757] along with the minimal expected cost of the

system TC∗ = 628.645873.
Moreover, a comparative analysis of the findings of CS algorithm with the swarm

intelligence based optimization technique: PSO algorithm, and semi-classical opti-
mizers: QN method and DS method is executed. To perform the comparative analy-
sis, we use the different data sets of system parameters, and the results are compared
in Tables 4.3–4.8. In many of the engineering problems, in general, the computa-
tion time and optimal result are used to compare the quality performance and the
efficiency of any algorithm. Henceforth, the results in Tables 4.3–4.4 are compared
based on optimal operating policies, the value of statistical parameters, and the CPU
time (in seconds). It is observed that the approximate optimal values for both dis-
crete and continuous system design parameters along with the minimal expected cost
obtained by the CS algorithm, PSO algorithm, and QN method are very close to each
other. The CPU time for CS algorithm is a little bit higher than the PSO algorithm,
but the corresponding minimal expected cost obtained by the CS algorithm converges
more significantly for all test instances in comparison to PSO algorithm. It represents
that the searching quality in the feasible domain, and the efficiency of the CS algo-
rithm is higher than the PSO algorithm. The results of CS algorithm are also better
than semi-classical optimizers: QN method and DS method for each numerical ex-
periment, which reveals the robustness of the CS algorithm in comparison to the
other optimizers.

From overall studies, we conclude that the cuckoo search is also a better alterna-
tive for computing the optimal cost of the studied problems and can be further used
in many of the real-life engineering and management issues based.
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Table 4.5: Optimal values of (µ∗v , µ∗b ) with corresponding minimum cost TC∗ for differ-
ent S.

S Initial value µ∗v µ∗b TC∗ Iterations

S = 2 [4.0, 8.0] 2.591212 5.996891 630.295601 7
S = 3 [4.0, 8.0] 2.419055 6.017466 628.802729 9
S = 4 [4.0, 8.0] 2.345122 6.023837 628.645873 8
S = 5 [4.0, 8.0] 2.328528 6.023562 628.732661 9
S = 6 [4.0, 8.0] 2.335526 6.021151 628.801052 8
S = 7 [4.0, 8.0] 2.346266 6.018843 628.823950 8
S = 8 [4.0, 8.0] 2.353866 6.017280 628.821152 8
S = 9 [4.0, 8.0] 2.357856 6.016391 628.809845 8
S = 10 [4.0, 8.0] 2.359441 6.015944 628.798418 8
S = 11 [4.0, 8.0] 2.359819 6.015743 628.789613 8
S = 12 [4.0, 8.0] 2.359653 6.015671 628.783636 8
S = 13 [4.0, 8.0] 2.359367 6.015652 628.779879 8
S = 14 [4.0, 8.0] 2.359070 6.015657 628.777643 8
S = 15 [4.0, 8.0] 2.358671 6.015675 628.775383 8

Table 4.6: The illustration of the iterative process of Quasi-Newton method with K = 15,
λ = 3.8, θ = 2.5, ζ = 1.0, & p= 0.5 and initial value (S,µv,µb) = (4,4.0,8.0)

Iterations 0 1 2 3 4

µv 4.0 3.748015 3.456909 3.126884 2.760937
µb 8.0 7.000001 5.785820 6.061863 6.041227

TC(S,µv,µb) 701.658710 655.963302 631.743611 630.116894 629.063117

Iterations 5 6 7 8

µv 2.311734 2.346547 2.345115 2.345122
µb 6.025696 6.023865 6.023842 6.023837

TC(S,µv,µb) 628.648240 628.645878 628.645874 628.645873

4.7 Conclusion and Future Scope

In this chapter, we have studied the finite capacity service system with vacation inter-
ruption and synchronized reneging. The probabilistic interpretations of various per-
formance measures and manifold numerical results with the aid of computer software
MATLAB (2018b) have been explored. Next, we have formulated the expected cost
function to determine the optimal joint values of several design parameters, namely,
S, µb, and µv at minimum cost. Also, we have employed the CS algorithm to search
for the global minimum of the expected total cost of the service system along with
optimal design parameters. The comparative analysis with the swarm intelligence
based optimization technique: PSO algorithm and semi-classical techniques: QN
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method & DS method has been executed to justify the convergence of the obtained
results. The numerical simulation between them infers that the CS algorithm has su-
perior search characteristics and achieve the optimal cost value within a reasonable
time.

Furthermore, the results in this chapter would be useful to system designers and
queueing or supply chain managers in practice. The state-of-the-art of the studied
chapter is its modeling, methodology, and analysis that would be highly suitable
for just-in-time (JIT) services. The present study can also be extended for finite
population, balking behavior of customers, unreliable servers, N-policy, etc.


