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ABSTRACT

The long term on line optimal control and
management of stored water in hydroeleciric projects
with particular reference to Rihand reservoir in
uttar Pradesh has been studied. The problem is studied
through Digital Computer Simulation and Mathematical
programning techniques, and different operational

strategies have been examined.

A s{mulation program, using a8 detailed mcdel of
an isclated hydroelectric station with storage considsring
spill and evaporation, subject to continuity and
operational constraints has been developed, The
Markovian model developed by Thomas and Fiering is used
to generate monthly stream flows by a separate program,
and the output of this is used as an input to the simu-
lation program, The simulation program is used in various
experiments to find the best starting point for annual
operation of reservoir, firm erergy capability, energy

generation capability with carry over storage.

A problem of two reservoirs on separate streams
is analyzed analytically to arrive at the operational

strategy to maximize energy generation,



The first operational strategy i1s based on the
premise that the hydroplant has its own load and has to
satisfy its contractual obligstions. Its long term
operational plan is to maximize its energy generation,
smoothing its surplus or deficiency with reference to the
load. The problem is formulated as a nonlinear prograuning
problem and is sclved by a gredient method. The gradient
calculation is simplified teking advantage of the special
structure of the problem. The unconstrained minimization
algarithm of Fletcher and Reeves is modified to tske into
account the bounds on the variables and is implemented on

digital computer.

The second strategy is the long term integrated
operation of the hydroplant with thermal stetions, the
nydrostation replacing the costly peak requirements of
the system load in the load duration curve. The objective
nere is explicitly economic, that iIs to minimize the cost
of energy production. The problem is solved by Farward
dynamic programming in diserete time,

The uncertainties in the stream flow is proposed
to be taken care of through stream flow forecasting. A
simple method of forecasting stream flow from operational
point of view is explored. The method essentially consists
of identifying the deterministic and the stochsstic
components of the monthly stream flow data, The deter-

ministic components are treated through time series



analysis and the stochastic component 1s modelled
through first order Markov chain. To take care of the
uncertainties in the stream flow forecasts, adaptive

method of correction in the operation plan is suggested,

B 2 e 2u



CHAPTER 1

INTRODUCTION

1.1 THE PROBLEM OF OPERATION OF RESLRVOIRS

The problem of water resources management has
two impartant aspects (1) planning (1i) operation of
water resource system. The concepts of system analysis
has a direct bearing on both these aspects of water
resources management, Planning for a unified develop-
ment of 2 river basin consists of the collection of data
base followed by a series of decisions - whether, where
and when to build each dam and other connected works,
Operation of a water resource system is concerned with
decisions that are necessary to best accomplish the

objectives of an existing system.

While the operation of an existing water resource
may be considered disjointly from the planning function,
the planning for the expansion of an existing system
definitely must encompass thé hypothesized future opera-
tion of the system. From the point of view of this
thesis, operation is concerned with the optimization of

an existing system.

An operating policy 1s a set of rules guiding the

determination of releases from each reservoir or



guantification of the alternatives avallable to the
managers of storage reservoirs. It must be established
at the beginning of a season when the stream {low is

still unknown.

The derivation of discharge or operating policy
of reservoirs can be viewed as a high dimensional control
problem; over the period of study, one seeks to optimize
a perfarmance criterion subject to constralnts inherent
in the system., The perfermance criterion can be formu-
lated in terms of deterministic variables or expected

values of stochastic variables when uncertainty is present,

The output of a reservoir which is most difficult
to handle is the power generation. This is because energy
production is a function of the amount of water released
and the head on the turbine when it is released, Further
the management of the system require a priori to make
commitments for the supply 0 electric energy and water
over a given time span. DBecause of uncertainty of
hydrology in terms of inflow of water te the reservoirs
the problem may be approached in one of the following

directions:

(i) Characterize the random nature of the water
inflow by specific probabllity distribution and then

analyze the problem by using some stochastic models or

(11) Develop a model that uses deterministic

hydrology making use of short term forecasts based on



the pattern of historical data.

The model i3 completely defined under a deter-
ministic form., The optimal controls to be determined
are the discharzes from the reservoirs or schedules ol
hydropower generation., The management objectives could
be to satisfy its contractual obligations with reference
to power supply. The energy generation 12 any year is
determined by the inflow into the reservoir in that yesr,
The management c¢an enter 1nto an agreement with a
neighbouring uytility for exchange of its deficit or
excess energy. This exchange of energy may be at a
constant rate from economic point of view. Alternatively
the management objective could be the overall e¢onomy in
energy generation with a co-ordinated operation of hydro
and thermal staticns, Under this type of operation the
peak load is allocated to hydrostations and the balance
to thermal stations. The extent of peak 1ocad allocated to
hydrostations is determined by inflow into the reservoir

and the generation capacity of the hydrostations.

1.2 REVIEW OF LITERATURE

1.2.1 Optimal Operation of Reservoirs

The problem of reservoir operation dates back to
the pioneering work of Rippl€ (1883), His work was the
besis for the hydrologic design of most of the reservoirs

now in existence, and is only being challenged of late by



newer developments. The Ripple method is based on -
specifying the hydrologic objective, namely that of
providing a reservoir to meet a specified water demand.
Essentially it is a graphical comparison of the cumulative
quantity of water involved in meeting a water demand, with
the cumulative supply of water fran some stream for wnich
the records are available, The maximum departure between
the two lines indicates the cumulative deficliency between
supply and demand and hence the volume of storage required
to meet that deficiency. The reservoir operating rule
jmplied by the Ripple analysis is to meet the specified
demand at all times. The most fundamental ecriticism of
this kind of design and operation is that it is based on
historical records of stream flow, As with 2ll deter-
ministic methods of analysis, the particular set of stream
flow figures used is just one sample from a large population
and hence conclusions based on that sample will include a
sampling error of unknown magnitude., Also the objective is
not economic, there is no comparison of costs and benefits
when using this method., It could be modified to reflect
the value of water supply availaple with different sizes

and costs of reservoirs.

In the 1950's mathematicians Gani (1957), Kendall
(1957), Moran ( 1956) and others approached the problem
using statistical theory. These and others derived
probability distribution of reservoir storage levels and

releases for given release rules by applying Queuing



theory. These studies have improved the understanding

of the interaction between the factors involved., Maoran
(1959), Fiering (1961), Thomas and Fiering (1962) and

Huf schmidt and Fiering (1966), introduced the use of
Montecarlo simylations to extend Queuing theory to more
complex systems for the purpose of searching optimal
reservoir designs and operating policies. It is well
recognized, however that neither Queuing thecry nor
simulation has an internal optimization structure. These
procedures are extremely limited in flexibility with
respect to operating rules. Due to limitations, this
approach cannot be used when there is an economic objective.
Alsc multipurpose use of reservoir poses operating problems

outside the range of this method,

Most work that has been reported in the last decade
has been devoted to find the best reservoir operating rules,
being one of the major application of concepts of system
analysis to the problem of water resources management.
Linear programming applications have followed the early
work of Manne {1960), Masse (1946). In this approach a
price per unit volume of water released from storage is
assigned for each of the timeé periods, and the objective is
defined to maximize the revenue subject to continulty
conditions. Additional constraints regarding minimum
release in every time period and specified maximum and
ninimum levels of storage at various intervals c¢an be

introduced. The return function can be restated so as to



approximate a decreasing unit price by means of piecewise

linearization,

In continuity equations, the evaporation is to be
approximated by defining it as a fraction of end of time
storage. This formulation can be extended to multi-
reservoirs, The formulation is deterministic in nature in
that the design is based on historical stream flow recard
even though it is only one sample of a much larger popula-
tion. The form of the return function does not suit the
case for hydroelectric power generation where the return
is a function of both the quantity of water used and the
head on the turbines, As the storage iIs affected by the
releases of water, this makes the objective function non-
linear, being a function of two variables volume and storage
level or head, not just volume. Suggestions have been made
by Roefs (1368) about dealing with this problem by guessing
a set of storage values and using them as constraints in
solving the problem, which then becomes linear again., Using
the solution so ovtained one then checks to see what storage
values are implied angd whether it is consistent with the
selected one, Hopefully, a series of adjustments could then
be made to bring the chosen storage levels close to those
implied by the solution. There is no certainty that this

procedure will converge on & solution,

Thomas and VWatermeyer (1362) were the first to
propose a stochastic linear programming sclution to the

reservoir operation problem. This formulation involves
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coarse discretization of the state variables if the problem
{s to be computationally of suitable size, and this severely
1imits its usefulness. A newer formulation of this problem
has been proposed by Loucks (1966, 1967) being & development
of a suggestion by Manne (1960}, In this formulation, the
joint probability of events are calculated, given constraints
on these based on the transition probabilities of stream
flows in cne time period to the next. Also the value to be
assoclated with these joint situations is calculated from
the parameters of the situation described, with the
objective being to maximize the return obtained from the
operation of the system. As the objective funcvtion is made
up of products of the joint probabilities (which are the
variables), and the value placed on these situations, for
example; the return from the release of fixed quantity of
water with a specified storage and at a glven time period,
the problem is a linear progrem regardless of the form of

return function from which the values are derived,

The number of constraints in the problem is the
product of the number of ranges of inflow, ranges of
storage, and time intervals. For a medium size problem
this can get to over one thousand and the number of
variables will be as many times this number as there are

poasible releases,

The solution to the problem is & set of joint
probabllities 4, _ q,t of releasing amount d, while at
’ ' ’

storage s, with an inflow q, occurring at time t of various
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combinations of time, inflow, release and storage occurring
together. From these, the optimal policy can be derived
by noting that the optimal policy d will be for conditions
of inflow q and storage s and time t when
Probability P(d/sq)t = xd,s,q,t/%E xd,s,q,t = 1

The policy of releases d is specified in terms of
starage 8 and inflow g in the same time period t as that
for which the release is to be made, For actual operation
basing on current inflow is unrealistic so that some means
of forecasting is needed to provide inflos figures one

period in advance,.

This method of solution can be implemented with
considerable success and although it requires the use of
a large computer to solve the linear program, it does
recognize the stochastic nature of the stream flow, which
is regarded as serially correlated with a lag of one. By
expressing the problem as one of products of values and
probabilities, the whole difficulty of a nonlinear return
function is dealt with but unfortunately it appears
jnfeasible at this time to use this method for a multi-
reservoir operating problem &8s the number of variables and
constraints make it too large for current computing
capabilities. The randomized decision rule to which this
method introduces which is referred to as mixed strategy,
may be quite loglcal and superior to any deterministic rule

called a pure strategy in game theory., The randomized rule
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is introduced only to aid in development of a linear
programming model whose solution allows computation of
the optimal decision function. It turns out here that

this optimal decisiom rule will always be deterministic.

The approach taken by Revelle et al. (1969} is one
of first stochastic modelling technigues that can be extended
to a multireservoir problem. Their approach was to formulate
the problem as one of chance-constrained linear programming
in which releases were assuned to be proportional to
reservolr contents, Revelle and Kirby (1970) showed its
application under varicus design criteria, and Joers et al.
(1971) and Nayak and Arora (1371) showed its applicatiens
to multireservoir operation and design problems. Its
application tc real problems is limited, however, because of
assumption of linear decision rule., Difficulties will also
be encountered in establishing probability levels for
constraints, The advantage of this method is that it glves
a gquick solution to complex problem and allows the analysis
of its behaviour under different sets of conditions easily

and inexpensively.

Chance constrained programming, &lthough accounts
for the randomness of natural inflows, does not define the
magnitude by which the system fails, This may be a serious
problem because a smsall failure may be relatively unimportant,
whereas a large failure may have long term effects., This

difficulty can be overcome with a simulation study of
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operating rules selected oy the optimization models
performed for instance with the historical data. Another
difiiculty arises when chance constrained programming is
used, which results in total natural inllows that are
significantly smaller than those observed even in dry
years, The chance constrained programuing assumes that
the inflow are serially and spatially uncorrelated. In
large reservoirs this may be serious drawback. One possible
solution of this difficulty is the determination of a
critical year whose characteristics are yet to be defined
wonuld be related to the level of risk or developing
programming techniques to account for correlated inflows.
The solution by this method do not represent the absolute
optimum because of 1ts inability to model every aspect of
the physical system,it has the strong advantage of rapidly
providing 1insights into the structure,

Little (1955) introduced Dynamic programming approach
to the problem. The work of Hall and Buras {1961), Hall and
Howell (1963) have followed with further application of
Dynamic programming. Hall et al, (1968) used dynamic

programming formylation in thelr operation study of a dam
in Czlifarnia. The requirements to use this technique are
that the historical stream flows must be known, but beyond
that it is more flexible. No restriction is imposed on
the kind of return function so that hydroelectric power
retums cause no trouble. Allowance c¢an be made for

minimum withdrawals from reservolr and physical featuyres
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of the reservoir with regard to its upper and lower
limits etc., In Halls study he exploited this flexibility
to the full and was able to reflect to a very large extent

the realities of actuzl reservoir,

This approach, using a deterministic dynamic
programming formulation is one which when applied to a
multireservoir case, becomes so large as to be unmanageable,
Heidari et al, (1971) applied a procedure called discrete
dif ferential dyhamic programming to & system of four
reservoirs and four control variables. Restrictions in
that paper included the assumption of deterministic
inflows and one to one correspondenc: between state and

control variables,

A few papers have addressed the multiple-state-
multiple decision variable problem. Meier and Brighter
(1967) introduced 2 branch compression technique for
decomposing parallel reservoir system, but their approach
did not address temporal allocation over seasons., Parikh
( 1966) put forth the idea of spatial decomposition by
applying dynamic programming to subsystems under an initial
set of prices. Then releases over time from all subsystems
were allocated over space by linear programming from which
dual values were used to adjust initial prices assigned to

subsystems,

In LP analysis of Parlkh, the outputs of the several

reservoir systems are combined 'optimally’ by a Master for
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contracting under the sales arranzements, on and off peak
water and electricul energy for any sequence of outputs
from individyal reservoir subsystems. The solution of the
dual of this problem gives a set of shadow prices that
impute the value of an increase in availability of any one

of the four coxmodities in each and every time period.

The shadow prices are used as a fictitious price
structure for the operations of the individual reservoir
systems. These prices do not have the same numerical valuye
as contract schedule, but rather will be different for each
month of an N months planning period. However, they have
the effect of adjusting the reservoir operation to modify
the monthly availability of firm power and water, thus
relaxing the constralints that limited the linear programming
optimum. By this device all the hydrologic and system
constraints are properly accounted for by the dynamic
programning snalysis and reflected in the optimized
availability of an on-and-off peak water and electrical
energy used as constraints on the LP analysis. This cycle
of iteration continues until no further refinement in
output availabilities can be introduced by the new shadow
price set, or until a new shadow price set is exactly same

as the 183‘: Seto

In this formulation time continuity is maintained
within the sub-problem. Nothing explicit is said about

space continuity, What is implied is that the reservoir
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in question are in parallel that is, the releases of each
reservoir does not flow into any other reservoir, Roefs
(1968) has presented a mare general formulation in which
there is a reservoir in series and multicommodity produc-
tion is the motivation. It has been observed by him that
if the reservoirs in series had significant energy produc-

tion capability the above formulation would not be adequate.

Bodin ( 1970) argued for the extension of Parikh's
work took to decomposition over time, but substantial
computational difficulties were encountered when applied to
a system of three reservoirs, All these amalysis assumed
a deterministic hydrology. Trott and Yeh (1973) have
determined the multiple reservoir operation policy by
decomposing the original multiple state variable dynamic
programming by Bellman's method of successive approximation
into a series of subproblems of one state variable in such
a manner that the sequence of optimization over the sub-

problems converge to the solution of the original problem.

A combination of Dynamic programming and multi-
variable search technique method has been demonstrated by
Erickson et al, (1969} in the analysis of one reservoir
system. Chin-Shu.Lin and Tedrow (1973) used this technique

to establish lake regulation rules in a multilake system.

The Dynamic programming is the most promising tool

available to determine optimum reservoir operating rules,

Deterministic Dynamic programming gives the optimum policy,
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so determined is actually hind sight, namely what was best
that could have been done given perfect knowledge of all
stream flows, For assessment of trial design when the
stochastic nature of river flows is recognized and for
real time operation when the inflow is uncertain two
possible extensions have been advocated. The first has
been called "Montecarlo Dynamic Programuing'" and has been
explored by Young (1967). Basically his method is to
generate, for the river in question, 2 number of series of
synthetic annyel stream flow sequences using the
Montecarlo technigue. For each of these he uses a dynamic
programning formulation with a forward computation proce-
dure, The optimum policies obtained for each of the
synthetic stream flow sequences are then used in a
regression analysis in an attempt to deter.dine the causal
factor influencing the optimal policy, This method has a
considerable strength although there maey be difficulties
with it 1f a return function is used which has disconti-
nuities. The computational efiiciency of this method is
high and mare work is required to demanstrate the validity
of the results obtained as being a good approximation of

the true optimal policy.

The alternative to this Montecarleo approach is to
formulate the problem as 3 pure stochastic dynamic
programming., This formulation provides a policy which is
capable of being used both for design studies and for

actual operation, In it the state of the system is
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described by two wariables, the flow of the preceding
month and the quantity of water in storage., Use of this
policy, which maximizes the expected value of the return
will always be inferior to that which depends on full
mowledge of hydrologic events. All that this policy
requires is that the future hydrology should have the same

statistical properties as the past,

Kunuyoshi Takeuchi et al. (1974} has formulated the
monthly operation problem as a convex plecewlse linear
programing problem in which the objective function contains,
4n addition to imnediate losses, the expected value of
economic effici ency losses over all future months, and
unknown function of end of month state variables, That
function can be estimated however, by solving a stochastic
dynamic programming problem in which the LP problem is

nested.

Attempts have been made to overcome the computéational
difficulties in multireservoir operation studies {as reported
by Roefs {1968)). One approach is based on aggregating all
reservoir starage and inflow so that one storage and inflow
represent 211 reservoirs in a multireservoir system. This
model is then run over time finding an optimal aggregated
system policy. After this allocation over time is completed,
an expost facto allocation of water over space is performed
by maintaining equal expectations of spill at all storage
facilities, This method produces over estimates of the
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values of the recursive function, principally because the
spill from disaggregated actual storage will always be
greater than the spill from fictional system reservoir.
The extent to which this distorts operating policies opased

on the overestimated-recursive function is not clear,

Nonlinear programming has beéen used to determine
the optimal operation of reservolrs by Lee and Waziruddin
(1970). The problem considered is a three reservoir system
in series, The objective function is quadratic in discharge
release for irrigation, and a penalty function for deviation
from the desired storage at% any time. The problem is

solved by conjugate gradient and gradient projection methods.

1.2.2 Operational Hydrology

The review here is concerned anly with prediction or
generation of monthly stream flows, with similar historical

data only.

Approaches currently used in operational hydrology
may be sumnarized in the following terms. The method uses
random numbers of one or several variables which are
distributed as independent normal, log normal, gamma or
according to other theoretical distributions or as an
empirical distribution, The sStochastic dependence process
or cyclic movement is process superimposed on the
sequence of these independent variables. The deterministic

element may be any of a varlety of time functions and may
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be a linear composition of several such functions. One
kind of deterministic element is a periodic function such

as a sine wave,

The use of Markov model to generate monthly stream
flows is reported by Thanas and Fiering (1962}, This model
takes into consideration the variation of population
parameter with seasons or months and is written as a

recursion relation:

. - 2
U, 1,9 = 95,1 % PparlO1, g7 ) ¢ b8, (1-Ty )
- 1.1

where 3 and o, 3 represent the non historic monthly
] LR
flow during year 3 for the month i+1 and month i respec-

tively; and 51 represent the average monthly flow of

9. 1
the historic stream flow record for month 1+1 and month i,
respectively, by, 4 is the regression coefficient for esti-.
mating flow during month i+1 from the flow during the
month 13 the value 31’1 is the standard deviation of the
historic stream flow record for the month i+ 13 Tiu1 is the
correlation between flow for month i+1 and month i and v
is a random deviate from a normal distribution with zero

mean and unit variance.

Yagll (1963) derived @ proof which asserts that a
recursion equation of the above form, bquation 1,1 does
preserve the mean, the variance and correlation between
successive flows of the historic monthly stream flow

sequence under the assumption that all monthly flows are
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normally distributed about their respective means. This

is a useful proof; it assures that tke non-historic stream
flows will be statistically indistinguishable from the
historic stream flow rTecerd although, by virtue of the
adaition of the random component, they are stili chronolo-
gically different. Yagil's proof is of sufficient generality

to permit the use of transformed variables,

Harms and Campbell ( 1967) extended the Thomas-
Fiering model to preserve (i) normal distribution of annual
flows (11i) log normal distribution of monthly flows and
(111) correlation between annual flows (iv) correlation
between monthly flows. Making use of the wide accepted
assumption in hydrologic literature that annual flows are
very nearly normally distributed, and obscrvations of
occasicnal negative manthly stream flow obtained in
synthesized stream flows by Thomas-Fiering model, and
actual betger fit of log transformed monthly flows to the
normal distribution they proposed an alternative. The
basis for the proposed stream flow model is stated as

follows:

(1) Annual stream flow represents a regressive
process that m2y be represented by a tst order regressive
model. In addition, annual flows are normally distributed.
The basic recursion equation given by Thomas and Fiering

may therefore be used %o generate nen.historic annual flow.
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(11) Imbedded in the annual stream {low sequence is
a monthly stream flow sequence which may 21so be represented
by a regressive process. Monthly flows are assumed to be
log normally distributed. By using logarithms of monthly
flows the basic recursive equation of Thomas and Fiering may

be used to generate logarithm of non-historic monthly flows.

(iii) By the above development the non-histaric annual
sequence 1s independent of the non-historic monthly sequence,
To render the weighted average of monthly flows equal to the
annual flow a proportional adjustment of the monthly flows

will need to be made.

In this it is noted that a distinct difference occurs
only in the autocorrelation for the first month of water
year. A property of the scaling factor used to maske the
monthly flows tally with the annual flows is such that a
discontinuity exists in this scaling factor between the
twelve months of one water year and the first month of

subsequent year,

Thamas Fiering (1963) show that to treat non-normal
distribution with their equation it is sufficient to alter
the distribution of the random additive component end thus
maintain higher moments of ovserved data., If the monthly
flow valuea are derived from & parent gamma-distribution,
it 1s necessary and sufficient that the standard random
deviates be distributed like gamma, with skewness dependent

upon, but not equal to, the skewness of the observed values.
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To consider skewness they replaced the random component

t by T, 4 which is defined as
1+

11
.2 3
- 2 4 Gp £, 17, 2
W, e 3; . 6 S T G;

where the skewness of T, denoted by GT' is related to the

estimate of the skewness of original date denoted by G_ by

1o 820

T - g2ae X

G

If teL s is assumed to be normally distributed with zero

mean and uynit variance, then Tl’ is approximately distri-

!
buted as gamma, with zeéro mean, unit variance and skewness

GT'

The basic assumption in the above regression models
i{s that the time period to time period dependency is
adequately expressed by a homescedastic Markovian model.
In the case of monthly stream flows there can be a physical
argument against this assumption. For the stream flow
contributed only by rainfall,the net rainfall during the
month contributes to runoff of that month or it is retained
in below ground or surface storage. If one postulates that
there is some limit to natural basin storage then the
assumpvion of homoscedacity 1is not strong. The dependency
might very well be Markovian but not estimable by regression

analysis.
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Mandelbrot and Wallis (13968) have suggested
Gaussian distribution with 'Memory' for annual stream {low

values,.

The first forecasting model was proposed by Carlson
et al. (1970) for annual stream flow based on linear random

models of Box and Jenkins (1968, 1370).

1.3 OBJECTIVE OF THIS THESIS

This thesis considers the problem related with long
term menagement of hydropower reservoirs and gquentification
of the decision alternatives available, for the use of
managers of such reservoirs. Simulation is a class of
technique that involves setting up 8 model for real situation
and then performing experiments on the model. Here it is
the study of the system behaviour against the target output.
The two alternative operating rule models provide 2 realistic
means of planning operation in an existing system. In the
first alternative the economic criteria is implicit whereas

it 1is explicit in the second one,

Chapter two is concerned with estimation of fim
power of Rihand hydroelectric station through simulation,
Chapter three and four investigate the alternative strategies
of planning for opsration of reservoir. The model formulation
is kept as general as possible, but the numerical computation
is confined to a single reservoir problem, namely Rihand
reservoir., Chapter five explores a stream {low forecasting

technique.
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In chapter two, 2 considerably realistic model for
a hydropower station is presented. The simulation program
is used to estimate the firm power capability of the Rihand
reservoir, the starting point for annual operation, and
storage carry over possibilities. The model of Thomas and
Fiering as proposed originally, and meodified, for monthly
stream flow generation are examined for the operational
hydrology. Strategy to assist simulation program ol a two
reservolr case on different streams is investigated

analytically.

Chapter three deals with a nonlinear programming
formulation of on line control of a multireservoir operation
for power generation in a deterministic environment.
Bfficient organization of the computation is presented, and

the problem of single reservoir is sclved numerically.

Chapter four considers the problem of integrated
operation of the reservoir with a thermal station of infinite
capacity. Discrete Forward Dynamic programue is used to

solve the problem. The computational procedure is discussed
in detail,

Both the strategies presented take care of the
8tochastic nuture of jnflow to the reserveir in terms of the
forecasts, Chapter five explores a simple method of stream
flow forecasting, The method is essentiaslly a decewmposition
technique. The attempt is to identify the underlying pattern

in the monthly stream flow sequence, thus decomposing it into
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two major multiplying components, The deterministic
component is dealt through time series analysis techniques
and the stochastic compoent is modelled through first

order Markov chain.

2 e s pe e



CHAPTER TII

SIMULATION PROGRAM, ESTIMATION OF FIRM
POWER GAPABILITY OF RIHAND RESERVOIR

2.1 STATEMENT OF THE PROBLEM AND THE SIMULATION MODEL

2.1.1 Introduction

In evaluating the economic benefits of a hydropower
station, 1t is necessary to distinguish between "dependable"
or f4irm power, which {s the continuous ocutput available
throughout every year, and "secondary power" which is the
power available intermittently or for only portion of the
year becayse of large stream flow requirements for irriga-

tion, pollution control, navigation and so on.

In any reservolr problem, there are three non-
structural variables. They are (i) controlled variable
i.e., the release in any period which is under the control
of the decision maker, (2) partly controiled variabple i.e.,
the storage at the beginning or end of any period which is
{nfluenced by the decision maker through their relation-
ships with controlled variables, which is also influenced
by the uncontrolled veriable in any period, and (3) the
uncontrolled variable in any period i.e.,, inflow in any
period which is determined outside the system under

consideration and mey be forecast by the decision maker
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but cannot be influenced by him,

The structural variable in an already existing
reservoir is the live storage, This is constrained on ane
side by the minimum requirement of the turbines installed
ana on the other by the full reservoir level. The power
generation capacity is a function of the discharge und the
effective head at the time of discharge,

2.1.2 A typical model for reservoir type hydroelectric
scheme

A detailed model for 2 sStorage type hydroelectric
station is shown in Fig. 2.1. The model presented needs

modi fication under the following conditions:

(1) If the reservolrs are located in series and are
hydraulically connected, the tail water level is affected

by the down stream reservoir level,

(11) If the forebay is located away from reservolr
and the two are connected by a limited capacity water
conductor such as canal, or tunnel, the teil water level
is a function of power discharge and possibly of the
discharge in the stream to which the power station is
discnarging water, The effective head is computed based on
forebay level which is in turn equal to reservoir level

minus the head loss in the water conductor.

(1i1) There is always & restrictim on full gate

discharge affecting the power conversion factor,
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2.1.3 Factors to be considered and the simplifying
assunption in the analysis

(i) The amount of usable reservoir storage is a

function ol reservoir elevation.

(ii) Respective tail water elevation varies somewhat

with the total river flow in the tail water aresa,

(141) The net head is the difference between the forebay
and tail water levels less the losses through penstocks,

turbines, and draft tube.

(iv) Plant efficiency is a function of net head on the
turbine even though it is assumed that the units can be
added or shut down to maintain essentially best unit efficienc)
for the total water available and the operating head corres-

ponding to the forebay elevation at any time,

(v) The energy output at any plant is a function of
the net head, the conversion efficiency, eand the total water
passing through the plant, the net head being the functim
of the initial water storage, inflos, and outflow from the

reservoir.

{(vi) The forebay elevation is an independent variable
and capnot be reduced too rapidly because of water discharge

limits, shore erosion contrel, and recreational aspects.

(vii) At the start of a critical storage use season,
the reservoir 1s full, so the head is at its maximum, As a

critical season continues with less and less water remaining
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in the reservoir, there is a continued drop in the net head,

resulting in less energy from each unit of natural flow or

storage use than when it is nearly full.

(viii) Evaporation losses from the surface of reservoir

can be a significant portion of the total inflow and conse-.

guently evaporation losses must be included in the model,

The number of variables mentioned may be reduced by

eliminating those which will produce relatively wminor changes

in the final results. They are;

(1) An average tail water elevation is selected, thereby

eliminating the complication of change of this variable
with total discharge.

(11) Natural inflow to the reservoir is assumed to occur

at an average, uniformly throughout the month. This
may introduce some error if natural flow is very high?
concengtrated to any part of the month, However
considerable simplification in data requirements and
canputation results and hence this appears to be

justified.

(111) No variation in efficiency of conversion from hydro

to electric energy is assumed, a proper averaged
efficiency is used, The time honoured principle of
always operating each unit in its best efficiency
range may not result in the optimum co-ordination

operation with say thermal Mut when river
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flow permits greater generation. Thus the assumed

average efficlency is Justified and it is conservative,

(iv) Energy capability is computed in discrete time, The
stream flow period 1is considered tec consist of discrete
time intervals. The interval considered in the study

is a cslendar month.

(v) The evaporation loss from reservoir surface is an
empirical quantity dependent on climatic conditions
such as weather, geographlical location, and time of
the year. The monthly evaporation coefficients
available are used with average monthly reservolr area

to estimate the monthly evaporation,

2.2 SALIENT FEATURES OF RIHAND HY DROELECTRIC SCHEME

Mainly designed for power generation, the Rihand
project consists of a main dam across the Rihand river, a
tributary of Sone. The straight gravity concrete dam has a
catchment area of 5148 sq. miles. The gross storage capacity
of the reservoir is 8.6 m.8.f, out of which 7.28 m.a,f., are
the live storage for power generation. The average rainfall
over the catchment area is 56.3 inches per year and the
impounded water is expected to generate a minimuym of

919,800,000 kwh per year. The other features are as under;

Estimated average annual run off . 5.138 MAF
Full reservoir elevation = 880.00 ft

Dead storage elevation = 775,00 ft
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Average tail water elevation = 632.00 f¢

Power station capacity = 300,00 MW

Turbines = ©6x70,000 HP rated at
225' head

Generators = 6x55,000 Kva 90%

power factar

The tabulated functions specified in the model vide

Fig. 2.1 are presented in Tables 2,1, 2.2 and 2.3,

TABLE 2.1 Relation between reservoir elevation,
gross volume and area

Elevation {f¢t) Volume (MAF) Area (1000 acres)
772 1.23 29.25
777 1.39 31.93
782 1.56 34.70
789 1.7 37.42
792 1.94 LO b
797 2.15 L3.53
802 2.37 L6.67
807 2.62 50. 14
8i2 2.88 53.25
817 3.16 57.56
822 3.45 61.28
827 3.76 66.00
832 4 .09 70.71
837 Lo4O 75.50
842 L .80 80.00
847 5.22 84 .45
852 5.68 8%9.00
857 6.17 93,60
862 6.65 98,12
867 7.16 102.92
872 7.69 107.87
877 8.25 112.85

882 8.83 117.75
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TABLE 2.2 Tall water Discharge vs
Elevation (only in the
power discharge range)

Discharge Elevation
cusecs ft
2000 028.50
3000 629 .40
4000 630.00
5000 631.00
10000 633.50

TABLE 2.3 Monthly evaporation coefficients

Month . Evaporation
In inches
January 2.60
February 3.93
March 5.21
April 6.98
May 8.08
June 9.38
July Fe442
August 8.64
september 7.66
Qctober 3.73
November 1.7

December 1.50
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Monthly river flow at the dam site are available
from 1945 onwards, However the data available beyond
May 1959 shows negative inflows into the reservoir in some
of the months. Therefore for this study discharge data
available from June, 1945 to June, 1959 are anly considered.
The inflews during this period are shown in Table 2.4,
Though the discharge data used in the study is only for a
period of 14 years, it appears that these figures are truly
representative of the basin covering a full range of
possible discharges from a very high annual discharge to a

very low annuyal discharge.

The tabulated plant characteristics can be represented
by fitting curves to portions of tabulated data, These
include the follow ng characteristics,

1. Tail water elevation vs. discharge

The polynomial of order 1 that fits is

Power of X Coefficient
0 628.3793
1 0.00043

The polynomial of order 2 that fits is

Power of X Coefficient
0 627, 78623
1 0.00057
2 =0.,000004

Here X 1is the discharge in c¢usecs and tail water elevation

is in feet,
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TABLE 2.4 Monthly inflow volumes to reservoir in M.A.F.

Year June July Aug. Sept. Oct. Kav. Dec, Jan, Feb. March April ey
1345 0.804 1.145 1,089 1,095 0.338 0.113 0,032 0,023 0.01%  0.01 0.008 0.00%
1946  0.506 1.749 1.843 0.732 0.409 0.075 0.018 0.0t 0.015 0.008 0.005 0.003
1947 0.008 0.594 1,231 1,600 0,296 0.022 0.013 0,07 0,069 0.022 0.01 0.007
1948 0.322 0.956 1.350 1,476 0.33%8 0.235 0.079 0,06 0.065 0.018 0.008 0.0n7
1949 0,110 0.730 2,700 2.843 0.367 0.261 C€.,099 0,057 0.049 0.06 0.02 0.01
1950 G.112 1.605 A4.L65 1,033 0.371 0.238 0.215 0,203 0.161 0.176 0.2 0.135
1361 (C.286 0.731 2,644 1,487 0,368 0.123 0.087 0.05 0.053 0.027 0.012 0.011
1352 0.389 1. 234 1.929 1.175 0.177 0.074 0.056 0.055 0.031 0.016 0.01 0.007
1353 0.032 1.260 0.889 ©.882 0,202 0,064 0.041 0.023 0.031 0.0l 0.006 0.005
1354, 0.069 0.333 0.776 0.503 0.071 0.185 0.011 0.461 0.021 0.006 0.005 0.00
1985 0.106 0.910 0.795 0.581 0.205 0,041 0.02 0.012 0.012 0.006 0.005 0.042
1966 0.553 1.128 2,270 1.178 0.458 0,203 0,073 0.08, 0.054 0.033 0.017 0.006
1957 0.087 1.651 0.929 C.461 0.047 0.019 0.013 0.011  0.066 0.05 0.01 0.008
1958 0.058 1.626 1.316 1.129 0.693 0.112 0.05, 0.088 0.059 0.018 0.0 0.005
1959 0.056 0.939 2,208 1.210 0.76t Q.113 0.061 0.052 0.023 Q.02 0.015 0,008
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2. Storage vs, Reservolr area

The polynomial of order 6 that fits is

Power of X Coefficient
0 -10,79214
1 54.95260
2 -27,363920
3 9. 13704
4 - 1.59039
p 0.1359¢8
6 0.00452

The polynomial order 7 that fits 1is

Power of X Coefficient
0 -8.60453
1 50.28738
2 -23.L6643
3 7.46583
L -1.19146
5 0.08243
6 -0.00075
7 -0.00010

X here is the volume of reservoir in million acre ft

and the reservoir areg is in 1000 acres,
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3., Storage vs. Reservoir level

The polynamial of order 7 that fits is

Power of X Coef ficient
0 723.67788

1 L5,63248

2 -3.47898

3 -2,37959

L 1,02233
-0.17694

6 0.0145L

7 -0,00046

The polynomial of order 8 that fits is

Power of X Coefficient

0 750, 60952

1 -20.36L54

62.11733
-37.05222
11.74361
-2, 17564
0.23531
-0,01375
0.00033

| 9 W & NN

Here X 1s the storage in million acre ft and reservoir

level 1is in feet.

In the initlial stages of study these polynomisl functions
were used in the simulation program. ., But in the final
results the tabulated functions were directly used with

linear interpolstions between the tabulated values. When
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programs are téxing on computer storage space, polynomial

functions will be helpful,

2.3 SIMULATION PROGRAM AND ITS MODLFICATIONS

The flow chart of the computer program uysed to operate
the reservoir is shown in Fig. 2.4. The computer output for
a target firm power of 105 MW is shown in Table 2.5 and the

variations of reservoir levels is exhibited in Fig. 2.5.

TABLE 2.5 'Working Table of Rihand Reservoir

Study perliod - Oct, 1945 to Oct. 1959

iy <\ LPower generated = 105 MW
Year Month Inflow Bvpn. Outflow fes® Re2.  gp4))
1945 9 0.000 0,000 0.000 8.5%8 880.000 0.000
10 0.338 0.033 0.366 8.535 879.465 0.000
t1 0.113  0.016 0.356 8.276 877.228 0.000
12 0.032 0.013 0.372 7.922 €7,,07, 0.000
1946 1 0.023 0.023 0.377 7.544 870.628 0.000
2 0.01 0.034  0.345 7.178 867.175 0.000
3 0.010 O.043 0.389 6.755 863.036 0,000
L 0.008 0.056 0,383 6.323 858.601 0.000
5 0.005 0.06Z O.40k 5.861 853.85, 0.000
é 0.506 0,071 0.395 5.901 854,260 0.000
7 1.749 Q.076 0,396 7.177 867.167 0.000
8 1.843 0.078 0.375 8.566 879.728 0.000
9 0.732  0.073 0.354 8.598 880.000 0.272
10 0.439 0.034 0.365 8.598 880.000 0.039
11 0.075 0.016 0.355 §,300 &77.439 0.000
12 0.018 0.013 0.371 7.933 874.170 (.000
194, 7 1 0.010 0.023 0.377 7.542 870.607 0.000
7 0.015  0.034 0.345 7,177 867.163 0.000
3 0.008 0.0L3 0.389 6.752 863.003 0.000
I 0.005 0.056 0.383 6.317 858,534 0,000
5 0.003 0.062 0.404L 5.853 853,768 0.000
6 0.008 0.069 0,400 5.392 8,8.870 0.000

(Contd, )
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Year Month Inflos bvpn. Outflow gii: Eisél Spill
7 0.594 0.068 0.417 5.501 850.054 0,000
8 1.231 0,065 O0.408 6.258 857.917 0.000
9 1.600 0.063 0.378 7.L15 86%.L09 0.000
10 0.296 0.030 0.382 7.297 868,299 0.000
11 0.022 0.0, 0.37 6.930 864,755 0,000
12 0.013 0.012 0.392 6.538 860,840 0,000

1948 1 0.070 0.02C 0.399 6.182 857,133 0.000
2 0.06% 0.030 0.379 5.847 853,713 0.000
3 0.022 0.038 0O.L13 5.418 3849.153 0.000
b 0,010 0.048 0.L08 4,970 844,027 0,000
5 0.007 0.053 0.43L4 4,489 837.693 0.000
6 0.322 0.058 0.429 4.324 835,346 0.000
7 0.956 0.060  0.439 4,780 &41.733 0.000
8 1.350 0.060 0.422 5,647 851.64L9 0.000
9 .76 0.059 0.390 6.673 862,233 0.000

10 0,335 0.028 0,394 6.585 861,326 0.000
11 0.235 0.013 0.384, 6.422 859.630 0,000
12 0.079 0.011  0.401% 6.088 856,166 0.000

1949 1 0.060 0,019 0.407 5,720 &52.4L1% 0.000
2 0.065 0.026 0.37, 5,382 848,762 0,000
3 0.018 0.036 0.423 e 940 843,672 0.000
4 0,008 0.045 0.420Q L,L82 &37,584 0,000
5 0.007 0.048 Ou4 48 3.991 830.506 0.000
6 0.110 0.051 - Q.448 3.60C0 824.428 0.000C
7 0.730 0.051 0 Ld7 3.812 827.730 0.000
8 2.700  0.057 0.432 6.022 855.493 0,000
9 0.843 0,000 0.339 6.416 853.56L 0,000

10 0.367 0.028 0.399 6.356 858.937 (.000
11 0.2610 0.013 0.387 6.215 857.474 0.000
12 0.099 0.01N 0.405 5,897 854,223 0,000

1950 1 0.057 0.019 O.411 5.523 850.303 0.000
2 0.049 0.028 0.378 5.166 846,360 0.000
3 0.060 0.035 0.427 4.762 841.4L8L 0,000
A 0.020 O.,0L4 0.425 4,313 83%5.186 0.000
5 0.010 0.047 O.A54 3.821 827,929 0.000
6 0.112 0,050 0.455 3,428 821,624 0.000
Vi 1.605 0.053 0.458 L.520 838,123 0.000
8 L.465 ©0,068 0.400 8,517 879,301 0.000
9 1,033 0.073  0.35L 8.598 880,000 0.524

10 0.371 0.033 0.365 8.569 879,751 0.000
1 0.238 0,016 0.355 8.435 878,601 0.000
12 0.215 0,014 0.368 8.267 877.153 0.000

{Contd,)
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Year Month Inflow Evpn. Outflow gzi: 223é1 spill
1951 1 0.203 0.024 0.371 8.075 875,439 0.000
2 0.161 0.036 0.337 7.862 873.538 0,000

3 0,176 0,047 0.377 7.614 871,284 0,000

L 0.249 0.061 0.368 7.433 869,577 0.000

5 0.135 0,070 0.384 7.1, 866,549 0,000

6 0.286 0.079 0.375 6H.945 86L.892 0,000

? 0.731 0.080 0.387 7.208 867.458 0.000

8 2,644 0,078 0.375 8,598 880.000 0.800

9 1.487 0,073 0.353 8.598 880,000 1,059

10 0,368 0.033 0.365 8.566 879,725 0.000

11 0,139 0.016 0.35% 8.393 878,237 0.000

12 0.087 0.0%4 0.370 6.096 875,626 0.000

1952 1 0.050 0.023 0.374 ?2.747 872.515 0.000
2 0.053 0.034 0.355 7.410 869.365 0.000

3 0.027 0.044 0.385 7.007 865.506 0.000

4 0.012 0.057 0.379 6.582 3861.297 0.000

5 0.011 0.064L 0.399 6.129 856.589 0,000

6 0,389 0.072 0.391 ©.054 855,824 0,000

7 1.234 0.075 0.398 0.815 863.618 0.000

8 1.929 0.076 0.380 8,287 677,320 0.000

10 Q.177 0.033 0.367 8.37, 878,070 0.000

11 0.074 0.016 0.358 8.073 875.424 0,000

12 0,056 0.013 0,374 7.7L1 872,455 0.000

1953 1 0,055 0.023 0.379 7.333 869.193 0,000
2 0,031 0.033 0.347 7.042 865,848 0.000

3 0.016 0.043 0.3%1 6.623 861,728 0.000

L 0.010 0,055 0.3835 6,192 857.233 0,000

5 0,007 0.061 0,406 5.730 852,519 0.000

6 0.032 0,068 0,402 5,292 847,786 0,000

7 1.260 0.069 0.412 6,070 855,980 0.000

8 0.839 0,068 0.401 6.489 866.333 0.000

9 0.882 0,062 0.380 6.928 864,728 0.000

10 0.202 0.029 0.391 6.709 862.583 0,000

1 0.064 0.013 0.383 6.376 859.148 0.000

12 0.041 0.011 0.402 6.002 255,294 0.000

1954 1 0.029 0.019 0.409 5.602 851,157 0.000
2 0.031 0.028 0,377 5,227 847,086 0,000

3 0.014  0.035 0Q.426 4,779 841.713 0.000

L 0.006 0,044 O.424  4.315 835,22L 0.000

5 0.005 0.C0L7  O.454 3.£19 827.894 0.000

6 0.069 0.049 0.456 3.382 820.830 0.000

( contd. )
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Year Month Inflow Dvpn., Outflow Res, Res, Spill
vol. Level

7 0.333 0,046 0.484 3.184 817,416 0,000
8 0.776 0.042 0. 483 3.433 821,720 0.000
9 0,503 0.038 0.462 3.435 821,745 0,000
10 0.071 0.017 0.487 3.001 814,169 0,000
19 0.185 0.007 0.489 2,689 808.333 0,000
12 0.011 0.005 0.530 2,163 797.3038 0.000
1955 1 0.461 0.009 0.552 2.062 794,924 0.000
2 0,021 0.012 C.524 1.547 781,622 0.000
3 0.006 0.014 0. 000 1.538 781.359 0.000
b 0.005 0.019 0.000 1.523 780.920 0.000
5 0.000 0.022 0.000 1.500 780,249 0,000
6 0. 106 0.026 0,000 1.573 782,544 0.000
7 0.910 0.029 0.587 1.873 790,329 0.000
8 0.795 0.029 0.564 2,07, 795,205 0.000
9 0.581 0.027 0.537 2,091 795,604 0.000
10 0.205 0.011 0.570 1.734 786.281 G.0Q00
11 0.041 0.005 0,000 1,749 787.245 ¢.000
12 0.020 0. 004 0.000 1.765 787.027 0.000
1956 1 0.012 0,008 0.000 1,768 787.722 0,000
2 0.012 0.012 0.000 1.768 787.712 0.000
3 0.006 0.016 0.000 t.758 787.452 (0.000
4L 0.005 0.021 0.000 1.741 787.031 0.000
5 0.042 0.025 0.000 1.757 787.449 0.000
6 0.553 0.029 0.566 1.715 786.311 0.000
7 1.128 0.032 0.564 2.24,6 799,202 0,00
9 1. 178 0,047 0.431 L.678 840,318 0,000
10 0.458 0.023 0,435 4,678 8L0.312 0.000
11 0.203 0.010  0.424  4.445 837.083 0.000
12 0.073 0.009 O.448 4,061 831,572 0.000
1957 1 0.084  0.01  0.461 3.669 825.54L 0,000
2 0.054 0.020 0,430 3,272 818,948 0.000
3 0.033 0.02F 0.496 2.785 810.175 0.000
k 0.017 0.028 0.507 2,266 799.64,3 0.000
5 0.006 0.027 0.565 1.679 785.326 0,000
6 0.087 0.028 0.000 1.737 786.941 0.000
7 1,651 0.035 0.5,3 2,809 810.652 0.000
8 0.929 0.039 0.497 3,201 817.713 0.000
9 0.461 0.036 0.473 3,151 816.854 0.000
10 0.047  0.015 0.502 2.680 808.144 0.000
11 0.019  0.006 0.513 2,179 797.667 0.000
12 0.013 0.004 0.571 1.615 783.54,6 0.000

(Cantd,)
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Table 2.5 (Contd.)

ReSo Res'

Year Month Inflow Evpn., Outflow Vol. Level Spill

1958 1 0.011 0.007 0.000 1.618 783.63&8 0,000
2 0.066 0.011 0.000 1.673 785,144 0,000
3 0.050 0.015 0.000 1.707 786,090 0.000
L 0.010 0.021 0.000 1.695 785,773 0.000
5 0.008 0.024 0.000 1,673 785,310 0.000
6 0.058 0,028 0,000 1.708 786,124 0,000
7 1.626 0.034 0.546 2.752 809,554 0.000
8 1,316 0,041 0.491 3.536 823.388 0.000
9 1.129  0.042 O.447 4,175 833.2%5 0.000
10 0.693 0.021 O 447 4,399 836,418 0.000
11 0.112  0.010 0.434 4,066 831.646 0.000

12 0,054 0.008 0.461 3,650 825.235 0,000

1959 1 0.088 0,013  0.477 3,247 818.511 0.000
2 0.052 0,018 Q447 2.840 811.240 0.000
3 0.018 0.021 0.521 2,315 800,771 0.000
4 c.010 0,024 0.541 1,760 787.510 0,000
5 0.005 0.025 0.000 1.7,0 787,002 0.000
6 0.056 0,027 0.000 1. 766 787.667 0.000
7 0,939 0.031 0.567 2,106 795.965 0.000
8 2.208 0.037 0.505 3.770 827.155 0,000
g 1.210  0.045 0437  L.497 837.792 0.000

The simuylation program was modified tc carry out the
following experiments:

Experiment 1, To study the effect of starting point of
operation

This experiment needed least modification in the
program, Only the change in the input data was syfficient,
The various starting points of operation tried were beginning
of August, September, October and November. This study has
shown that, for the general pattern of inflow contained in
the historical flow of 14 years used in this study,the

starting point of October results in least loss of water in
the form of spill.
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Experiment 2. To estimate the firm power capacity of
the hydroplant with end condition of the
reservolr to lie anywhere in the range
of maximum and minimum reservoir conditions

The modifications required for this study is shown in
the flow diagram vide Fig., 2,6, This program is run with
monthly stream flow generated using Thomas Fiering model,
It is well established that this stream {flov synthesis
procedure as proposed originally retains the statistical
properties such as mean, variance and serial correlation,
As such no attempt was made to verify these. However, as
noted by many, this algerithm did produce negative flows in
some of the months which was arbitrarily set to zero. The
modi fied model of Thomas and Fiering with random component
conforming to Gamma distribution is founc not suitable in
this case as it distorted the pattern of menthly distribu-
tion of {flow in a2ny year. The procedure adopted for
estimating the firm power is a trial and error ane and to
keep the computer time limited, the estimation is limited
to a precision of 1 MW, It is found that the firm power
capacity of this reservoir is 85 Mw,

Experiment 3. To examine whether there is any specific
advantage with reference to power genera.
tion, of operating the reservoir with carry
over storage varyinz from zero to 14 years

For this study the historical stream flows are used.
The modifications of the main program required for this
study is shown in the flow dlagram vide Fig. 2.7. The
result of this study is presented in the matrix form in

Table 2.6, The first row shows the power generation
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capability with annual operation, The second row shows

power generation capability with operation over a period of
two years and so on. No sanctity can he attached toc these
numerical values as they do change with the inflow distri-
bution in various months in a year and its distribution over
the years of study. However the average generation capabllity
exhibit the relative advantage of operation with various
periods oif operation. The last column of Table 2.6 shows

the average generation capability with durations of operation.
The results show that it is better to operate this reservoir
on year by year basis to maximlze energy production. This
fact 1s used in the operation planning of this reservoir
through mathematical programming in chapters three and four.
In estimating the generation capacity with various durations
of carryover, it is specified that the reservoir should
attain its maximum water conditicn at the end of the set
period of operation. The constraints on the reserve to be
within the maximum and minimum conditions at any intermediate

stage is imposed as usual.

2.4 STRATEGY FOR STORAGE RLLEASES FCR POWER GENERATION
IN- THE CASKE OF TWC RESERVCIRS ON DIFFLRENT STREAMS

Hydropover reservoirs filled durin, monsocn, have to
be depleted in the non-monsoon period to meet the demand for
power, Not much of flexibility exists if each reservoir is
operated independent of the other and has its own load. If
two or more reserveoirs are operated as a system tg meet the

combined load, lot of flexibility in storage releases aof
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TABLL 2.6 Firm power capability with years of carry-over

carry-

over Firm power capability (.iw) AV, POwtr
year N _
0 110 76 93 107 168 5 114 68 33 60 112 78 87 106 96.933
1 76 85 39 134 W5 114 68 33 L7 85 78 82 37 88 .08
2 85 91 118 137 114 68 33 L7 67 78 82 92 84.33
3 91 106 123 114 68 33 L7 67 70 82 92 81.18
L 106 110 114 68 33 L7 67 70 73 839 77.70
5 110 111 68 33 L7 67 70 72 78 72.89
6 111 68 33 L7 67 70 72 76 68.00
7 68 33 L7 67 70 72 76 61.88
8 33 L7 67 70 72 76 60.83
9 L7 67 70 72 76 66.40
10 67 70 72 76 71.25
1 70 72 76 72.67
12 72 76 74.00
13 76 76.00
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these reservolrs exists, For a given storage at various
reservoirs, load, anc inflow, thecretically there can be
infinite number of release combinations possible., In
simulation programs, these 1nfinite number of alternatives
can be reduced to a few preference storage release policies
for a defined objective. These alternatives can be derived
under simplified assumptions and further, the release
policies can be refined via simulation runs. This in

ef fect reduces the time and effort on simulation and

extraction of the results tc satisfy the objective,

The problem considered here is a two reservolr case
on dif ferent streams. The effect of depletion of storage
4s the loss of energy which otherwise would have been
generated by the inflov to the reservoir, Therefore the

objective 1s to minimize this loss of energy,

Let the release policy for a reservoir be represented

in the form of a linear function of time;

dt=a+bt (2.1)
where dt = release rate of stored water at time t,
a = release rate of water at time ¢t = 0

b = rate of change of release rate,

Let S = total volume of storage withdrawal
T = total duration of storage withdrawal

tsT

Therefore <) (asbt) 4t = S

t=0



L7

5 p2

or 4 » T&’ - Q%g)

2
define a quantity o E;E . This is a measure of the

rate of change of storage release, With this substitution

we ¢an now write equation 2.1 as

= |
dt."“} tv-o(ozoct/'[ . (2.2)

Total voluine of water released upto any time ¢
t

i -
.(l dt.dta% L‘-‘X#Ott-/'r

o

If pAH is the loss of head due to release of stored
water of volume S, the loss of head upto time t can be

written as
t
Mg | 1 -« at/Tl

with the assumption that loss of head is proportional to
the storage withdrawal, If F 1s the average rate of
inflow, the loss of energy upto time ¢ can be written as

O \'1-atq-rxt/T

Here it is assumned that product of discharge and head 1s a

measure of energy.

Total loss ol energy in the periocd 0 to T is

T =
. SAH.F.% [ha»"—‘TEJdc
(o]

« MH.ET (- Fa) (2.3)
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In the case of two reservoirs called 1 and 2 the

expression 2.3 may be written with all quantities

subscripted with respect to the reservolr it represents,

Thus,

The total loss of energy EL = ¢H1F1T1(%-%cc,l)..ﬁﬁzs’?'rz(%_%ccz)

The particular cases of the general release policies

considered are

B.

cC.

D.

E,

POLICY

Uniform release
of stored water,
storage 1 is

used for tst halfl
of the period and
starage 2 1s used
for the 2nd half
of the period

Uniform release
of stored water
from both sto-
rages over the
total duration

Def erred release,
both storage

release 1s uniform

and 1s in the
later half of the
total duration

Rate of release
from both sto-
rages increasing
with time

Rate of release
increasing from
storage one and
decreasing {rom
storage two with
respect to time

oc1=+1,cx2=..1, T

PARAMUTER VALUES

0l1=0, qz = 0' T1=T2
from t=0 to t=T/2
T2=T/2 from t::T/IZ
to taT

x 1=0 ’ 0(2-0 R T1=T

O(1=0 ’ “2"—'-0, T1=T/2
T,=T/2, both from
t=T/2 to T

=T

0(1-+ 1| 0:2=4, T1=T
T2=T

LOSS OF ENERGY

T T
A'H‘!F‘l r«.ﬁ)izl"z }‘.—

T T
MIF, 5+ 0 F; 5

1
A

T
ARGF, oo AHOF,

T T
MigFy 3+ 0iF2 3

T 2T
M‘I1F1 3+ &Hze 5
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POLICY PARAMLTER VALUES LOSS OF ENERGY
F. Rate of release o7 T
decreasing with «,==1, Xo=41, T,sT AH.F. 5 + AH.F, =
1 2 1 ™1 3 2°'2 3
time from sto- TnaaT
rage one and 2

increasing from
storage two

G. Rate of release _ _ 2T 2T
decreasing with 17~ 1» %==1, T,=T AH,Fy 37+ AHF, 57
time from both To=T

the storages

The relative weights of these energy losses can be
expreossed by dividing the energy loss terms by 12AH2F2T
and writing K = AH,Fo/AH F,»

Thus we get
Release policy Relative weights of energy loss
A 3+9K
B O+ 6K
C 3+ 3K
D L+ LK
E Le 3K
F 8+LX
G 8+ 8K

These release policies and the relative loss of energy are
shown in Fig. 2.3 and the preference order for storage

release 1s also indicated,

The analysis can be extended to multireservoir

systems, The preference solution can be used to determine
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the storage release policies to minimize the energy loss
due to storage depletion. Deviations from the linear
decision policies can be tried via simulation and final
release policies can be arrived at in advance with inflow

forecasts,

2.5 CONCLUSIONS

The oreliminary studies reported here have shown

that:

(1) The continuous power generation capability of Rihand

reservoir is 85 Mw,

(14) It 1s preferable to operate this reservoir on annual
basis with a view to maximize average power production

over the years,

(£i1) The starting point of operation in any year should be
beginning of October when the reservoir level should

be at its maximum,

(iv) Flexibility exists 1f this reservoir is operated with
other hydropower station, or thermal station ar both,.
The latter two aspects are dealt in subsegquent

Chapt ers,

{(v) Preference storage release policies to minimize the
energy loss due to storage depletion can be worked
out when two or moare reservoirs are operated as a

system, This is to be further refined by Simulation
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program. The preference solutions obtalned by
total storage available for release, the
corresponding loss of head and the average streanm
flow anticiputed saves considerable time and

effort in the simulaticn of the system operation,

+i4i144



CHAPTER III

HY DROPOWER SCHEDULING UNDER AN INDEPENDENT
OPERATIONAL STRATEGY

3,1 OPERATION STRATEGY AND THL. MATHEMATI CAL MODEL

3,1.1 Introduction

In chapter two, the firm power capability of a
hydropower reservoir is estimated through simulation. The
model can be extended to find firm power capability of a
group of reservoirs, Computations using this model
consume quite a lot of computer time. Further the result
obtained is only helpful in economic evaluation of the
project before inception. In actual practice the power
generation must conform to the demand, The energy
capability of a hydropower station does vary from year to
year becayse of the variation in the inflow to reservolir,
In this chapter an operation strategy is examined wherein
a group of hydropower statlions, administered by a separate
agency, has to take care of its load. To ensure proper
supply of power to the consumers, the hydro utility has to
schedule its generation in advance over a planning horizm
say a twelve mmths period. The strategy for such planning
is to maximize the average energy generation and keep the
generatim level in any month at a constant surplus or

deficit level relative to the fluctuating demand,
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Depending on whether there is surplus or deficit, the
management may plan to sell out to or purchase from, the
neighbouring utility at a constant rate. Thus in this
method of operation, the system resource, that is, the
stored water releases are scheduled monthly in a manner
80 as to produce a uniform power excess or deficit for

a twelve month perlod. The uniform power deficit so
established represents a demand, which under stipulations
of the firm power saies contract, the hydro utility will
purchase from the other utility. The human judgement in
such situations to choose proper storage release sequence
does not guarantee optimum results, This indicates the
needs for construction of a faithful mathematical model

for the hydro system,

3.1.2 Mathematical Model

The two objectives in the problem to be solved are
(1) To maximize the average energy production, (2) To
minimize the sum of the deviations from the demand.
To state the problem in mathematical form, the following

notations are ysed.

K - Time interval index (month)

SJ(K) - Storage in resorvoir J at the start of interval K
QJ(K) - Water released for power generation from

reservoir j during interval K
INJ(K) - Inflow from independent catchment to reservoir |J

during interval K
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n - Number of storage reservoirs in the system
m - Total number of hydro schemes in the system
P(X) - Power generation during intervel K
L{K) - ©System load during the interval K
t(X) - Power generation duration in the interval K

The system equation for storage reservoirs:

n

J=1,n

1 1f reservoir 1 1is directly upstream
from reservoir j

where 81j -
Q0 otherwise

similarly we can write for run off the river schemes;

a
INg(K) v = Byy Q(K) - Qy(K) = 0 (3.2)
Jsnm

513 is defined similarly.

Equetions (3.1) and {(3,2) are water conservation equations

which ¢can be written as

A+ B3+ C=0 (3.3)

where A 1s & (mkxmk) square matrix and B is matrix
rectangular haing mk rows and nk columns. @ is a vector

of elements Q. S 4is the vector of elements 3 . and [

]
is a vector, with elements consisting of initial storage

and inflows. A and B matrices are sparse, and the



55

distribution of their non zero elements depends on the
topology of the system and its ordering. The total power

generated in the interval K over a perlod of one year

is}

n m
PIK) = 2= py(K) + 2= py(K) (3.4)
j=1 J=n

K = 1.2.0.-.,12

where pj(K) represents the average puwer produced by

jth hydrostation 1in the Kth interval,
For & storage reservoir:

pJ(K) =z pJ(K) (QJ(K). SJ(K), SJ(K-l), 5;(K), S;(K-1})
(3.5)

where 1th reservoir is below jth one. If there is no
coupling between the two reservoirs, the expression can be

written as;
pJ(K) = PJ(K) (QJ(K). SJ(K], Sj(]{_ﬂ) (3.6)
j - 1,n
For a2 run of £ the river scheme

py(K) = py(K) (4(K)) (3.7)

iun,m

Thus the system annual generation capability can be defined

as

e~
)
o
Ms

1 P(K).t(K) (3.8)
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where t(¥X) 1s the generation duration in the Kth intervel

12
k=1

The first objective 1s to maximize the aversgge
power production, which can be stated as minimize the

function

12
%51 (L{K) - P(K).B(X) (3.9)

The second objective can be teken as a constrant and can
be incorporated into the objective function in the form of
deviation squared multipnlied by a penalty term. Thus the
whole objective function far a twelve year period can be

written as,

12 12 12

9 i 1
51 7 (L(K) = P(K)} ©(K) « %:.1((L(KJ P(K)) - %1(1.(1()

2
- P(K)) t(K)” {3.10}
which is to be minimized, where W {s a penalty term.
For an energy deficient system wherein the demand is always

more than generation capability the objective function can

simply be written as

12 .
kZ (L(K) - P(K)}“ (3.11)
=1

which i3 to be minimized.
This 1s e much simpler objective functimn and easy

to work with. Even the surplus system wherein the energy

generation capability is more then the system demand, the
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system can be converted to a deficient system by artifi-
c¢ially sugmenting the load by a constent known quantity
8o as to satisfy the condition that the augmented load is
much more than the energy capsbility of the generating

system.

The system constraints can be discharge limitations
of turbines which i{s a functiomn of storage, and the starage

contents of the reservoir. The latter can be represented

as
3,20 £ 5 (K) < 8,(K) < 5B (3.12)
3 ) - J =
where sjmin - Minimum storage &t the jth reservoir
max
sJ - Maximum storageé at the jth reservoir

A
SJ(I) - Specified storzoge level at jth reservoir
at the beginning of X interval

Other constrgints on releases and storages depending on
speciel situation of the problem can also be imposed, along

with the continuity constraints,

3,2 APPLTICATION TO THE SPECIFIC PROBLEM

The problem considered here is to schedule water
releases over a period of one year, from Rihand hydropower
station such that there is a uniform power deficit over the
planning period, The problem is a deterministic discrete
one in as much 8s the loads and stream flow forecasts are

known in discrete form. The objective is simply to minimize
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the function

12 2
= (L(X) - P(K)) (3.13)
K= 1
Subject to
s™h ¢ 5(x) g " (3. 14)

and the continuity constraints,

There ere no other special requirements with respect
to storage or releases from the reservoir. The problem is
treated as a deficient system, if necessary by augmenting,

and will be solved.

The problem ¢an be solved by any of the unconstreined
methods if the bounds on the reservoir storage is taken cere
of . The method used here is the conjugate gradient method

of Fletcher and Reeve's,

3.3 COMPUTATIONAL PROCEDURE

The method requires gradient to be computed. Since

the objective function 1s in terms of P(K), which 1is
determined by Q{K) and 3(K}, and Q(K) is related to S(K)
through the system equation, the varisbles of the problem
basically a2re a set of 12 storege values at the end of 12
months, the initial one to start with being specified.
Since

M+ BS+T=0

B=-2"1(8847T) (3.15)
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end gredient

(=8) =L . 1é
-+ s 3 (3 o)

where

F/>8 sand ¥/ 7 are obtalned by chain rule of differen-
tieztion,

J 2
F = iﬁ (L(K} - P(K))

; 12 P{K
?Eg;T =2 321 (L{K) - P(K))(- —%%%% . —%%%%),1=1,...,12

where h is the effective head corresponding to storasge S

and S(I) represents varieble S at time I,

7 =..z-ﬁ%%§§“§P(§J (L(T) = P(1)) o SLEeL (L(Te1)-P(I+ 1)
since P(I) = C Q(I)(h(I)+h(I-1))/2

where C 1s a energy conversion constant, Q@ and h represents

the discharge and effective head respectively.

F__ __c-h{l

3(T) 3 I}!,Q(I)(L(I)‘P(I))+Q(I+1)(L(I+1)-P(I+1))
I=1,2,...,12 (3.17)
Similerly

QF}j = -C \(h(I)+h(I'1))(L(I)-P(I)lj (3.18)

I = 1'2,0000,12
The matrix A in this case is gn Identity matrix and matrix

B 1s lower triangular matrix with elements B8(i,j) = 1 if



60

1 = j and equal to -1 if i = j-1 and equal to zero other.
wise, Thercfore the gradient
N
F; SRR .
[T ()

2R AF
" -2 * 3)

oF F

- A3 * AATY (5.19)

I
ol

VFs =

\
AF AF
~ STy 33T |

OF

The method now used 1is to find the unconstrained
minimum of multivariable nonlinear function of the form

F(s(1), s(2) .... s(12))

and.
The basic procedure is described by Fletcher!|Reeves (1964).

The algorithm proceeds as follows:

1. A starting point is selected,

2. The direction of steepest descent is determined by
determining the following direction vector components

at the starting point

L F/38(1) ]
MH[I) .ﬁ R [

= (aF/as(11121f73\ )

Y =

{3.20)

Ia1,2,....,12
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where n = 0 for the starting point.

A one dimensional search is then conducted along the

direction of steepest descent using the relation

S(I)(new) = S(I)(old) + @i, (3.21)
I =-1,2,....,12

where d 1is the distence moved in the direction M,

when & minimum is obtained along the direction of

steepest descent, & new "conjugate direction” search

direction is evaluated at the new point with the

normglized components,
-(JF/23(I)), + B M_(I-1)
Mp(I) = 2ol 8 — (3.21)
/2

12 . ‘ 2
%Es (-(BF/B3(KD )+ B,y Mp(K))®

I = 1’2".0.’12

12 | 2z
= ll(a!-'/z.sumnji
Ko 1'—
where pn-l = 12 f *ff.
(F/23(K)) !
(.’ -

A one dimensional search 1s then canducteda in this
direction., When a minimum is found, an overall conver-
gence check is made. If convergence is achieved, the
procedure terminates. If convergence is not achieved,
new "conjugate direction” vector components are
evaluated as per atep (3) at the minimum point from the
current one dimensional search. This prccess is conti-
nued until convergence 1s achieved or 12+1 directions

have been searched. If a cycle of 12.1 directions have
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been completed, z new cycle is starteq consisting of
a steepest descent direction (step 2) and 12 Conjugate

directions (step 3),

To take care of bounds on § the following modifi-
cations are necessary, The gradients at step 2 amg step 3
gre projected on to the bounds on 5 if they are at & very

small distance from the bounds. Thus

it

0 if (5" - 5.(1)) < & snd M (1) > 0
=0 MU - M ceman () <o (3.2
b, (I) otherwise

[v]n(T)

"

and in the one dimensional search Step the maximun step

length st any stage is limited to

‘ max 1
d"* < mtn ¢ min S = Sall) oy, SR ogpx) | (3.23)
L ]| Mnp(I) Mu(I)
Mo (I)>0 M (I)<0

The one dimensional search procedure used here is
the Davidon's linear search technique, Davidon's ( 1959)
has suggested that the lirnear minjmigations which constitute
a necessary pert of the multivariate minimization technique
should make use of values of the gradient in addition to
velves of the objective function, ang has specifically
reccumended thset cubic interpolagtign using function values

and gradients at two points be adopted,
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Davidon's linear search tecanique is as foliows,

Given a point ;i' and the direction d. = -B the

i gi’
function and gredient are evaluated at §1 anc il+kla:, to
give values £, g, £, and g, respectively. A suitable
choice of Ay is given by

¢ -2(f -£%) )
= min ﬁ 2, —_——
\

—

M

€o ui J
where {* is 2n estimste of the minimum of the functlon

provided by the user, Here in the problem considered L is
further limited by the equstion (3.23).

If £{x,+r, 4y} 2 £Ux;), and/er ;" 2lxan,dy) > 0,
then the minimum has been straddled. A cubic 1s then
fitted through these two points, end the minimum of the
cubic ;i+l*ai, used a3 an estimete of the minimum along

the line, where

(E‘I, Ei + W - Z}

AL =l
A - -
1 (8 dj-&4d; +2w)
A -
< | By -y - 1/2
in which W = 1-2 - (go di).(gl di}_
and Z = i_z; (fo-f1) +* go' di N E1l -d.ia

This perticuler representation for the root of the cubic
was chosen by Davidoh s being the most accurste for auto-

matic computation.
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If 2 minimum has not been straddled, then a new

step is estimated along d; starting froam ;i* Ay Oy

instead of ii‘

3.4 DATA USED, COMPUTATIONAL ASPLCTS

The reservoir characteristics useg in the study
are glven in Chapter 2. Evaporation is not explicitly taken
into consideration. The time unig considered is the standard
month of 31.5 dsys. The eévaporation can be taken care of
by adjustine the inflow forecasts for evaporation, The
partiel derivative *Dh/as required in the computation of
gradient is computed at discrete poipts ané is assumed to
be constant in detween the two successive points. The
inflov, the loed data used in the sample program and the
results of the computer prosram are Sumarized in Table 3.1
and the variations of reservoir contents are exhibited in
Fig. 3.2. The solution of the game problem via simulation
program presentea in Chapter two jis furnished in Table 3.2,
The optimizing programn has invariably reduced the objective
function a8 compared to that obtained by simulation progrenm,
and has shown an increase in the energy cgpability of the
system. Further the optimizing Program has teken much less
of computer time compared to that taken by the simulation
program, The number of function evalugtion in the optimizing

program 1s genérslly of the order of 10 to 30.
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TABLE 3.1 Table of power generation schedule (from optimizastion proeram)

Menth Lond Inf low Power gene- tnd aof month Aeservolr Shart fgll®

ration Res. content level irn power
MW M.AF, MW M, A F, MW

Octover 10C G.375 d2.2 £.390 87c.201 17.8
Noveuber 110 U, 013 32.2 6.052 e75.400 17.§6
December 120 0.210 102.2 7.733 872,302 17.0
J anuary 120 0.015 102.2 7. 304 86v.971 17.8
Feorusry 1Q0 0.003 82.2 7.090 8600.295 17.8
March 710 0,005 72.2 06.758 663.037 17.85
hprdl 120 0.003 1C2.2 D.3 1 357.181 17.8
May 110 0.608 92.2 0.04 1 855.66% 17.8
June 100 0.534L 82.5% 6.324 358,580 17.3
July 30 1.231 73.2 7.286 268 . 163 16.8
lugust 100 1.600 24 .1 8.530 £79.30¢ 15.9
September 100 0.236 8L.6 8.598 880.000 15.4

*The maximum short fall 17.2 M9 1s to made up by purchssing it from other
utility on contract besis.
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TABLE 3.2 Table of power generstion schedule {(from simulastion prograom)

Morth Load Inflow Power gene-  tnd of month Reservoir Snort fall
ration Res. content level in power
s M.ALF, W A.AF, MW

Gctober 100 9.075 79.85 &.383 878,201 21,15
Novembe - 110 0,013 £89.85 4.280 875..L85 21.15
Cecemdber 120 2.010 73 .85 7,722 872,340 21.15
J enuery 120 0.015 33.85 7.376 863.038 21.15
February 100 0.003 79.85 7.081 866,232 21.15
“darch 110 0.005% 87.85 0. 7,7 §02,7257 1,15
Aporil 120 0.003 #7.85 c.368 65¥.063 21.15
¥ ay 110 0,303 £4,85 0.020 855.531 21.15
June 1C0 0.5 73.85 0. 308 858.44J 21.15
July 90 1.231 63.25 7.274 868.0c0 <1.15
August 100 1.600 73.85 d.58M 877.0837 <t.15

September 100 0.296 79.85 8.598 880.000 21.15
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Since the direction of search is computed making
use of tabulated velues o1 reservoir Cheracteristics, the
program términates the computetion when the gradient 1is
very small or when the function velue evalusted in two
successive iterations differ only by a small quantity, It
is necessary that the initial values chosen must be fegsible,
satisfying both the continuity constraints and the upper
end lower bounds. Otherwise, it is possible the program
terminetes premsturely glving negative outflows which is

gbsurd, The method of optimization used is quite effective
and even lerger problems can easily be solved on a smsll
computer like IBM 1130. Different starting points were

used as multimodality of the objective function was suspected,
From different starting points, the solution always

converged to the same point for a given set ai data,

3.5 CONCLUSIONS
1. A mathematical model is presented for solution of

independent operational strategy of hydropower reservoir,

The problem is solved by modified Fletcher and Reeve's

algorithm for one reservoir cese namely Rihang reservoir.

3, The solution of the problem provides the Manager of the
reservolr a quantified rational basis fop operation of
the reservoir.

4. For the reservoir under consideration, which has to

supply its production to bulk consumers op contract,
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the operationgl strategy appears quite realistic,
This typeé of operation ensures continuous supply to

the censumer under this utility,

The problem tagged with uncertainty of stream f1low
forecests 1s to be tackled on either fixed horizon
policy wherein the energy generation is to be changed
adaptively as suggested in Jppandix A1, or on moving
horizon policy wherein the problem is solved every
month with 12 months planning horizon. These

suggestions need further investigation.

The formulution can be used to find the firm power of
a multihydroeiectric project avoiding the conventional

triel and error method.

L S



CHAPTER IV

CO-ORDINATED OPERATION OF HYDRO AND THERMAL
POWER STATIONS

4.1 STATEMENT OF THE PROBLEM AND MATHEMATI CAL MODEL

L.o1.1 Introduction

wWith the formation of regional grids, the co-

ordinated operation of various electricity generation
utilities have become a reality. This is necessary with
the increased demand for power which usually results in
decreased loead factor and fluctuations in demand. By
sharing the pesk joad of the combined load, the hydro-
stations increase the load facter of thermal statlons,
thereby jncreasing the efficiency of thermgl stations and
decreasing the high-cost thermal power generation. The

co-ordinated operation is based on explicit economic

criteria of minimizing the cost of thermal power generation.

The problem considered here is the co-ordinated
operation of a single hydropower station nemely Rihand
hy dropower stetion with a thermal station of infinite
capacity. The combined system loed is to be met by hydro
and thermal generation minimizing the ocut of pocket cost
of themmal generation. Given the system load defined by
duration curve, the stream flow forecast, the initial and

final conditions of reservoir, the characteristics of the
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reservoir, the problem is to schedule hydrogeneration for
a planning horizen over g period of one year. suchan
operation enables the hydrostaticn to sell of f {ts full
enérgy potentisl, and the thermal station ensures

uninterrupted energy supply despite low water year,

L.1.2 Representation of the Model

The model of the system includes (a) thermal plent
represented by its cost characteristic, (%) Hydroplent
represented by its charscteristics depending on both water

heads and discharges, (¢} bounds on operating conditions of

the hydrostation.

In order to describe the model mathematically, the

following varisbles are introduced.

Period index K = 1,2,,.,,12 months

£ =
V(K) - Volume of reservoir at the beginning of period K
D{K) - Discharge from reservoir for power generation
during period K
(k) =~ Spill from the reservolr during period K
E(XK) - Evaporation from the reservoir duwring period g
¥ - Upper bound on variable V
y - Loser bound on variable v
gH(K) - Effective heed for power generatjon during period K
y(K) - Bnergy generated by hydropower Station during
period K
1K) - Inflo~v to the reservoir during periocd K

Number of hours in period g

h{K)
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U - Narmalized duration Obtained by dividing any
duration in a month by the total number of

hours in month

L(T) - Orainate of the load duration curve [normalized)
for the duration T in any month

L‘(TJ - Ordinate of the load duration curve (normalized)
after replacement by hydrogeneration fop the

duration { 1in any month

Hourly generation cost for power generation p

c{pP) -
GC(K) -~ Hydropower generating Capacity during periogd K
MGG < Upper bound on hydrogenerating Capacity,

The reservoir dynaemics 1s described by
V(K+1) = V(K) + I(K) - D{(K) ~ E(K) -3¢ S(K) (4. 1)

|1 4f V(K)+ I(K) - HK)-EB(x) > ¥

8 K = '
0 otherwise

Here E(K) 1is a function of the reservoir ureas which

1s changing continuously in a month. The computation of

E(K) 1is based on the average reservoir leye} during the
month under consideration.

The initial reservoir volume is known, and the £1pa)
reservoir volume is specified, i.e,,

V(1) = V(to) (4.2)
v(13) = V(tg) (4.3)

The hydropower generavion reStriction is degcripeq by ghe

equation
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0 < GE(K) < MGL (L. t)

The storage content of the reservoir has an upper aad lower
bound

V< VK)<V (4.5)

The hydro energy generated in any given period
Y(K) = e.EH{XK).D(K).CF (4.6)

where e 1s the efficiency of conversion of potential

energy to electrical energy and CF is the conversion factor.

The hydro replaeced energy cost is the cost of
gener ating system energy by thermzl station less the cost
of generating hydro displaced system energy by thermal
station. The demand Lg(T) must be sstisfied by thermal and
The hourly cost of generation of thermal

hydrogeneration.
power increases monotonically with generation level. There-
fore to get maximum sevings, the hydro-energy nust share
the system peak loads and the balance by thermal energy.
since the hydropower generstion has an upper bound governed
by the total installed capacity, it 1s not possible to
replace all the expensive thermal energy. The possibility
therefore is that hydrostation should replace the high cost
thermal generation in the feaslble region only, These

aspects are shown in Figures 4.1 and 4.2,

The hydro-energy cost HYDROCOST which 18 a functien

of the hydro.energy genersted in any duretion K is expressed

mathemstically as
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1
HYDROCOST (¥(K)) = <h¢ { Li(T) o(T).dT
o

1
shg § LL(T).o(T).aT (4.7)

o

L:r is a function of Y(K), Ly and GC(K).

The objective function is therefore defined as

1

N

HY DROCOST (¥{K)) (4.8)

~ 4

= |

which is to be minimized.

4.2 SOLUTION PROCEDURE

The above dynamic optimization problem is solved by
dynanic progremming. The procedure 4s based an the Bellman's
principle of optimality which states that whatever the
jnitisl stste and control are, the remaining controls in the
sequence must be an optimal control sequence with regard to
the state resulting from the first control. The usual
computational procedures work backward in time. Here it is
advant ageous to work with the forward algorithm as the
reservoir dynemics equation does not map the condition of
the reserveir described by its starage content at time Ko 1
into the condition at X due to the presence of spi1l,
Further it is desired to have an optimel trajectory from
a given initial condition of the reservoir Using forward

dynemic programming solution it 1s easy to exsmine trajeec-

tories reaching many terminal states,
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If I{X,t) represents the minimum cost corresponding

tc state X at time t, the definition in the discrete case

is
]

[ K1
1 tx(J).u(J).;} SR ¥ g

Min g:
HX,K) = u(nN),e.. uf{K-1) & j=0

T 1
where g X(K-1),U(K-1),K-1J = X (Lh 10)
where u represents the control and K the period and 1 the

cost function and g the system dynamics.
Define & quentlty h _x,u(K-T).K_‘ by
V. T 5| . ) “l
g |h|X,ulk-1),K |, u(k-1),(K-1)} =X (4.17)

then, the iterztive equsticn can be written as

|

I(X,K) = a?k?1)i L[n[x k=15 | u(x-1),x-1_‘
*

I lh l_x, u(k-1), K] K-J; (4.12)
This iterative procedure determines I(X,K) in terms of
I(X,K-1); thus, the calculations do indeed go forward in
time rather than batkward. The initial conditien to start
the iteration is I(X,0)=0 1i.e,, no cost is incurreq

before the system begins to operate,

The computation procedure is exactly anslogous to
that of backward dynsmic progremming; st s given quantized
X and K try all possible quantized controls u(K-1);
find the corresponding previous state X(K-1); evaluate the
quantity inside the brackets in equation (4.12) using

interpolation if necessary; and pick the optimal control
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and winimum cost,

L.3 DATA AND THE PROGRAM

The load duration curve assumed for various months

in the plenning horizon of 12 months is shown in Fig. 4.2.
The reservolr characteristics such as volume-area-elevation
relationship snd evaporation dsta are used in the tabulated
form given in Cheoter two. The cther pargmeters used in the

sample problem solved are:

8.598 million scre ft

13

1.294 million acre ft

<t <l
il

V( 1) = 8-598 moa-f.
V(13) = 6.598 m.a.f,

GC(1} = GC(2) = «.... = GC(12) = 250 My

No, of days in the month = 30.5 days

Efficlency of conversion = 0.85

The fuel cost C(P) = a.P 3292
where C 1s cost in Rs/hour for generation of p me gawatts
a, = 3.75 and a, = 0.075. This eguation fairly represents
the cost of thermal power generastion in the country, The
duration curve is approximated by 3 point representation and
the val ues of &,b,c as defined 1n Fig,,. 2 zre assumed to
he same in all the months, This is only for Simplicity sake.

The progrsan {s prepared to solve the Problem for any velues

of a, b andc.
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The Computer Program:

The algorithm to solve the problem of minimizing
hydrocost by forward dynamic programming algorithm is
programmed on IBM 1130 and constitute a mein line program
end the two subroutines. The subroutine called F tgkes in
co-ordinate points a,b,¢ of the load duration curve, maximum
demand and the upper bound on hydrogeneration from the main
progrem. It computes the total asres under the duration curve,
{.e,, the totel system energy demand, and for a set megawatt
hydropower generation computes the cost of thermsl power
for balance generation and the hydropower energy and returns
it to the main program. The subroutine STATE, takes 4in the
initial conditions of the reservolr, reservoir characteristics,
evaporation constants and inflow into the reservoir ang
computes the final conditions o reservoir for g set energy
generation. The conditions of the reservoir retwrned to
the main line gre the reservoir volume and its corresponding
elevation end area. The evaporation in any month is
calculated on the basis of average reservoir area during the
month which is computed as the average of initial smd fingl

grea of reservoir in any month. The final area is canputed

here by iterative process.

The mein line programme 1s the basic dynamic
programming algorithm, the computational procedure of which
1s slready discussed earlier. All input and outputs are

through the main program,
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4.4, RESULTS OF THE SAMPLE PROBLEM

The results obtalned for the sample problem is
given in Taoble 4,1 and monthly generation schedule for
hydropower and the corresponding reservoir contents are
shown in Fig. 4.3. The program prepared is quite general
and can tzke any load duration curve presented in three
point representation, and the tabulated data of the
reservoir characteristics and inflow forecasts. As the
demand on the core memory was high, the problem was solvedq
first for coarse discretized grid and was finally reduced

to 1 MW level gradually only in the region of optimal

solution.

4.5 CONCLUSIONS

1. The problem of long term scheduling of hydro power
generation in co-ordination with thermal generation for en
exlsting reservoir is solved via dynamic programaing
forward algorithm with deterministic formulation, The
computer progran prepared for IBM 1130, can take normalized
monthly load duration curve represented by three co-ordinate
points =nd forecasted inflow and gives the hydropower

generation schedule for a plenning horigon of 192 months,

2. The results obtained from the program serve as
an operating guide to the reservoir manager, the data which

ne could not otherwise easily obtain,.
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TALBLE 4.1 Results of the sample provlem
Month Hydropower System energy  Thermal gene- AV, Cost  End o month  Bac of manth
schedule demand ration cost Rs /¥wh Res. volume Res. elevation
¥Vwnx 1000 Mwhx 1000 Rupees
October 54.9 217.404 33,156,105 16,25 8.37 878.11
November 77.592 2L1.56D 33,709,320 10,43 8.01 874,.85
December 97.356 265.716 3%,50,280 13.37 7.% 870, 66
J anuary 114,924 289,878 38,479,354 13.27 6.78 86%5.27
February 114,924 289.378 38,49, 35 13.27 6.39 359.32
March 37.356 265.716 35,50,200 13,37 5.06 853.31
April 38.488 265.710 35,23,0C0 1..26 5.3 2L3.02
Mey 77.592 241.560 35,70,320 14 .43 5,35 848 .45
June 114,924 237,878 38,L9,304 13,27 V.l d54.62
July 54.9 217,404 33,109,105 15.25 7.3 87 .10
August 35,136 193.248 31,62, 554 16.36 8.40 378.37
September 35.136 193.248 31,62,554 16.36 8.59 880.00
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3. The eccnomic¢ data obtained through the pProgram
can form the basis for actual operation, pricing of energy,
and for entering into agreement for co-ordinated operation

of the reservoeoir with thermal station.

L., The uncertainty factor involved in the stream
flow forecast can be taken care of through moving horizon
policy wherein the problem is solved every month with new
stream flow forecast for next 12 months end a planning
horizon of 12 months and the hydrooower generation is
ad justed accordingly, or a fixed horizon policy wherein the
problem is solved once in a year and the changes necessary
in different months of the year are established via adaptive

control discussed in Appendix Af,

B B o o



CHAPTER V

STREAM FLOW FORECASTING

5,1 INTRODUCTION

The deterministic procedures discussed in Chepters

two, three and four, tokes care of uncertainties in the

stream flow through forecasting. The main objective of the
work presented here is the developuent of a simple model

to forecast streem flows on a short term basis say a year
ahead. Such models are needed for foreceasting stream flows

an€e or several montis ahead based on the availavle flow

jnformaetion prior to a given month, These forecasts form

¢he basis for determining the policies for optimal operation

of reservoirs deternined by deterministic optimization

gechnicues. The models reviewed in Chapter one are not very

useful in stream flow forecesting for operation plenning of

existing reservoirs., These models oim st meainteining the

statistical properties of the historicel sequence, but their

sequence of occurrence is no concern. It is in this context

forecasting and synthesis is differentiated. The second

element that {s alweys present in forecasting situations is

uncertainty and the third element is the reliance of &

forecast on information that 1s contained in historical

dat Boe
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The farecasting of situations thet are extremely
stable over time 18 a different proposition from the
forecssting of situations that are in = state of flux, 1In
the latter csse what is needed is a method that can be

adapted continually to the most recent results and the

latest information,

5.1.1 Cheracteristics of the Monthly Stream Flow Data

The distinguishing fegture of the monthly river flow

sequence is not stationary, the subsequence of flows in any

particular month is weakly stationary. However the means

and standard deviations of flows vary from month to month,

1f we denote the flow in the ith month by X(1), then the

equstion for X(I), mey consists of (i) imuedigte lagged

value like X(I-1), %(I-2), (ii) lagzed values like
X(I=12), X(I-24), {(iii) deterministic sinusoidal trend
s with suitable harmonics, (1iv) the disturbance with

Lernm

gts lagged veluesS. The appropriate number of type (i) to

(1i1) can be chosen by trisl ad error until the model
yields satisfactory forecasts. The attempts to obtain

stochastic difference equation to represent the available

stresan flow information 2t Rihand dam site was not quite

successiul. Further the power of the statistical tests

gesigned to gest for the présence of various terms in the

aodel such as the sinusoidal teérms i8 rather week. This

points to the need for a simple approach used in this work.
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The problem of stream flow modelling is approached
vis time series analysis. This is because the informstion
given by thé observations of a few rain gauges on several
square miles is very smell for obteining the rainfall run.
off relstion. The net rainfall over s water shed, which
is not directly observable, is strongly csusally related to
the flow, The estimates of the net rainfsall contribution
derived from the observation of a net work of ran gauges
in a water shed by techniques such as isohyetsl and
Theissen polygon methods are not reliable, primarily because
of the low density of raln gauges and the non-randonm spatial
distribution oi the raln ga&uges. Finally, the model which
involves such input variables is not useful for generating
rsynthetic' trace of stream flow by simulation since there

1s no reliable model zvailable for simulsting the rainfall

process over large water sheds.

The monthly stresm flow data exhibit seasonsl psttern
becguse of 1its dependence on the weather, In the semi- arid
regions, the streams which are not fed by snow, disch arges
are at low rate in mid summer and at a high rate by July.
august 1.¢€, during monsoons. Therefore, the monthly stream
flow may be considered as a composite figure of trend,
seasonal and cyclicsl components, These components may be
considered additive, in which case, es {s shown in the
appendix, 1t ieads to models of state spece representation,
This opens up & vast field of state spapce mathemstics to the

£4014 of Hydrology. Alternatively es is done here it way
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pe considered as factors of a multiplicative process.

5,2 FORECASTING MODEL

The forecasting procedure adopted here 4s based on
seasonal and seasonally adjusted components of the monthly
stream flow figures. The segsonal factor relates to the

annual fluctuation in the basic underlying pattern. Thics

component is one that repeats every twelve month. The

trend-cyclicel factor simply emounts to the long run linear

projection or a sinusoidsl behaviocur over some long period

of time. Depending on the actual data and the varisble
pbeing forecast, the decision mgker may have no resson to
believe a cyclical pattern exists and thus basically the

data may be facycred to seasonal factor anc trend factor,
The residual factor may be considered random component and

has tc be analyzed separately.

50 the mathemstical form used to represent this

decomposition is

g«Tx Cx U

where T is the trend-cyclic factor
C is the seasonal index

U is the randomness factor

In applying the decomposition techniqu3 the seasonal
factor present is first sorted out. The basic data used is

the monthly streat fiow date for & period of 15 yeers
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Ratio to moving average method is used for
separating monthly strezm flow dgts into Seasonal and
seasaally adjusted compoments. A linear trend curve is
fitted to the seasonally adjusted component and the
residual is modelled by Morkov process, The esseéntigl

structure of forecasting scheme proposed is shown in

Fig. 5.1,

5.2.1 Separstion of Seasonsl Component

The seasonal component is comprised of one cycle
per year freguency and few of its low frequency harmonics.
Removing the seasonal component from the data requires bend.
pass filtering those frequency components. . linear-. bang
pass filter is easy to analyze and Can be implementeq on

computer in the fora of & weighted, moving average smoothing

of the flow data. On the other hend a nonlinesr oper ation

can be used effectively in splitting the monthly flovdata
into a sezsonal component and a seasonally adjusted

mponent. Most linear schemes incorporate a moving average
co .

for seasonal adjustment of data, but this resylts in a
o

smooth seasonally-adjusted component end p noisy sessonel
component. To make this component noise free it iq o
to use ratios of original date and an appropry ste moving
averoge as # starting point.

fhe ratio to moving aVer:geé method obtains gn estimate

nhe trend by using simple moving average which combines
of t

130 ayccessive months.
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The original data is then divided by the moving
averages, which glves a series of seasc:zl-noise ratios.
The extreme values of seasonal noise ratios which might
bies the results, are identified gnd are eliminated for
computation of seasanal indices. An estimate of seasonel
edjustment factors designgted as sezsonal indices are then
obteined by averaging the seasonzl noise ratios month by
month, end ascuming thet the noise factor will be cancelled

out in the process. Finally the flow date 1s seasonally

sdjusted by dividing by these seasonal 1ndices,

The sessonal adjustment procedure can be expressed

mathematically as follows:

Let X(t) be the flow at month t

6
ghen ¥(t) = 75 2=  X(t+i) (5.1)
ie-5
AlT s - .
= Seasonal noise ratiocs (5.2}

The jdentification of rendomness factor is straight forward.

stsrting with the moving everage, it is called thet since

1t is & twelve month average, the seasonal fluctuations have

been eliminated, Therefore what is represented by the

moving average is
Moving average = trand x random component

moving average
1 ent - :
om compon 2 S

Theref ore rand
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5.2.2 Treatment of the Seasonally Adjusted Camponent

Time polynomial regression technique is used toc fit
the moving averages, which has shown that a simple linear
Tit is quite sufficient. The moving average values are
divided by the trend component to obtain component designeted
as the randomness factor. The randomness factor for a
month is highly correlated with the previous month and
successive month factors and its seriel correlation is also
very high., The static models such as regression models
falled to sstisfactorily forecast this particular factor,
and a glance at these factor clearly shows that it is
evolutionery in character gnd hence points to the use of

dynamic models such as Markov cheins,

5.2.3 Forecasting Random Component with the aid of
Homogeneous Markov Chains

The state of the residusal factor during the next
month depend on the factor in the current month, and does
not depend (or hardly depends) on how the system hes
achieved 1it. Hence the random process of variation of any

such factor csn be regarded as Markovisn,

The random component show some persistence in its
velues indicating a considereble lag (memory). Therefore
it 1s justified to essume that the laws, constraints, and
relationships characteristic for the past and present will
retain their validity also for some time in future. There.

fore the Markov process of variation of the random factor
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of the seasonal and trend adjusted monthly flow values can
be regarded as homogeneous over a time T+L, where T 1is

the initial pericd and L the predicted period,

The process of evaluation of these factors denoted
by U{t) is fixed at discrete instants of time. Thus we
have a time series wu(t,), 1 = 1,...,n which can be

regerded as a single reglization with discrete time and

continucus states.

The process of varlation of random component of
monthly flow has a finite state spsce. It is convenient
to transform this space from continuous to discrete, For
this purpose the scele of values of the indicetars u(tl),
1= 1,...,n will be partitioned into & finite number X

of intervals S The value of X will be selected on
the basis of initial informations; the length of time series,

the range of values of u{ty), and the required prediction

The limits of intervals are

accuracy.
B, = U
8., = 4+ h
8y = U+ 2h = a5 + h (5.3)
8, " u
where u = min u(t;) ed U = maX u(t,) in the period T
Here h = _E_%_E_

thus K discrete states of the investtgated process:
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Sq0 (a,.e?),

—)2 . (82.P3).

Sk = (g ay )

The process will be in state Si if its value at th lies

in the interval S, u(t,) =1 far u(t ) € 5. Here it

is assumed that the aveilable statistics are sufficiently
complete that we can consider as infinitely small the
probability of transition of the process u(t), forz:t > T,
{nto state that does not belong to the set :i y 12 1,2,... K,
In this csse the variation of u(t) can be regsrded as a
homogeneous finite Markov chain ghat is discrete in space

and time. Such a chain 1s specified by e probsbility matrix

of one step trensitions Py g (£, = 1,....,%):

S’ 32 * ® 0 0 09 Sk

S, Pri Py eevenn p1k'
32 p21 p22 bee b an pzkl
7 a Pij ” BT L T
Pr 4
S Pl

Here Pij - niJ/ni' where nlj is the nuuber of transitions

from state Sy to state SJ during on¢ step, and n, 1is
the number of occurrences in Jy during the fnitial perioa T.

This is & stochastic matrix, 1.€.,

0L Pys Ty = Py = 1.
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For the transition probsbilities from state 5 to

3
1

The transition probabllities of the process during

¢ Fovene s constant steps are
p(2) = P(1) PLT) = P,
P(3) = P(1) P(2) = P2, (5.5)

-----—---

P(N) = #{m) P(N-m) = P

Hence by knowing the elements of theé matrix PN, and
the initial state of the process u{t), 1t is possible to
£4nd its transition probabilities during the desired number
of steps, £1d the various numericel cheracteristics of the
jnvestigated indicator. For example, the mezn of u(t))

during N steps 1s

K >

o - 8,
where 85~ b - ueD

If the time series under investigation has a clear

grend to jnereese, then for t>T the values of wu(t,),

L..) will go outside the limits u, &

(tn* 1 4 t“’

obtained o0
the state space of the process u{t) will no longer be

the basis of the original statistics (1 = 1 n)

2 . Co's
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finite. 3Such processes cennot be predicted by the above

2lgorithm., 1In such c¢eses the time series considered will

be of rate of increase.

5,3 DATA ANALYSIS AND THE RESULT S

The monthly stream flow data presented in Table 2.4
is converted to monthly average discharge figures angd is
presented in Table 5.1. Tadle 5.2 shows the ratios of attual
stream flow figures to the moving avergge., The final row in
the Table gives tne adjusted seasonal index. Table 5,3
gives the table of randomness factor. The seagsonal factors
and the rendomness factor sre presented in fi:., 5.2 ang
Fig. 5.3 respectively. It is obsérved that the randomness
factor is very stable in variocus months in any Year excepting
for the monsoon months of July, August and September. The
circle disgrem shows the evolutionary process in its
The first order Markov transition matrix is

generation,

given 1in Table 5.4. The range of randomess factor is 0.4

to 1.54 and 1s divided into 10 states. The transition
probabilities of the process during 2,3,....,12 steps are

shown in Table 5.5 to 5.15. The regressiom constants for the

trend components gre found to be & = 7617.16 and b a2 -9.73

where the trend equation is of the form 7T . g,p¢,
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TABLE 5.1 Monthly average inflow to reservoir (cusecs)

Tear June July Aug. sep. Cet. Nov. Lec, d an. Feb. Mercn  Lpril Hlay
1945 13518 19243 18393 18395 5679 1878 538 2?77 240 105 128 92
16 8433 23392 3977 12306 6376 1259 300 168 253 127 92 Sk
1347 131 9930 20681 26885 L973 3% 226 17y 1161 368 171 111
134E 5617 16074 22683 2,800 5636 3948 1331 1011 1093 328 138 120
1347 1852 12203 45385 1,172 6164 4382 1668 959 832 993 332 175
1959 1830 26966 75037 17367 6241 3995 3609 JLTO 270k 2958 4182 2273

1951 LBOL 12237 LuLL31 24,982 6187 3338 1463 840 883 455 193 176
1352 8537 20737 32418 19753 297 1250 946 230 520 271 167 113
19¢3 540 21181 14,338 1,823 3395 1076 683% 495 516 231 106 92
1954 1156 55693 13034 8481 1201 311 183 774 345 107 88 91
1955 1784 15239 13362 9762 3443 6820 341 209 207 101 77 701
1956 9296 18356 38155 19783 7689 3412 1234 1% 19 302 557 283 97
1957 1,65 27751 15604 7744 797 321 225 191 1099 837 176 126
1958 972 27326 22107 18972 11650 1881 913 1481 1004 297 162 77
1959 45 15776 37113 20331 12801 1905 1017 873 388 329 227 130




TABLE 5.2 Seasanal Index

32

Factars

June July Mg, Sep.

7} A Nov.

Dec.

Jan, Feb.

112,2927 383,2503 L11,2082 163.3341
2.L366 187.L677 382.0L99 L8I.2126
79.4L795 232,7256 329.0902 360, 1989
25,1825 166.1990 615.452L 192,752y
16,5263 233.839L 6393.L023 1L,6.0L6S
50.06C7 130.L687 L82,7532 275.9772
89.4L110 285,5385 LAS5.9111 272.8L71
10.9828 4£33.43908 307.9352 305.6503
L3.4L809 213.9155 LOL.0797 322.4639
L6.6123 398.3065 352.L2LL 258.2710
112.7619 227.879%) 453.1876 233.4270
30,2032 582.6369 334.774L 105.5L89
13.0326 380.1966 33,0872 280.34562
12, 2199 203.7631 482.5039 266, 0843

31,3026 16.711
I.270L  H.7625

81,8441
83.16 11
$1.7625
62,3623
41,1525
70,0347
L5.9595
91.1027
90.28068
16. 9340

57.3281
53.0055
32.2802

39.2048
17.3076
22,2264
11.3081
17.9377
33.9773

6.8207

150, 2708 25,9044

167, 4847 24.8734

8.2011
3,980
L.0757
12.33L6
R2.LLES
28,.7L69
17.5503
13.0G939
14,1341
7.007,
8.8792
14.5485
L, 7719
12.6165

60 16':)8 3."36!&
12.7788 17.9349

15.5L%4
12.9013
26,624
9.2028
13.81,32
10. 100&
29,0183
L.6656
18.1115
L, 1048

» M-
. ety .

17,4482
3.5975
23.2677
28000
7.6817%
14 . 3067
9.9085
o379
10,5347
23 .7998
16.0085

2eU5L!
2.39h¢
5.546¢
3.9 0
8.3133
. 7787
€.54L,8)
5.1152
$5.7286
33,0537
1. 4730
8.3198
10.2217
3.7LE3

ti' .

1.20067
0.9798
1.6880
1.0269
1.5260
23.5515
2.3397
2.2957
3.3822
2.3719
8.7.46
1.8806
1.£200

0.9430

* 44,1704 279.3811 L24,2859 256.4097
*® 45,6956 282.0285 438.9371 265.2641

80.6483 26,0567
83.4333 20.9565

12.2217
12.64L37

134971
12.7631

12.0576 5.9392

12,4701

6.2063

2.,7278
28220

2.4b871
2.5730

¢1edial average
**35@asonsel index
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TABLE 5.3 Table of Randomness Component

June

July

rug.

3ep.

Oct.

Hov,

Lec,

Jan.

Feb,

X arch

\pril

foay

0.8673 0.8123 0.9263
1.0123 0.9197 0.7028 0.5873 0.7529
0.75L5 0.8158 0.8864
0.9555 0.9154 0.8725

1.04L92
1.8013
1.2172
1.0721
0.7316
0.4019
20,6000
1.3540
0.7636
1.2000

1.0510
1.8395
1.24L00
0.9993
0.7,04
0.4105
0.6992
1.2518
0.7581
1.2015%

1.2259
1.6657
1.3448
1.0063
0.546
0.5359
0.7L84
1.3711
0.7535
1.0433

1.0673

G.3105
1.1375
1.5773
1.3006
1.2000
047904
0.5213
0.5409
1.07,3
1.0718
0.8L33
1.2534

1.0017

0.8879
1.0153
1.6179
1.3940
1.1377
0.7302
YA 1A
0.5585
1.2082
0.9122
0.9379
1.27463

1.0103
0.7325
0.8707
1.0229
1.621
1.3253
1.0999
0.7365
Db 142
0.5883
1,2558
0.8213
1. 1,78
1.292%

1.G105
0.7234
O. 3589
1.0293
1.6137
1.33 94
1. 0753
0.735,
0.4951
Ce5240
1.3039
0.7810
1. 1710
1. 29493

1.0092
0.7235
I Ys
1.C047
1.c4L0
1.305%
1.0711
0.7332
0.3393
0.5963
1.3177
0.7687
1. 1823
1.2985

1.0082
0.7360
0.9522
1.0355
1.6754
1.3303
1.0737
0.7288
0.4035
0.5305
1.3357
0.753L
1. 2019
1.2922

1.0096
0.7472
0.9527
1.0359
1.7001
1.310t
1.070%
0.72973
0.40139
0.5836
1.3470
0.7572
1.2025
1.2856

1.0105
0.7510
0.9532
1. 0434
1.7259
1.2876
1. 0701
0.7304
0.4009
0.5904
1.3551
0.7622
1. 1970
1.2882

1.0114
0.7529
0.9541
1.0471
1.7743
1.2409
1.0713
0.7307
0..013
0.5312
1.3600
0.7620
1.1987
1.2913




I

TABLE S.h Stochestic Matrix

0.9165 N.0834 0 0 0 0 0
0 0.7% 0.2% 0 0 0
0.027 0.081 0.8 0.0%L 0.0%% 0 0
Q G 0.1250C 0.75 0.0425 0 G.0625
G 0 0.0286 0.05M 0.8 0143 0
0 0 0 C 0.105 0.085 0.21
0 Q 0 0 C.0833 0.125 0.7717
0 0 0 o 0 9 0
0 0 ¢ 0 G 0 0.3
0 9 0

r
o

<

O

o o ¢c ¢ ©c o o o o @
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TABLE 5.5 Transition prcbebility in second step

0.84L01 0.1383 0.0208 0.0300 0.0000  0,0000 U, 0000 3,300 0,000 0O.0000
0.0067 0.5760 0.3902 0.0135 0.0135 0.0000 C.N00 92,3000 2.0000  3.0000
0.04,66 0.086% 0.679% 5.0873 0.0703 0.0061 0.0033 n.0000 4,0000  $.06H0
0,0033 00,0067 0.1969 0.5728 0.108¢ 0,013 0,0963 0,0000 0Q.0000 00,0000
0.0007 0.0015 0.0532 0.0900 N,65717 0.1637 0.0275 0.0000 0.0000 ©.70920
0.0000 0.0000 0.0030 0.00%3 0.1734 Q.07 0.3101 0.,0000 00,0000 J. 3000
0.0000 0.0000 0.0023 0.004L7 0.M57 00,1941 0.653C 0.0000 0.0000 0.00C0
0.0000 0.0000 0.0000 0.,0000 0.0C0C 0.0000 0.1L30 0. 0000 0,710  0.1430
0.0000 0.000G 0.0000 0,0000 0.0119 0.0178 0.2153 0.0000 U.5382 0.2105
0.0000 ©0.0000 ©0,0000 0.0000 0.0000 00,0000 0.0285 0.0000 0.3028 0.6685
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TABLE 5.6 Transition probability in third step

0.7706

0.0167

0.0611

00,0034

3.0021

0.G000

G,00n0

0.2000

0.07°00

O .Oooo

0.1754
G.L530
0.1054
0.0159
0. 0040
0.3001
0.0001
0.9000
0.0000

0.0000

0.0516
T 25
G.5606%2
0.2360
0.0735
0.0081
0.2060
0.0000
0.n003

0.0000

J.0011

G.0319
Q.1073
O.Llbl
3.1079
Q.01L5
0.0120
0.0000
0.00006

0. 0000

0.0011
0.0327
0.1153
0.130
0.5543
0.2183
0.1917
0.0113
0.0233

0,0023

0.C000
0.¢015
0.0 13y
Q.0347
0.1948
0.4062
0.2312
0.U178
0.0405

0.0035

U. 0G0
U.0C0E

VNCISEIN

0.2153
0.2512

0.0659

J.0000¢

0.0000

v, oW

U.0uL0

0.0000

3.vO00

0.000C

0.0000D

0, 9000

0,0000

0.0000
0.X000
Go LUl
Q.9JC0
Q.0000
0.0000
0.0000
0.5383
0.L277

0.3L99

Q. 2300
0.0u00
(VRRVILVIV
V. Luwd
0.38Co0
Q.00CU
0. 3000
0.2165
0.2501

0.5781
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TAELE 5.7 Trmmsition probebility in fourth step
N.7077 0.1386 C.OBS3 0.0035  0.0037 2.0001  0.0000 0.0000 0.0000  0.0000
0.,0278 0.3666 0.L3L D.0508  0,0533 0O.00W3  J.00239  O.MMC™  4.0000 0,0000
0.0718 0.1158 0.5185 C.1137 Ne133n n.024L6 @.0173 2.0000 0.0000 0.0000
G.01L0 0.0254 0.25%3  0,3557 0.1683 0.0545 0.1264 0.0000 0D.0000 0.0000
0.0733 N.0072 0.090C 0.%185 04798  0.2245 0.0376 C.0000 0.N0%0  0.7Q0G6
0.0002 0.0005 0.0147 0.0232 ©0.2480 0.3L72 0,3052 Q.0000 0.0000 0.0000
0.0002 0.0004 0.0124 0.0203 0.2253 0.2500 0.L311 0.0000 0.3000 0.0000
0.0000 0.0000 C.0003 0.0006 Q.0293 0.0k05 0.2512  0.0000 04