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ABSTRACT

The atudy covers two major aspects ot water
resources management, namely, the optimization of water
digtribution gyatem both under deterministic and
under uncertain conditions, gualitative management of

wvater resources for multiobjective water resources system
planning. in wvater distribution system, cften, large
linear programming problems are encountered. 1t has been
shhown here how s8uch a large problem can be solved more
effectively by means of decomposition principle. The
prboblem is that of determining minimum cost of branching,
network for supplying water to several demand points to meet
the discharge and head requirement. The cost of the system
is taken as function of length of alternative pipe sizes
used and friction loghgies produced by the length of several
plpe to be used in the system as well as magnitude of head
lose required for eguilibrium. The algorithm developed is
alao applicable fos looped network lavout. In order to

consider the varying water demand of consumers in network

optimization and resign fuzzy linear programming (FLP)
technique 1s applied with objlective <o minimize the cost
of the systen and results  are compared with linear

programming problem and it h2s been seen that there is net

tequction an coult  wi  Y.D4 per cent GR totel co=t  which



indicates the FLP isa more rational 1than LPP which is

most commonly used in water distributicn network
optimization,in network analysis and bagic equation
tormulation, linear graph theory, primarily an area ot

reasearch and development in Electrical network analysis,

nas been uged. The analysis bas many distinct
advantaeges over the existing methods commonly used in
analysig. For qualitative management of water resources
cana study is taken on Indian rivers. Water quality index

in obtained wuaging Delphi method on the sgcale of 100 1is
78 .6162 indicates water can be uged for domestic purposes
only after conventional treatment. Factor score curves
are developed for sixteen water guality parameters and
thirty two sampling stations fcr twenty rivers covering
major part of the country. The rating for the extend of
poilution ig alwc done for all twenty rivers, The analysis
is &lso done to check the suitability of water for drinking
and irrigation purposes based on the standards of Wworla
Health Organisation {(WHO), Bureau of Indian Standards

and

U.S. SGalinity chart. Finally linear £0&1 progranming
- . LS R 1R AR O F

model is developed for its application to Rivers chontool Goe

multiob jective water resourdves system planning
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CHAPTER - 1

INTRODUCTION

1.1 Introduction to Water Diatributlion System and Quality

Managemont:

Uater is likely to be one of the most critical resource
isgues of the developing world in the early of the 2lst
century. A balanced and sustainable approach to water
development is mandatory if the adverse impacts of the
impending water crigsie is to be avoided. Uater has been
baaically ignored in the international agenda in recent

vears.

The United Nations Conference on Environment and
Development (UNCED) held at Rio De Janerio in June 1992,
lseues like climate change, deforestation, biodiversity and
ozone depletion took the centre stage at Rio: water was at

beat a °'bit’ player, largely confled to the wings,

The United Nations Water Conference, held at Mardel

plata in 1977, recommended that the decade (19281-1990)

should be designated as the 'International Drinking Uater

Supply and Sanitation Decade’. It hag been unanimously

endorsed by the thirtieth Uorld Health Aassembly The



proposed objectives have been highelighted as:

"A concentrated effort will be required by countries and the
international community to ensure reliable drinking water
supply and provide basic sanitary facilities to all urban
and rural communities. Specific target should be setup by
each country taking into consideration ite sanitary, social

and economic conditions.”

A survey done by the World Health Organisation (UHO) in
developing countries in 1975 indicated that about 77 percent
of urban population and only about 22 percent or rural
population had adequate water a&aupply (World Health
Statistics Report, 1976). It is also estimated that each
vear about 50 million people are affected by unsafe drinking
vater supply resulting in the poor health of +the people

which in turn is a stupendous logs of man-power.

The demand of safe water is increasing day by day. In
every sector, the basic need ig water for its development.
If adequate gsafe water is not supplied, the economy of the
country is badly affected, especially, in the caae of

developing countries.

Present conditiong and future Prospects vary enormousl
Siy

from country to country and from region to region Th
] . e

greatest number of people needing better survjces (i.e
> X TES . .

N



those who are now supplied from public outlets but who lack

house connections).In case of India, there have been some
outastanding examples of positive action, notably, the

efforts to promote urban water supplies under the 5-year

plane of the Government of India.

As per recommendations of United Nations Conference of
Human settlement, 1976, Government of India has fixed by the
target of 100 percent coverage for water supply from the
present 30% for rural and in the case of urban, 82%. The
estimated sum of Rupees 42 billion (#$1 = Re. 14.60) will be
spent during the International Uater Supply and Sanitations

Decade to achieve the goal.

1.2 Object of Present Investigations:

The expenditure involved in investment for conventional
water supply system is 80 large that alternative and cheaper
means of providing potable water has to be devised The

main objective of these schems are to provide treated wate
r

to the consumers and it is widely believed that the +
mo s

costly parts of water supply systems are the facilitj
ies

for
water distribution. The distribution 8ystem includ
es pipe
networkse, the pumping units and storage tank d
nks an
reservoirs. Due to population growth the cont i
4 ntinuous

increase in water consumption makes the systenm d . i
¥ Yynamig. 4]

()



developing countries, the facilities to serve the various

neede of consumers are limited and the dimension of work

ahead to attain the target is formidable. It s8stands to
reason, therefore, that the system needs develop a
comprehansive, unified methodology for the total water

distribution design process.

The distribution aystem accounts for about 75% of the
coat of water supply achemes. The optimal design of water
distribution system has Quite recently received a great deal
of attention by a number of researchers but much works still
remain to be done. The present investigation is, therefore,
aimed to study the system critically and to analyse the

syatem in a simpler but in a more comprehensive way than the

conventional analyeis commonly applied. The study relates
to the network analysis, optimization of the network, under
deterministic and under various uncertain economic

hydraulic and population growth condtions.

The concept of optimization is also to be extended for

water quality management of river stretch for multiobjective

water regources ayatem planning.



CHAPTER ~ 2

LITERATURE REVIEU

Optimization Modela for Water Diatribution Syetem and

2'1
Quality Management:

The pipe distribution network of a water supply scheme

may comprise a major part of the capital cost of such

acheme. in addition to the initial capital coat, there are

continuous operating costs for pump operation, maintenance

and repairs. Since the distribution system alone costs

about 70% or more of the entire cost of the distribution
syatem, it has become increasingly important to have a
dietribution eystem that gives the least cost in terms of

investment and operating cost.

While in the preliminary analysis, the cost of the
water distribution scheme may be based on the analysis and
appraisal of an arbiltrary aesumed deaign, there my exiet
numerous arrangements of pipe gizes, within the network,
which will gatisfy the field requirementg. Each
arrangement results in a different total cost of the
project. The economic appraisal of severa]

different

designs is laborious and there is every likelihood th
at the

besat solution obtained may be fa
rther from
the global

optimum.
Various researchers h
ave Proposed
the use of
mathematical programming techniqueg in identjifyij
Ying optimal



solution to water supply design problemsa. Such

ibrutions have focussed mainly on either a Grameh, SysEen

contr
or a loop system. The optimisation technigques for solving
pipe networks can be categorized as follows:

(i) Equivalent diameter concept

(ii) Linear programming
CEiE) Non linear programming

(iv) Dynamic programming

Although, 'check design’ using pipe network analysis

has been in common use, the pursuit of direct optimal design

e not & mew ddea: Tong et al. (1961) have introduced the

concept of equivalent length of pipe which, as claimed,
would enable a water network to be designed with minimum
length of pipe from known pressure head surface profile,
The method is based on the concept that the total amount of
pipe In a loop is least, if, for a given condition of head,
inflow and outflow, and the geometric pattern of the

network, the sum total of the equivalent lengthsg of pipe {
o

g S&. l&E

minimum in a loop. Briefly, the method Suggested by T
: v ong e

al. (1961) consieta of findin b : i
&€, Y an iterative
Procedure

the equivalent length of 200 mm di
diameterp i -
Pipe making the

algebraic sum of the equivalent lengtihe &k . )
* Plpe in each and

every loop in a network equal to repre. 1 Q
B L =P r i ."__

This concept



ot © L.=0, and thereby, [ k=0 (resistance or head 1088

coefficient) used for arriving at the minimum amount of pipe

is based on

and is not arrived at mathematically, DbPuft

observation and experience.

Further work on this line was carried out DbY Raman and

camats El0%1Y, Deb and Sackar (1871, Jeppson Shass

Featherstone and El-Jumaily (1985} and many others. Raman
and Raman (1961), while agreeing with the equivalent PIP®
concept, demonstrated mathematically that the algebraic sun
of L./Q must be zero instead of £ L.. A correction factor
for flow © = LL./L'-"%(L,/Q), applied to initially agsumed
flows in the pipe is then derived. The assumed flows are
subsequently corrected by applying the correction factor and

the procegg is repeated until the equivalent pipe lengths

are balanced. However, the requirement of kKnown pres
ressure

surface in this method leads to some limitation Deb d
. an

Sarkar (1971), however, disagreed with the concept
P and

pointed out that the equivalent length is i
inversely

proportional to the diameter i
raised 1o the powe
r 4.87 and

that by minimisin i
¢ the equivalent len
B sngth of the i
pPlpe, the
cost of network is increased.

They developed an 'equivalent

diameter’ method for network optimisation usgi
ing an assumed

pressure gurface proflle. Cost functiops f
or pipelines

includin initial O
& P er cons umption and ma i ~ ta
aintenance CcOS



- Y !) p : i e
are

over the network, the pipes are replaced by equivalent pipes
of 100m length and equivalent diameter, D, = 1.106
x Qo-3et He.r0e  (uging Hazen-Uilliams formula in which Q
is the pipe discharge in litres/min., and H is the head loss
in mwmeters of water). The total cost Y ot the pipes in a
loop is expresgsed in the form Y = KM [ Q,¢-281m/|j 0.20em |
which M and m are constants derived from cost functions. in
each closed loop, the discharges int @all pipes arae
expregsed in terms of Q,, the discharge in the first 1loop.
The initial assumed pipe flows are corrected wusing the
Hardy-Cross method, which results in the corrected

flows and the equivalent pipe diameters. The equivalent

pipe diameter are them corrected into actual pipe diameters

using the Hazen-Williams formula, incorporating the
actual pipe lengths. However, this method as in the case
of the equivalent 1length method, has two major
drawbacks; firstly it lacks mathematical justification
for cost equivalent Pipes and second, a hydraulijec
pressure surface over the network must he

Artiticially
created (Swamee and Xhanna, 19748).

Jeppson (1982} described a method for reducing groups

cf parallel pipes to single equivalent Blres &n ordss 6

reduce computer costs associated with the gy

alysis of large



piping networks. It is pointed out that the time reqguired
for wsolving any real system by reducing parallel pipes to
the equivalent one is one quarter of the time required by
other methodea. The potential aaving ies modestly more if the
analysis utilizes the Hazen-Uilliams (or Manning's) formula
instead of Darcy_Ueisbach, since the hydraulic
characteriatice of the equivalent pipe are not reguired to
be updated for each iteration of the network solution. The
potential savings are likely to be much larger if the
analysis is to determine the performance of the network
hourly in a day (24 time steps) in which demand variability
cauges rising or falling water surface in the tanks and the
pumps are turned on or off depending upon conditions

encountered in the network.

In practice, in & network, pipes smaller than 100 mm or
sometimes even 150 mm are either Ignored (Fair et al. 1971)
or grouped together and replaced by equivalent pipe
(Jeppson, 1982; UWalski, 1983). This process is termed

'skeletonisation’ of the network. However, jf many pipes

are removed during skeletonization, the regyltant model
may poorly represent the distribution network Eggener
and Polkowsaki (1974) have s8tudied the impact of

skeletonisation on the accuracy in the distribution network

analysis.



‘The method suggested by Featherstone and El-Jemaily
(1985) is the design procedure based on either the head
balance or quantity balance methods of analysis of flows and
preasure distributions in the networks of assumed pipe
sizes. These initial diameters, individually, are
succesaively and systematically adjusted until the global
coet of the network is at a minimum. After each adjustment,
the network is reanalyeed. The mathematical concept of
optimisation is based on the whole system, thus, resulting
in global minimum, as opposed to other methods in which the

optimisation is based on a typical elemental loop.

A number of techniques are available for aolving
nonlinsar/dynamic problems once they have been expressed
mathematically. The network model generally uses one of
these mathematical techniques to arrive at an optimal

solution.

The firet significant linear programming optimisation

model was developed by Shamir (1968). the decision

variables are the pipe diameters. The objective functi
on

conaiders a #aingle loading condition and related to th
e

energy lose are the flows through all the pipes The stead
. steady

state hydraullc solution is obtajined by the Newton-Raphson
-Ra

method with the Jacobjan of the solution used to compute the

10



components of the gradient. The linear programming (LP)
technique truly yields the global optimum solution for
branching distribution networks only. For a known nodal
demands, the diascharge in all the linkse of the network can
be uniquely computed (a link is & segment of the network
that has c¢onstant flow and no branches). Each 1link can
consist of one or more pipes connected in series ( a pipe is
a segment of the link that has constant diameter). Each
link can c¢onsist of ome or more pipes connected in series (a
pipe is a segment of the link that has constant diameter).
As the resistance and cost of the pipe are linear functions
of 1ita length, the different pipe lengths constituting a
link are taken as the decision variable in the formulation
of the LP problem. In looped network, however, the 1link
dischargees cannot be computed apriori and therefore the LP

technique cannot be directly applied.

Pitchai (1966) has formulated the general problem of
estimating the optimal diameters of a distribution network

for arbitrary supply and demand inputs. The objective

function including capital, energy and Penalty cost tea
rma

for violating constrainte is non-convex and so are  th
e

constraints. Both the cost function and constraint
8 are

expressed in nonlinear integer programmj ;
mming is emplo
ved.

Since at that time nc algorithm wag available for direct

11



computation of solutions to nonlinear integer optimization

problem, the author adopted random sampling of diameters,

gtarting at various feasible points and improving the value

of the objective function towards local minima.

Jacoby (1%968) has proposed a nonlinear programming
technique of gradient variables for looping networks. The
final design is obtained by selecting the size of commercial
pipe closeat to the theoretical diameter. Thia rounding may
cause the selected design to be infeasible. The method is
complex and is applied on a network consisting of two loops
of seven pipes (with one pipe in common), five consumption
necdeas and one pump supply node. The combined coet of the
punmp and the pipelines is aimed to be minimised gubject to
the physical laws of fluid flows and demand boundary
conditions. Hardy-Cross method is applied to eliminate thig
unfeagibility, Because the objective function has many
local optima, the technique does not assure that the global
optima will be found. It is pointed out that care should

be

exerciged to avoid local minima.

Karmeli et al. (31968} have suggested a methodol f
2 oLy or

the deqign Of b[anching netwo i
~ r'k in Eltﬂad!; st;,t

conditions. A linear pro j
gramming model jg ¢
ormulated by

choosing the pipe length as the decision varijiabl
3 €s . Like

3 5 ) i i
previous researchers, the model only conside it
- s 205 the initial

12



cost in the objective function.

Gupta (1969) has adopted a similar approach of Karmeli
et al. (1968) in dealing with a simple branched network.
The decision variables are taken as the lengths of pipe
segments with a epecified diameter, as both pipe resistance
and pipe «cost are linear functions of its length. The
constrainte on heads at nodes are considered as linear.

However, the approach is not applicable on looped networks.

Kohlhase et al. (1971) have used separable programming
technique to determine not only the optimal diameters but
also the pumpa and reservoirs for a looped system with all
heads known. If the flows are decision variables, the
constrainta become linsar for given heads. Parameters can
be computed directly from the Hazen-William equation with
heads and flows fixed. The nonlinear objective function
conatralned the cost of plpea, pumpe and reservoirs. Both
Lai and Schaake (1969) and Kohlhass and Mattern (1971)
treated the case in which the head distribution

in the

network ig fixed.

Swamee, Kumar and Khanna (1973) have handled the

problem of minimizing the coat of a 8ingle source tree

distribution eystem. Using dynamic programming, the authors

have developed cloged form solution with an objective



function covering pipe, pump and elevated reservoir capital

and maintenance coat plue pumping energy cost.

Lam (1973) developed a diacrete gradient optimisation
technique for a water distribution system consisting only of
a single source, pipes and demands. the pipe diameters are
treated a8 discrete variables. This technique avoids the
rounding off continuous diameter variable to the nearest

commercially available size.

Uatanatada (1973) has developed an optimisation
technique for multiple source networks and applied it to
real networks of moderate size. The problem of hydraulic
network optimisation is a constrained nonlinear optimising
problem since the design vectors, viz. diameters, heads and
dischargeas are not permitted to vary freely. In asolving the
constrained nonlinear optimisation problems, two approaches
are fenerally foliowed, (i) minimiee the functions
explicitly and keep the variables within the feasible region
where the constraints are not violated or (ii) transform the
constrained problem into an unconstrained one which can be
solved by available unconstrained wminimization algorithm.
Vatanatada (1973) has followed the second approach, wherein,
the inequality constraints are eliminateq using the method
employed by Box (1966) while the equality constraints are

handled wusing the "gradient Balancing” technique suggested

14



by Haarhoff and Buys (1970). However, it is mentioned, the
method of solution emploved ic not suvitable to a large
network problem as the computing time required to solve a
problem increases sharply with the number or variables.
This is cauged primarily because of the inefficiency in
function minimisation procedure of Fletcher and Powell
(1961) used in the analysis. this method is applied to a
network with two loops with no reference to more complex
system. The method also determines the theorstical and not

the commercially available diameterso.

Cembrowicz and Harrington (1%973) have transformed the
non-convex capital coat functlon of a hydraulic network to

subsets to nonlinear convex functions by a decomposition

principle using graph theory. The variables are the flows
and the head losses and the constraints are linear
expreasion of the head losses. The global minimum cost

solution follows wusing a standard nonlinear programming
algorithm, Since the 1inputs at each node enter the

formulation explicitly, pumps, pressure controlg can be

incorporated, the pressure potentials are controlled by th
e

COthpajnt set. In all illustrative examp]
€ it i
v shown

that a network with four loops and 13 branches h 2944
as

minimal feasible solutions. However, the _—_TTrT€T o
L L easible

solutiona can be reduced by introdue:-
ICINE « reference nods

———
1

¢



which is wequivalent to omitting a node equation and by

eliminating the whole families of inferior solutions that

show recirculation, the number of feasible solutions are

reduced from 2944 to 141.

Shamir (1974) has extended his earlier work by
developing a methodology for handling both the optimal

design and the operation of a water distribution system

under one or several loading conditions. Optimisation is
obtained by a combination of the generallised reduced
gradient (GRG) and penalty methods. The objective function

includes initial cost of the desian and the cost of the
operation. The author claims that the physical measures of
the performance and penalties for violating constraints may
be incorporated into the objective function but offers

little guidance on the penalty defining measures.

In fact, the methods of design of looped system can b
a
separated into two categories (i
: i) methods which r i
equire the
use of network solver i
.e. at each iterati
lton of the

0ptl‘misation firSt sOerS for the d
" heads arn ‘he
flO\JS i
in

the network, then use this golutlon in aome p
rocedure to

modify the design. Such an approach is followed b
Yy Jocoby

» v 1 (1 ) (i l' ) .t]

whi 3 :
hich do not use a conventional network go]
solver but may

agsume the a 1 g i 1 i
head dl.f,[“lbuthn in the nelwork £
S . as ixecd Lai



and Schaake (1969) and Kolhaas and Mattern (1971) have
followed this approach. However, in all these gtudies, the
flow solution is incorporated in the network optimisation
procedure by making certain assumptions about the hydraulic

solution of the network.

Deb (1976) haa considered a distribution network with
the decision variable as the aize of the pipes, the pressure
gurface over the network, the height and the location of the

elevated service reservoir and the capacity of the pumping

atation. The objective function encompases the initial cost
of pipea, pumps and elevated atorage reservolr, operation
costs and maintenance costs. A gradient llke technique is

used to perform the optimisation. The author attempts to

develop a comprehensive optimal design of the wvater

digtribution asyatem.

Alperovita and Shamir (1977) employed a method called
the linear programming gradient (LPG) method in optimizing a

distribution gystem including pipes, pumps, valves and

regervoirs. The decision variables include design

parameters i.e. the pipe diameters, the pump capacities and

the reservoir elevations and the operational paramete
rs.

The objective function includes overall capital costs Th
. e

LPG method deala with looped networks and decomposes the

optimisation problem into & hierarchy of two Jevels

17



Firetly, the distribution of flows in the network is assumed
to be known. Once the flows are assumed, congtraints
equationeg are easily formulated and using LP, a set of
cptimal segmente such that the network is hydraulically
balanced and Q in all links is obtained. The next stage 1is
to develop a method for systematically changing Q0 with the
aim of improving cost. The method of changing 0 is based on
computing the gradient of the total cost with respect to the
changes in the flow distribution. The gradient is used to
change the flows 80 that the optimum is approached.
Alperovits and Shamir (1977) have stated that the initial
flow distribution for each loading condition is arbitrary.
However, a poor cholce of initial flow distribution for a
large problem may lead to excessive computer time wastage in
arriving at a feasible (balanced) sclution. The modified
pipe flows are then uged and the process is repeated until

it converges to & locally optimum solution.

Quindry et al. (1979,81) have shown that Alperovits and
Shamir (1977) have not included the interaction of the loop
constraints with the other loop, eource and nodal head
constraints in thelr gradient expressijion. Interaction

occurs when another flow constraint has at least one link in

common with the loop whose gradient jg being computed

Quindry et al. (1979) has introduced additional term to

18



account for such interaction and when applied to the problem

solved by Alperovits and Shamir (1977) it yvielded 8%

reduction in total cost.

Bhave (1978) has developed a manual iterative
approach for minimizing the cost of a aingle gource
distribution system, The heads at the demand nodee are
treated ag independent variables and iteratively
changed until convergence to an optimal sgolution occurs.
diametersa are continuous rather than discrete variables.

Later on, the author (1982,88) has developed a method
for the optimal design of multisource, looped,
gravity fed water distribution systems subjected to
single loading pattern. The method ias based on two
steps (i) Conversion of the looped distribution aystem
to the branching one using the classical transportation
problem principle and (ii) Optimization of this
branching distribution systeme. Both these techniques are
based on LP formulation. The solution of the
transportation problem gives the design paths to all the
demand nodes gives the various distribution which leads to
the design distribuation graph. - The network cost

minimization model using LP techniques is thep formulated

Chiplunkar and Khanna (1983) have reported a rational

procedure for the optimization of the branched rural water

13



supply networks using Lagrangian multiplier techniques which

the equality constraints to the objective function

appends
(coat function) through Lagrangian multiplier. The
minimization of Lagrangian function amounts to the

minimization of the objective function as the constraint 1is
satisfied. The @8olution of these equationsa results in a

minimum cost design if the Lagranigian multipliers are

positive (Raoc, 1978).

The method is applied to branched water supply
networks. This method is, therefore, more suitable to the
rural water supply schemes which are subetantially different
from the wurban installations. The rural water . supply
schemes are characterised by dead-end distribution where the
flow quantitiga flowing in various sections are known. The
digtributions are @&ingle branched or multiple branched
aystem depending on the population distribution. For a

single branch dead end distribution, Lagrangian multiplier

technique is quite suitable. For a multibranch system, the
number of nonlinear equations increases warranting a
standard nonlinear algebraic equation solutions This

procedure is eaimplified by conaidéfing each branch to be
initially independent (Thereby requiring ope Lagrangian
multiplier) while estimating the multiplication factor for

that branch and later rombining all brancheg by choosing the

20



maximum multiplication factor for common sections. This is
an approximation to the exact deaign where all branches are
conaidered simultaneously (thereby, requiring as many
Lagrangina multiplier as the branches). It is reported that
uging the approximation does not alter the final design in

significant manner.-

The ugse of linear programming (LP) or dynamic
programming (DP) to solve water quallty management problems
has been successfully embloged by many reachers, including
Locuks et al. (1967), ReVelle et al. f1963). and Liemban and
Lynn (1966). The issue of planning for capacity expansion
wvas addressed by delucia et al. (1978), wvho alzo used a
mathematical programming based model. An additional concern
that has received more attention recently in the issue of
the probabilistic mnature of water-quality phenomena.
Although not initially addressed in the planning context,
the randomness inherent in the water quality process by
Loucks and Lynn (1966). A comprehensive optimization model
baged on the modeling framework of Fuziwara et al, (1986)
was preasented bY Ellis (1987), to Incorporate the wasate

allocation process.
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2.2. Summary:

The linear programming (LP) techniques truly yield the

global optimum solution for branching distribution network

only. As the resistance and cost of the pipe are linear
function of ita length, the different pipe lengtha

conatituting & link are taken as the decisjion variable and

the LP problem is formulated. However, for a looped

network, the link discharges cannot be computed apriori and

thus the problem is not directly amenable to LP analysis.
Also in any case, the nonlinear objective function or  the
nonlinear constraints are approximated as linear functione.
In s8uch cases, the optimal solution may not be the global
minimum. The use of dynamic programming in network
optimisation has been limited to tree shaped network only,
Huch work still remaine to be done on its application on the
design of multiple looped network. Generally optimisation
is based on minimisation of coat, however, most of the coat
of hydraulic parameters are uncertain or difficult to
quantify. The wuncertainty is the estimation of the
hydraulic and economic parameters and its effects

on the

optimal design of the network system has not received the

attention it deserves.

At the same tine goal programming 8olution and the

optimum cost solution for stream 8tandarda also generate
; %) e
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information such asa trade of function between treatment

costs and achieving stream quality for variouses and the

impact of designed users quality levels on regional budget
goals, which rcan be used as a Dbaagis for finalising a

management plant needs much attention for further research.

2.3 Identification of Thruet Areas for Further Research:

Review of the literature has revealed the following

areas in the optimal deaign of hydraulic network syatema and

wvater quality management which needs further research

effort.

: [ There is a need to develop an optimisation of water
supply system in its entirely based on more

exact relationship for head loss.

2. A new approach for optimal design of both small and
large distribution networks for wvater supply

congsidering the pipe diameter as discrete function

3. A method for determining optimal diameter of pipe und
ider

uncertain conditions of water supply.

4, Multiobjective analysis for regio
Blonal wvater i
Quality

management .

-~

_— -~
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CHAPTER - 3
DECOMPQOSITION PRINCIPLE BASED UPTIMIZATION OF WATER
DISTRIBUTION SYSTEM.

3:1 Introduction:

A water digtribulion aystem tLransperts wates from
sources of supply to various demand pointsg A  system

consists of sources of water supply, pumping stations and

demnands for water, all connected by pipe 1inesg ln a c¢city
of moderate sjize, therce may be number of suprly centres
and thousands ot demand points. For the sake of
gimplicity, a swall system will be used o an  example,

Figure 3.3.1 shows the system where there are one supply

centre, three demand points, and one pumping station.

A linear programming formulation for an optimal design
of a water supply sysiem is presented by Gupta [1]) the costs

of pipes In a given pipe network satisfying customoers’

demand for wvater ig minimised, Uork on optimal design and
operation of water distribution systenms upto 1973 hawe beaen
revjewed by Shamir [il. Subsequent works in tih,s area  arps

thoge by Watanatada [28%23], Hamberg [1974}, Rasmusen [1976
o i

Bhave [1978], Dhave {29823], and Martin |194g) We have

shown here how & large )ipear PRORTANMI e problem  §or

water distributiocn vetem can  he -



decompositicn principle. To the best of cur knowledge
golving linear programming problem for a water distributicno
system presented in this paper is first to incorporate the
optimisation of water distribution system by decomposition

principle.

3.2 A Brief Account of Decompecsition Princinle:

The decomposition principle ig a systematic precoedura

for solving large-scale linear proegrams  that contain
congtraints of gapecial structure. The constrainta ape
devided into LtwWo sets: general constraints and

congtraints with gpecial structure.

The strazegy of the decomposition principle s +to
operate cn two separate linear programs: one over the set of
general constraints and one over the gset of sapecicl
constraints. The jinear program over the general
constraints is called the master problem, and the Jinear
program over the specisal constraints s called ™ e
subproblem. The infermation is pasged harck and a1
betweern the twe linear programs until a point 1o £ 6 Y b

vhere the solution to Ihe original proglenm i achieved

Let us constder the toliowing linear T T
B <A D |

Migpimiaze oX
s.&. AX b



Where S is a polyhedral set representing constraints ot
special structure, A is a mxn matrix, and b is an m c¢clumn
vector. Assume that S is bounded. Let x4, Xg,....Xy he

extreme points of S. Then any point x¢S can be expressed as

t
X = EAJ Xy,
J=1
t
L A_f = 1,
3=1
Ay 2.0, j = 1,2,..... , 1

Hence the given optimization problem is transformed

into the following problem called master problem in the

variablesA., ..., At
1
Minimize £ (cxy) 2 . (3.2.0)
j=1
t,
s.t I (Axs) A, ¥b (3.2.1)
=1
t
Minimize E Ay = 1 (3.2.2)
=1
).1 2 0, j=1,2,_...,t .. (5.2:\|

We follow the following steps to solve +the above

Problem.

Initialization Step:

Find an initial basic reasabic ©olytio, of the vilem
N 2 LDyNe AS'

{o
(a3



defined by equations (3.2.1), (3.2.2) and (3.2.3). Let the
basis be B, and the dual variables corresponding to equation
(3.2,1) and (3.2.2) be w & a respectively. Then (w,a)= ﬁp)
B-", where Gn is the coat of the basic variables with f, =
cxy; for each basic variables A;. The basis inverse E- ', the

dual variables (v,a), the valuegs of the basie variabloe:s

A - ;
and the objective function vy b are displayed by the

following master array.

BASIS INVERSE RHS
(U, o) Ca b
B B
Main Step:
T Solve the following subproblem:

Maximize (wA-¢) x + «
gt . xX€S

Let X be an optimal basic feasible solution with

Objective value of

2, — ¢ = Maximum (w,o) Ax, ex,
1€35¢ ]
L
= Maximum wAX, + o - Cx,
15js¢
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the last master step is an optimal soclution of the overall

problem. Otherwise go to step 2.
2. Let yx» = B™? Ax,
1
Adjoine the updated column Zy - ék
¥

to the master array. Pivotl at y.,w., where the index r is
determined by

Br = minimum B;

~—- 1sis m + 1 - : Yau 20

¥Yru Vi

-

Thia updateg the dual variables, the basis inverse and
the RHS. After pivoting, the column corresponding to Ak is

deleted and step 1 is repeated.

Now we will discuss and analyse a water distribution

system through decomposition principle.
3.3 Problem formulation and Solution:

Take S4 as a source of water supply, and Dy, D> Dx be

three demand points. D; requires a net head to 1 om

or
more with discharge rate of 0.10 w® per second Dy require
. ft g

a net head of 12m or mere with discharge rate of €.09 m?3
t . per
cecond. Dy requires a net head of 1§ M 61 omo ittt
M i b A1 Wi )

igcharge rate of .08 o0? cer see
digcharg 0e »* per second. Pump P, gencrates a

head of 70 m, General oavoe ye o4 .
P0G VUl O 4 h!:} e T‘Vor‘k ik shown jn



Figure 3.3.1. Source Sy is big enough to meet water demands
o Dy Dz and Daw The different pipe size available are 10
e¢m, 15 cm, 25 cm and 40 c¢cm in diameter. Costs of these
pipes per m length 1is Rs. 3, Rs. 4, Rs. G and RKs. 8

regpectively. Neglect minor losses in the fittings.

The problem i3 to design an optimum pipe network uging

decomposition principle.

Firgt Step: Detail ©f the problem.

Referring to Figure 3.3.1 the following can be
concluded aboutf the network: there are two nodes n, and Neg
there are lthree open loops, loop 14, 1lz and li3:; there are

five linea, lines 1,2,3,4 and 5.

Let use number Lthe lines as shown in Figure 3,31,

Second step: Find discharge rates througout the neftworks.

Discharge rates in lines 2, 4 and 5 are known
Appiying the continuiit¥ equation discharge in |ins | = 0.08
. O.u9 4+ 0_1 = 0.27 Cfubic m ber S&CO!':d ard Linle _‘j - U 27
0.08 = 0.1% cubic m per second.

Third Step: Values »f the coefficient ¢an b eomout ed EET

esch pipe diameter by pabing use of He ——
S T azen-uwillyamsg r
Sl ams formula.

Table 3. 2.7 g.‘ ves Ririounsg valu P B9 .
chrliairned IO
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equation 3.3.1.

Hazen William' formula used

he 10.68 q' AR
S‘ E o— -
L Caat azg pDe.AT
wvhere
by = Head Loss (m)
q = Rate of flow (m*®/s)
C,. = Hazen William’'s
cage)
L = Length ot pipe (m)
D = Diameter of pipe (m)
Se = Coefficient of

is given

coecfficient

€3 23453

(130

in DU

friction using above equation

values of S¢ is given in following lable
B 3 JF
Table 3.3.1
Values of S,
Pipe diameter Coefficient S,
in (cmj N
Ling 1 Line 2 Line 3 Line 4 Line b
15 ko 1B 0.124 0.617 D.15% 0.188
20 0.291 0.031 N.152 0.038 G.04¢
30 0.04 0.0045% c.021 0.0053 D.G064
40 0.00996 0.001 0.003 G.00123 U.ﬂﬁl&l
Fourth Step: Calculate maximum allowable friction losses in
each open |oop-
Maximum allowable friction head loss in o - a ]
83 open loop 1o

Plad & 2 55



Maximum allowable friction head loss in open loop lg =
76-12 = 58.
Maximum allowable friction head loss in open loop la =

70-10 = 60.

Fifth Step: Set up restriction. Ly, will be the length of

pipe where first subscripts denote for line and second

subgcripts denote for diameter, i =1 +to0o b5, j=11%te 4.

Since there are three open loops and five lines.

Therefore, the total number of restrictions will be eight.
1 — Loop 1, (consists of line 1 and 2)

[1.18 L11 + .29 L1g + 0.04 L13 + 0.01 L14 + 0.12 L21 +
0.03 ng + 0.004 Lza + 0.001 ng + 0.0 L31 + O.D Lae + 0.0
Lsa + 0.0 Lzs + 8.0 Lg4 + 0.0 Ly + 0.0 Las + 0.0 Loas + 0.0

L51 4 0.0 L52 + 0.0 L&a + D.0C L:q] 4 55
2. Loop lz (consigts of lines 1,3 and 4)

f1.18 Lya + 0.29 Lsg * 0.04 L,, + 0.01 Lig + 0.0 Les + 0.0
Lzag + 0.0 Lga + 0.0 Laa + 0.62 Ly + 0.15 Lap + .02 Lz 4
0-003 L34 + 0.16 L44 + 0.04 Lag + 0.005 Lés + 0.001 an +

0.0 Lgqa + 0.0 Lae + 0.0 Lag + 0.0 Ly,} ¢ 58



lines 1,

3 and 5)

B Loop 1a (consists of
(4028 Laa ¥ 0,29 Liz % 0.049 Lag € 0.01 Lsaga + 2.0 Lay + 0.0
L2 + 0.0 Lzs *+ 0.0 Lea * 0.62 Lay + 0.15 Lag + 0.02 Laa +
0.803 L3a + 0.0 Lgg4 0.0 Laz + D.0 L4s + 0.0 lLaa + 0.19
Lys4 + 0.05 Lag + 0.01 Las + 0.002 Laal < €40
4. Line 1,
Liy + Lsz * Liz + Lia = 65
5. Line 1
Le+« # Lgp + Lgs + Lga = 30
4. Line 1g
Lss 4 Lagp + Las + La. = €5
%5 Line 14
Lss + Lag + Laz * Laa = 30
8. Line ls
Las + Lsg * Lss + Laa = 65
e by, 2 0, i = 1 to &6, jJ =1 to &

Sixth Steps:

Set up objective function

using eguation.

F min = (3Lsy + 8Ly + 6L, 4 81-"“)+(3LH1 4. 4 Hlipa
Bloa)+(3La+ + 4Laz + 6Lag + Blaa JE(3Lay + 4hae + oL i 1 Blhyg)4
- 4
(3Lay ¢ 4Lap + 6Lss + 8Laa ).
Saventh Step: Mathematical «o] Ution by decoupesilion

Rrinea ple [5,6,7 i



Initialization Step:

The first three constraints are handled as A x * b and
censtraints the remaining ag S. The problem ia
transformed into Al, A2 At as follows (X3,,...,%Xt are

the extreme points of §)

T T
Minimize L (c x,) )j that L (A x3) Ay + I - h
=1 i=1
t
I A = §
ji=1
By % By J B Blavnnas 3
Uhere
ii.ib 2 S - VR Y- ¢ SN+ TSN A L oo g { d 2 G ¢ { n ) .
- ) ) N . ¢ v, Ly l_ )
He e 89 08 By 0 ¢ 0 ¢ 2 15 W02 008 Lt 08 00t 0% o g ‘.
1.8 .2 04 01 0 0§ g % 15 02 303 ¢ 0 O g ¢ .05 TR

7 [55 58 6217, £ = [3,4,6,8,3,4,6,8.3,4.6.8,7.4,5,5,3,4,6,8,2,3,¢,87
R ) ST - <R - - O -L=1-L5:.L53,L54]'
I is the indentity matrix of order 3x3 and S0 iy ihe zlack
Vet or.
Note That
> 2 = (0,0,O,65,0,0,0,30,0,0,0,65,0,0,0,30,0,0.0'05]1 L8 and
Ax, $ b is satisfied. Therciore initial bagisg conajastas  of

Corregspouding Xs and slack variables s8,, g, e New
Cs Now



0.68 1 0 D D0.68 1 00 ~0.68
Ax, = 0.845 5 B- 01 O g,845]|, B! cC + 0 -0.845
0.975 D 3 0,975 001 -0.97%
0G0 1 0 0 C 1
exq4 = 1520, b-Ax, = [b54.32 57.155 59.025]7
The Initial Table 3.3.2 is given below:
Table 3.3, 2
=iz = - -

Basis inverse RHS A2
2 0 0 0 1520 1520 785
84 1 0 0 —D.62 54.32 7962
S 0 1 0 —0.845 57.155 | 116.155
Sa 0 6 1 --D.975 59.025 (128 375)
A 0 0 0 1 1 i
Let the dual variables corresponding to (1) and (2) are w =
(Wi ,We ,W3) and a.
Iteration 1

Subproblemn: Solwve the following subproblem.

Maximize (wA-c) % + a subject to x€5.
Here w = (0,0,0) and @ - 1520 therefore subproblem is 4
follows:
Maximize =3bas Wl =Glea™8lmd v oo e nmnw -.~L-,.,.-q]_,_.9 - G lare ¢ R

+ 1520

subjeat to ¥€S
This problem is seperable in  the vectors (. I bisa



Here the problem decomposes into five probl ems in
Eligon sl o By Brng 1ol 8 Diwm s A m o n s Ao s m e M B G R M =i (e, bz, laa,boa)
respectively, The optimal solutions of these problems by
simplex method are 65 .0 0., 0T, 30,06 ,0,077,

(65l03010)1l(30l0l0l(]JTl(6510|0yU)T Uith Objective ValuES

<198 %90 ,~195, -920;-195 regspectively.

Hence the optimal sclution of the subproblem is

Xe = (65,0,0,0,30,0,0,0,65,0,0,0,30,0,0,0,65,0,0,0)" with
A
objective zy- Cp = -195-9N-195-90-19541520 = 755, Since
o
2z-Cg = 755 > 0, therotore A2 corresponding to x» enters

the basis.

Naster Problem: =y -Ce = 755, Axe = [80.3 117.0 129.35)T

Then
AKE f)o..}
1 - 117.0
129.35
1
1 G G 0.68 80.3 79 .62
yo =B~ AXe = 101 € 0.845 117 .0 = 116,155
1 0N i 0.9275% 129.25 128.237¢%
I [uou 1 . & 3 128,375
v i A i
Inserting  the column [2:-Ce/¥el info tha Taple 3.3 2

and pivoting we have the Table 3.3.3.

LH 3



Table 3.3.3

Basis inverse RHS ] AB
z 0 0 =5.881 1525.663 LF2., 7 389.903
S 4 1 0 =0.62 —~0.083 17695 —3 .0Z22
S5z 0 i ~0,905 0.02¢6 3.724 —-8.200
Az 0 0 -0.008 -D.008 0.460 0.320
p 0 0 ~0.008 1.9008 .54 (0.680)

Subproblem:

[teration

Max (wA-c)X

Solve

the

4

(94

Here w = (00,0,-5.881)

WwA-cC

6.646,-4.882,~-6.

£ =%

6.059,-8.012)

+ 1525.663

such that x€5

Thig problem decompoges

(L11),L12,L13.L1-J,

The optimal

(3¢,0,0,0)7,

obinctive

¢0.65,0,037,¢38.0,0,0)",

values

Fespectively.

following subproblem

auch

and o

that

56

5

= 1525,663

940, <5.705%, 6.235,-8,059.,~3 /=4 ,~6 ,-8,~-

is

Max.

solution by simplex

138,-8.018,-3;~=9,%6,~8,~4,137 ,~§,294 ~

—9. 94]_.1 1_5. 705[—.‘ 2“6.2351.‘3

"4.1].7L51_4-2941_‘5}3_6.0591‘33‘" 8'0121-34

into five problems involving

and (Ls ¢)

-I-D‘r,lAgj,L-_..l

method are (0. 85,0,037

(634 0,0,0)7  with

=370 826, *90, ~31Y . 43 =9y ~267.605



Hence the optimal solution of the

(0 ,65,0,0,30,0;0,0:0,65,0;0,30,08,0,0,65,0,0,0)°

subproblem is X3 =

with

objective =z3-083 = -370.625-90-317.33-90-267.605 + 1525.6¢63

=389.903.
" ’”
Since Z2a=C=z 20

enter the basis.

‘\

, therefore A3 corresponding to Xs will

Master Problem z4-cs = 389.902
2245 fl ¥]

AXy =128.60]. .y3=B"‘“"3': 0 1 -0.
40.95 1 0 0

0 0 1

Now ingserting the column [Zg‘ta/y3] into the Table 3.

and pivoting, we get

the Table 3.3.4.

Table 3.3.4

0 -0.62 0. 83

0 905 -0D0.02¢6
0 -0.008 -0.008
4] 0.008

22.45 =3 ,
28.601=|~-8
40.90 f). ,

1 0.

e T S

Basis inverse RHS Ag
z 0 0 =i.202 947.827 £63.117 32.899
— == . wpp—
S 4 1 0 -0.656 4.39¢6 20.94 -20.058
3g 0o 1 ~1.003 12.178 16.235 — 8, 387
Ae 0 0O 0.012 -0.482 0.20¢ 0.376
Aa 0 0 -0.012 1.482 0.794 CEEE@E[}

Subproblem:
Iteration 3
Solve the following
Maximize (wA- c)x ¢
Here w = 0,0,-1.202)

wh -

Q

subproblem
o such that x€S.

and « G47.827

(6. 818,-4.34%, 6. 048, & iy

|
D22 |

.200)

320
680

Lw
L0%]



j'745'.-4'180'_6'024’_8'004P_31_4-_6._8,”3.228."4.06[).

6.012,-8.002)

Therefore the subproblem is as follows:
Hax. _q.4181-11‘4-3491412_6-0481;13 8.012]_.14..--.........

-_3.228]—4.‘,1_4.OOL:E—{J.0121.53'8.002]_54 4 94’,’_827

such that X€S

This pirroblem decomposes into five problems invelving
Gl o 5 Dot B G Goe Lf 4 Dy o o s 3 30 2 1 oo 0 2 and (bhes.lasg . Luws Lagd. Th o
optimal solution by simplex method are (0,65,0,0)7,(30,0,U,u)",
€65 ,0,0,0)%,;(30,;0,0,0)%,(65,0,0,0)7 with objective valaas

-282.685,-90,-242.425,-90,-20% .82 respectively.

Hence the optimal seolution of the subprobliem ia x4

¢0.65,0,0,30,0,0,0,65,0,0,0,30,0,0,0,65,0,0,0)T with objective

- -282.685-90-282,425-90-209.82 + 947.827 = 32.897.

.. -

Master Problem:

2a-8a = 32.897

Axs = [22.45 K9.15 715071
. 1 0 ~0,656 4. 394 2. 05 ~20 . 088
Ya = B-'|Axel=|0 1 -1.003 12.178 5¢.15 - - 0.387
0 0 ~0.812 1.482 ! 0 624
l i |
A
Now ingerting Tthe cotumn Lzaz =ga fva ] Sote e Tatsl i 3.3.4 A

r'zj\'otin{a,_ we el Yo TN

C}'

b



Table 3.3.5

Basis inverse PHS n
2 6 0 -2.25% 990.001 845.089 2.70%
Sy 1 0 -0.014 -21 . 318 31.086 0.550
82 8 1 -0.0991 11.682 10.447 -0.299
Ao 0 O 0.032 -~ 1.282 0.548 0.008
Az 0 0 ~-0.032 3 S5 0.4%2 (0.97:°

Iteration 1
Subprotslem:
Scolve the following subproblem
Maximize (wA-c)x 4 a such that x€S.
Here w = (0,0,~2.255) and a = 9920.001 Therefore
wh-c - (—5.661,—4.654,-6.09,—8.023,—3,—4,—6,n8,—q A998 .

4398 ;=6 DAG, ~B. 007, -3, 1,6, <8; ~3. 428, ~4. 113 ~§ 043 .- 8. 0gs)

Theretore the subproblem is as follows:
Max. “5 . 6610L44-48.6B8L42~6.09L;3 B ODBEE &« 2 s s x 4 B 0051
+ 990,001

suegl “that x€$§

This problem decomposes into five probleps involving
Cheaa s Biwe 5 bond s Ln@d gocvamaizies andg ({‘515’{'52'1"53'['54)-

Their optimal solution by simplex method gee (0. 65%.0.0)"
(30,6,0,0)", (0,65,{?,0)",(30,(3.0,{3)1,[_65,0,.'3,{).)7 with oblactivs

Values -30%.51-%0-281.%7-90-222.82 respectively



Hence

the

optimal

solution of the

subproblem ia %

¢0,65,0,0,30,0,0,0,0,65,0,0,30,08,0,0,65,0,0,08)' with objective

Za=Cs = =~302.51-90-281.97-20~222.82 + 990.001 = 2.701
. A :
zZs=Ccs 2> 0 , 5 corresponding xs enters the basis

Master Problem:

Ze-Cs = 2.701
Axe = [22.45
. 1 0
¥Ya = B_1 AX5 = 0 1
1 0 0
- 0 0

28.60

~f.
=D .
8.
<«

014
291
032
032

V.95])7

21.318 22.45%5
11.682 28.60
1.282 40.65
24882 1

+ 559
. 299
.028
.972

1

oOQMmO

Now inserting the column [Zg_és/ys] into the Table 3.3.5 and

pivoling, we get the table 3.3.6.

Table 3.3.6
Basis inverse RHS Ao
= 0 —2.3%686 983.659 665.225-
S 4 1 0 0.004 22,631 30.82¢
Se @ 1. =00 1z.384 10.5686
Aa 0 O 0. 033 1.348 0.535
As 0 B8 ~:833 2.348 0.4¢65
— e O ———— —

L8




Iteration 5

Subproblem:

Solve the following subproblem

Maximize (wA- ¢)x + o such that x¢€S.

Here w = (0,0,-2.166) and a = 983.659 Therefore

whA-r = (=5 .556, 4. 628, 6. 087,~-8.022,~3 ,~4 ,~6,—8,~4 343,

1.325,-6.043,-8.006,-3,-4,-6,-8,-3.412,-4.108,-6.022,-8.004)

Theretore the subproblem is as follows:

Max. -G 556 44 e e . -8.005La 4 1 983.659
such that x€8

This problem decomposes into five problems involving
Ol o B v Liig 3 L a e aravmnemssens and (Ls1,Llasz.las,las).

There optimal solution by simplex method are (0,65,0,0)7,
(30,0,0,0)T, (65,0,0,0)7,(30,0,0,0)7,(65,0,0,0)" with objective
values -300.82,-90,-281.125,-90,-221.78 respectively.

e = (D,65,0,0,30,0,U,ﬂ,0,65,0,0,30,0,0,0,65,0,0,0)7 with
obiective Bacls & =abo. 82,-90,-281.925,~90,~%21.78 3 9p3, o0 =
~0.066 & 0 which is the terminal criterion. Therefore optimal

solution is reached. The optimal solution x* from Table 3.3.6 1is

given by

x* = Mx. v 75%a & 0.535(0,65,0,0,30,0,0,0,65,0,0,
6,30,6,0,0,65,0,0,0)°7 * C.465(0,65,6,0,30,0,0,0,0,65,0,0,
3840,0,0,65,0,0,0)° - £0,65,0,0,30,6,0,0,35,20,0,0,30,0,0,
Yy 655 0, B0 with ob jective value = 665,224

Ihe above regults are given i3 Fable 2.4 9% and anajysed.



Table 3.3.7

3.4 Analygis of Resgults:

Line 1 consits of

Congists
tonejgte
diameter
diamet ep

diamet er

Remark:

of a 18 cm

of a 10 cmnm.

pipe 30 me

pipe 30 =

pipe 65 meter

The work 1 €

lndian Watel

Kancharedii

15 cm diameter

diameter pipe 30 meter long. Line
dJiameter pipe 35 meter long and 15 cm.
ter long. Line 4 consists of 10 cn,
eter long. Line 5 consr8ts of i0 CIn
iong-
is published in the Journal of

hia Chapter

Uorks Aasociation {8} and

award of 1995.

pipe 650 meter

Yalues of Length
Lz 0 Laax 0
Laig 65 Laa 0
Lia 0 Las 30
L14 0 Lage 0
Lza 30 Lz 0
in‘ 0 Ewa 0
Les 0 Las 65
Lga 8] Laz 0
Laa 35 Laa D
Laz 30 Lea 0 J
with objective = 665, 225

long. Line 2

has won the
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CHAPTER q

PIPE NETWORK ANALYSIS AND OPTIMIZATION USING
FUZZY LINEAR GOAL PROGRAMMING
4.1 Introduction

Urban water distribution systems are Iinterconnected

networks of «losed conduits, valves ot various types,
pumps and treservoirs etc. One ««at arrive at suitable
combination of pipe 8izes leading to the least coat
of the -entife water distribution systemn satisfying

the head requirement and discharge at demand points

by using appropriate mathematical modelling and computer

Programming technique.

ks on optimization of water distribution

Earlier wOr

(1972) deal with optimal design

[SJ- and Gupta et &al.

of branched vater distribution system with fixed
Congumpt fons rate at demand pelnts. Later, Kally (19272) {7]
eXtended the method to looped water distribution systema
Yith same copstraints and objective function. Kohlhass and
”attern (1971 used geparable programming to optimize
the looped water gigtribution system for which all heads
Deb and Sorkar (1971) [4] wused a

W
St'e advance.

Known n
g 1 . . 5 equ i Ze 1 @1y s

Pecial fermulat 1O, called julvalent diancter, 19
1 ;

L oerrn Yatem tar tne Kknows

h : . . .
Plimize the paramei S ol .

53



pressure protiles and heads at inlet. Bhave (19278) {2} has

developed an iterative procedure for minimizing the cost of

a sgsingle source distribution system, Chiplunkar and

Khanna (19833 [3] have reported procedure for the

optimization of the hranched rural water supply

Hetvorks B Lagrangian multiplier techniques which
appends the equality constraints to the objective

(1989) [9] has given a theoretical

function. Kessler et al
analysis of the Linear Programming Gradient method Lo
Optimal design of water distribution system. The method

wvasg first proposed by Shamir (19773 [1] and has recejved

much attention in last 10 years. Nathan et al. (1994

(14] has developed mathematical model for finding out

the optimal head using Separable Progmramming Technique.

As such no technigue takes care of the wvariation in

hOUFJy_ daily and seasonal demand of Urban Water

DiStFihutjon System for the optimal design purpose. In the

Pfesent work effort has been made to overcome this

Problem py fuszyfying (16] the discharge at the demands
POintg in order Lo et worce rational trasults for the

Parameters (to be sptimiged) @as comparve to the Classical

Lingay Programming which does not take in account the

v X - . 3 ~ - & S 2
aTlatling of demand but most commonly used in  optimization

o) 5 : T Thae 13 " ¥
f the warer diptribation systen. The present methodolegy 19



applicable to both lcocoped and branched network system.

The complete methodology is described and supported by

an example for which the solution was obtained using the

computer program given in appendix Ad.1 and A4.2,

4 2 Basic Terms of Linear Graph Theory Applied to Uater

Digtribution Systemnm:
4.2.1 Linear Graph:

A linear graph is a graphical representation of a set
0f inter connected line segments. These llne segments are
called the branches of the linear graph. A linear graph in
which all the branches have a definite orientation is called
linear graph. The end peint of a branch is

y branch has two nodes. Braach n

an oriented

called a node. Thus ever

ie jrneident to node } if j is an end point cof branch n  the

linear graph ehown inD Fig. A4.2.la has 4 nodes (d,e,{,p)and 8

brasches (1,2 ay. nranches 1,2,3 and ¢ are incident %o
: ] § Gopie IRIRIeRR »

node g S 1,7 and 4 are incident to¢ node e.
Similaply ome can write the incident bragches of Omhep

Nodeg |

9.2.2 Ppath of Linear Graph:

A rpoute traced out thseugh @ linear graph which go6es

* U . -
11’”-0”"1 i nod‘-‘t O 8 o, P8 S TS = | ]n‘j 5 ].‘;.:.|1 b i };‘ly__‘l.‘}"‘“
L (R 1 - e



4.2.1a branches 1,¢ and A& constitute a path., 1.e¢. bhrancn 2

joining nodasd and t 18 & subgraph of Fig. 4.2.la graph.

for a given Graph there exists a path between avery pair of

nodesg, then the graph is connected graph. Figure 4.2.1la

represents a connectad giap.

4,2.3 Circuit of Linear Graph:

A vlviedit i a suebgraph of & given connected graph

which is connected and has precisely two branchey ot¢t ‘the
node of the subgraph. In figure

Subgraph incicdent to cach

4,2 4a ®eanches 1.6 @nd 7 and branches 4,7 and & forms

Circuit.

1.2.4 Tree of & Linear Graph:

A tree is a subgrapl: of a given connected graph which
is (i) ceonnected (i1i) contains all the nodes of a given
graph, and (iii) contains no circulits. In linear graph of

Figure 4.2.1a pranches 6,7 and 8 from o e

e S e piariches Are¢ indicated inhached lines in

Figupe 4. 9 11 other pessible trees are  (1,3,8) (3,4,7),
(1,6’8) (2 3 7) (2'6.7)’ (4,’3,5) ancd (ﬂ'f’n'&:).

4 Graph:

'€.5  Chords of & Lingal

Gnonnec 3¢ T | "-"I”I etr etk L e not

Those 1wranches



selected tree are called chords. Eor- the

included in A&
present case of tree (6,7,8) the chord branches are 1,2,3,8

and 5. A special class ot tree called the lagrangian Tree
arines when .all ShE sree branches of the iinear Graph

sneLdent t8 one mede: Pigure %.c.lb sbews @A Lagrangian

Tree.

§.2. % Fundamental Circuit of Linear Graph:

Oncs a tree has beoen gelected for a connucted graph,

sprcial clade of & circuits called the fundamental crrewlt

can be dafited. A tree does not contain any circuit. When

one chord is added to it, exactly one crrceuit  is  formed

called the fundamental circuit. Figure 4§.2.]lk whose the

asgociated fundamental circuit for the «¢hoice of diree

(6,7,8) 2 chord 1 is added then the formed ftundamantail

Circuit jn (1,6,7)-

4.2.7 Modelling of Physical System using lLinear Graph Theory:

4.2.7.1 Across and through variable:

In modelling ©of physical systems using lrinsar graph

t . .y = 1 v 1 e i -
heory' Ve associale with each branch of the |inpoar graph a

Pair of vapiables of the system under consideration, calles

thie anpggg variable amnd through variable. cenventionally,

the aeross variableés ars represented hy . and through
ey BN N

zjdh\l‘:. jF' rc.pr PNl 28



g
Fig.4.2.1(a) A Typical Linear Graph

Fig.42.1(b) A possible tree. (shown in hatched lines)
and associated fundamental circuits indi-
cated by encircied numbers around respec-

tive chords.

ha



For an oriented linear graph, the algebraic sum of the

across variables around each fundamental circuit is 2zero

Intaking the algebraic sum around the fundamental circuit

if the orientation of a branch constituting the tfundamental

circuit is coincident with that of the defining chord then

the across variable for that branch is tTaken as positive, it

is taken as negative othervise.

The fundamental circuit eqguations for the oriented

linear graph shown in Figure 4.2.1b ar«

defined by chord 1

XKy *%xy-%s = 0;
Xe *Ag-X%Xp = 0; defined by chord 2
Xg-%, = 0; defined by chord 3
Xe *Xg~%Xy = O, defined by chord 4
¥s-Xs = 0; defined by ehopd: 5 = sws+is (3.2.7.1.1)

Arranging ahbove eguation in matrix form

1 2 2 4 5 6 7 8 K.
- . X
, o 6 0o 0 -1 1 ol | xs
n 1 ¢ 0o 0 -1 £l 1’ ¥ a
Chords o ¢ 1 o ©6 -1 O 0] | s £
g o o 1 @0 D =4 1’ N,
g 0 0 1 0 0 -1| %5
- ! Xg )
bolcez.1.1.2
-l )



Rearranging the elements of the above matrix gives

Chords Troe branches 5
1 2 3 &4 S5 6 7 8 e
2 1 i
1] i 0 n o0 6 -1 1 0 Xa
21 0 1 0 0 O] -1 0O 1 .
Chords 3/ 0 ¢ 1 0 8] -1 0 D xa | = 0
al 0o o o t of 0-1 1 Eoe
5' n 0 0 0O 1 g 8 =i %
. Xn
4 (82Tl 3D

Thug, the fundamental cirtcuit matrix can  be divideaed

into twe submatrices, omne corresponding toe the tree branches

And other to the chord branches. It ¢can be observed that

the submatrix corresponding to the chord branches is a unit

Matrjix 1. The submatrix corresponding to the tree branches

‘% symbolically represented by &. Similarly, the column

Submatrix ecorresponding to chord kranches is represented by

X¢  and the submatrix cerresponding to tree branches by x, .

(4.2.7.1.3) using the above

Thug Wwe can write the sguation

MOtation as

g
lll | = ’ e a0 (4.2.7.1.43

ix\

Ex s .
Panding the obove eguation

22 - (4.2 7.1.%)3

Thua +th. acress variabld s asbHacia, wellh thoe
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can be written in terms of the associated variables with the
tree branches.

This is very important relation and would be made use
Subseqguently. 1t is instructive to note that S matrix could

be written directly from the topography of the branches of

the Figure 4.2.1b, as follows

Tree branches

6 7 8
1 -1 1 0O
_ 2 -1 0 1
S = Chords 3 -1 0 0 (4.2.7.1.6)
4 0 -1 1
5 G O *lj

The tree branches are arcvanged column wise in ascending

order and the chord branches are arranging row wise i
g n

Ascending order.

Entries in a row corresponding to a particular chord
g

a
e made as follows:

(1) Enter 1's corresponding to the tree branches jp th
s S a

Circuit oriented in the same direction asg the chord

(2 - ;
) Enter -1's corresponding to the tree branchesg ;
in the

Circuit oriented in the direction opposjte to chord
- I‘

L3 i
2 g -hes not

included jn the circuit ot the choryg,

@)!



In a parallel way, the relation between the through

the tree branches Ve can be

variables asgociated with

€Xpressed as a function of through variables associated with

the chord branches y.. The relation is given by

y: = -F y. (4.2.7.1.7)

where F matrix can be written down from the fundamental cut

Sel equations. A simpler way of getting the F matrix is to
lnake use of the relation between F and § matrices, given by

(4.2.7.1.8)

nl
-

¥ & =
Details of the above relation can be found in Nagrath &

Gopal (1982)[127.

1.3 Terms and Definitions:

9.3.1 Uater Distribution System:

A water distribution system transport water from source
of Supply to various locations where there jg varying wvater
demand for resigential, commercial and industrial yses. A
sources of water supply, bPumping stations

“Yetem consists of

Nd  demands for water, all connected by Pipe lineg. In a

“f1Y  of moderate size, there may be a number of supply

“®0tres and thousands of demand points. jap the sake of

2 o P R . v i A
1mplic1ty, e emall system will be uged 4% an  example.

Iigupe 4.3 .3 shows a tyl)ical 5y8T en Wi ¢ 1] e S a ty
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@

Line 16
P2
Line 15
A A SGL‘”QM Ds
Line 3 Line 7 Line 13 /
mnm 3 Line2 | Line4 2Line6 Linesé. 7 &Line 12 b
: o L'“Le.g Linett V7
Line 5 5 ine 10
_ Line 17
Llne18
Line 19
. -
10eLine21 1l Line2? k
Line 20 Line23 /
Source (2) D Line 24 \
7 12 ¢ Dg
_ Line25 /
Pump (2) Q Line 26 b3
Line 27
Demand (12) Line 28 R
14 ¢ lD1/1
o Node (14) Line 29
= Line (29) D12
Fia.4.3.1 Typical Water Distribution System
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supply centres, 12 demand points, two pumping stations, 29

T o B o between a

lines, (Parts of the loop between two nodes

node and a demand centre, ot between a node and a s@upply

point, will be referred to as line).

4.3.2 Problem Definition:

The problem is to formulate a mathematical model of the

whole pipe line systemn that will choosge the right

combination of various pipe sizes to minimize the cost  of

lines and at the game time satisfy the customer demand for

Wwater usage and supply pressure.

In designing even a single pipe line, millions of

combinations of various pipe lengths and diameter can be

used to satisfy flow and pressure requirements.

The problem is to find the optimumn, least FEET

Combination needed to build the system. In this case, a

System design igs required to minimize the cost of pipes

Subject to meeiing the demand requirements.

4.3.3 Losses in Pipe flow:

For water distribution system analyses the most

“Ommonly yged of the empirical formulas is the Hazen

Wi : - SO Preced .
{lliane eqguation Most water system Lugineors nave & 2 very

f00d  fugl f(ar the meaning of the  Hareg Uilliams |

G4



factor, while pipe roughnesgs remaings a mystery to many
pPracticing engineers. For this reascn, ths application of

the Hazen - Williams eguation is used in current study It

18 most commonly written as

‘ h{ 10.68 qU-es¢
. I-:— chw1 ese DA.H‘I
vhere
hf = Head loss (m)}
q = Rate of flow (m?/scc)
Ch. = Hazen UWilliam's coefficient
L = Length of pipe in (m)
D = Diameter of pipe in (m)
4§ = Coefflclent of friction
Virtually any practicing engineer in the water field

Knows that a cne Of 130 is indicative of very smooth new

Pipe; old pipe in good condition has a ¢nw Iin the range 100

to 120; and pipe with tuberculation or heavy scaling have

Ch. factors of 80 to as low as 40.

4.4 Computer Program used for the solution of the system

oguation:

1.4.1 Using Simplex:
Simplex in a progran that lakes as input a maximization

O s iz g : =
0 minimisatien probles in foriv 01 variabl)es ahd cotstralpt



and outputs the solution if possible. Simplex is the

executable version obtained from the ¢ source, simplex l.c.

Simplex takes its input from the keyboard and sends its

output to the screen. UWe recommended that the input for

larger problems be redirected to the key board using

Standard key notation, <.

The usage then I8

Simplex

Simplex <input file> output flle

4.4.2 Order of Inputs

The order of input is as follows:

(1) 0 or 1 (0 for minimization, 1 for maximization)
(2) The number of variables in the objective function.
in the objective function.

(3) The wvalue of the constants

problem is maximization 3. 9 A%y, the

eg . it the

inputs would be

(4)  The total number of constraints

(h)y The coefficient of constraint 1

‘] ¥ 4 o Ay .
&) The nature of teljations

1 ¥fap 22, 2 for =, & 01 ?
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The RHS of constraint 1

(7)

Input step (3), (6) and (7} are repeated tor the

remaining constraints.

4.5 LPP Formulation of the Problem:
4.5.0 Problem Definition:

Consider the network layout shown in Fig. 4.5.1 in
whirh S. ag a source of water supply, Ui Lo the pumping
station, Ds; Dz Da, D. and Ds are demand points forming
the ¢losed loop network. Other details concerning to
demand points are given in following Table 4.5.1. Pump P,
generates net head of 100m. Source S is big enough to
meet water demands of Dy Dae Das Pay & Ds. The different
Pipe sizes available are 20 c¢m, 25 cm, 32 cm, and 40 cm in
diameter. Costs of these pipes per I length are Rs. 40,
Rs. ¢, Rs. 80 and Es. 105 vrespectively. Neglect minor
losses in the fittings.

Table 4.5.1
- P
5 NO Demdnd poiﬂt" Head requ1[‘ed Varyin&. Disharge
() rrate (w3 /sec)
| T
1 D, Lo <0.06, 0.1, 0.14>
3 Do 15 <004, 0.3%, D253
3 D £S5 <0.04, 0.17, 0.25>
? | b 12 <0, D.09, 0.13>
) Do 12 <H <428 .0 09,8 13D
— e —— ,___’—4"—-"'_"-'_"_‘ i - s s ————
The value i PeLGe vt and  length
7’7
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had been calculated by Hazen-Uilliame tormula and is given

in following Table 4.5.2.

Table 4.5.2
v E x

Coeffrc1en {3072
Prpe diameter | Line 1 Line 2 Ling 3 Line 4 Line 5 Line & Line 7 Line & Line ?
{ca}
20 140,75 252.65 252.65 403.30 75.26 7526 75.26 MS.is 66,33
a5 ege. of  EE 77 ERLEE 203,51 E5.93 2393 &% AW I
3 146,05 5.6 5.1 blie 7.83 0 783 D63 T.eS BB
4 49,25 $.e8 B.63 2042 ST OBST n B8 &
E

4.5.1 Linear Programming Formulation:

a linear programming model, the following

To design,
are necessary
(1) An objective function

(2 X Bet of restrictions

1t has been also assumed that the following information

has  been specified and must be met by design (1) Pump Head

At source (2) Minimum nead required at each demand point (3)

I‘lixllmum flow tequirement at each demand (4) length of cach

]ine_

The LPP formulation of the problem became a combination

of "A”  available pipe diameters in the designing of a

n@tUoFk of "m” lines, S0 that the total cost of Pipe can be

i 3 AR EINCAY . P .
mlnjmizpd in such a way that the discharge requirement of
: 2 2 . d

g wet e satistiod simultaneously.

€2 i 5
d‘_h of the ”I-’” cuatomed

&)}
O



The LP model for such a system is written as follows:

4.5.1.1 Objective function:

A& loop may have oné¢ or more lines, and a 1line may

consigts of one or more pipe sections with different

diameter. Nifferent diameter pipes cost different amounts

per meter length of pipe, that is, the meter cost is higher

for larger diameters. The problem is to choose the minimum
cost combination of pipe diameters and lengths head line the
nted by

objective function can be represe

= & L Cylay
3

4.5.1.2 Constraints for fundamental circuit:

By knowing the pump head at ecach source of supply and
the head required at each demand point, the total allowabl e
feiction head losa in each and every line can be compared.
Minor losses because of fittings will be neglected. lLoag in

¢+ can be computed an

any fundamental circui

H = Hp = Hﬂ

Whera
H - Maximum allowable frictilon loss in a fundamental
eircuit
H., = Punp head
L i end peguirnd &1 ol demand point thus
L 1 1 clTif, RAS R
‘i\, H1}']1[ﬂuin ’ s 1! sl 5 ‘1, .
' d as {01 10WsS e

.z.!!l
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L 5 S 9 w ll._;k $ H.

the kth

j i
for each k fundamental circuit (k = 1,2,... )
where S,,. 0 for all lines not belonging to

fundamental circuit.

where
n

Sy

) .

H

1

(3

&

k

i

1.5,1.5

n

The

it

It

it

Total number of various pipe diameter available in

network.

Total number of lines in the system

Total number of fundamental circuit in the

graph drawn for the system

Friction head loss per meter length of

line i, diameter
circuit k«

P

linear

ipe in

j and belonging to fundamental

ilameter

J-

length of pipe section in line i, having d

j and belonging to fundamental circuit k.

Coat per meter length of pipe of diameter
allowable friction head los

Maximum
fundamental circuit k and

length of line i.

Constraint for pipe length in each line:

length of

Mathematjically represented &as:

= length of pipe in

line 1 having dijameter

i denogte line

each line should be as givanp

s in

below

i



Above two set of restrictions can be summarized as

Set 1: Frictional loss of head should not exceed a certain

value in each loop.

Set 2. Lengths of each line in each loop should be as given

The problem thus reduces to choosing, with

Conisideration of the variety of pipe costs, the right

Combination of pipe diameters and lengths which meet the

8bove get of restrictions and have the minimum cost . Such a
design will be an optimum design ftor simultaneously meeting
demands within the given Jayout of the system

831 minimum

and for the pipe variety available.

Since the sgsystem has p demand centres (forming P
restFictions) and m lines (forming 0 additional
P®Strictions), there are a total of (p + m ) restrictions jn
These are n diameters of Pipe and m 5

the formulaticn.

and therefore mn unknowns to find.

Each unknown, 1, represents the lengty i w o€ .a

papticular diameter pipe within a particylay line, Lach

in own coefficient of fllﬁfional Per m loss,

. B R
' Pipe Jengths c¢if the samE  diomeg share  the

s



coefficient of per m cCOSt, C in general, there are more

unknown, mn, than there are conditions, p + m, so that an

infinite number of solution may be feasible. The LP

formulation allows choosing among these according ¢ some

criterion, in this case, minimum cost.,

4,5.2 Objective Function of the Problem:

Objective function of the problem in which cost is 1to

Bé minimized 18 given as folleows:?

Fi i = { A5k a +601,,,E+8(]L43+1O.‘)],,4 K (A5Lg1+460Lp2+80Le3+105Lz4)

+ (45L3,+60L3g+80L3=+105L3.)+(45L4ﬁ+6OL42+80L43+105L44) +

(451-'51+6OL52+80L53+105L54) 4'(451-‘&1+60L&2+80L63+105L64) +

(45L5 ;+60Lyz+80L72+105L74) +{45La++60Lp2t80Las+105Lea ) +

(45Lq14'60ng+8014q3+105lﬂ?4)

Ko B.o3 Constrains for Fundamental circuits of the Problem:

Constrains for 7 fundamental circuits which are

obtaiped from the following linear graph Figure R R |

drawn for the actual problem in given as follows:

fundame“tal circuite 1 (consiste of line

L. Constraint for
1 and 2):
H, + He < Ps-De
(1440.72 X 10—3L11+485.99x10-3L,g 146 . D5x10~% 53 +

49 .27% fg-9L.. + 252.65% 1077Lea * BH.22x 310°51ae 4 25.61x

lU‘ 3 Li‘ K b8 ()ﬂ}( ] - = 1‘) = J I
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25 Constraint for fundamental circuit 2(consists of line 1

and 3):
H-s ¥ H: S Pi_D_j

[1440.72 b.¢ 10"3L1.1+485.99X10_3L.,E + 196.05%10"3L,s +

T

49 .27% 10-9L,a + 252.65X 10-%Ls4 + 85.22x 10-3Lzz + 25.61x%

10-3L,, + 6.64x 10-%Laa] 85 .

3. Constraint for fundamental circuit 3 (consists of line

1,1, and 9).

H-1 g "lq + Hq S x‘|'Un

[1440.72 X 10’3L11+485.99x10‘3L,2 +  146.05x%x10-%Ls +

49 .27x 10-3L,e + 603.30x107%Las +203.51%10"2L,z + 61.16x 10-

Les + 20.63%x1077Laa 7 86.33x10"3Les *+ 29.12%x10°%Lgz +

B.75x10-5Lgs + 2.95%x107%Lsal $ 90.

q . Constraint for fundamental circuit 4 (consists of line

5):

Hs ¢ De - Da

[75.2}(10-:1!“.—1 ‘ 25-93}(10"31_.52 + 7,63){10—31‘53 4

2.57%10-3Lsa] & 3.0-

y % o . t. ’
) tonsteraint 108 fundamental circult 5 [(consists of line

6%
[75.26X10'3L¢1 = 25 9310 * L o T.e3%1N" *Len +

Y

LHTHID 2Ltsae ]l ! 3. (s
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6. Constraint for fundamental circuit o (consists of line

7 and %)=

H7 + HQ S [‘4 D1

[75.26x10" 2L~ + 25.93%10" %L,z + 7.63x10° 3L, 5

29.123{10_3],«72 4 8.75}[10-31_,473

2.57%10-%L,a + #6.33x1073Ley ¢

4+ 2.95x10-2Lsa) £ 2.0.

7. Constraint for fundamental circuit 7 (consists of line

8 and 9):

Hs *+ H= s Da - D+

[76.26%X10"%Les * 2593109 ae 4 7o6IRLO-FLpy

S BIRL - F g & B BIRIDFheg ¥ 20 /226107 Lea 3 8.75x10-%Leq

* 2.95x10-%Lsa] $ 2.0.

1.5.4 Constraints for line of the Problem:

fulfill the length requirements

Constraintx written to

°f pipe in line is given 8% follows:
hor Line 1,:
Bax ¢ Liz &/ b ¥ Ees 65
B Line 1lg:
bae * Lag ¢ lLzs Lze 30
¥, Line 1la:
30
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1. Line 14:

L41 v L42 v L43 + L¢4 = 65

B Line Ja:

Lay + Laz + Lsa + Lasa = 65

6. Line 1,:

Lb'i + L;z + Loa 4+ Lﬁa = 65

7. Line 1,:

Lsv % Lpg % Lgs 3 Low & 30
8. Line 1,:

Lg3 # bgp ¥ Epa 3 Lay & 30D
9. Ligé Jen

Loa + Les = 65

L91 # ng v

8y le, 50, 4= 35 th Sand § = 1 o 4.

i.6 F.L.P Formulation:

1.6.1 Fuzzy Linear program (FLP)

The FLP belongs to certain type of decisjion

pl‘Oblems, SHEH type of # decision problem requires that

concerning accomplishment of

the agpiration level (f8)

lndividual goals (objectives, constraints) to be satisfied

by the problem under consideration.

In FLP problem it is wusually assumed that aspiration

Zo and contraintg P

1
el concerning the goal

“r. - . "
ot ordinary numbers but fuzZzy nuppupeg C=a (Bad;
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b-,, characterized by

of the following form

the triangular membership function

B-a (Y) = <Za.2a.§°>; ey~ (Bi) = <by, by, bed; (2.6.1)
i = 1.¢.«im OBjecktives
The criteria of satisfying the objeactive and
constraints in form of the membership functions of a fuzzy
goal is given by
n
Mo (L  c5xy) (4.6.1.1)
j=1
1
and fuzzy constraints py (L a:;,s Xsy) can be determined In
the following way j=1
by
0 £08 T €5 %y < 2,
Fis|
n o _
n T CyXs-2o/ 228 fOr Zo $ T C5%5 § Z4
Be (%)= pa(Lesxs) = | =l i=3
j:l n
1 for £ esx; > 0
=4
(4.6.1.2)
And per analogy
n
Hy(x) = pa (Lai,s ol (4.6.1.3)
j=1
For such a vector x = (Xt1...--- ‘Xn 2 for which the degree
Of satisfaciion due to the simultaneous satisraction of
Y COnstrainls and accomplisbment of the goal attrains
the h_i_, o ;JOP"J’I’.)]@ vz lue !
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For such a system Fuzzy Linear Programming model can be

Wwritten as follows

Objective Function

n m
Z-tn = E E CJ 11)
gy X
Uhere;
C, = Cost per meter length of pipe of diameter j
l1,;, = Length of pipe in line i having diameter j
I Constraints for Fundamental Circuilt
Linear Graph Theory, Nagrath et al.(1982), is used to

Vrite the constraints for Headloss in a closed loop

(fundamental circuit).

H. tor each fundamental circuit

UKépe S g for all lines not belonging + o t e

Introducing the term S,,. F G

K fundamental circuil

funayfying the dischara P

Hazen-yil1iams formulae bY¥

formulae reduces to!

om
' y ’ LA A ‘l' ’
L1, eM(g

A

7 Q



X = arg max pp (x)
X€x
Vhere j, (x) is a member function of fuzzy decision
o]

Up-. (X)) = min (uo(x)v:u'l(x) ----- Hn (X))} (4.6.1.5)

Problem (6) can be written in tollowing equivalent form:
’ 3 (d:6.1:6)
X = arg maxf

X€x

Such that
n(x) 2 B3, im 3,y
determining

The solution of the problem is obtained by

the high t value of [} (which measures the degree of
ighest

Satist i related to the solution of the nproblem) for
“tisfaction

Yhich the set of satisfying decisions

Xo = { x : ps(x) 2 By & % B3 2.:::0; ) (4.6.1.7)
Al == -
b Nonempty
F the Zimmermann's formulation, problem (4.6.1.7)
rom

z ical Linear Programming Pr6H.ek
€30 be ypritten as the Class

(d:6.1.8)

X = arg max B
XE€X
81

L Cy%y - B(Z0-2)
i=1

> Z
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Where: n = Total number of pipe diameter available,

Total number of lines in the network,

m -
kK = Number of fundamental circuits
S¢sx = Friction head loss Per meter length of pPipe in
line H having diametepr j and belonging te

fundamental circuit k,

of pipe section in line j, having diameter

length

1y

Jj, and belonging to fundamental circuit k,

]

H. Maximum allowable friction headloss in

tundamental circuit.

Il Constraints for Lins

The generalised form of constraints relatjion T
line i having j different diameter of pipe can be written
ag .

Edgy = 1y €8 5 Xy swsswuo , m)
Whera,
l;,;, = Length of pipe in line i having diameter j
1, = Length of pipe in line i.

1.3 Fuzzy Liner Programming formulation of the Problem:
For the problem discussed in scction 4.5 F.L.P.

tormulation of the problem is &ives as fr]loyue.
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4.7.1 Objective function:

Objective problem is 1o minimize the cost which is8
given as follows:

Fmsn = (45L11+60L1g+80L134105L14J 4
(45Lp, +60L,2480Lag+105L2s) 4 (45La1460Ls2480Ls3+105La4s)
(4SL,,460L,g480La5+105Las) ¥ (45Ls4*60Ls2+80Lsa+105Ls4a) +
(A5L, 1 +60L,2+B80Laa*105Las) + (45L74+60Ls2480L,5+105L74) o
(45Ls1+6OLGE+BUL53*105L54) + (45l y4#60Le4B0Ls3+105Ls4 )
4.7.2 Constraints for Fundamental circuite:

line

3 Constraint for fundamental circuit I (consiste of

1 and 2)

+

[{238,25x10" 3+ B(1206.5 x 10=2)) Ly

(79%x10-3+ B(406.97 X 10°3))Laz

(23.75x10-2+ f3(122.31 X 10%))La3 *

pea1.26 x 1072))Laa

(8. 01x10~99
{(8.48x10- 3+ 3(244.20 x 1i0-2))Laa *
(2. 861~ B(s2.36 ¥ 10-2)}Lap
{0.86x10- "+ B(24.75 X 10-3)}Leas
(0. 29%10"% p(8.34 x 10-2)}L=zs ] $ 85
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Constraint for fundamental circurt 2 (consists of

1 and 3)

[(234.25x10-%+ B(1206.5 x 10™2 ) ¥hy 5

(79%x10-%+ B(406.97 x 16-3) )L, +
{23.75x10°3% §(122:31 x 10-9))L,, #
(8.01x10~%+ B(41.26 X 10-%))Lya +

(8.48x10-7+ B(244.20 x 10-2))Ls., +
{2.86x10-3+ B(82.36 x ]O-BJ)LQQ +

{0.86x10-2+ B(24.75 x 1073 )}Las +

(0.29x10-3+ B(8.34 x 10-3)}Las ] s 85

Constraint for fundamental circuit 3 (consists of

1, 4 and 9)

[(234.25%10-3+ B(1206.5 x 10-3))L,, +

{879x10-3+ B(406.97 x 10-3))L,p +

{0.86x10-2+ 3(24.75 x 10-"))}L.a +

+

{8.01x10-3+ f3(41.26 x 10-2)}L+4

+

{17.98x10-%+ (585.30 x 1077} La,

+

{6.06x10-2+ B(197.45 x 102 ))Las

{(1.82%10-2+ PB(59.34 x 10°?)}Las

{(0.61x10-%+ P(20.01 x 1073 )}Lsa A

<4

€17 . 98x10-2% B(68.30 x 1072 )3Lsy

{6-06}{10_3"‘ 9(23.06 x J-O_‘)}va +

(1. 82%x10-%4 (6.92 x 1077 ))Les o

pen.23 x 1P773)ea ] < gp

L aZxIn-Rs

83
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4. Constraint for fundamental circuit 4
53

(B(75.26x10-2)Las + B(25.93x107%)Lse +

B(2.57x10-3)Lsal § 3

5. Constraint for fundamental
6):
[B(78.26%x10-°)Les * B(25.93x1077)Lee *
3

B(2.57%10-2)Lss] $

caredit 5

amental circuit 6

(consists of line

BC2.63%X10"%)Lay o

(consists of line
B(7.63x10°3 )L, +

(consists of line

6. Constraint for fund
7 and 9):
[BC75.26%x10-*)L>a + p(25.93x107%)Lre * BT 631073 JLyy
B(2.57x10-2)L,a v+ {17.98x107%+ B(68.30 x 10-3)}Lss 4
(6.06x10-3 + [(23.06x1077)}lez ¥ (1.82x10°2 + B(6.93x10"
x 10-23))Lesa } € 2.0

Y ¥l (0,é2x10'3+ B(2.33

Constraint for fundamental ¢

8 and 9):

{(1.2.82x10734 p(62.4 % 10-?)}Las
{4.32x10-°+% g(21.96 X 10-3)}Laz
(1.3x10-3%+ B(6.33 ¥ 10-*)}fLag *
(0.a43x10-2+ B(2.13 ¥ 316-%)}Las !
(17 .98x10 %+ p6g.30 X 10-2))Leq *
B(23.006 X 10-*)}tea

1

{6.06x10-2+
: g-%))Le "
(1.82%10-3+ B(6.95 §10-%))Lwa

J,\'}L','A |

v BE

(h . 62x10-~2% B(2.737

B4

irecuit 7 (consists

o{ line



4,7.3 Constraints for line.

Constraints

follows:

1 Line T g5

? l.ine lg
LL1 + LEE 4
3. Line T.®

a. Line 1la:
L.y + Laz *

5. Line 1s:
Lsy + Lae 7

6. Line 1ls:

Leqg + Loe

s Line 1»:
L, + Lz *
8. Line Toa &
Les + Loz *
2.

Line le:
L¢s + Lee *

1 3
0. 113 > U, 1

written for
L,s + Laa = 65
Ley * Lee = 30
Lzz + Laa 7 30
Lag + Laa = 63
L.3 + Las = 65
Lea + Les 7 65
Loa #* Lra = 30
Laz *+ Les 7 e
Los * Lea = 63
1 te 9 and J
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4.8 Results:

The optimum length of the intabulated as follows in

Table No. 4.8 using L.P.P and F.L.P.

Table 4.8
Values of optimum lengths (m)
—
LPP ELP

L,y = 18.88 Le 27.50 L.s+ = 51.80 La1 = 56.67
L,z = 86312 Lig = 37 .50 Ls;z = 13.20 Lags = D8 33
L=y = 30.00 Lys = 0.00 L+ = 30.00 Ls ¢ = 03, 33
Ly, = 30.00 Ly = 30.00 Lz« = 30.00 Lye = 26.67
Le,s = 65.00 Lap #= 30.00 Les = 65.00 Lay = 02.50
bay = 27.50 Loz = 37 67 Laqy = 65.67 Lgeg = 27.50
Lap = 37.50 tos & Bdeod Lsz = 08.33 Lez = 65.00

24,383.40 Optimum Cost = Rs. 22,260.45

Optimum Coatr = Rs.

Yielded 9.54% reduction in total cost by F.L.P.

1.8.1 Interpretation of Results:

9.8.2 Interpretation of LP Results:

Line 1 consists ot 20 cm diameter pipe 18,88 m long and

6.12 m long. Line 2 consists of 20 ¢m

25 cm diameter pipe 4
dianet ar pipe 30 m long - Line 3 consigts of 20 cm diameter

Pipe 30 n long. Line 4 consists of 20 cm diameter pipe 65 m
jong. Line 5 COUSlsts of 20 cm diameter pipe 27 .5 m 10flg
and 25 opm diameter 37.5 m long: Line ¢ consists of 20 cm

d]ameter pipe 2']‘5 m ]Ol’]é_‘, and 25 cm djamete]“ Dipe 37.5 m
long . Line 7 consists of 20 cm diameter pipe (0 w long and

£ cm  djameter pipe 30 & Lome: Line 8 consists of 25 com
diamﬁTe: pi 30 m long. Line 9 consists of 25 em diaweler
“ler pipe oL :
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pipe 31.67m long and 32 cm diameter pipe 33.33 m long with

the overall optimum cost of Rs. 24,383.40.

4.8.3 Interpretation of FLP Results:

Line 1 consists of 20 cm diameter pipe 51.80 m long and

25 cm diameter pipe 13.20 m long. Line 2 consisls of 20 cm

diameter pipe 30 m long. Line 3 consists of 20 cm diameter

Pipe 30 m long. Line 4 consgists of 20 c¢m diameter pipe 65 m

long. Line 5 consists of 20 cm diameter pipe 56.67 m long

and 25 em diemeter pipe 8.33 @ long. Line 6 consists of 20
cm 56.67 m long and 25 cm diameter pipe 8.33 m longa. Line 7
3.33 m long and 25 c¢cm

consists of 20 cm diameter pipe

diameter pipe 26.67 m long. Line 8 consists of 20 c¢m
diameter pipe 2.5 m long and 25 cm diameter pipe 27.5 m
lOng Line 9 consists of 25 cm diameter pipe 65 m long with

the overall optimum cost ot Rs. 22,260.45. Result obtained

in taple 3.7 also indicated that it yielded reduction in

total cost by 9-.54%.
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CHAPTER =~ 5

INDEYX OF SOME INDIAN RIVERS USING

WATER QUALITY
MODIFIED DELPHI METHOD

5.1 Introduction

Considerable effort has been expended in the last faw

decades o jevelop comprehenaive mathematical models L or

Management of water quality in river bagins. Water gquality

models have proved tO ba powerful tools in water resources

incorporate the complexity of the

Management ag they cai

relevant processes in the water body inteo a utilitarian form
for management consideration. Through the use of models
both djagnostic and predictive capability is provided,
diagnostjc in the sense of permitting the identification
and jsolation of gpecific cagtEpe OF BRCtAng WEE ARSTSE
Quality and predjctive in permitting evaluation of Eag gl
€ffectg of proposed chan@es {n the water body, its input or

1ts ysgeg.

Approach to a Water Quality Index

index (WQI) was patterned in part (235!

The water qualily
(GNP) and Consumer Price Index (CP1).

Cross National Product

EQOnOmi i ators are q“e;nt‘it.\ti\ll- rather than qualitatjve
¢ Iindicé €
= ’] 1 'JI- Tt‘. = - p 't
*Re i wege GER AR WA 1is requiremen
only numerical data
has £ A C e ot ol jminat iﬂé\_‘_ factors which are
e rconsegu® y

g1



Presently unquantified such as smell and aspects of

aesthetics.

Data had to be rational and comprehensive. However, if

a general pattern of reasonably uniform information was

assumed, it was assumed to be universal in scope. Eor

CLTAE Py, Data was divided into two broad areas as shown in

Fig. 5.2.1 One dealing with what is discharged into water,

and the other with what is in the water environment as well

as certain secondary cffects of water quality.

Industrial and Hunicipal effluent Index: There are

water considered in the

three major use—-categories of

formulation of WQI.
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[ UATER QUALITY INDEX |
i
[MUNICIPALITIES] (_— PETROLEUN REFINING
g INDUSTRY

INDUSTRY AND

MUNICIPAL EFFLUENT COLOR ALKAL!
INDUSTRY

INDEX
|
PULP AND PAPER ; AMBIENT UATER
{TXIJU”::TPY {‘_”,‘)\L ' IY l” ["!tz
] ,
F15H PROCESSING] TURBIDITY ] MERCURY I[N
INDUSTRY ! IN DRIVES FISH
TRACE METALS IN
MUNICIPAL UATER
SUPPLIES
Fig 5.2.1: A Schematic Diagram of UQI

namely (a) drinking (b) fish and aguatic life and (c)

shows the objectives Cop
recreation. Table 5.2.1 s
water constituents in ambient

Concentration of various

waters for each of three ma jor user categories.

Table 5.2.1
Uat u Ccriteria and Ueighting Factore, Mg~' of Uaterid]
ater Use

[ ———— —--'—-_-—‘_._'__ - - .
" Most Weightin
ash & Aeasthetics : P23 o4
Sollgtgnt Potable z;uatic and St#ingent factor
ondition water I Recreation criterion
e —
—— 5 3 0.33
Do 4 6 5L
; - 2 .
Suspended - 4 ’ 00
folid : - G5 2
m : 5 =
thzgaa 0.5 0.015 0.015 66 .7
5 "
Loug - 0.001 1000
Phenpleg  0.001 - 0.2 5
Cvande 0.2 = 0.005 200

ieEreury 0.005 IS ——
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B wantities ot water discharged are much higher
ecause q

: i ' greatest
where industrial activity is the grea ’
in urban areas 2

manner.

] 4 unit load index which shows the relative
1. The normalise

i S0Urces . 1t
l1lution abatement for various sou
levels of po

is defined as follows:

Eul
Inul = —_
Eul -
Where:
"t t source
unit load for & particular s
e
Euia. = averag | |
1 for a particular source defined as
i load
Eut = unit
Es
Eu.l. = )
X4
Uher‘e: | -
roduct manufactured for indus
i : o1 D
= weight |
X, the population served by the
Q1L .
SOU[‘CQSs | | | |
ter systems for municipalities.
ici 1 wa
municipa
~ffluent load from an industrial -
ivalent £
E, = equivVv

. ] s
1 source and is .then defined as,
.-'a
municipP

U-l'r ' e e ee-
- P 4 - | |
o o tors for the {irst constituents
i pac £
Whesr a . = eighting | |
vere: Ue W e digcharged of the ) HEE
wel8
P, = actual |
year

z yel”
conat1tuant 1

S4



2. The fatal load index conveys the idea of the actual

equivalent loads being discharged to the water

environment

I, = =—
E,:
wvhere:
E, - as defined previously
E;¢ = total equivalent load for all of certain locality

for a partjcular source.

lnelusions of nev types of data could bias any water

qQuality index. These could be (i) & new waste constituent

Or one which was not considered important previously (:})

the change of welphting factors Or (iii) the addition of a

source for which previous data was not

New induetrial

1
-~ -

available.

5.2.1 Ambient water quality Index:

ex deals with what is in the water environment

This ind
rather than what 1S discharged into 8w This also deals
With (a) trace metal contamination of waters supply (b)
L ——————— i LR LBt e of turbidity for
dfinking vater gupplies and contact recreation and (c)
The mercury contamipation of figh landed

Commercially-

(48
N



The data was divided into three groups

Cadmium and chromium (Chemicals which should be absent)

(1)

(2) Lithium, Copper and Zinc (chemicals for which definite

water supply objectives are set) and

(3) UWater hardness which can change the toxic effect of the

above chemicals.

The subindices for the five metals and the water
hardneas of municipal water supplies were then combined as

follOU.‘s:
I3p = |Clvend® * C(luos)® ¢ (IndF
M 3
Wwhere:
lrm = trace metal sub index
l¢tws = subindex for toxic metals
I.., = subindeX for lithium, copper and zinc
Iy = gubindex for hardness

Two aspects of water were considered for turbidity
Stitability index namely (1) suitability of water o
jtability for contact reaction.

drinking and (b) su

Since it wad judged that the drinking water and
Contact T suitability subindices would have

in conducting an overall index for

appl‘oximately equal value 1
T-Urhidhv they were given equal weight in the cesnbrination
R 4



of two indices, then

Qual;

(14)% + (l1er)7

IY-urD

2

I, = sub index for water suitability for drinking
1., = sub index for contact recreation.
The index of mercury in fish was given asg

U1.C1 1 Wy "Cy o

—
-
-

.
=
1§
Net

0.5 (W,"+U" *

weights for each particular

Wa' WU,'" = the 1landed
fish

species of
the respective concentrations ot mercury |

. bt |
each particular species in ppn.

three components of the ambient vater

Each of the

whe[‘e -

ty index was given equal weights. Then
,..’ = (l'")’ + (I\url«)r + (I'l.h)r
3
Tawms = ambient index
I = average index for trace metals
tury = Index for turbidity
l¢yy.,, = average index for Mercury in fish.

0
~1



5 . -
2.2 Combined water quality Index:

B
ecause the effluent and ambient water
. | Qualit
indice i ’
s were judged to have an approximatel
cely egqual
welgh )
ent in an overall water quality index, the
5 eguation

ado 1 . %
pted to integrating those subindices was as foll
ows

(Ilt)g + (ImeJz

Iu.tlf
2

5%
3 Index Formulation

A water quality index may be defined as a rati
ating

ence on overall quality of
a

the composite influ

Tefle 3
cting
characteristics.

ny
mber of individual guality

5.
3.1 Formulation of UQIL:

One of the eariiel sttempts in formulating a wvat
er

Qu

sical measurements With parameters

bg
8ed on chemical and phy

Sevage treatment. 96, Phs poligerm denmliiyy specific
°°“°UCtance_ Carbon chloro{orm extract, alkalinity ind
“hloride were selectﬁd: ratiné atales were assigned; and
s parameter was uolghted according to its relative
Menit ivance I overall gtream quality.

qual ity ndex 1

According t© hjm.‘ﬂ”'4
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(&=l )
D1 = x MaiMe
n
£ U
i=1
where:
QI = water quality index
C = rating
W = weight
Ma = temperature Value (1/2 or 1 depending on whether
there is temperature pollution or 8 K

respectivelyj

Mz = (Obvious pollution value (1/2 or 1 depending on
ohether there 18 obvious pollution or not)

The lesser the value, the higher the pollution.

ed 3 steps in formulation of UWQI

Horton [1] consider

They are as follows:

i, Selection ©of quality characteristics on which the

index is to be baged
Z. Establishment of a rating scale for each characteristic

3. Weighting af several characteristics
The quality characteriatlcs..uhich are considered
the development of a UQI are given in Table

Significant in
5.3.1.1.

SUEE tedd rating gealed 1O different characteristics
SUEEeE
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and suggested weighting factors are also given in table

LI g 2

Table 5.3.1.1
Quality characteristics and rating scales for
development of WQI

Sewage Treatment Rating pH Rating Sp.cond Rating
(u moles)

(% pop.gerved)
95-100 100 6-8 108 0~-750 100
70-95 &80 5~6;8-9 80 750-1500 80
70-80 450 1-5;9-10 43 1500-2500 10
50-60 29
>50 0
Rating CCE Rating

Coliforms

DO Rating g
(%*saturation) (MPN/100m1) (1x10%mg /1)
100 0--100 100
>70 100 <1000
50~70 30  1000-5000 80 100-200 50
30-50 60  4000-10,000 60 200-300 60
10-30 30 10,000-20,000 30 300-400 30
<10 0 >20,000 0 >400 0
_._—-—-'__'-—__-_———-< »
i Chloride Rating
RS Rating
e B
£
-100 100
20-100 =
5-20;100-200 €0 100-412 o
; ' 10 175-250 40
0-5;>200 0 250 0
Acid
__-_.f-_-—--—
[‘“*—» ——— WEIGHTING
M - -
4 Alkalinity 1
Sewage Treatmen? 2 Chloride 1
pH 2 Sp.Cond |
Coliforma — =
— ________r_/
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$.3.2 .Delphi Method:

The Delphi method developed by Rand coeporation

(2 has also been used for development ot uoI.

B s . _
orton's approach usges a subjective ratings whereas in

Delphi's method an opinion poll is conducted. Brown et

al. have wused the apprecach to develop a weighted mean index

°f form [2]

HEt

Wol = L U.as
i=1
‘Jhel‘r};
Upl = water quality index, a number between 0 to 100
Qi = quality of i'" pnramctcr. a number between 0 to
100
v, = unit weight o Al Sai parameter, & number between 0
and 1
n
LU, =1, n = number of parameters
i=1

There are many modificatioﬂﬁ of the Delphi method. One
Such modified approach was used to develop a WQI for Indian

PiVers and jos described here in detail.

s were carried out

The following SteF

Relative importance of parameters \vere determined
[€). (Table 5.3.2.1) ©°F which DO and fecal coliforms have
been rated as the most lmp“rtant paramelors. The nmeore
cnp WOTr® developed

Ty
“ting pf wach param
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Table S.3.2:1
gs and weights for six parameters

Relative importance ratin
Mean of relative Temporary Final
Parameters Importance rating weights weights
DO 20 1 Q:25
Fecal Coliform 2.58 0-99 0_25
BOD(5) 3.60 0.71 0.17
pH 4.05 0.63 0.15
Turbidity 6.65 0.38 0.09
Temperature 7. 02 S 002
4.07 1.00

v piguren Bedas b, EHEL B35S

They are shown

5.3.2.¢, 5.3.2.5 & 5.3.2.6J-

5.4 Caleulation and results of yolI:

4 7.1 and figures 5.3.2.1, 5.3.2.2,

Using table 2-2-

3.4 .2 4 £.3.2.4; £ .25 ¥ 5.3.2.6 the UWQI has been
the rivers 1D India. Calculations

Calculated for some OF
°f WQ] of each river @&re shown in table Sudil:

Uater quality¥ index of cach river by different methods
“f  calculations &are ghown in +able 5.4.2. It shows that
ethod ja the besat one.

Chie solway w&ighted o
e value of WQ1 of India

The following is th

10 2 ;-D 1

2 —_— wa = 24.6162
UQI T r— L Ai I"" 23 i:l

A i1
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Application in

different

India: WOI of different

calculations are shown

that the solway weighted method is the best.

WoI1

uQl1z

UQI3

WOI4

Uors

unweighted arithmatic index

1 n
—— Z q‘
n i=1

unweighted Solway index

1 1 n
— (— I qs)F

100 n i=1

unweighted geometric index

n
(nm gzJ)'""
i=1
weighted arithmetic index
n
E qiWs
i=1
weighted selway method
3 1 n
L (—" E Q1W=’
100 n i=1
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Calculation and Results of WQI of Some

Table 5.4.1
Indian Rivers

| Camg = 2 Case - 2
Parameters | wq G QW &y S e
0o 0.25 5.1 1.275 0 -
Fico 0.25 91 22.75 “ :
BOD 0.17 90 BE 43 9 o
R 0.15 40 12 P o
Turb 0.09 68 6.12 a8 i
Temp 0.09 57 .13 0 g
La, v, 62.575 Lo 02

: 3.617
1(’;(‘.;,,. )P 39.1.‘)6 61
100
pa

Table 5.4.1 (Continue)
[ _—‘——‘_’—(—_‘suc a Cane = &
"‘lrémﬂtera g4 Qs Wy Qi Qi Vs
bo 3.9 0.975

4.2 1.05 :
PO u |‘| 0.00 O n 0.0
hatb o). 0 16.3 20 15 3
‘“D 67.0 10.0 67 10.0
Turp 66 .0 H.94 :n ;-:ﬁ
Temp 0.0 3.6
"9 15. 089 i i
Ny
1L 12.88 12.8271
100
_/“—'—_
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Table 5.4.1 (Continue)

Case - 5 Case ~ ¢
Parameters Qs g Wy S GV,
DO 3.8 B..:95 25 0.625
Fico 48 12.0 29 24.75
| BOD 90 15.3 90 15.3
| bH 75 11.25 80 12
Turb 31 2.79 22 1.98
Temp 40 3. 6 20 1.8
EAPEEN 18.95 64.55
[1(rq, v, 32 21.05 31.871
[ —— |
[100 }
S
Table 5.4.1 (Continue)
F‘*“"L_ Case =~ 7 Case - 8
Parameters 4 qiWs 1 qy Wy
[ —
Do i s 1:025 f-5 0.375
Fleo 25 23.70 L |
Bop 78 1326 65 11.05
pH 86 12.9 &0 12
T 12 1.08 60 B 4
b 1.8 65 5.85
Temp 20 ! v
34.67%
2q su, 53.816
0 12 202
1eoq,iw, )e 28.961
100
\_
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Table 5.4.1 (Continue)

Case - 9 Case - 10
Paf‘ameters Qi QW q4 qi W,
DO 1.5 0.375 3.5 0.875
Fico - = 100 25 ]
BOD 78 13.26 g0 15,3
pH 75 11; 25 80 12
Turtb 5% 4,95 65 5.8%
Temp 68 £.12 5.0 (S
Xqiw‘ 35.955 63.52¢
1(Lq,w, )* 1:2: 92 40. 35
e —— e,
100
e )
Table 5.4.1 {(Continue)
Case - 11 Case - 12
Pal‘amet&f‘a q‘ q!. Wy CI1 q‘ \J;
‘Do 2.5 0.625 14 0.350
Fj 100 25 96 24.0
'BOEo 90 15.3 90 15.3
pH 80 12 100 5,22
Tuci 25 225 58 3.33
Temp 50 4.5 37
63,200
Eq‘u‘ 50.675
_611 39.9%940
1(2q$w‘) 35.46
\¥~-
oy
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e 5.4.1 (Continue)

Tabl
Case - 13 Case - 14
Parameters q Qs Wa Qs PR
halo) 1.7 0.425 i 0.475
Filco 75 16.75 89 22 25
BOD 90 153 90 15.3
PH 97 14.55 97 14.56
Turnh 87 7.83 72 6.48
Temp 32 2.88 32 2 LY
Lq,w, 59.735 61.935
1(fqw,)® 35.682 38,359
*ﬁh
10p
l-—’%-—
Table 5.4.1 (Contlnue)
Case - 15 Case - 146
-
Pérametere G QW 2 Q¥ ]
e
' 5 3. 0.’0’
D 0.350 5
P? ;" 22.25 a8 12.0
Boco 8 15.3 35 5.95
pHD o’y 13.8 24 14.1
1 4 5,31 17 1.58
urh 59 1.6 20 1.8
emp 40
35.930
thU. 60.610
12.900
. 735
1(Lq,u, yo 16
\
100
- —
\ /




e

- '
| 144

Table £.4.1 (Continue)
F Case - 17 Case - 18
Pa :
rameters qs QW G Gy Wy
DO 3.8 0.95
- . 2 3 8 0:=9
Fico 48 12.0 o 0 20
BOD 90 15.3 90 153
pH 86 12 .9 75 11.725
Turb 12 1.08 59 5 31
Tenp 3% 2.88 10 3:6
Eqew, 4%.310 36.410
1(5g:w,; )*® 20.349 13.250
100
Table 5.4.1 (Continue)
Cage = 19 Case -~ 20 1
Parameters G Qi Wit s Gawy |
— i)
376 T8 D.450 1.6 0.40
Fico = 3 82 28.5
BOD 79 12.07 20 15 .3
pH 5 11.25 80 %6
Turb &9 4.41 56 5.04
Temp 40 3.6 50 4.5
ye— 31.780 57.740
1(fq;sw,; )? i0.0%0 13334
100
. = =



Table 5.4.1 (Continue)}

i et

Case -21 Cage -22 Case -23
Parameters e GiWi a: QW e oy
D0 5.6 1.4 1.9 0.475 1.8 0.45%
Fico 6] 0 82.0 20 5 82 20 5
BOD g9 15.13 90.0 15.3 o T
1Turb 45 4.05 59.0 S . 31 41 3..96
iTemp 50 4 5 68 5.12 g s
Eqsw, 25.200 59 705 —
1(fq v, )? 6.3504 35.6468 s
100
L- — — ———
Table 5.4.2
Uater quality index of Indian rivers by different
methods of calculation

Case uQr 1 uQ1l uQl 4 Uol 4 001 5

! 55.18 42 .48 48.46 62.575 39.156

; 25.667 6.584 0 19.02 3.617

2 44.03 19.829 0 35.89 12.88

4 14.23 19.56 0 35.815 12.8271
s 17.9¢ 28.00 33.9332  45.89 2105

e 52,25 27.80 50.366 54.455 31.871

! 29.18 2418 29.25 53.816 28.961

8 45.25 20.47 17.668 38.670 120.2

? 56.25 21.39 17.893 35.955 12.92

. 64.75 41,72 14.896 63.525  40.35

e 5781 33.53 36.1990 59.675  35.611

pr- 62.93 40. 61 37.071 63.20 30 04

o 63.78 (0. 67 38.18 59.835 35,682
14 68 .65 40.51 38,779 61.935 38,359

o 61.93 33,10 36.60 60.61 e o
ke 36.00 12.96 21.801 35.93 15 4n
17 45 .30 26.52 28.55 45.11 20.349
18 44.63 19,91 0 36.41 185 %5
re 1o 466 1557 16.30 31.78 g
20 59.93  35.91 37.188  97.74 33.33
o 45.10 20. 34 0 25.2 3. 35
£2 63.48 40.2° 40.63 59705 35,64
59.13 14, 94 37.235 W7 .24 g2 . 878
15




Table 5.4.3 _
Desired and Existing UWUater Quality Levels

kiver Eesired ad i Existing Water Critical parameters
Gual ity level quality level

i i A Below C Coliforms,BOD
ase | .

gzse 2 g ta. B 16 Coliforms
2 se 3 Below C Coliforms

ase 4 C Bl g € Coliforms,BOD
Case 5 A c Coliforms,BOD
Case ¢ A - Coliforms,BOD
Cage 7 A Beiou C BOD,Coliformns
Case g C c Coliforms, BODL
Cage o 23
4 C

Case 10 ( C

Case 1] . . Coliforms
Cage 12 I c Coliforms, pH
Cage 13 B c Coliforms,BOD, Dy
Case 14 B c Coliforms,BOD
EZse 15 B Below C Colif?rms
Lose 14¢ c pelow € .

~agse 17 C ) BOD,Coliforms
Case 18 & talow C :
Case 19 € ; c
Cage 20 C c Bon

age 21 C C

ase 22 c C

dge 23 E S ———T

- —

\-—..____ e

16



Detail of the Cases discussed pPreviously

Dharoidam, Gujarat

Case 3 Sabarmati,
Case 2 Sabarmati,Ahmedabad, Gujarat
Case 3 Mahi, Sevali, Gujarat

Case 4 Mahi, Vassd, Gujarat

Cann ¢ Narmada, Garudeshwar, Gujarat
Case ¢ Tapi, NepaNagar, MP

Cage 7 Tapi, Burhanpur, MP

Cage 4 Godavari, Ashti, Maharastra
Cage o Godavari, Dhalegaon, Maharastra
Case 1p Godavari, Mancherial, A.P.

Case 11 Godavari, Polavaram, A.P.

Case 132 Periyar, Alwaye, Kerala

Case 13 Perivar, Kalady, Kerala

Case 14 Charliyar, Koolimadu, Kerala
Case 15 Charliyar, Kallapally Kerala
Case 1é Subarnarekha, Ranchi, Bihar
Case 17 Subarnarskha, Jamshedpur, Bihar
Case 1¢ Krishna, Vijayavada, A.P.

Case 14 Bhima, Takali, Maharashtra

Lage 20 Tungabhadra, Uilanury, Karnataka
Case 21 Penner, Nellore, A.P.

Case 27 Cauveri, KRS Dam, Karnataka

Cne ) » ralam, Kartnataka
A8 a 23 Cauveri, ,c,/_-lth.',‘r:lj'if



Classification

Beneficial Uses

1; . : .
Drinking water and domestic A
gupplies without treatment,
but with disinfection
24 : : . ;
River bathing, swimming and n
water contact sports
3 1
. Source of raw-water tor i
municipal supplies
consumed only afrer
conventional water treatment
y Propagation of wild jifte, D
animal hugbandry and
fisheries
5
) Agriculture, industrial L
cooling and washing, hydro
power generation and
controlled waste dlSpOHEl
The primary water quality ob jectiven for each of the
een defined In the Central

above have b
of

WVat
ter uyse liated
oning and Classificatioyu

nscheme for Z
Sweaeet

Bo
ard Puyblication
1 Uaters (Parn One:

jeg and Costa

Iy
Wdian Rivers, Estuar
rjteria are given in Table 5.4 .4,

Ua
ter)™. These quality €



primary W

Table 5.4.4

ater Quality Criteria

Criterita

—
——— -

119

Designated Best Use Claasm Of
Uatet
Drinking water SOUurce A 1_Total Collforms organisma
without Conventional MPN/100m] shall be 50 or
treatment bur aftef less.
diginfection 2 pH between 65 and 8.5
3.Dissolved Oxygen bmg/l or
more
4. Biochemical Oxygen Demand 9
days 20°C 2mg /1l or less
Outdoor bathing i3 1.Total Coliforms organisms
(organised) MPN/1001m1 shall be 500 o1
less.
2.pH between 6.5 and 8.5
3.pissolved Oxygen Smg/l  on
more
4 .Biochenircal Oxygen Demand 5
days 20°C 3mg /1 or lessg
Drinking Water source C orendl CPletEns @ ShgEn. S
Vith conventional TPN/IOUml shall be 5000 or
t ; TR ass.
dig?E?ESEiZSIIOVQd v 2 .pH between 6 and 9
) 3 Dissolved Oxyveen admg/l or
ot e
4 Biochemical Oxygen Demand £
days 20eC 3mg/l or less
P s i o 0 | .pH between 6.5 and 3.5
more
3.Freées Ammonia tas N) 1.2 mg/
or less
§ gz ) strial E i pH petween 6.0 and 5.8%
agte Disposal 3, Sodium Absorption Ratio Max
4 .Boron, Hax 2/l

1

20
‘



5.5 Result And Discussion:

24.61¢62 on a scale of 100.

The WQI of Indian rivers =

is suitable for drinking but only

This shows that water

after conventiconal water treatment. This coincides with the

regylts obtained by the central board for the prevention and
in table 5.4.4.

control of water pollution &as presented

of this chapter 1is published as per given

Remark: The work ;
inn the reference [5:] «

-ed
[
&
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CHAPTER = 6

AGGESSMENT OF UATER QUALITLY OF SOME INDIAN RIVERS
BASE ON FACTOR ANALYSIS

6.1 Introduction

Developing countries are undergoing a transition period

from a largely agrarian economy to intensive industrial

cel ';.i:_

activity, People and establishments congregate at

areas and theit activitiea produce external effects, whether
beneticial or adverse on the environment that support theaem
Ofie. 6f CTRE oot vital components of the phygical euviconment
is wvater Because of & growing global awareneegs in the
nalutenanee of a8 »Clean World”, public and private aguencies
have come to reallzo the importance o! surface wvaler to a
nationas economy. Knowledge of water quality thus plays a

slgnificant role in the development Of WATHRT quality control

and mansgement £ traLog: 2.

An  index igs a number, usually dimensionless, which
eXpresses the relative magnitude of some complex phenomenon
of cond {tion A Uater Quality Index ig also
cor transgfer of Malser qualityr, It

(3]
Communjication tool

provides an instrunent of tool that appropriately
Congolidates and pregents &% a single number, the values of
Multiple papameters splected O enter into the index
formulation. The cemposite prelsenes o1 siguiticapt

44



physical, chemical and biolecgical parameters is reflected |
n

the index.

Some possible uses of Water Quality Index are for
Fesource allocation, location ranking, standarde
analysis, public information afial

ENforcnme nt., trend

dclentitic research. Horton [4] first proposed the
concept ot indices 10 ruprogent gradation in water qguality.
Wy Tuparusnce B sl ab evaluation tool was ultimately
realixed, and #everal authors have developed thoir own

Fating schemes [2,3,5,7]-

wtudy involved in thla chapter isn to

The objective of
in Indian rivers based on

find out the extent of pollution
quality paramoters. The analysis 1@

vater

the analysis of
analysis the brief

help ot factor

Carrjedout with the
deseription is given a8 follows:

6.2 Mathodolozy Used-Factor Analysis:
The method proposed +o molve the water quality index is

apalysis

the explanatio

[el. Factor analysis wvas f{irst

bag
ed on factor
n of psycheological data

- .

riginated to aid 1T

but has been widely applied to other fields. ita best
! cee

_ . : ~ ztion of d

fa 2 paimonius reduc data (6].
ature lles 1D the Pab=

Faq s express 2 large nnmber of
Tor analy=is geehs %

waller, mor e Hansgeobhle nunbol Of
torn ! I

Wiaph] es 2 n



factory based o linear relationships between the original
Variables, These derived components Or factors may by

Fegardeq as underlying influences of dimensions that, o
Urther measurement can be substituted for the more numeproyg

variables [47.

Faege nalysin provides a mathematical model Vhich can
R ¢ il ya :
be Used ¢ jeacribe certain areas of nature. A Serineg ¢
t”“‘ oy r Oother measures are inturcorrelatod to
- on [

determine the number of dimensions Lhe test Space

4nd to

OCCU}')i ey,

identify theame dimensions in terms of traits or Other
unty -4

RONQra1 t The interpretations are done by Ubﬂ“PVJUQ
Conceapta.

i i imension and l:;{etr”‘ﬁ whiat
whlch tests fall on a given di
is ab from tests ¢
at is absent S 16
these tests have in common th
: ‘relate to the “Xtent that
fﬁl]' i on, Tests corr
ing on the dimens| .
5 and anal Zin
thay rn traits. By observing Yeing the
Measure common
s .y of _— .
Pare elations, the operation UBE OV mysa
*t'n  of intercorr
Tommon varj L
1B r other sources ot co ance g
leying traits o
2 the basic SOources of
1ishing
It js thus by establish

. ! . d er‘lnizli .

basiec categorjeg that e
nat

t.'
i erms O
“re of each measure in 1

ions the tests (op other
Cap k types of variatio®
Dow what NS

‘ rjonsh j.f)s of these
~rejlatl 1
internre
e 1n

Va | s . th
r y ng o y
J&bJeS) are measuring, b woddET B T
' £ be donp i€
,I.‘o;.' Ur - i what needs R
=S, arid



not entirely i
satisfactor
v {or ou
r

the
hem when they are
Purposges,

It has be i
en pointed out that &
proper crder
fOF

Cesearc 3
h pregrams might be, first to use a set ¢
o priori

mf:&dux\““ o
in a fleld of invesgtigation and factor Aatrel
= wslyze them

 ~df =}

or other sources of variea
nce

to :
determine the basic traits

study these factors, one at a time, b
r BY

Operating: second, 10
the techniques of siialysis of variance to determine how they
are affected bY different experimental conditions or how
they Vary siong groups that differ with respaect to age, seXx

)
packground variables; and

pther portxnent
entally 1n

controlled conditions

“ducatic
i1on, or
the laboratory {or

la
stly, to study thew expei L

%pecifie groups under carefully
Uhile thig order need not be jnvariable it does help to
Point up the prop®s function of each type of approach. in
s the "individual dif!eronnva" represented by

facf
tor analysi
glVeh to o ﬁj"exc

a
I&YBG numb e of peapures, that auve
At one time under & atandard set ol

bo
pulation, wusually
sible common sources ot

@ studied 10 detect pOB

‘-0[
id tiOﬂB, ar
Val‘iﬂn'.': = Single

[ analysis ol

vorlnncﬂ.
of occagions and

Variation or
Measure s administcred nver & geries
r:Onditions to dotermine the aignxxncuueu ot aroup
rjftfer‘—‘ﬂCea, ,nr“v..‘!nul drfrel pnCes by this latter
o timate . R

A
23 ]
i u..“‘.“ arn O t
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against which te evaluate the group differences.

It is quite understandable that some psychologists have
used the results of factor analysis 1i1n the area of
Congnitive tests &= support or disprocf of theories of
intelligence. The results of factor analysis can serve only
a8 ifidipedt evidence for GHis PUEPESS: however, since factor
analysis attempts toO account statistically for differences

individuals rather than for the mental

in trajts among
within any one individual The fact that the

be accounted for by weighted sums

Organization

observed differences cCafl

ference variables oblained from a

0f measures of the re
factor analysis should not he construed to mean that any one

taividnalls benavlor % & resultant of the additive
Combination of these hypurhctical traite. They merely serve
ke account mathematically for observed or Fddicted
individual differences:- Moreover, as methods of measurement

and prediction become more refined and exact, factorial
Methodg based on multiplicative oOF more complicated
telationships fof combining variances undoubtedly will be

relationships wmay be —_—

deVEloped_ tUhile mnonlineas
they have yet to prove their uwsefulneas

SPpealing logically.

3t our pregsent Sta&Ff of knowledge.

: s the results of tactor analyesin,
The interpretations of
is ¢ ¢ all scientitdt igpespretations, ave LOgTATI
s CPge ™ all ik p

—
™
(BF;



Just as the theory of relatiwity has replaced Newtonlan

interpretation of observed facts, so may

Physics as an
present theories based on factorial results be superseded by

if they more adequately account for

Other {[nterpretations,

eternal verities; they merely

the data. Factors are not

Serve to represent the tundamental underlying sources of
set of scores or other data

Variation operating in a given

Gbyervad under a specifien «at of conditiond.

Factor analysis has many 1imitations and those who
jderable skill in experimental

apply it should have cons
design and the-ocizing 1t° obtain meaningful results.
and insight the considerable etfort

Hithout gach SKid

Involved will be wasted.

6.3 Dpata Analysis:

Dat was obtajined ¢{rom CPCB, New Delhi as given in
a :
located on twenty

g stations

17 sanmplin
. (ollﬁwlng distribution was

table 4.3.1 for

d“ferent rivers 4N India. Th
variables (1) Parameters commonly

0!

b ,
8sed for gelection
general use of

.o
‘feluded in water quality indices
: 71 as v :
Ry (11) cvailobili®y of data a% wide s range of
1) by allowing
d s and (14 \
Sam})ling perlr.'d ne ;:C:lblble,
water quality indicators

o

mpreSSiOn (oh

’ \ A8 | sl ysLe

al aethod of 1h f
b b4 uzing ¢ o D3 QEVHE
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the correlation matrix from the data matrix has been

Ysing this correlation matrix, we find the

o¢btained [6].

factor 1loadings for the first factor. Similarly other

factor loadings are calculated. The factors along with
their factor loadings, communality, eigen values and

are listed in the table 6.3.2. The

cunmulatijive variance

factor analysis with varimax rotation

results of principal

et the objective and were employed for index Dbuilding

Rotated factors in principal factor analysis always

have 100% cumulative variance. The last column of table
the cumulative variance explained by

6-3».4 (,“Iy dt~;fj(:L13

s if higher factors are ignored.

] Sex of factor

Factors with eigen valueg higher than 1.00 wvere
Eigen values repregsent the sum of

Considered significant.
adings across all variables on

the gequences of the faclorl le
enptries

in the Table 6.3.2 denote

that factor. Columnn
meagured of how much each

which are

factor loadings,
the explanation Of the

extracted

Varjiable contributes to

IQCtOPS_ Variables that 1cad heavily on & £ At

are A repregen!atch of that factor. Thare 1,

however, no strict eriteria on what constitutes & nhigh
the factor loading

order 1O interpret

1 X
Pading. In

I i T cubijectivity must be used. The
Strix some degt et of j

; B sortion of &S varianle' s
“Ommunality is & measure { th i
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I'La S . ]é}])lpg

<l nee X t() ar

[otai Vva 81 |] butah'(: OthF‘r v = j B2 (=
18 tl] b3 : 4

Th a
€ greater the communality, the great
| < er the
interrelationships within the set of variabl
avles. In
factor loadings higher

variables having

this analysis

th .
an or ecgual to 0.500 are considered significant
ek C .

Factor joadings of factor scores are plotted agal
ainst
the factors for the cixteen variables in Figures 6¢.3.1(a)
6. 3. Y08). These figures indicate, how much each Vapiabl;
er  patameter loadse on every factor. Suppose, if the
tactor loading ls & kigh value for a particular tactor, it

variable loads heavily on that factor and
/3

impljes that the
“o is that variable, most tepresentative 9f thas lasles.
And accordingly if the factoer loading is a low value, it
shows that the variable 1S 1ess representative ¢f that

is shown te give a

representation

{

actor, The graphlcai

variable varies in locading on
b4

idea of how &

the next factor.

m ~
Oore clearer

f
rom one factor to
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Table 6.3.1
CHEMICAL AND BIOLOGICAL PAR&METERS

PHYSICAL, -
OF IMPORTANT RIVERS IN INDIA
\ . .
RlV(‘f‘ L t.on J_ empe- Conduc- Tuf‘bl— Alkall
Stafe' Geats ’ rature tivity dity nity
(°C) pH (pmhos/ (JTU) (mg/2t)
cm)
= - 2 5 -
—— e
. Bhima, 27 9 7.8 696 S4.7 142.2
Takali, Maharashtra i )
4. Br: 2 59 75
paﬁgf?ﬁiﬁii' 24.3 7.4 120 2 !
3. Cauvery, o, 7.9 188.5 17 78
KRS Dam,Karnataka 26 .
3 Cauvery, 54 8.0 250: & 42.7 FOR 7
Satyagalam,Bridg¢ =
Karnataka
V. G6ddvard, -y 9 7 293.7 35.9  120.8
Agthi{ Maharashtra )
6, Godavari, 24,9 7.9 500.6 58 9 1:63 4
Dhalegaon,Maharashtrea i
. Godavari, 28.3 8.0 538.¢9 2% .2 187.3
Mancherial,A.P. e
% Sodavars, s0.0 7.9 218.6  105.9  100.1
Polavaram,A.P. o
7. Krishna, 29.2 8.2 4525 2.3 130.2
Vijayawada,A.P. ’
0. Pennas, o8 Bl 862.1 12.7  189.4
Neliore,A.P. ’
1 e
b Fonpabivaden., 7.5 8.0 4707 31,2  129.7
Ullanuru,Karnataka ’
12 220.4 20 .7 72. 8
. Per‘iyar’ 30.7 6‘5 ]ZL.U-i 28

Alwaye,Kerala
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Table 6.3.1

(Continue)

] 2 3 4 5
13 Pagi
- riyar,
¥alady, K Kerala 30.8 i1 129.4 0.8 23 4
14 ;
- Chaliyar, " 135.5 L9 B S
Koolimadu,Kerala 30.0 . 22 . s
e
-5 Chaliyar
2 244.8 24 68.3
Kollapalli, Kerala 30.4 !
¢, s .
Sabarmati, 5 u K 313.4 17.2 142
Dharo jdam,Gu jarat 26 -
17
- Sabarmati, 543 .8 1677 .8 3. 2 460.2
Ahmedabad,Gu jaratl 29 -
13 .
- Mahi, 27 3 .2 2818 25.7 127 -8
Sevalia,Gujarat el
1
?. Mahi, .k 3 FAT L 22.9  192.9
Vasad,Gujarat e
2
0. Napmada’ 26 0 5 271.8 14¢.7 166.1
Gurudeshwar,Gujarar ‘
¢l. Tapi, - B 513.1  130.9  200.8
Nepanagar ,M.P- :
2 : -
2. Tapi’ 5%, 7 .0 499 .4 275..4 240.1
Burhapnur,M.P.
2 , g .
3. Sutles & 8 1980 56 75
Jis , 22.
Amrjitsar,Punjab
2 ;
q. BEas, 22.0 3 7190 57 86
Goindwal, Punjab
25 302.8 590.6 Qa
* Mahanadi, 5% /b -7
Sambalpur,0rissé
26, o . 2 296.2  239.3 722
Subarnarsakha, 26.3
Ranchi,Blhat L
250 59
ey o B 25

Subarnarekha,

Jamghegpur, B4



28. Husi,
HYderabad,A,y,

29
- Ganges
Kanﬂaua,U,P 20.9 7 <k 300 1.23 167
30
- Ganges
Allahabad,U-T- 26 g.3 370 13¢ 166
31
. Yamuna
- 5 ; 480 44 107
All&habad‘u.p' 1,5,9 8.3 1 192
32
- Ya,'l“ul‘a
X 6 020 156 71
\“"'iar—.n'a-l ' Hal‘yaua 19”8/_'3,/
___4-4—’—'—'./
2 atind )
w Table -9’1 co - = R
4 0 c.0 D Nitre
i 3 - i ppes
iver Locati Coli~ B.Y- 3
< .-Ocatxon. . 1€, (mg/lt) (mg/it) a1l
State ¢ orms (ma/ B
-~ B

?hima,
akali,ﬂaharashtra
0.8 5.6 .02

Brahn
raputrés 96
% w3 13.9 .001%

Cau\,ery .
.00l

KRS Dam,Karnataka
N 18 16.6 0

. g&uvory g
atyagalanm pride®’
47 -9 Bi: 250

Karnataka
' 0

i
LO8]
-

~3

o>

Godavari,
Asthi,ﬂaharashtfa



Table " R PR | (Continue)
(4 7 8 v 10
e il
G GOdavari’ o
Dhal egaon,Maharashtra 1425 & 5 4.7 32 .1 0.240
7. Godavari
Mancherial ,A-E. 34 8.1 2.4 21.9 0. 520
€. Godavari, 1.6 23.6 0 58
Polavaram,h.P. 31.0 7.3 . . 0.580
the S S 55 8.2 %2 23.6 0.78
ijﬂyauada,A.P. 3o
1D, pe )
: HNAar, 3.2 304 0.6
Nellore,A.P. 106.0 8.7
1
1. Tungabhadra, 06 7.1 i.2 27.8 0.01
Ul lanuru, Karnataka 10
12. Periyar, $12 5.8 1.4 36.4 §.23
Aluaye,Ketala i
13 g
- Periyar, 1058 ;.6 1.2 26.8 0.8¢9
Kalady,Kerala
| 5 . s
. c}laliyar" 2()?5 7.2 1-2 2'5-5 U,bq
KOOlimadu,Kerala
15, ¢ .
KOllapalli,Kerala
l¢ 4 6.9 0.4
- Sabarmati, 67203 9.6 2.2
Dharojdam,Gujarat
17 o 5.3 193.6 a8
Sabarmati, 17E6 1.0 73
Ahmedabsad,Gujarad’
13, . 2.0 6.9 1. B
E;Iahl, 26126 8-9
uevalia,Guj&rat
ly b 7.6 1.06
+ Mah i oK 8.1
Vool 1582
asad,Gujarat
<0 9 A £ < U.5%
) 8.0 T

Narmada, . 41}

L

GUFUdeshwar,Guja‘

tn



Table 6«3« (Continued)

21,

2.

43,

24,

26,

27,

28,

29

30

31

Tapi,
Nepanagar,ﬁ.ﬁ.

Tapi,
Burhanpur,!1.P.

Sutle],
Amrirsar.PUﬂjab

Beas,
Goindwal , Punjab

Mahanadi ,
Sambalpur,Orlsda
Subarnarekha,
Ranchi,Bihar

Subarnarekha,
Jamshoedpur,Bihar

Musi,
Hyderabad, a. P -

Ganges,
Kannauj,U.F

Ganges,
Allahabad,U.F-

Yanuna,
Allahabad,U.P-

Yanuna,
Kainal , Haryans

e— s g e

6 7 & v 10
1156 T3 2.4 16.8 0.47
1578 7.2 4.3 32 .6 0.49
2944 7.8 2.5 3.4 2.4
3497 7.7 3 3 3.% 2.732
0659 8.2 2.3 26 0.28
1SE3 4.7 7.2 &3 9 205
5312 7.2 -5 7.6 1.89

594 7,1 1 .6 124 217
32 :
T 8.9 g.08
12990 7.2
3 . i 16.6 1.749
9719 8.
1.3 1.656 11
8492 8.2
3.5 15.1 g.325
1800 5 b e e
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Kalady, Kerala

Table 6.3.1 (Continus)

137

Eiver.Lucat;oul chlo= Sul- Sodiuma at- Magne T
MR rides phates (mg/it) ciasm sium ness
= (mg/lt) (mg/lt) (mg/lE) (mg/lt)ymu/it
11 12 | 3 14 15
— - . ) i)
l. Bhima,
Z. Br
ahmaputra .
Pandu ;\)Bs;m’ A 120 z i5 20 &b
’. Cau
VR - 9.7 13.1 46. 3 50
KRS Dam,Karnataka 15.2 30.1 . 6u.14
- Slavery ,  z9.5  13.6 14.8 £2.9 8.2
atyagalam Brid&e, 17
Karnataka
c
© Godavari, 2 16.3 15.3 36.4 100.1 131, 1
Asthi,Maharashtra 41.
6 -
- Godavari, 79 2 69.7 20.7 38.2 113.6 71,8
Dhalegaon,ﬂaharasnfr -
./ .
- Godavari 76 66.4 2.4  148.5
Mas ari, 37 44.2
ticherial,A.P-
% Godavasi & .5 11.9 59.3  44.9 29 .1 7q.9
Polavaram,A.P. b
v, Krishna, 45.3 . T 17.6 49 .6 44.t 101,14
Vi jayawada,A-FP- ’
lo, Fa _ 135 .2 892.9 76.5 155, 4
N anar, (13.56 74 2
ellore,A.P.
!l 7 40.1 71.4 104.3
. 40-/ o
Tungabhadra, o 3%
llanuru,KarnataKa
02.3 109 .9
2, 5., 8 %7 108.1 1
erlyar' 866.3 7 .
Alvaye,Kerala
l 21 2 42.3 64
3' P = 9 2 686 *
er_l.y'at\’ 1147.9 '



Table 6.3.1 (Continuz)

11 12 12 L4
e B =
Kool imadu,Kerala 39.7 4.2 16 18.6
15. Chaliyar, ; 0
Kollapalli,xera1a 307 25.9 135, 69.8
16 Sdb >
: armatl, )
Dhar‘ojdam'Gujacat 39.6 13.4 32 Th .7
17 B .
- Sabarmati,
Ah]nedabad’cujar-at 300.9 113-3 354- 121.6
18, Mahi
=. Mahi
" 34 51.2
Sevalia,Gujaratl 28.4 7:9
1% ;
' Ramla 47.7 10.7 53. 60 .2
Jasad,Gujarat s
21
I, Narmada, . 27 3 12.6 35 &9 .4
Gurudeshwar ,Gujara® .
e THRL, 21,8 17.6 30. 74.6
Nepanagar,M-F- b
“2. Tapi 37.4 39.5 110
: 48.5
Burhanpur,M-P-
2 ;
v Butle g, 53 26 3. 30.0
Amz‘itsar,?unjab
~I 7 ¢1.
“. Beas, 39 49 2. “
Goindwal, Punjab
25 29 50
- Mahanadi, 49 4
uambalpur,Orissa
26 11. 51.4
. Subar\narekha, 17'3 19.8
Ranchl ,Bihar
27 16 47.8
Jamshedpur'Blhaf
28 ;3 10 62
32

Musi,
Hyderabad,B-F-
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114.14
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20.1

95.6
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16
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128 .
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Table 6.3.1 (Continue)

\_—%
11 12 13 i4 15
Z\\H 4 16
9 E;anges’
“Annanj. u.p 8 16 2 88 61 151
3
[ G““ﬁ'-n,
/-llar.,:.badvu,p_ 60 13 6 92 70 153
31 o
k ’!9.'3”4,‘ ',
) |u]...|-._,j.val. 18 12 7 28 88 174
&aml.!na 12 55 38 96
7 2>
~_ Haryana 61 14 q



Table

6.3.2
DING MATRIX FROM FACTOR ANALYSIS

i

ROTATED FACTOR LOA

Srations

Commu-~
Parameters pnality
‘ 1 2 hi?
f— '__,,’___’/’ RN
| t-Temperature 0.392 T, 226 D-26% 0.0906 0.103 0.291
; 7. pH _g. 456 0. x1¢ 0. 338 0.088 p.az? p.028
| 3.ConduetlErny 0.489 g.109 174 0.313 0.139 0.422
, ) "
l q-'r‘-}!"l'ﬂidity —0.199 (.'!,‘U 0 130 0 2)2 0.?97 0 ._44
Y. Alkalinity O L o.z01  0.134 0.324 0.777
el tni s
" 6.Coli{orns 0.366 0.370 5. 1.99 0.223 0.115 0.373
. 17 .586
i.0 B o.31 [),186 0.142 0.177 e
| Q. 0.627
5. B 0.D 0 687 0. 830 _0-146 0,352 0.111 1.322
! -
| S, ¢.0.D 0,673 0. 665 O i3y 0302 g.264  1.103
'10,throgen g.474 _p. 2 0.302 g.196 0.207 0.451
|11'Ch10ride 0.785 _g. 107 n.47% 0.262 ¢.308 1.027
. . 090 p.258 0.415
12.5uiphates 0.535 0.108 ° g0 ©
g70 O 126 n.919
13 0“2|. 0,081 0
-Sodium a, Gph: SHEENE
s 6 0.198 627
. Caleiun n.656 p.0ve 0.294 4.2 * 0
- 1 -
. 255 g 193 0.334 6.692
“}‘”agnegium 0'7]_4 |n_,'_.-] 0
, 286 g.248 0.283 0.907
iflA:iafL‘l‘,‘r.u 0.782 -G.;bi D-
KT‘-_.__f"“ " 70 O g04 0-754 =
:x“”“\’&iur 6.047 2'004 ’
':t‘,'_“1 . ) (1 | 6-4 ;I
ln‘_[’ l_v' Ll 02 ‘:." 0 .
- el 95‘9 .IUD

(-:'n‘-m.-.
") % 29 .5
L- Varjance ’ji;f-—?;"’?’g"d - =

————



Table 6.3.3
Eigenvalues and cumulative percentage of
variance of the five factors

Factors Eigenvalues Cumulative % ot
variandce
1 6.047 51.02
2 2.004 78 .4
3 0.970 89.5
4 0,804 95 %
L & 0.754 100.0

Water Quality Index Development:

ance the loadings or weights for

In factor analysi1s,
each

Y : ind in which
o ) n index

h variabple are known, sampling
. i its invelvement 1in
l\rOPc’lrtlonatcly »e

'Ja_.
flable g weighted
tha B ay be constructed. The greater the
L erns mé
anOIVemenT the higher the weight An index 1.E1),

or may be expressed as

':Q] )
Culated from the first fact

n E VI ¥ (6..'1_1)
Ly = by e —
j:l .
."*"?F“
. 2 l {0\‘:'10: .
N = gigenvalue {orr the tjrs | )
N R s an
variable a
¥ a tandardized value of knownh
| = S fy % o N | ‘
i . firet factor
oy the
2 10ading ©of variable J
33 = factor i
{ lation 1s
% aoing formu
4n jculated from the foreé& |
index ca 7 -
a5 Jiarge
U .qete 4
4 3 tOf extra
4 : if t rat fac -
only if the f1 s
Norne O
. riables.
ot i among Ve
e vasriano
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ts € o gn I 2 - § 3 . xS
8CTore had a cumulative variance, exceeding 0.70 and this
e the construction of & single index. Thus separate

having eigenvalues

indices were calculated for factors
8Teater than 1.00. The general form is
i ay Y |
h . (6.4.2)
ERI 9
ullet‘e’

cleenvalue of the ith tactor;
standardized value of the variable j and
variable J on factor i

4,, = {actor loading ot

~ahle 6.3.4
A fndex BE 32 SEAEIOHS

Calcuvlation of Water Quality
' (Lay¥s /AD Area WQI.1
as a (5)

Rating

et e

T e b i

e River,Station,State La;. ¥,

\—_ . -/’__’_’_’_,——<
Tl 28 9

B Todma 45727 0.7198
Takali,Maharashtra q.222
2 -
. grahmaputra, 5 B 0.3408 34.08 24
audu, Avsamn £ =
4 - )
* Cauvery, 2959 g.2142 21.42 31
KRS de,Karnataka 1.£4727
31 .99 2%
. Cauvery, L 9345 0.31%9 z
Satyagalam Pridge, .
Karnataka
75.81 &
5. Godavari, 4 S84 G.7581
Agthi Mabareshtra .
5.98 12
6 & (‘ o ?H 6-3 )
IOodavarl , » , 3. 9901 g.65
Dh&l G aQls, Mr':!'laf'd.-)h'tz, é
) ) {] 1 1ot
/ 5 e -
Godav.aa gl .66 o -
l\ IJ}H“N}-,.| : ' -_‘--_“7 I e
\\\ o = e —

b~
N



Table 6.3.4 (Contlinue)

e ——— == SR . = e
S.N. River,Stati1un,5tate Lasdys (Yasevs/A) Area WRI.Y Raling
as & (47
_— -
8. Godavari
ari,
Polavaram,A.P. 1.412 0.2334 23.32 30
. Krish
na,
Vi jayawada,A.P. 2.693 0.4454 44.54 23
10. pe
: Nnar,
Nellore’,“‘p_ 5.241 0-8668 86.68 5
z -
i, iungabhadra, 0 4706 i7 B -
Ullanuru,Karnataka 2.846 - .
12, pap:
- Perjyar
1 . .9695 96.95 2
Alvaye Kerala 5.8624 O
13, Paii
« Periyar
» 0.3097 30.97 28
Kalady,Kerala 1.8725
14
e chaliyar‘ * %
; Q4 0.1209 12.09 32
Koolimadu,Kerala 0.731
15
* Chaliyar 6 80.86 7
: 41 0.808 ,
kollnpalli.xcrala 4.82
lg
- Sabarmati, 3.0392 0.5026 50.26 24
Dharojdam,Gujafat .
17
* Sabarmati, 5.9638 0.9862 98.62 %
Ahmedabad ,Gu jarat '
1
8. Mahi , 5. 4194 0.4001 40.01 24
Sevalia,Gujarat
1 .
9. Mahi, 5'4257 0.8973 89.73 4
Vagad, Gu jarat
2 6. 8
0. N&{‘mada’ . 3.4276 0.5668 5 68 1
Gurudeshwar,cularat
2 o 56.78 17 a
'+ Tapi, 1.9395 0.5678 |
Nepanagar,li-F- |
2 20.5% 3 '
e Tapi, 5. 4748 0.90%3 sz -~ I
\\\if:fﬂnpu:.ﬁ =~H-__~ﬁ/,ﬁ_—-———”“



Table 6.3.4 (Continue)

= __-_-___—-———'
S.N. River,Station,Stete fa, ys (Lasi¥s/A) Area UQI.1 Rating
as a (%)
23, Sutlej,
Amritsar, Punjab 3.5359 0.5847 58.47 16
24, Beas,
Guihd\.’:zi,f'u!n_!.x" 4.2901 0.7101 71.01 10
25. Mahanadi, 4024 3
Sambalpur,Orissa 1.8288 0.3U¢ 0.24 29
26 Sub— oy
. arnarekha,
Ranchi,Bihar 4.9343 .ol 81.60 §
27
. Subarnarekha, 2.7204 0.3757 37.57 25
Jamehedpur,Bihar .
28. Musi
’ Lo p.5585 55.85% 49
Hyderabad,h.?. 3.3772
VA
9. Eanges, g 9379 0.6512 65.12 13
annauj,U.P )
Allahabad,U.F: ' '
3
1, i?Tuna' . p 3.9196 0.6482 64.82 14
ahabad, V- * -
32. Yamuna, 31945 p.528; 52.83 20
Karnal.Hariijj‘d"’d’f*';"“"___”__ﬂ,f,__
—
v, Tost polluted
Least Polluted
ndices 2F then transformed to values
i
The calCUlated . e (Table 6.3.4) The body
Su
in i . aan thE normat © '
the area unde! ﬂn\rded s degl“69 of pollUile.
su hé HES
.'3.4o may column 15 thi

°f the Table €

(T
Mues, the
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a linear variable. values thus range

value, normalized TO

from o-100, with zero representing good water

quality and progrcﬁsively peroming POOLEr 25 the value

tends rovards 100 . gith these values, the rating has

been done for 20 rivers at the 32 surface stations (Table

6.3.4). The aration which 19 ranked 1 ig the most
32 is the least

tation rankod

.
b= 3
2
0

Polluted, while
6.3.4, only

In Table

Polluted
among
pbeen calculoted.

e Ul for the (irst factor has
be calculnted for other factors

[ Ty
milarly, wQl canp
vys. water Quallty

Algg . A e graph.

Index percentase: has been dravwn (Fig- 6:3-2) which shows
the comparision in the extent of pollution petueen the %2
Burface stations® of the 20 civers-

6.5 Conclusions’

Piom the UQI"i (Table 6 a9 A8)s we can cenclude that
the river Sabarmgtl at Ahmedaba in Gu jarat ia the
fost  polluted. 1t AF ’0110ued py th*® ilvef ?erxyar th
Aluaye in Kerald and 8° on a8 the ratxn:a KE‘Z?n d i:

a a ool imaau
least  pelluted civer js the Chﬂ“i‘;s o o
K%rala Vreroded by the Cauvefy at : -
| - u
- the othert rivers are modefately gl
B e [aetor
nvnilabili'y 0! xtntta'ifdl packas

Uith the
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gimple and analytical method of

dnalysis provides a quick,
Quality evaluation. The factor sgcores may be {urther
Utilized for the development of composite index for water
Quality agsessment. Further different processes may be

Caley
1lated . The development of index may be summarized as:
dat, |
a :
sodleetion., tegt for normality, missing value
st P
mation, cluster analysis, factor analysis, and

‘ L 4
M an . i
sformation to normal curve index values.

Re¢
Mark: Uork of this Chapter js accepted for publication 1ina
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CHAPTER -~ 7

{LITY OF WATER FOR IRRIGATION

POTABILITY AND SUITAB
pURPOSE OF SONE INDIAN RIVERS

7
.1 Introduction:

River watel (orms & ma jor source of vater supply for
irban and curdl v“npln of Indié&- 1t is now aenorally
rocagnined that qual i t¥ of rive is just as important
c health dependd to @&

ag 4
ftn quantity.
L eat srany oA S qualitr of water. Environnental
da .
fgradations, one sf the undeairable gide effect of
s necc&g‘ry evil” epsential 10 provide
is

Ind
ustrislisation.
if our environnent

ban
dsle npecensitied of
qual ity of 1life

fOCGSS,
is thrcat.ned.

des e,
graded in the P

aspect of

Suf
fep, but alsoO
important

is uaually

L N
llution of wal et
y of water

“nivi
lvlrnl\ﬂlcntal pol]utiutl.
water quu]ity parameters,

and biological

Clys
Watacterised IV
a0
fording to
" necegsary to
t
Opwrties. The . .
f r is quite large-
LA 1ity e
v o qué g :
: specity th (¢ may pe too expensive
n
a d C g countfy
eveloping ¢ them due tO 1ack of
o
: ; . et
even unteaﬁ’_b](, to d “nalyec various
T parametcrn) ol

‘."|
oratory @

U .
"
er  qual ity



var § < h
oys 1 i vers sSshow
- Indlan 1 s n in 5 !t
I F.xgut'e Falali 's

ey tabj 1 : R
i ty tor ™ i .
dt Lnklng alld irr\ig t [
purr-)oseg at va :
rious

loe :
i‘[ - s
ions is then determined.

g
Water Quality Criteria:

Lthe vater resources pvaluat]
-8 é on, the guali
1ty nowada
A vs
The = i
t study of river wator gquality

! ;
proving importance.
Ihvo] vy,
a degcription of the oc

3 currence of ;

various
relation ot these constit

) uents in i

civer

ror
IBlityuenta and
Var
er
' tranafer of water guality informations
‘QQ’ ' £ among
‘V;.’ 2 P
uals and groups require the use ef wrandsvdieed
rai1se
understanding

y to assure accurate

and terminolog
using

The

t.l -
“hni ques
based on

approach in

by
all concerned.
thut are ae

repfoductible parameters

q"‘.‘
“”1’"livg and
us as poaalble- It inecreaaea the

ambiguo
parameters and

d':g. .
riptive and
vater quality

e
“ur g
cy and ecase of measuring

ation to others.

-
"nv"y, ) 3

ng the inform
aaguring Uater Dualit¥=

7
s &
1 Systems for I
o major changes with

Vater quality is dynamic, subject T
G y
without human intervention. Also, many different
Da,. . ’ -
".""':l‘! P are U.Sed to describe and specl!) Qunllty
"“_ :
> s s sl
acteristics. Therefore, decisions on paramelers iould
meagurements of water

| ‘ carefully Analytical

"'L]g-l .|-.y b dz-...’d(-u Ll



Sabarmati

Subarnarekha
a8 13 ) Mahi 17
14 23 5 Narmada 18
10
Tapi
2 3 3
20 Godavari
Krishna W4
Bhima 19

A

Tu"Glflbaclrc\ 21

100 0 100 _ 300 500 kms.
g m—" )

Fj
Q.
7‘“ Detail of some Indian Rivers and
Sampling stations used in Analysis
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As e
(;rom¢nnded maxm. Concentration (a)
£/l.it:except where shovn otherwise)
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HeaX:mum permissible concentration (b)
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Gencrally, cuitability of water to be used for
‘{frigation purposes is indicated by the total salt content
and sodium content present in that wvater sodium
important in classifying in lirrigation

[ 2
-ONcentration is
to reduce its

Vat ey = :
Aten because sodium reacts wvith seoil

Jtaining a large proportion of sodium

Per s g <
MNeability. Soils cot
want anion are alkali soils and

Vith - .
A Ccarbonate as the predomlt

sulphate 1S saline soil. The salt

t:rl o =
°%e  with chloride or
“°ntent of jrrigation water iS usually expressed in any of
the
| [()llnul‘n& ways.
Parts per million
Milli equivalents per litre
electprical conductivity, cxpregged in micro mhofem
: these salts reduce
Az a result in excessive quantity.
of plants, thus preventing the
may

the :
! osmotic activity
‘ 2 n addition they
”m”fntion e nutFients from the goil, *
aF ism of the plant
hav, Lo . a) effect o0 the metaboll p
ndirect chemit

pérmeuhillfY-

&
i may reduce 511
classifying an
1 ig also important in 1a
!,Odium l-’Gnten i 2
' @
8 sodium reacts with apil to T duce
"leation water pecause | gl
: o sodium concentratlon 3
. ) "
Permeability- A hig L
" 13 soil Further the A
n‘—v i , .
elopment of an alka | ) - |
i defyc1eity 2
caleinun

‘
‘Mratien directldy
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vater 1
1S . -
judged PY the concnutratlon of sodium on the pasis
1
Sodium

of godium or

of
rejlative propl:rlion

Ad
gorption Ratio (S-A-

S.A.F =

wh
ere cll‘ L’I"

Qqu’ 4
tvalunta per 1i

The n.s Rugion“

the
VIASﬂillCation

th
éer
ence to sodivh® a

ag
a : 5od
n indeX for

an
arn index for

fal
l.
ing in var'

fol
Nalsi
oving Table
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Table 7 e8. 21

——
30“” O Qquaijity Salinity f(ields T
Or irrigation purposes
o ——
Good C1S1,C251

£152,C282, C351,C352

Moderate

All other groups

-

inte various zones wWerse based on

thie

The clannification

Table 7.3.2.2

[ e —
S-No. salinity Hazard Algailkhazafd Water class
Electric conductivity mid S
(Micro mho/cm) B
_____‘ﬂﬂﬂﬁw_____,#__—.ﬁ——-
3 ¥ upto 10 Excellent
<250
2 SE~750 10-18 Good
' 50~-75
3 18-26 Permigsible
) 750-2250
4 >26 Doubtful
’ 2250-4000
& Unsuitable
.
> >4000 EE—____
\ : —
7 Data to CheCk POtabillty of
4 Interpretation of
River Water
, 7.4.1 and 7. 4,2 we find that
: sri abl e TFedEZeT
} Comparing *t r —— pyeepl Sabarmati e
3 1 the -
8ed o turbidity al - b ooy T
" ;.-thwf‘. ’ ‘
r)}‘“l"l m u jaral e ’



beyond
the turbidity 1limit mentioned. All the rivers fall
wie )
‘Tthin if3:
the range specified with reference to pH in
¢ . case
chaliyar at Kallapally

of :
Chlorldes, except the rivers
Kor
‘ral .
a, Periyar at Alwaye and Kalady Kerala all other
Piver
s fall within the range mentioned by the standards

;av magnesium, rivers, Godavari at Dhalegaon,
&h&paahtr&, Bhima at Takali Maharashtra Periyar at
Aluaye' & Kalady, Penner at Nellore, Narmada At

In case of

specified.

Gup
Udeshwar do not fall in the range
s fall below the lower limit

the river

periyar at Kalady and Alwaye do

5
ulphat@ moast of

Pan
i As for calcium,
The

range specified by the standards.

TIO
' fall in the
count, the vater gquality at Tapi and

fl)r
s of coliform
indicating status

d to be at desired
atment”.

Plaw ¢
Tlyar are foun level

OF fosy: .
drinking with conventional tré

ivity:

7

-4
1 Electrical Conduct
Subarnarekha, Chaliyar,

of the Cauveri,
Godavari at

The waters
gt Dharoi dam,

Sabdrﬁnli
than

Ts

&y |
»  Narmada, Mahbi,

Ashtj and Polavaraf mainrqined a conductivity of less
ola
1 conductivity of water of

e elcctrica
about 1000

&00
Micro mho/cm. Th
i sdabad remaine
Barmati at downstread of Ahm
ik of the periyar remainead low in
"omho/cm. The watetr ©
> as more
ywoept at Alwaye where it wa re
:pgdufr:V1'; ") P L
t . many fold neposse 38 the

LHIE

AO00 micremhis
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I“ifl“!'d i c “! 5 t watet 3 »
ons ] 4 O T
.I.I’ll.né{

pld’Cl"—‘, v I { l()u as 200 to as as 5””” -
e an ! m

1 ed t[‘Ol‘li as high Y CIro
Ill}lo/c. - v |

m 171 ]'( 1 I‘I t n

| -
ot llf‘.‘ wa -
t H 5 €= locatior}ls 18 q1tite 81 nlflcant
ter at 1-})‘:-0‘_‘ i '8 i i

2 .
2 Calcium-Magnesium Sodium:

expec i i
pected calcium, magnesium and sodium togeth
2e er

action of local cations. The concentrati
40N

f o
orm the major fr
by human

af*>Mg?*> Na*, +il1 interfered

the order C
and low

thig 2
inequality holds good for Tapi at Nepanagar
S0me
* extent for Tapi at Burhampur only.

locations due to human interference

At all the others
thig inequality disturbed. In the Periyar and Chaliyar
$odiyum was the dominating catles due &9 the maline
e cations analysed, calcium isa

irlttx v
Usions. Qut of the thre
of calcium was very

The concentration

th& .
least dominating.
and Chaliyar at

lo
W v
in Cauvery. Periyar
Godavari,

the Mahi Narmada,
e level of calcium was low.

at kalady
Subarnarekha,

Ko ;
°limadu. In

in
13 arncd 'r e Bll’adt‘a riwe["s
among the three

Magnesinm is the most dominating
“#tiong in the Cauvery. Bhima, Narmada and Godavari in
level of magnesium Wasd very low in the

Krishna at

Mg
Mgy
Mrashtra. The
"Jl } s
ibarnarekha, the Chalivar at Koolimadu, the
y
Godavari at Polavaram and Feiplye at Kalady.

layawvada,
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magnesium was very low in Periyar at

The concentration of

Aluaye also, except where many fold increase Iin  all the
Major concentrations of cations and anions was observed

Ssodium is observed to be the most dominating cations in the
Sabarmati, Periyar, Chaliyar, Pennar, NMahi, Krishna at
Vijayawada, Tungbhadra at Uuanuru and Godavari at
Mancherial . Like other ions, sodium concentration was also
Very high in the Savarmati as Ahmedabad followed by the
Penner at Nellore. In the Chaliyar at Kallapally due to

the sodium concentration

Saline instruction gometimes

fold but generally the concentration was

increased many
at Alwaye the level of

little above 2 Mea/L. In Periyar

vas sometimes more than 100 times than

Sodium concentration

seonerally prevailed in river.,
genet

the jevel which

7.4.3 pH:
betwesn 6 & 9 except in

r

In all the rivers pH value Véa y

. , pbelow 6. The level
Subarharekha at Ranchi whereé it has gone

: = t Alwaye where

;1d in the periyat a
%% 4 & he lower &ide€

pH was on th
! 7 & 7.2 otherwise 2ll the stations
L ranged bhetweer: .
twerh 7.2 & 8.3

verage value varied be

7.4.4 Turbidity:
; ; h Mahi and the
t both the stations o th
The wvataer at be B
x + i  Mancheial
il T4 Sabarmati- Aslid
' byt driam 0
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KRS dam on the Cauvery

Godavari, Kalady on the periyar and
id than at other locations. Ninety percent of

ss than 50 JTU at these

18 less burb

time, turbidity is found to be le

monitoring stations.

7.4.5 Sulphate-Chloride:

Among all the anions sulphate contributes the least at

most all placed The average value of S0.%~ 18 found to Dbe
legs than 1 meg/l or 48 mg/l at most of locations. Among
all, sulphate is found to be highest at down streai of
Ahmedabad on the Sabarmati with 2.3 meq/l orf 112 mg/l as

in

meq/l at Dhal egaon

sulphate exceeded 1

Qverage valuae of
the Godavari, Tapi on the Bhima, Nellore ©H the Periyarl and
Alyvaye on the Periyar. Chloride is the most dominating
shion tn periysr. the penner, the Bhima, the Godavari 1T
Maharashtra, Subarnarekha at Ranchi and Sabarmati at
Ahmedabad . Generally the level of chloride seens not to DPe€
Very high 4n challya? and the Pariyar. At Kalady in the
‘“‘iyar, the jevel of chloride is usually found to be very
high out nometimes it reaches as l?v as 0.5 meg/l.
7.4,6 Total Coliform:

The DivVers jike gaparmatl. the Mahi. the Narmada, the

~ritical in terms of

y i var a5re
Subarnarekha and the Chally@
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€014 i i i

iforms indicating that the domestic sewage i
=S e is

Also

domir,
lnant source of pollution at these stations

ri : i i
vers 1like Bhima at Takali, the Periyar at Kalady and
count is formed to be

G - s
odavari at Ashti, the coliform

high.
Table 7.4.1
S.H ) e
0. Ruver Locaiion Ca®" Bk par  Electriral Na* |
eg/Lit Meq/Lil Meqzbit Corducitvily 5.6.R. =
Mitromhie/ i 3P 4gRe
2
v\“—; =
L Godavar Ashis 275 9.995  4.8285 520 <918
2 Haharashira
+  Godavari Dhalegagn 4.6bt 14,735 3.443 664 1,104
. Maharashlra
“  Godavari ancherial  3.69 11843 24,950 5&3 2.895
¢ A.f,
Godavar: Potavaran g4 288 3.2%7 =l 2023
. Af. -
o Gedavari KRE dam 1,405 7.000 1 472 242 0.748
Karnataka ;
o Cawvery Cathavaleh  TATES GiHIE 1.8097 30 0.911
5 Karnalate ) i
/ Saba.’ﬂ*éll Dhﬂroﬁa ‘.:‘DQ: & :3‘? 4.:\0_‘) J‘;c- - 1,768
Gujaral : o
o . 7 35 ‘ 12,93
b Sabarmati Ahmedabad 5,467  11.83 a7 k- Bk
Gujaral = %
* oy 8. 775 3 £ L6
o 1ap Jepanagal 43 Y 3.303 c *
4 “.P- = & 230 255 1B
IO' Tapl Burham;.ur ‘,7,.",‘ .883 5.'&8 T
H.F. P ” £64. 5 8.2%2
" Feriye Alvayt Goph 102,68 63.04 4671 e
- Kersid - 7L 4722 ¢ op
2, Periyar Kalzdy ' Pe-r A > L 61,762
Kerzla ) we 4014 80,4 0,861
B hani Sevalla 2 O .81
14 nurarat oy 5400 ZEA 4 643
> hshy Vasad b . )
. qujarat - o
> — - — — B
Tape— S
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Table 7.4.1 (Continuel

i e .
Moo Ryver Locaiion ga*" M= Nar  Eletiricad 13
Hegqilil Meq/Lil Meg/Lit Conduttivily
Hi¢rumho/Ca Lt
p————
- __,___._____,_“_._.___._.____._-_.—____-__._______.____________
fo. Chaliyar  Mailapally @87 c3.578 60.95 £116.25 9,927
9 Kerala .
+ Subarnelet ha fanchi :‘[4: i 1,009 4445 0.8572
" Kerale ) 5 ol "
Cubarnalebhs Jamshecpu’ sogg 50 0.5481 40 G.2é%
Eiher _ ;
B Krishna V1 jayavada 0,634 et 2.232 1005 1,082
2 AF. . ’
L Bl Takal .02 20 hhE 3,654 2120 ¢.983
Maharashira . _ g
&l Tunghabsdra  Ullanuru 7.6 @ 413 .41 1600 0,927
Karnatakd . &
2. Penner Nellore e q52  A2.451 b 742 870 2.270
B Narpada b 5,229 13,688 ¢ 1 243.6 ¢.708

;%“—'——
e
I
213 Sources CEFCHP, Delh: { 198a)
SRS in Mo/l ¥
¥ Al Ulhe concentralions were actually ?KPIE’Sed in 19

3.

o G TR
~ e 5 a o= (Gt 53U L
la?* = 004990, M7 T o.08226, f8T 7O
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Table 7.4.2

m{\’&f L =t H CI- H 2+ o2 - ~ =
acalion @ g S04 Ca? Turbidity Tolal Coliterr
= (Mg/ld  (Hy/1} (My/ 1! (#3418 UTUE (MEA00 a))
1. Godavari Asht: 7 19 1215 110 53.6 37 6203
- Maharashira
¢ Godavarij Dhalegaen 7.5 1.2 1% 115 2.4 456,85 1786
] Manarashira
«  Godavar] Mancheriel  7.55 725 144 b 76 237.5 45
A.P.
4. Godavari Fotavaram 7.6 29 3.2 198 5% 563 15E5
AP, _
3% Godavar; Krs dam 8.5 42 851 28,5 &55 34
Karnataka _ -
6. Cauveri Sathayalan g 72,95 Po.Ls 230, 1456
Karnaiakd i X
Sabaf&ah Dharuldam 2 49 10?.3 1Cé 100,25 21E 1478
8 Gujaral " - - .
 Satarsat; Ahmedabad 2.9 39 183.5 W 13,13 73.3 3176
Gujara'n = z c: Ac
% Tap Hepanagar 7.8 37 112.73 o 8%.25 1052 1425
H.P. 2o o a
10. T‘;‘ Eurhampur 8.2 81.5 120.15 65,25 147 4002 34
P H.P. _ o &N g <
. Pertyar Alvaye 6.45 e 0.7 65 ERih i #
Kerala q 455 FAZ 09 33 242
12. Perl‘\f‘ér Ka!ady b.&:' 315?_ 801..4 - o] 9 1.} ]
. Kerale g 24,7 54,15 180 4038
e Hahg Cevalia 8.5 3 & [
Gugaral . 75 78.7 83 100 2695
Mo Mahi Vasad AN ’
Gujarel 2 = §3.33 1.0 107.2 25.7 4447
5, Chaliyar foolimady 7.4y 392,20 o
Kerala . sagy  650.5 230.5 438.4 36.2 1563
16 Chaliyar Kallapally 7% 24os
Kerala c 42.7 1€ 61 a0 96590
. Subarnalekha Ranchi bt BA3
1 Kerala - a3 bbiB 2.t ke 1901.5 195
* Subarpalekha Jamshedpur - oo
Bihar a7 % 40 52.7 2322
W Keishna Vi jayauada 7.2 78.2 0
L 0 s 2
*  Bhipa Takall i _— _
> Maharashire 85.5 125.4 80,3 38,5 121 106
o7 5¥ 7.74% 97
unghabadra Ullanare = —— i si6
- Karnataka 5B o1 154,85 gl.e 3% g
..(l .
Fenner Nellore . 04,5 1452 504 :
E._ H-P- G 54 ’?0 .r
| Yo Nermada Gurugeshwar -7 e B B Sy
L - Gujaret B =
Laty Source: CEPCHT, e li] (79
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7:8 .
Salxn1ty Diagram and [ts Interpretation:

In

ererg for

Gl ’
ECtrical conductivities on the

&xis Lo a
‘ N
'rledtiou

F“?”fe 7.5.1).

Va :
Al ag far irrigation

irrigation

diagram developed

purpose.

pPurpoges we

order to check the Suitability of vater of

X axis and S AR,

for the

quality of water (refor Table

The table 7.5.1 gives the

have

various
plotted the

on the Yy

c]nasiilcation of

7.3,2.1,7.3.2.2 and

suitahility of

|

Table 7.5.1
River Location Position SUJtabilif;*
in Graph for Irrigation
R S e
3 4 5
e Godavari Ashti CzS4 Good
2 Maharashtra
: Godavari Dhalegaon Ca5, Good
! Maharashtra
I 2 Godavari Mancherial Ce Sz Moderate
A.P.
j 4 Godavari Potavaram C15, Good
I it
3. Godavari KRS dam Ca Sy Good .
l Karnataka
o, Cauveri Sathayalam CeSs Cood
Karnataka
7. Sabarmati Dharoidam CeSs Good
/ Gujarat sy
8. Sabarmati Ahmedabad aSa Bad
[ Gujarat t .
[ ¥ Tapi Nepanagar 2= Good
el £aS. .
W Gy Sughampur T Good
I ' X C4Se Bad
1 Periyar Alwaye
Kerala i g L
13 e (..2 ‘¥ rll-""l .\'o-‘
iy Periyar Kala_y
Kerala -
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Table 7.5 1 (Continue}

P
1 g
-~ 3 ‘ﬁ-—ﬁhh_,
4
s . ]
Mahj Sevalia C.8, o
g e Cujarat wood
ah i Vasad C4 S, G
15 Soa s Gu jarat wed
| aliyar Koolimadu £, 8
16 3 Kerala ' woed f
f ialiyar Kallapally Cs8, '
17 n Kerala Hoderat7
' 'Wbarnal ekha Ranchi CeS, Gosd
;18 - Kc-r.li-l
“Ubarnal ekha Jamshedpur Ce 5, Good
h? oo Bihar
Arishna Vi jayawvada CaS, S
Moderate
‘,:“ . A.P.
Bhima Takali CaS,y Moderate
(21 Haharashtra
Tunghabadra  Ullunuru C385, Moderate
22 Karnataka ’
1W"err Nellcre Ca Sy Bad
2] A.P.
' Narmada Gurudeshwar Cz5, Good
Gu jarat _‘j
B e —_—
The plots on the Salinity diagram are moatly n the
in

£y
®ld of & C4S

LS,

Most of the river waterg are thuys

These wvater can be

th
® Category for irrigation purposes.

by plants which have moderate salt tolerance

Capacity

ol

Uaed
o almoat all soile with little danger of the developmnnr
frmeyg leaves of exchangeable sodium, however sodium
8ensitiVe crops may accumulate injurious concentratjoy. of
1ike Godavari (Mancheria]), Per i yas
Bhima

":f)u
fum Riveres
(Kalarh‘, \'

I"Iak
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Ly = Vs ) ; 2 s
stable for irrigation. However rivers SHEERHAE]
Al ; .

(Ahmedabad ), Periyar (Alwaye) and Penner (Nellore) are bad

{ . - -
OF irrigation pruposes.

7.6 CONCLUSIONS

The water of various rivers of India after careful
found to be more directly suitable for

fNalynisg is

i i .

'rigaution rather than drinking purpose. Except for rivers

s

Sabarmat | (Ahmedabad). Periyar (Alwaye) and Penner
rivers are good or moderate for

(Nellare), all other
river

As for drinking is concerned no

ip .
frlgation purpose.

direct consumption all the rivers are

is suitable for
"Xeesajvely turbid. Most of the vrivera, Dbecauvae of
mineral constituents remain impotable. Thnse

re taken to use.

Plverg regquire proper treatment befo
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HAPTER - 8

APPLICATION OF LINEAR
GOAL PROGRAMMING WITH
ALGORITHM IN WATER QUALITY MANAGEMENT OF ApgﬁﬁégION
STRETCH FOR MULTIOBJECTIVE UWATER RESOURCES
SYSTEM PLANNING

8.1 Introduction:

often found with the task of

Decision makers are

o) %o 3
btalnlng solutions to the problem that inherently
For example,

involves

and conflicting objectives.

T
Oncommensurable
flood control and

t
bre competing water ugesg between
conflicting operating policies: One

r
Wdropower dictate
for flood

“hould keep the reservoir as empty as possible
and as full as possib

f determining the

le for hydropower and

4 2
Ontrol purposes
optimal or

The problem ©

W

Adter Supply
best golution for a problem involving conflicting objectives
e of following reasons:

5
S very complex becaus
y be measured on different scales

1 .
) Different 1 jteria mé
such 18 coals (RupeeS), and the probability af

quality. In general,

e limits on water
e down all these units to a

violation of saf

ible to scal
on that may aid in reducing the

puss

il 1o not
evalunti

problems "to the one of scalar

common mcale of

vector minimization

n'id

minimization
a vector

cctives are inveolved In

2 ’ ; . ;
Cause sulitiple obJ
in a congistent mannar comes &

st AV

mipnimization
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tedious problem, and even more complicated whern

multiple decision makers are involved

doeveloping countries where the government has full

In
control over its water resource. The main objective of

is to carry out the social

vater resource planning

ro satisfy the custonmer requirements and

Fespongibilities
of profit in monetary terms so that the

ot maximization

duties with regard to social regponsibilities

80vernmental
which in

are satisfied. The profit motive is secondary
make the particular water
In this approach

resource project at

"'.]jnly tO
different

leagt self sustaining.
are transformed into goale by using deviational

objectives
All the constralints are

vl asplration levels.

Variabl es at
subgoals as they may not be binding to the

@lso converted to
ie not

such cases the system analysis

In

Same extent.
ctive function but to

baﬂi#n]ly tag optimize 2 single obJe
realistic pest solution. Such flexibility |is=s

GVQlVe a
1ed Goal programming.

Provided by the method cal

jve programming is the

g or multiobject

g in which the

Goal programmin

re are more than one
Mathematical PV°3r°mm1n
it seeks to minimize the deviations

b jective functions and
s and the actual results according

d.,aircd 6051
different

assigned.
into goals

In this approach

betwesn the
priorities

uuform”d

hy uming deviational

to the
tra

Objertives are



levels. All the constraints are

varj : 1
rlables and aspiration

converted to subgoals as they may not be binding to th
5 [=]

also
S .
ame extent. A complicated water resources system can b
e
m
Ore exactly represented by such a model Each goal
3 ca
attempt

is assigned a priority level and

and subgoals
is el to satisfy all the goals by minimizing
Acceptable sclution is arrived at

from the goals.

gatisfied or

deviation
W i

hen 411 goals are if some of them are
Vlolatud’ they are of lower order in priority.

[1,2,4,9,10,1%] has eclearly

The pioneering work by Cooper
1jife problem geoal programming {8

POinted out that for & real
making than a

decirsion

- Mo approps jate appr pach for
Singl. ohjuctive function approach. For a linear goal
the golution procedure for GP

problem
[5]. For nonlinear

Procedee

ite challenging.

Programming

"esembles the simpleX
Problems the applicatiOQ bs q¥
ot wider application in

rogramming has &

problema related mainly

Although goal P
Variouys wbranches ©of Engineering.
igion making, but its potential in the

ms has not been explored

Vit ! ot
1th planning and de
ouprcus syste

planning of water res
Mueh go far.
affort hasc peen made to high light the
In this paper
] af EE wi inear Goal Programming with
Mhortant aspects '



The Methodology is also illustrated
ate

Partition algorithm.

an example applied to water qualit
1ty

“Yith  the help of
ma: e .
lagement of a River stretch.

8.2 ;
A Brief Account of Linear Goal Programming Probl
ro 8

CLGPPY).:
()r; ¢ 3 | i
By ¥ the most proemising techniques for multi
g u iple
Ob ie~t m «
ifctjve decision analysis 1is goal
programming G
. oal
PLog:r ammi v ;
o ig a po erful tool which draws upon the highl
11ghly
of linear programming, but

and teated technique

deyve]
"""
solution to a

complex system of

simultaneous

Goal programming can handle decision

5 :
Provideg a

Co 5
Tpeting objectives.
subgoals [9].

p 3 . -
rolb] ems having a single poal with multiple
originally jntroduced by Charnes and

was
[18] and

The
h technique
developed by Iljiri

Coc
OCper- [15,16,17] and further

L
ge [191],
management compete for scarce

set bY

these goals may be Incommensurable

Often goals
l.'urf_']()rmore .
importance

Te
SOUI‘C(

dX-f
ablish a hierarchy of

Thye theve is & need 10O eat
Amay,, Ghiaa conflicting goals s°© that low order goals are
SAtintied or have roachcd the point peyond which no further
inprovemonts are desirable- 1f the decision maker can
Provige an ordinal ranking of goals in terms of Their
i butions ©f importance to the organization and if all
are linear, the problem <an b

af the mod e’
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S0lved by goal programming .

In £0al] programming,

instead of attempting to maximize
or MEiNnimize the objectiva criterion directily,

48 in linear
proefammiu“_ the deviations between 8%als and what can be
Chiy ! & thin the given oe?l 0f Constraints are mjnjmized.
n e imp ) ex algorithm of lineas proexamminh Such

devia1j0“5 are called glack variables. Thege variables take

on ' hov aignificance in goal programming. The devotional
Yariani . I® represented in twvo dimensions, both positive and
nekﬁtjvp deviations from each subgoal or goal. Then the
Obfvrzivp function becomes the minimization ot these
deviations based on the relative importance

or Priority

S%igned teo them.

Th 1 ; of any linear programming problem jsg based
'he solution ]

rofit or
on "he caprdinal value such aa p

cost, The
diS*ineuishing characteristic of goal programming is that j+
0w for an ordinal solution. The decision makep qay be
Mable to obtain information about the value or cost of a
Qoaj

but often can determine its upper ¢fp
or a subgeoal, b

o iz Ker can determine the
& u 11y, the decision ma
Yer limits. sua i
ch goal or subgoal
ired attainment of ea 2 )
Tl“"ty of the desi |
- equencseg, ObVlous]y'
i ordinal s
| i ities in an
ind rank the prioriti

to the extent
to achieve every gaad

: re) cnie

e not pOSSJ—bJQ

D& AN 1N g the
vl Programming,
: without aaa
3 ; P with o
SR b Thus,
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'la: !
Maker attaches certain priority to the achievement
. C en
0f 2 ;
@ Particular goal. The true value of goal Programming
the: ; : s ) .
orefore, 18 1ts contribution to the solution af decision

Problems involving multiple and conflicting goals according
to thae [

"Clsmion maker's priority structure.

v programming has been applied to 4 wide range of

J)Ial‘lf!jf}"r Fesource allo(:at_iol]' policy
& !

analysis, and

functjonal management problems. The first application was
Mad by Charnes et al. (8] for advertising media planning,
HOUGVEP' the first real-world application was in the area of
manpower planning by Charnes et al. [7]. Subsequently. &oal
pPOEPamming wag applied to aggregate production planning
(9,237, transportation logistics [12], academic resoyrce
pl&nnine [10] thospital administration [¥]., narketing

L]ahnina [14], capital budgeting [?], portfolio seclection
ll’] municipal economic planning [9], and resource

*MNocation tfor environmental protection [6].
i tch:
8.3 Problem Formulation for a River Stratc

the stretch of ;5 river
513 management along 2
Water quality man

) reach which flows

down by
Godﬂvarl (Maharashtr&. A.P.

a (Maharashtra) and
Titj 7 htra), Dhalegaon :
1ties Ashri (Maharas

shti d Dhalegaon dispose waste
M y , Civies Ashtlil an 1
i af}(_‘]Jpl 14l (A P )

§ Fiver after some treatment ., The
~ - r ](‘l : i =
"1 , , 1 MR



amounts ’
unts of wastes to he treated at these sites are 300 4
= oe ang

2 ¢ 3 .
no units respectively. The desired water quality

indicator {oxygen indicator) in this case is & ppm and 7
2 respectively. For each unit of

Ppm  at sites 1 and
Vaste removal at site 1 improves the quality index at
site 3 by 0.2 ppm. Similarly the

Site 2 py 0.3 ppm and at
Unii  of waste removal at site 2 improves ihe guality
fhdex w6 cite 5 By 0.3 ppo. The percentage waste
at least 40% butl not be more

"emuval at the sites shoulud be
this costs 1s expected to .

beyond
ncentration at site 1 and

than 952  as
Prohibjtive. The currenl c0O 2 are

Y bpaoand 3 ppm pregpectively.
wvaste removal iIs Rs. 30,000 at

cost of per unit
cost is to

The
20,000 at site 2 and the total

Site 3 and Rs.

be within Rs. 45,000~

8 Formulation:

8.3.1 Goal Programmin
fied result inn the tollowing

jnmpli
Fiie equation whern & 1ir
£0al programming problem:

priorities P+, Pz,Psz and P

i ; > r of
The goals 1IN the orde
Are rugpective as follows:
(e) ¢ of waste removal &1 si1tes 1 and 2
< vi-.l,l o L O ,t A ] "0 #
ecd K&. 25, It

[ Pejori by
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(h) The water quality indicator (oxvgen indicator) is
desired not below the level of 8 ppm &t site 1

(Priority Pi)-
(oxygen indicator) is

2

(¢) The water gquality indicator

level of 7 ppm at site

desired not below the

(priofit}’ PzJ.

percentage waste removal at sties 1 and 2

td)  The minimum
should be at leaat 405 (Priocrity Pa).
percentage waste removal at sites 1 and 2

Lte) The maxitium
aliould be at mogst 95% ( Prlority Paidi

Explanation:
he the units of waste to be remcved at

Let x4 and Xg

ites 1 and 2 respectively.

of waste to be removed at

are the units

‘1Y Since %, and X
sites 1 and 2 regpectively and per unit of waste
removal cost is RS- 30,000 at site 1808 Ke. 28, 900

o €L s 3
eite 2 and total cost should not exceed Ke. 45,000.
Bied 1 3]
20%e + 45 (Fa) : J

JUSs:
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TILY &5 - i i i
) Since waterr gquslity indicator (oxygen indicator)
- . &

deficit at sites 1 and 2 1s 4 ppm and for each unit of

waste removal at site 1 improves the quality index at

2 by 0.3 ppnm and at site 3 by 0.2 ppm.

site
¥y > & x 0.2 (Ps)
1. e, %o s Wz 5 (Fs) (B3 L2}
Xy t Xz 4 x .3 A g % B, 3 (Pz)
£ sie . ¢, ' X 2 o (Pz) (B3 T 3D
LT )Sinece PRI E L LRI poercentage of waste removal at sites 1
and 2 should be at least 40%,
X 2 0.60 ¢Pal [ JoE W Ay

5 0.40  (Fa) (8.2.1.5)

remova: at sites 1

. Since maximun percentage of wasta
os
and 2 should be atmost 925%,

(#.3.1.6)

N & 0.95 (Pa)

) 0. 3. 1.7
< < n.9s  (Fe) ( ts 73
AS ~
Tt : ool simplafied ragutl 1 the following
The equatiohs : :
Leal programmink praoblel

-

-y & P,(Sg"+-(j7_;] ¥ Palss o™ ]
Min Py(s+ :
Pl Bl &)



92(8.3.1.‘0)

4

p3(8.3.1.11)

- Sh = 0.95
190(8-3.1.14)

L’hfnr«
A i) S | T Qs D s -

| 8 are surplus and slack variabl eg T]

a s . 12 probi

N - | em
fowy gtaphically in the Figure 8.2 1

> IU jf‘) l) i i ~ !)e 8 “
C . L4 y ;'al ‘t‘ 1 i 190N A I SO i l f n g
D N o ! 1m ( ee A
el 4

A8ﬁ2)
Fj
-PS \-
U Subproblem:
[ ——
8, ¢+ G0y v
40K + 20%: # S¢- = & £ 45
X1 = Sa~ + 81° = AR

—.\'r e sy - By" 8y~ Sa1
- -
0 i = ; 0 ‘;‘ .f’-z |
26 -1 ¢
0 0 =4
H_ 0 -1 o
—?l' ] 20
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L

Alternatives

Cptimal table

Second Subproblem:

sol.

eXists because zp-xp =

Drop variables s4° & Sz
a v | I - e -
- ) ¥ { " *E B B Se Sp ’ Sol }
| L © 4 =4 J -
[0 1 1 0 ~1 0 | .
) o [20] 30 1 0 0 9
*” ¢ 1 1 0 =4 1 8
% o o -1/2 ~1/20 =3 0 7/20
X 0 1 3/2 1/20 0 0 $/20
g 1 0 0 i.2
S 0 0 7/20
Optimal Table no alternative Sol.
1'?}, Optlmal SOl- is S = 1‘2, Xs = 0.45, ag’ = 3 ! 54. =
*0.25 g5~ = 0.5, g¢” 7T 0.8, s,% = 0.05,8% Sy =gt . =
'y = ga% = 8 = Sz = 0 and the achievement
= 837 = 847 T 8 nt.
Vector is
8= (0,0.35,0,0.25)
9 ot Analysis of Result:
Splution of problem:
‘.__ f 2
A - = 5 S = D.80
lx. 1 20 au® Bl Be 0.2 3‘_ 5
L 82 v 35 Be= = 0 -
A s = .45 sz 0. s ® 0 g = 0.05
' = O !7;' & g ga- = 050 £y = 0
. = O Sa - _’____—_‘_______,_._._-—” i e
e s —____’__.‘—‘——’“‘
nlts of vas t ¢ ruemoval 1 Ly
[t 18 ! arved th | AL e



and 0.4% unit of waste removal at site 2 keeps the total

1
ros1l of wasmte removal at zitesg 1 & & at the target level of
Rs. 45,000.
8.5 Conclusions:
suitable when

Goal programming = saR eRLALLY
and wherever linear programming

Constraints are conflicting

can also be to nonlinear

approach extended

fails. The

Problems. the application of goal programming to typical

water resources system problem clearly demonstrates
can be

one area where the method

that water resources i8
of large scale complicated

In case

ideally adopted.
may be number 4t different priority structures

SYStem there
future work we plan to look

Which may be adopted. In out
implications of priority ranking and te select

into the
e structure for a particular problem.

the post apprepriat
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APPENDIX A 4.1

ALGORITHM FOR MAIN PROGRAM
( hegin )
read - ODJ( )/

/
/,m —
/

fitl—up ( )

Yes
Phase 1 ( )/

No

/Phase—z ( )/

x
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;M FOR read_obj ()

|

read max- min,
n.var
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FLOW CHART FOR read.const()

J

!

/:ead n.const /

'

i=0

k a

read const [J] cst [']

|

j=1+1




L)

switch rel

'

Const['
jl.s_store
const(jl.s-store[s.var]=-1

(s_var]=1
’ const [J] r-rotore
Y [r.varl=1 :
S-varss_var +1 I constljl.r_storel{r_var] =1
r_var =r-var +1 l
Phase =1 s_var=s-var+1; phase

r_var=r-var+1;=1;

’ l

j:J+1

Yes
No end
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FLOW CHART FOR fill-up ( )

(o)

t-val=0,;
n_total=n_var + s_var + r_var,.
L
i=0
]
{ t _objfi]l=objlil
g
i=i+1
No @ Yes
t-Obj[i]: 0
f
* 1=i+1
No
Yes
J=0
templjl-rhs=const [j].rhs
;
i=0
T
Pt {

[temp[j]. cstlil =const [j1.cstli]




|
[u:n-vcns-var
i
temp()).cstlil=constljl.r-st Ofc
‘[

i=n_var-s._var)J

I=n_var+s.var

temp )1
cst[il=1-0

'
i=n_var
r u
temp(;] cstiil=const[j]).s-store
fr -n-var)
1
I=i+1

|=1+1

No

Yes




| b
L | vzrwm -*s' |
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FLOW CHART FOR phase_? (intn)

(Print-mat(n))
© K
t_max = flag=0
I =0 ; I

&3

pr—
S

t_ob}'[,']<t-max

and max-min=1
or (t-obj[i]> t-max
and max-min=0)

It_posi=1

l

t-max=t_obj [i]

z 1




temp[j]
cst[t-pos1]>0

No

flag=1

_ t
l:temp(j]. rhs/temp[j].cst[t-pos 1]]

temp[t-pos2],
b_var<temp[j].
b-var?

t_max=x;t_-pos2=]

write 'unbounded soln']

quit the
problem




FLOW CHART FOR reduce (t.pos1 t.pos2 n)

|

temp[t_pos2.cst[il/temp[t-pos2].cstlt_pos1]

temp [t-pos2.cstli]l =

s

I=14+1

i=n ‘

temp[t-pos2].b_var=1_pos 1

'

temp [t-pos2].rhs=temp[t_pos2].rhs/
temp[t-pos21]. cest[t_posi1];
temp[t_posﬂ.cst[t-pos13:,

¢
i=0

®
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No
| t.obj[il=t_obj[i]l-t-obj[t-pos1]*temp[t.pos2].cst[i]

y

=141

t_val=t-val-t_-obj [t-post1]xtemp[t-pos2].
rhs;t-obj[t-pos1]1=0

f

j=0

temp [j] cst
[t-pos11?2=0
and j2=t-pos2

j=i+1

=0 Yes

é end
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temp[j).cst[i] =temp[jl.cstlil-temp[j].cst[t_pos1]x
temp[t-pos2].cstli]

j=i+1

o

yes

emp [j].rhs-temp [j].cst{t_pos1]#

l

temp[j].cst [t-pos1]=0

©

198

temp[jl.rhs=t
temp[t-posz,'l. rhs




FLOW CHART FOR phase.1()

=0
_ —m—
i
f{-obj[ij = 0
i=1+1
No
Yes
t_val=j=0

temP[J]-b‘v°l>= -
h_val+s-var
Yes
i=0
].cstlil

. G




7

mm_dd = max - min

max -min=0

1
(phase-Z(n_tota@

Yes 2 -
@ write No soln /L
N

(o] i
i=0 ( quit the )
s i | problem

templil.b-var
>=r.var+s-var

write‘can't

handle this
quit the
problem




t_obj{temp[j].
bovarl=0

max_min =mm -dd

i

end

t_obj[il=t-obj[i] -t_obj
(temp(j].b-var] » temp[j]1.
cst il Yes

t_val =t-val-t_obj[temp[j].
b_var]lx templ[jl.rhs;

t_obj[temp(jl.b-var]l=0;

201



FLOW CHART FOR Print-mat ( intn )

I>=n_var
and
<fn.var+s._var

write i-n_var_
s.var+1

|

* /write i_n_var+y
i=i+1 *

No

write *----~-- ;
(132 chars).
{

i=O;

[ r
/write t-objlil /
i

i=i+1

-

wrttei val. ’




write *x’
temp [j]. Yes

b_var +1 / B

write ‘s’
temp [j].
b.var-n.var

b_var<n._.var

temp([j].
b_var<n.var +
s_var

+1
write 1, temp (jJ.
0 b_var-n-var—=s._var+1

No 0

Yes

/write temp fJ']-th/

i

j:j+1

Yes

end

No

N
)
()



APPENDIX A4.2 LISTING OF PROGRAMN USED

§ ?nclude <gtdio.h>
§f include <ctype.h>

B8truct x1({
int b_var;

float cstfb0];

float rhs;
float s_store[50];
float r_store[50];

) const_anc[50];

8truct
float cst[(50], rhs;

int b_var;
) temp[501;

float obj[50]., t_obj[50], t_val;
r_var, n_total, phase, max_min;

nt n var, n_const, 8_Var,
Char var[50]1({4];
e ad obit)
int 1;
Z:f“tf(" Enter the nature of the problem n* )
Scx“tf(” 1 for max, 0 for min : ")j;
prgnf("%d", amax_min);
" intf(” Enter the no of variables in obj function "y
fganf(”%d”, &n_var);
( r (i =0 ; i < n_var ; i++)
printf(” Enter objective sdn, 1+1);
acanf("xf",&objf1]);
) printf(”%.2€",0bj[11);
?rintf(" read obj() over ... \n");
g
€ad const()
int i,i, rel g
r_var = a_var = j = phase = 0 ;i
printf("Enter the number of constraints - 2" -
printf(” 1f const. ig 3xl+ axZz > 2 enter 3 4 \n");
scanf (”%d", an_const);
fare 0§ 2 B3 j < n_const; jt+)
{
printf(” enter congtraint d v 47193
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for- { 4 ® U 3 I K ni var 3 i+%)
scanf("%f", &conagt_anc{ jl.cst[i]);
printf(”"\nEnter the relation <:1 = :2>:3\n");

scanf("%d", &rel):
if(rel==1) const_anc[ j].s_store[s_var++)] = 1;
else if (rel ==3) {
const_anc[j].a_storel[s var++] = (-1);
:1;

consgt_anc| j].r_satore[r_var++]

phase = 1 ;

}
else if (rel == 2) {
const_anc[j].rmstore[r_var++1 = 1:
phase = 1 ;
b
printf(”\n Enter the rhs value ... ");
scanf(*3f", &const anc{ j].rhs);

*d\n", n_const):

}
printf(”\n No of constraints
printf (" sxsrxesrt GIMPLEX TABLE *#*%x#x \n").
printf(” The objective is : ");

O ; 1 < n var ; 1i++)

for ( i= s
printf("21.2Ff *; obij{il);

printf("\n\n The Constraints L [
for ( j = 0; ji < n_conat; j++) {
for (i = 0 ; i < n_var ; i++)
printf(® %1.2f ", const_anc[jl.cst{i]);
if(s_var>0)
for (1 =0 ; i < s_var ; i++)
printf(” ¥1.2f 7, const_anc[j].s_store[i});
if{r _var>0)
for (i = 0 ; i < r_var ; 1++)
printf(* %1.2f ", const_anc[j).r_store[i]);
priatt (*Nn®) i
printf (" read_const() over ... lin"};
) }
f‘l
( J-UD(J
int .i, J; ’
printf("” Entered the function fill _up ! \n");
t wval = 0;
n_total = sﬂvar * r-_var- + n__var :
for ¢ i = 0; i < n_var ; i++)
t obj[i] = obj[il; .
for ¢( { = n var; i < n_var+s_var ; it#)
t objfil = 0 ,
for ( j = 0; Jj < n_gonst i J¥*)
{ .
for (1 = 0; i Cm_var ; 1%
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temp{j].cst[i]) = const_anc{j].cst[i];

if(s_var> 0)
' for F i = n_var; i < n_var+s_var ; i++)
temp[ jl.cat[i]) = const_anc{j].s store[i-n var];

if(r_var> 0)
for ( i = n_var+s_var; | i++)
tempf j].cst{i]=consgt_anc(j].r_store[i-n var-s var];

= const_anc[ j]l.rhs ;

< n_var+s var+r var;

temp( j].rhs

)
for ( j = 0; j < n_const ; j++)
for (i = n_var ; 1 < n_total ; i++)
if{temp{j].cot{i]) == 1.00){ temp[j]l.b_var = i ;
break ; )}
for ( i = 0; i < n_var ; i+%)
var[ij[{0] = "x' ;
for (i = n_var; 1 < n_var+sg_var ; i++)
var[i}{0] = "&* 3
if(r_var > 0)
for ( i = n_var+s var; i < n_total; i++)
) var[i][0] = 'r"' ;
ph“”°_2(xnt n)
£* okay x /
int t _pos2, t_posl, flag , i, 9 3
T "float t_max, X; : ”
Pring (" Entered second phase of computations N\a”);
Witeryy oo
e(1)
{ /% okay */
t max = flag = 0 ;
o1 i = 09 3 i< ng i+ )
==1)J

for £
if( ((t obj[i] < t_max) && (max_min
1] ( (max_min ==0) && (t_obj[i] > t_max)))
( /* okay */
t_posl
t_max
}y /* finished */

i;
= € .obJIE) §

if(t_max==0) break ;
/* okay */

else ¢
pPrintf(” The pos of entering var is %d\n”, t_posl);
t max = 100 ;
flag = 0;
] € n_const ; j*t)

for (j= 0 ; i
if(temp[j].cst[t_posl] > 0)
{ /* okay */

. flag = 1;
if((x=temp[j].rhs/temp[j].cst[t_poal]) < t_max)
{ /* okay */ )
t_posz = i, %

t_max =X
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’ Y. " finished */

(t_poef).b_varctempljl.b var)

{ /* okay */ -
t_max =¥ t_pos2 = ) i
y /* finished %

elae if(x==t_max &84 temg

+ finished */

if(!flag)
( /* okay %
printf(" UNbounded soln !\n"):
¥y J® {inighed ./
else { /* okay x /
printt(” leaving var o td\n", t_posi);
reducc(t_poal.t_poa.. n):
y I® {inished */

exit(l);

) /" finished */
print_mat(n);
I finisnhed */

) return .
:educo(in; t_posl, int t_posl, int n)
int &, Ji
5 . i++)

for (i
o 2].cst[l]/tempitﬂpOSZJ.cat[t_poal];

]=temp[t_pos
[t*poazl.cst[t_posl];

L
emp(t_poaz]).catl(l
temp[t_poszj.rhs /= temp
temp[T posZ].cst(t_posl) = 13
¢ = t_poal :

templt ond) - D _Var
e j <ni i+*)

for (i =0 3
1((11=t_poal)
= t obJlE_P

emp[t_posZ].cut(i];

osl)*t ;
[t_posZ}-rnB;

t_objlil = ;
t_val —=% t_pbj[tapoall temp
t_ob t_posl] = ;
for 25 =0 3} _consat ; je+) .
if((temp[Jl-cst[t_posil j=0) & (jl=t_posi))
: for (i =0 & & < N jed)
lt(1!=t_poal) i -
templ t oal]*temp[t pos2])-cst :
PLj]. ;] -= tem (j].catl X - o ;
Eemp[j%,ss;[:l t:mp(j?.cat(t,poslJ'templt_poazl-rha.
emp[j]'cst[t~p031) = U3
) )
bh
p e LD
float r_mitiy %9 |
iniai jmlnflﬂﬂ' t_posj_ tfposz, mmfo}d,
for (’l= 6 14 n’total : i+t

207



t_obj{i] = 0;

t val = Q;
for ( j= 0 $ € .n ,~.J:2 P4+
Lf(templj].b_var >= (n _vares var)) {
100)

for ( 1 =0; i < n an'U _var ;
t_obj{i] += temp[j]. cet[i];

t_val += temp[ j].rhs =
)
mm_old = max _min ;

max _min = 0
phase 2(n_ totdi)
1f(t_va1 B g)

{
printf{(” End of phase 1 ... i AN e
printf(” Soln set is empty I\n");
exit(l1);

}

elae

for (i= 0 ;5 i<n_const ¥ i+%)

if (temp(i]).b_var >= (n_var +8_var))({

printf(” This is a very rare prob .... I\n")y;

exit(1l);
}

t val = 0;

for L L= 0 ¢ & € nvar 3 isy)
tobjli}) = obf{i] j;

for ( i = n_var ; i < (n_var+s_var) ; i+3)

t objfil = 0;
for ( j= 0 ; 3< n_const ; j++)
if (t_obj{temp[j].b_var])

{
for ( i i< (n_var ts_var) ;i+4)

if(i!=temp[ j].b_var)

t obj[i] ~= t obJ[temp[J] b_var]*tenmp( ;]. cstfi};
-= t _obj{temp[j].b_varj*temp(j]. hg

-_-0’

= 0;

t_val
t ObJ[temp[J] b_var]

}
printf(” End o{ phase 1 ‘An”);
= mm_old ;

max_min =

Print _mat(int n)

int 1, j;
#xxx*x SIMPLEX TABLE **%% \n”);

printf("”
printf(” ") _

for ( i= 0; i £ n ; 1++)

{ printf(”%c”, var({i][0]);

if(i < n_var)
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else if((temp

{

printf("sn);

) printf("xd FE® s 1¥LY5
if((i>=n_var) && (i < (n_var+a_var)))

else
printf("%d 11", i-n var+1l);
else - ‘
printf("%d I"y i-n_var-s var+l);

)

printf(”"\n");
for (.i = 0; i < 132,print£("—") : i++) .
printf("\n"}; '

printf(” ")
for ( = []; i < n ; i**)
printf("’-‘O-Zfl"v t_obifd]));

printf(”%—é.Zt\n", t_val);
for (i = 0; i < 1832, prARLEC™="Y & §%4)
for ( j = 03 J < n_const; j++)

{
if(temp{j].b_var < n_var)

{

printf("x"); printf("%d |[I", tenp[j].b_var+l);

[j].b_var>n_var)&&(tempfjl-b_var<(n_var+s var)))

p[‘intf("‘}-d I'"' temp[j].b_Var‘_n_Val\.‘.l);

)
else
{ :
5d ||",temp[]j].b_var-n_var-s var+l);

PPintf("r");prxntt(“

Rain()

g: i €< n ; it+)
printf("%—é.fo". temp[jl.cat[i]);

for ( 1=
ve—¢.2f\n", temp(jl-rhs);

printf(
}

read_obJ()}
read_conat();

£i11 upl); .
prin;f(" Exited filiup IAn"J;
it(phaoe==1) phaoc_l?),

n var+s_varli o ey

ge 2(n_
Dy End of computation

printf(”
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APPENDIX AS-1:

Partition Algorithm for Linear Goal Programming Problem

(LGPP):

Goal progyramming problems can be solved efficiently by

the partition algorithm. The algorithm is based on the
Principle that goals with higher pricorities must be
before lower order goals are even cousidered.

optimized
of{ linear

the problem becomes solving a series

Vith this,
previous optimal

each using the

Sub'-p[‘Obl emaga
The methodology in

Programming

ae the starting solution.

-

golution
€Xplained below

Step 1z
owing gtandard form

Bpine the LGPP into the foll
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In  the standard form of LGPP defined above the majr
: J 1

features are following two:

(a) Each constraint contains both the SEElve  xnd

variables.

(b))  The sur plue and slack variables s,* and s, of the
ith constraint Aare not present in jth (] : i
constraint for all j = i, that is the surplus and
of a constraint are present only

alack variables
in that constraint and not in any other

constraint.

Step 2%
the first sub-linear programming problem, which

Solve
of the part of objective function involving first

which are

“Onsigts
constraints)

and the censtraint (or

€iven priority Ppi This sub-problem is
slack variables give the identity

Priorjt
¥ P
solved by wusing

implex method because the
Solve thls and

feasible solution).

mat”ix (starting basgic
There arise one of two cases:

eet optima)l solution.
sclution, (b

(“) There exlsts an alternative optimal
ique. In case of (a) go to

optimal solution 1$ un

the
step (2) and In case of (b) go to step 1.



Step 3

If alternative optimal solution exists then it
! po=2gible to nepotiate with the constraint (or
Constraints) of next highest priority p, . Bar  $hilg we
{follow the following logical sSteps.

(a) In the optimal table ot step 2, no relative cogt .
e -2 “:_,
widd be positive, because it is an optimal table of )

minimization problem. 1t, in the optimal table, the

relative cost corresponding to a slack or BUBp T us

variable is negative then this variable T S—

This 1s because, these slack or surplus variables are

not involved in any of the remaining constraints and

they can not give soilution better than given jn optimal

table of step 2, if entered at later slage.
jective 51 oW,
(h) Delete the objective function ro

(€) Add the constraint (or constraints) with pricrity p,
o (. AN: :

’

1 1sitivity analysis. Thig will not create any
Yy ser ta

; - g 3 are iresent., 4
problem because both S and s fore Uhile

: the columns corresponding to basic varjables
adjusting 2

; these will give the required
S mat crnie oOf
to proper for ,

identity column.

f the obiective function cort eaponding to
' Add the part © SHE =

; Gonagl tIivity ameiye s o Most B8 make
priorivy IPp by usd gy eTSs
R e B4 5o b 3

i s



the relative costs of basic variaubles to be aearo

(@) Use simplex method to get optimal table of the abovn

second sub-problem.

rioblem  as first sub-

(f) Go to Step 2 with the above
peol ] em,
Step 1.
no altornative optimal solutjon,

In cave thera existls
s the optimal solution for

the optimal table of step 2 gives

LGPF with regpect to all ot the priorities. This

the givern
B.a is the priority of highest order s
i

18 because
optimal solution. o

Lhis subproblem has one and ouly ont
there §ies no scope to accommodate the constraints with
The values of other decisijion

priorities.

Subsequent lower
X . % stituting the values ot the
Val‘l.ab]es p— thalrled by subst o 16
f£oal

ptimal table of step 2 111 the

by the ©

v ; .
aplal)les given
This completes tho

“Onstraints of the lower priorities

q .
IQOPLthm.
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APPENDIX A8-2
FLOW DIAGRAM OF PARTITION ALGORITHM

LGPP [N STANDARD FORM
m 3 o

MIH _Z} Pi{sij+si) SUBJECT TO
|

ALL VARIABLES 20

i

THE iTH SUB-PROBLEM IS
MIN s]+s] SUBJECT TO

- +
Ajg%Xg+.. Q5 Xa+ S-S =D;
ALL VARIABLES =20 INCLUDE
CONSTRAINTS WITH P; =P; ALSO

%

FIND OPT. SOL.

OPT. SOL.

EXISTS?

NO YES

FIND
OTHER
ACHIEVEMENTS
BY DIRECTLY SUBSTITU
~TING IN CONSTRAINTS
CORRESPONDING
TO LOWER PRI-
ORITIES

CONSTRAINTS
WITH PRIORITY
Pi+1 INTRODUCE
CORRESPONDING
OBJ;FNsi

214



18 4]

LIST Of PUBLICATION

Sirgh, R:K: and Shiv Prasad, (1995,
"Decomposition Principle based optimisation of
water digtribution system”, Journal of Indian
Water Works Assocaition, Vol. 27, No. 4, pp 227-
230.
Awarded by " LATE Mr. 1.H.KENCHARADDI” for the best
paper published in the Journal of Indian Water
Uorks Assgociation during the year 1995 on
"Digtribpution System of UWater” in 28th Annual
Convention of the 1UUA at Jodhpur by HMr. Michel
Slipper Secretary General of International Uater
Supply Association.

(Ref. from Chapter 3)
Singh, R.K. and Gupta, Sandip; (1996) "Fuzzy
Linear Programming HModel for Olefin-Cracking
Heatersg”, Journal of Chemical Ueekly, Vol. XLI,
No. 21, pp. 179-184.

(Ref. from Chapter 4)
Singh, R.Eon Parihar, R.S. and Singh,
S5.K.;"MMathematical Model for contaminant
concentration in River Water Pollution”,
Proceedings, National Seminar on Safe
Environment For 21st Century, 1995, College of
Engineering and Technology, Bhatinda,

(Ref. from Chapter 52
Singh, K.K. and Anand, H.; "Water Quality Index of
Some Indian Rivers Using Mecdified Delphi
Hethod", Proceedings, Natlional Seminar on Safe

1888, Coliege of

Environment {prr 21at Century,

Engineering and Technolegy, Bhatinda.
(Ref. from Chapter ¢)
Singh, R.K. and Vi jaya Bhaskaran, P.K.
(1994, "Stratospheric Ozone Depletion” Journal of
Chemical weekly, Vol. 39, No. 25, pp 131-137.
Singh, R.YX, and Chaudhary, 9.8, (199673,
"Multiregression Analysis of Rainfall Deta
and Need for Fainvater Conservation at
Nagaur Dizgtrict in Rajagthan”, Proceeding, 28th
IWWA, 1996, Jodhpur.

Annual Convention of



10.

115

33

14.

R.X.; Gupta, R, and Shiv Prasad; "Fuzzy

Singh,
Linear Programming Based optimigation ol
Hater Distribution System”, 18th Internaticnal
Conference on &Science AT Techneclogy, 1095,
Alena Chemicals of Canada, Taj Palace Hotel,
New Delhi, India.

(Ref. from Chapter 4)

Singh, R.K. and Pirasanna, V. (1994), "The east coast
an environmental impact assessment,” ournal

Koad~—
Chemical UWeekly, Vol. 39, No. 29, pp 137-140.

 p FO 8 {1993),; "Study of

Singh,’ R.XK. and Choudhary,
phyeslico- chemical parameters of ground water of
Nagpur Diatrict:Some Correlationg”, Journal Of
Institution of Public Health Enginecrs, Vol.
1294. No. 3, vp 23-29.
(Ref. from Chapter %)
Singh, R.K. and Choudhary, HM.S. (1993}, "The
development,” Jour of

saugtainable environmental
3%, Ne.,1l, pp 133~135.

Chemical UWeekly, Vol.
(Ref. f(rom Chapter 6)

for rainwater conservation

Singh, R.XK.(1%93), "The need
and general trend of gvainfall &t Pillani in

Rajasthan,” Jour of Institution of Public Healih
Engineers Vol. 1993,No. 4, PP &£3-26.

Singh, R.K. (1993), "Simulation in Groundwater
Pellution”, Proceedings U.G.C., Senminsar or
Environmental Pollution & Uaste Treatement;
March, 93, BITS, Pilani.

(RPef. tcom Chapter 6)

S.K (1992), "Inorgani trace

Singh, r.X. and Singh, &. , -~
ag water pollvtante,” Jour of Chemical

elements ; .
Weekly , Vol. 36, No. 23, pp 137-144.
(Ref. from Chapter 5)

"The Impacts and Rasessnent
&k trangportation Systems on the Environment”,:
jrur Agso. ror Environmental

¢ Indian ) !
Management, WEERI (India)l, Vol. 1%, pp 87-91.

Singh, R.K.C19%2),



1.9

16.

147 .

18,

19

and Singh, S..K. (1992), "Copper an

Singh, R.K.
environmental pollutant,” © om0 ) e of . Chemical
Ueekly, Vol. 37, No. 2; Dp 125-130.
(Ref. from Chapter 7)
Singh, R.K. and Shiv Prasad; "Application of 1linear
Goal programming with Partition Algorithm
in Water , Quality Management of a
River Stretch for Multiobjective Uater
Resources System Planning,"” "International
of Pollution Research’,

Journal

(Communicated for publication).
(Ref. frcm Chapter 8)

Singh, R.K. and Ganesh, R. (199%96), "Potability
and Suitability of Water for Irrigation
Purpose of wvarious Indian Rivers", Journal
of Institution of Public Health Engineers,
India, (Accepte for publication).
(Ref. from Chapter 7)
Singh, R.X., Shiv Prasad and Reddi WNaidu, N.S.J.,
Indian Rivers

Uater Qualilty of some

"Assecsment of
International Journal of

based on Factor Analysis",

Pollution Research (Accepted for publication).
(Ref. from Chapter 6)

Singh, R.K., (1996) "Uater Quality Index of Some Indian
Rivers" Indian Journal of Environmental Health, Vol.
38, No. 1, pp. 21-34.

(Ref. from Chapter 5)

£
— b
3



