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-: ABSTRACT :-

TYPE-II BEHAVIOR OF
CERAMIC SUPERCONDUCTORS - GRANULARITY,
IRREVERSIBILITY AND HYSTERESIS

SUBIR SAHA

Assuming that the ceramic bulk contains two distinct components viz2., the grains with a high critical
current densi:y(.!q) and the grain boundaries(GB) with poor critical current density(J ), a two component critical
state model appropriaie to the ceramic bulk was solved numerically. The model can accommodate for two
different grain and bulk shapes, slab and cylindrical and different type of J (H) and J (H) (viz., Bean, Kim or
exponential rype of J (H)) could be selected for the GB and the grain. For the first time, the model explained
the low field anomalous M-H loops of the ceramic bulk. It was seen that a close to Bean rype J  (H) of the
grains and Kim rype J (H) for the GB gave best qualitative agreement with experimental loops. It also could
explain the problem of calculating magnetic J_ from the M-H loops on the basis standard formula. The model
being a two component one, was not range specific. The loops for higher field range were also calculated and
gave good agreemeny 10 the actual data. It brought out the right evolution of the M-H loops over the field range
variations. The grain size dependence of the M-H loops, as studied in this model gave good agreement to
already published data. It was also seen, that an addition of a phenomenological correction due to shielding
current could produce the Z-shaped M-H loops.

The model was further extended 1o calculate AC susceptibility and the x '(H) and x"(H) were studied
in detail. The model, for the first time was able 1o show that even in the premise of conventional critical state
model, the x "(H) loops could show hysteresis depending on the amplitude and J,,, parameters. The
consideration of demagnetization correction due to grain as well as the bulk, made the model a realistic one.
The x'(H) and x"(H) loops were generated for different field ranges with demagnetization factors of 0.3 and
L0 for the bulk and the grain respectively. For the first time, the hysteresis in both x'(H) and x "(H) loops were
Seen in these calculation for different amplitudes and different Lep
agreement of the x'(H) loops with the experimental data was encouraging. For the x"(H) loops, though the
features were similar 1o the experimental loops, the extra large hysteresis of the experimental loops was not seen

in the theoreiical curves. Once again the model was tested for different field ranges and was seen 10 be continu-
ous.,

parameters. The excellent qualiiative

The model was then extended for studying the x' and x "(H) as a function of AC amplitude for different
constant DC bias field. In zero bias, the model correcily yielded two peaks on the x "(H,) curves - the peak
at lower amplitude was due 1o the GB contribution and other one due to the grain contribution. The agreement
of this x'(H_) and x"(H,) with experimental data of others was remarkable. At a non-zero bias a third peak
was seen to appear on the x"(H,) curves and was in agreement to already published experimental data of
others.

The model was also used for harmonic generations and hysteresis in higher harmonics with respect to
DC bias field was justified.

In_an effort to consider different "non-critical” (flux creep, flux flow etc.) comtributions o
phenomenological approach was followed. The effect of the non-critical” comtributions was considered indirecy ly
through modifying the g, or J ;. The results of this calculations was importans for explanation of the ﬁequ ency
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dependence of the x '(H) and x “(H) loops.

In order to justify the resulis uf the model calculation on the x (H}and x “(H) similar experiments swere
carried out for different DC bias ranges, amplitudes and frequencies of the AC field, swo different field
configuration of the fields and for different samples (i.e., differens J 4 and 1, paramerers). The experimensal
results were justified in light with the model calcutations. in couxial case, the low field x'(H) and x"(H) loups
were in good ugrevment with the calculaied loops. Below cerrain DC field range there swas no hysteresis seen
i the x'(H) and x"(H) loops. The study on the x (1) and x "tH) loops for different AC amplitude could be
explained yualitatively within the model. The study on frequency dependence of the x'(H) loops were alyo
carried out,

The high field x'(H) and x"(H)} loops in the case when the AC and the DC fields were mutually
perpendicular, were tested for all the features in fighs with the model which was in fact for the co-axial case.
This implied that so long the amplitude was low one could consider the AC field ay an probe and hence the
x'(H) and x"(H) loops in both field configurasions would be simitar. The high field toops were compared for
different bulk sizes, amplitudes and frequencies of AC field. All the results could be explained qualitatively in
the premise of the model calculations.

Response of the samples inan alternaring current were also carried out through seudy of FFT of voltage

signal, AC I-V for different frequencies and irreversibility of magneto-resisiance.
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t.1. HISTORY - THE JOURNEY FROM 1911 TO ....

[t is almost 83 years since Kamerling Onnes discovered the phenomenon of superconduc-
ity in mercury. Immediately he conceived the idea of making an electromagnet for large
magnetic field having no loss. However, he failed as even at a tew hundred orested of magnetic
field superconductivity of mercury got destroyed. The field @+ we now understand is the critical

field (H.). At the same time it became known that there is a critical current density, J., above

which mercury loses its superconductivity. Silsbee(1916) immediately recognized that the two
etfects have the same origin.

The loss of resistance in superconductors below T, stole the lime light and until 1933 the
physics of superconductivity had the same bearings as of a perfect conductor, But in that year
Meissner and Ochsenfield discovered the so called Meissner effect which made the distinction
between a perfect conductor and a superconductor and which Hiiebener[1] described as, "
perhaps more fundamental aspect" than vanishing of resistance. Instead of E=0 in perfect
conductors, superconductors are 1o be characterized by both E=0 and B=0. Paramount
possibility of technological utility with the vanishing resistance initiated a search for materials
with higher and higher T, J. and H_. At the same time physicists got busy in discovering the
laws of the mother nature behind the phenomenon of superconductivity.

The search for a material with higher J, and H, led to some alloys which sustained
superconductivity even at a field = 1-2 Tesla. Mendelssohn and Moore(1935) found that these
alloys did not show complete Meissner effect and showed hysteretic behavior in magnetic field.
They Proposed the "sponge" model which until late fifties was the only explanation for this high

} field behavior.

As it happens in most fields of physics, the experimentalist and the technologists were
one step ahead and they succeeded and in 1941 came the NbN, the first high field super-
conductor[8] with T,=15 K and H, =15 T. But the physics was still unknown. Then in a row
new materials with better parameters started to be available.

It was only in 1957 that the BCS theory and Abrikosov’s theory came into picture. While

the BCS opened the new horizon of understanding of the superconductivity from a microscopic

view, the Abrikosov’s theory introduced a new dimension in our understanding. While the BCS



pioneered the electron pairing through virtual phonon exchange which brought them the first
Nobel pnize in superconductivity, Abrikosov proposed the surface energy between the normal
and superconducting region to have positive or negative values. Abrikosov's work led to the
classification of superconductors into two classes; Type-I, with positive surface energy and
Type-11, with negative surface energy. It immediately became clear that alloys and some others
which showed incomplete Meissner effect and had quite higher critical field belonged to the
Type-11. As it is now known that the technologically important superconductors are the Type-Ii.
With the recognition of Type-II superconductors the magnetic properties of superconductivity
got serious atlention. The essence of negative surface energy is that it favours the presence of
magnetic field inside the bulk. More over the entered flux was required to be divided in to
smallest "tlux quanta” which are now known as flux lines. Abrikosov solved the Ginzburg-
Landau equation for limiting values of field and showed that a triangular “flux line lattice” is
a favourable configuration for the penetrated flux inside the bulk. In case of Type-l, entry of
flux is not favourable. However for irregular shaped samples with large demagnetizing factor
“intermediate state” may persists. In both cases flux line seen to be quantised with ¢= h/2e =
2.07 x 10" webers.

With the introduction of flux lines(FL) and so called flux line lattice(FLL), the interaction
of flux lines assumed central attraction both in Type-I and Type-II. It became clear that the
transport properties of Type-1I superconductors are very much dependent on the interaction of
the FLL with different parameters. The motion of FLL is dissipative and flux line have to be
"pinned” for a superconductor to have high J_[1-7). In this context the understanding of "pinning
mechanism" becomes most important. The presence of a pinned FLL, as one can visualize, must
introduce irreversibility or hysteresis in magnetic behavior. In this context came the
Phenomenological models to help our understanding and to have better knowledge on material
parameters which affect the superconducting properties. In 1964 C.P Bean[10] proposed his
“critical state” model, which succeeded in deriving the theoretical MH loops of Type-II in close
agreement with the experimental result. Particularly, the complexity in formulating microscopic
theories for "pinning mechanism” has led more and more people to study using critical state
model. It also offers scope for study of AC response and harmonics generation.

In the mean time, more materials with higher and higher T,, J, and H_ were added to the
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list of superconducting materials and the industrial application started for high magnetic field
usages. In 1973 came the Nb;Ge with T, =23.2 K, H,, = 38 T and J (4.2 K) 10* Amp/cm?.
But here the quest for higher T, seemed to saturate. BCS theory put the upper limit of T

through the relation[3],

_ (- UNO)W)
Tc—1.14hmDe .

Assuming a limiting values of the parameters maximum T, comes out to be 20 to 40 K.

Certain draw backs, present in the famous BCS theory viz., the absence of direct
experimental evidence of phonon mediated pairing of electron as proposed in this theory made
some people not to be serious about the BCS predicted limit of T, and the search for higher and
higher T, continued. Ultimately came the success in the January of 1986, after 13 years of
discovery of the Nb;Ge. Bednorze and Miiller{9] discovered the "new generation" superconduc-
tors, the La,_ Sr,CuQ, with T, ~30 K which brought them a Nobel prize, the second one in
superconductivity. The material is ceramic and structurally known as oxygen deficient
perovskites. Within few months C.W. (Paul) Chu[11] discovered YBa;,Cu;04.,(1987), with a
critical temperature T, 90 K, which is also a oxygen deficient perovskites. The physics
community saw the biggest euphoria of the last few decades with all pervading activities in every
branch of physical science. Obviously YBa,Cu,0,., having its T, higher than the liquid nitrogen
became the most popular and extensively studied. In fact this discovery made study of
Superconductivity possible at almost every university and research institute. The result is an
€normous amount of study in a very short period of time rendering it almost impossible to keep
track of what is happening. Immediately it become clear that YBa,Cu;30,, is a type-II system
with unexpectedly high H., (a few hundred teslas) and J, at 77 K for the thin film or single
crystal > 10° Amp/cm?. With the euphoria of higher T, and H, came the despair that the
cntical current density, J, of the bulk poly-crystalline was = 1000 Amp/cm? . A closer look at
this problem initiated more fundamental work regardine the flux dynamics and pinning
mechanism.

After YBa,Cu,;0,,, other two major systems have been reported in quick succession -
the Bismuth[12, 13] (Bi-Sr-Ca-Cu0)(1988) and the Thallium[14,15] (TI-Ba-Ca-Cu-0)(1988). Till



the date of this writing, the Mercury (Hg-Ba-Ca-Cu)(1993)[16] system has been reported with
the highest T, of 140 K. All are copper oxide based and have structures related to the same
oxygen deficient perovskites structure as YBa,Cu;0,.,. While the T, jumped to 140 K in
Mercury and to 125 K in Thallium system, technological problem remains the same. Once
Barnard Shaw commented in his famous welcome message to Einstein " ... science never solves
a problem without creating ten other problems.”, finds it justification. As the newer and newer
superconductors add to the list, physics becomes more and more complicated with new physical
phenomena which were never seen in conventional superconductors. Having T, higher, it is now
possibie to see flux lines at a higher ambient temperature than before. This factor alone,
probably, has made it possible to see a lot of interesting flux related phenomena,[17-19] viz.,
thermally activated flux flow, giant flux jumps, irreversibility line, large relaxation effect. But
for theoretician problems is more sever.

As BCS can not explain this much high T, newer pairing mechanism has to be invoked.
Theories started to pour in considering all possible pair mechanisms along with modification in
BCS line. As Sir Nevil Mott[24] wrote in Nature, " ..therc e as many theories of this super-
conductors as theorists." But the problems remains, leaving a scope for perhaps the third Nobel
in superconductivity. Starting from its birth the subject never has been understood in full length.
It has always been burdened with new discoveries which put forth serious confusion on the
proposed theories.

In the theoretical front, Anderson and his school tried to establish the famous RVB[20]
(resonance valence bond) where charge and spin were seen to be separated creating "holon"s and
"spinon”s. In other front, the BCS like school tried all possible exchange interactions through
which electrons may form a pair[25]. Obviously none stood the test of time. Whatever the
theory, it is now beyond doubt that the copper oxygen planes and chains are the main point of
interest.

The huge funding in last 6-7 years in this field has its demand for direct technological
use of this superconductors. But here lies the saga of despair. As conceived by most of the
"pundits”, the bulk usages of the superconductors are going to be case where they require
substantial critical current density, J.. The plus point about the high temperature superconductors

is that the refrigeration cost is quite less since liquid nitrogen is cheaper than helium, cost benefit
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for refrigeration is by a factor of 20 to 30. But it 1s an apparent benefit only. As one can
imagine the penalty for fabricating this fragile and brittle material into a superconducting ¢oil
which can withstand tremendous force of magnetic field that we are expecting, will, by no
means. suppress the cost benefit of the cheap coolant, because the refrigeration cost for such
bulk use is only around 10% of the total cost. Another important point, more serious, is that can
we really use liquid nitrogen tor a optimum pertormance? The answer up to this time is probabiy
no. For an optimum performance working temperature should be half way below T which, even
for the Thallium system with T, around 125 K, is lower than the liquid nitrogen temperature.,
So the commercial feasibility tfor high current application ot high temperature superconductors
1S a matter of future technology only.

In the mean time endeavor will continue in the field of our understanding the complexity

of this new class of superconductors. The work in this thesis is in that line,



[.2. MAGNETIC PROPERTIES OF SUPERCONDUCTORS:

1.2.1 Perfect-conductors vs. Superconductors:

Magnetic properties of superconductors are more fundamental than their electrical
properties. In fact magnetic properties distinguish a superconductor from a “perfect conductor”
leading to exact definition of superconductivity. A superconductor, as we now understand, must
exhibit both flux exclusion and expulsion unlike a "perfect conductor” which is capable only of
flux expulsion not exclusion(Fig. 1.1.1a,b).

Field ¢ooled ¢ase(FC)
Zeic P.2d Coojed Casei2PC
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F_igure L.1.1A: Flux expulsion - no
difference between perfect-conduc-
tors and superconductors.

Figure 1.1.1B: Flux exclusion -
differentiating perfect-conductorsand
superconductors.

1.2.2. Type-1 and Type-II Superconductors:

Depending upon the magnetic properties, superconductors can be divided into two distinct
types, viz., Type-I and Type-IL. In Fig. 1.1.2 the M-H curves for the two type has been given.
In type-1if the magnetic field is below a certain upper value called the critical field, (H,), the
total field is excluded leading to its diamagnetic susceptibility, x=-1 i.e., perfect diamagne-
tism(Fig. 1.1.2). Magnetic field above this critical field destroys the superconductivity of the

Type-1 materials. But in the other type there are two critical field, viz., lower(Hcl) and
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upper(H,-} critical fields. Below the lower critical field Type-II shows same behavior as that of
a Type-1. However at a field higher than H_, ype.t Ml Typen
magnetic field starts penetrating inside the

bulk leading to partial Meissner effect. This /l
state continues upto the upper critical field

) ) Hc H Hel l;icz
H.» and is known as mixed or vortex state.

' Figure 1.1.2: M-H curves showing type-I and
Above the upper critical field superconductiv- type-II.
ity of type-11 vanishes {Fig.1.1.2). The mag-
netic behavior of the Type-II superconductors is most important from technological point of

view,

[.2.3. LONDON EQUATION AND TYPE-I SUPERCONDUCTIVITY:

A. Penetration depth:

As have been discussed above, due to Meissner-Ocshenfeld effect any external field
subjected to superconductor will be rejected i.e., a surface current will be establish which will
cancel the external field on point to point basis. Obviously surface current will require a finite
depth of the surface to exist. This depth through which magnetic field will reduce to zero is
known as penetration depth.

Starting from the electrodynamics of perfect conductors F. and H. London derived;

o 1.1
2, xTxk + i =0 (1.1.0

where,

A,= | —2—= London penetration depth, (1.1.2)
2 .
Holt,€
ng is the number density of super-electron and h is the microscopic magnetic field others

parameters are same as in conventional electrodynamics. Solving the eqn. (1.1.1) in one -
dimension one can get,



Ax) = H(O)exp(—%) (1.1.3)
which implies that well inside a perfect conductor time variation of h will be zero, i.e., h will
be constant indicating the basic properties of perfect conductors.

In superconductors well inside the bulk not only time variation of h is constant but also
that the constant be zero which is minimum requirement for Meissner-Ochsenfeld effect. With
this view in mind F. and H. London removed the time dependence from eqn. (1.1.1) to get the

London equation for superconductors;

).ZLGXGK}}—+};=O (1.1.4)
yielding the solution,
h(x) = h(O)exp(;—x) (1.1.5)
L

which implies that A, is the length scale over which any magnetic field is confined at the
surface. It is now well know as London penetration depth. Experimental value of Ay is seen to
be upto 5 times larger than predicted by eqn. (1.1.2).

B. The Coherence Length, &:

The discrepancy of experimental value of A from Londons prediction is due to non-local
hature of superconducting properties. This range of non-locality appears to be another fundamen-
tal length parameter called coherence length, £. This was introduced by Pippard as a
generalization to extend London’s electrodynamics for the non-local cases. It is conceived as the
range over which the averaging has to be done to account for the non-local effect. It has same
meaning as that of ordinary mean free path(l) in normal materials. When the mean free path,

| is comparable to ¢ the effective coherence length is given by;



1 1
St (1.1.6)
where £, is the coherence length of the pure material given by;

!
=a— 117

with a as a numerical constant close to unity and v, the Fermi velocity. With this introduction

of coherence length, penetration depth is given by,

41
l:AL(1+_IE)2 (1.1.8)

1.2.4. GINZBURG-LANDAU FORMALISM:
Starting with the free energy expression for a general second order phase transitions
Ginzburg and Landau have been able to formulate phenomenomological equations for

superconductivity. The free energy is given by,

o 2 (1.1.9)

1 . Lt
feraty e 2yt 29 A P 2
2 2m* 1 2

Minimizing the free energy with respect to the order parameter, ¢ and setting boundary condition
to,

(27-¢"4) y=0 (1.1.10)
4

the two famous phenomenomological G-L equations are derived as,



a¢+Blt|J|2t|:+ ! (—T‘%—e'i)%:o (1.1.11)
2m*
and
- eh . = = g2 _
J o= (" VY-V )-—§ g4 (1.1.12)
2m’i m*

THE LENGTH PARAMETERS IN G-L CONTEXT:
A. The Temperature dependent coherence length, £(T):
The two length parameters in G-L theory have more fundamental consequence at least

in the non-local case. From the first G-L eqn. one can see,

Mooy — i 1.1
g (x)-(Ez)g (1.1.13)
where g(x) is a small disturbance on normalized wavefunction, f(x) = 1 + g{x) and

2 32 (1.1.14)

g~ =
2m*|a()|

The solution to eqn. (1.1.13) indicates that the disturbance g(x) will die down over a distance
£(T). Obviously the definition of £ in the G-L and Pippard theories are not fundamentally same.

Substituting different values from the microscopic theories(BCS) valtues of £, in the two

extreme limit can be calculated as,

3

£(D)=0.74 (pure:§ <) (1.1.15)

(]

(1-9

and
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1
(Eoh?
i

(1-9?

£(7)=0.855

(dirty:£,>]) (1.1.16)

where t = T/T_, is the reduced parameter.

B. The G-L Penetration depth:
The other length parameter i.e., the penetration depth, A can be obtained from the second

G-L equation (eqn. (1.1.12)) and appears as,

L]

1
AD=[—2 32 (1.1.17)
l"oe‘z‘po2

and once again by substituting appropriate values of the parameters in the two extreme limit one

gets,
A0
A= (pure) (L1.18)
V2(1-92
and
1
T L L B (dirty) (1.1.19)

1
\/E(l-t)i 1.331

Unlike the coherence length the penetration depth as derived above has same physical meaning
as the London penetration depth.

C. The Ginzburg-Landau Parameter:

In the G-L formulation both £ and A\ have same temperature dependence. Thus one can

define a temperature independent parameter by,
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3¢))

(1.1.20)

Obviously 1n the two extreme limit « can be evaluated by using eqn. (1.1.16-17) and eqn.

(1.1.18-19). In the pure limit « is dependent on A (0) and £ and in the dirty limit A (0) and 1.

1.2.5. THE EFFECT OF THE TWO LENGTH PARAMETERS: THE
SURFACE ENERGY AND EXACT DEFINITION OF TYPE-I AND TYPE-II.

The implication of the length parameter can be easily understood from the Fig. 1.1.3.

Penetration of the magnetic field into a superconductors
comes with some decrease in the free energy. Because
the expulsion of a field, H due to Meissner-Ocshenfeld
effect raises the energy of the superconductor by H*/8x
per unit volume. At the same time there is a increase of
free energy due to decrease of order parameter. The
problem can further be simplified to have semi-quantita-
tive calculation of surface energy by applying a external
magnetic field, H,,. The decrease of free energy due to
field penetration can be approximated by H,>\/87 and
the increase due to reduction of order parameter by
Hc,%/87. Thus the resultant increase is given by H_,2(%-
A)/87. Obviously if A > £, then surface energy is

negative and penetration of field will be favoured(Fig.

N R A
N s
toee Eneigy
L E
K A
N s
f1ee Enelgy
A €

Figure 1.1.3: Significance of length
parameters.

1.1.3). However if A < £ then surface energy is positive(Fig. 1.1.3) and field penetration is
energetically unfavourable. Thus in terms of «, the critical value will be for xk = 1. However
accurate calculation on the basis of the G-L theory shows this critical value to be x = 1/]2.

G-L theory gives exact calculation of surface energy in the two limiting values of «,
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i k<< 1/]2:

pOch
2

0,.=1.89£(D (1.1.21)

This obviously happens in Type-I superconductors where complete
Meissner effect is seen at all field upto a field H_.
ii. x>> 1|2

B OHc2
2

o =MD (1.1.22)

This belongs to Type-il. As the field is raised above H,, flux start penetrating
and this penetration, being energetically favourable this process continues upto a
field Hc?'

1.2.6. FURTHER IMPORTANCE OF NEGATIVE SURFACE ENERGY -
FORMATION OF FLUX LINES IN TYPE-II SUPERCONDUCTORS.

A. Flux lines: Quantization of flux.

The consequence of negative surface energy is far reaching. It will also determine the
state of the penetrated flux. As one can visualize any penetrated flux will get divided into finer
and finer "structures" Jeading to increase in total surface area and hence decreasing the free
energy. However there must be some limiting dimension of these "structures” and one can see,
indeed there is a limiting value which can be identified with the "flux quantum”, &, as proposed
by London for multiply connected Type-I superconductors and is given by,

tI"0“{142-07?*10_15 Webers (1.1.23)

2e
The quantization of magnetic flux inside a superconductor can theoretically be shown
both from London equation as well as second G-L equation for multiply connected Type-I
superconductors. The extension of this for the type-1I in the mixed state is straight forward by

physical argument that normal cores in the mixed state are like "holes” within the bulk making
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a large number of muitiply connected regions.

C. Shape of an isolated flux line:

At H,, flux lines are sparsely distributed and so

long as the separation between the lines ,d >> X\, flux
lines can be considered to be isolated. In that case one " ) >““*“w_-:f“i_\

can loosely consider the flux lines as a normal core of f \ .-'/ - .

radius £(T). At the center of the core order parameter 2y/2 N / ~ “\_\

is zero and magnetic field is maximum. Away from the W CF}%‘H“ \\

center order parameter increases exponentially over a
length £(T) and magnetic field decreases over a length  Figure 1.1.4: Schematics of isolated
NT)(Fig. 1.1.4). vortex line,

D. Flux Line Lattice:

As the field increases beyond H,,, more and more flux penetrates increasing the number
of flux lines and decreasing the spacing between the lines. As a consequence of this, repulsion
between the lines increases. Because of these two process a stable configuration of flux line is

achieved. This configuration of flux line is known as flux line lattice(FLL).

1.2.6. PINNING OF FLUX LINES : THE HARD SUPERCONDUCTORS.

The presence of FLL in the mixed state of Type-II superconductors make it complicated
Physical system for theoretical studies. At the same time technological utility is also largely.
dependent on the interaction of FLL with different parameters.

A.  Critical Current density in Type-II superconductors:

Unlike the Type-I case where the critical current density(J,) equals the depairing current
density in case of the Type-I1 J, is not well defined experimentally and is fundamentally different
from the depairing critical current density. This is because of the presence of flux lines due to

external magnetic field or self field of the measuring current.
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When a current with density J, is forced along the x direction, flux lines are subjected

to a Lorentz force (J,x¢)/c which moves the flux line with a velocity V, along a direction deter-

this force is not sufficient to impede flux lines ¥,

mined by the Hall angle, § with the y-axis. If

start moving and dissipation sets in due to

. CORIH2HS
eddy current in the normal cores[27] Thus . RS
.. . . . ' T fir

critical current density 1s zero. However in | 21
reality for most cases there is a measurable !
non-zero critical current density and the usual ! P

; LS

L s

current voltage curves is shown in Fig. 1.1.5.

| —

This implies that there is some “pinning

mechanism" which impedes the motion of
flux_lines upto a certain level of current density leading to finite critical current density, J..

Figure 1.1.5: Schematic I-V for ideal condition.

B. Ideal Type-II and hard superconductors:
Thus the type-II superconductors can further be divided into two groups:

L. Ideal Type-II: No pinning force present and critical current density is zero. Here

the force balance equation of flux lines becomes,
T <8~ 7yxb-17,-0 (1.1.24)

where second term represents the magnus force [1] and the third term resulting
form all shorts of dissipation due to viscous drag. Obviously 5 represents the
viscosity co-efficient.

ii. Hard Superconductors: Strong pinning force impedes the motion of flux lines
leading to large current density. In this case the force balance equation is given

by,
(f,XE))-ﬁl,geX&-ﬂ;e—}-‘;,“O (1125)

where the last term represents the pinning force.
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The definition of critical current density for the hard superconductors can be becomes,
J x¢=f, (1.1.26)

Obviously the technologically important superconductors are in the second group.

C. Flux Flow In Hard Superconductors:

As can be seen from eqn. (1.1.25), when the current is such that Lorentz force
exceeds the pinning force, the dynamics of the lines is determined by the viscous force allowing
flux line motions and hence dissipation thereof ( assuming the magnus force negligible).

Obviously the current_in_question is the critical current for the sample.

From Faraday's law if flux lines moves with velocity, V,, the induced emf is given by,

E=—(\79><B-) (1.1.27)
Using eqn. (1.1.25-27) one gets,
Efﬂ(-fx‘-’c) (1.1.28)
n

Thus the flux flow resistivity p; = ¢B/nc? is the slope of I-V curve away from the critical

current.

D. Thermally activated flux creep in hard superconductors:

Flux pinning allows the establishment of stationary distribution of magnetic fields and
currents which are far away from the thermodynamic equilibrium. At a finite temperature, even
if Fy > F, relaxation is attempted through "creeping out of flux lines from the potential well
of pinning by thermal excitation of lines which is of the order of kT". If there is no flux
gradient, obviously creep will be in all direction with same probability with zero net creep
velocity.

Anderson[28) argued that this creep may involve bundles of several flux lines instead of

individual lines. He proposed the creep rate,
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E
v:=v0exp(—7{i-;) (1.1.29)

where E_ is the effective barrier height of the pinning potential well and v, is a characteristic

frequency. If there is driving force, 8E net creep rate is given by{3],

3 - (1.1.30
v=v_+v_=v e EofkT(eéElkT_e bE/kT) )

Starting from eqn. (1.1.30) one can show,
B,~B (1-Blnt) (1.1.31)

which gives the logarithmic time decay of the flux density inside the material due to flux creep.

1.2.7. IRREVERSIBLE MAGNETIC BEHAVIOR OF HARD SUPERCON-
DUCTORS.

The most direct implication of the pinning of flux lines is the irreversible magnetic
behavior of the hard superconductors. In Fig. 1.1.6 one such M-H loops have shown for a hard

superconductor which indicates large hysteresis.

Magnetization

Field

Figure 1.1.6: M-H loop showing hysteresis.
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A. THE CRITICAL STATE:

At an external field, H > H,,, flux start penetrating within the bulk and form a stable
situation mediated by mutual interaction. In the presence of strong pinning a thermodynamic ine-
quilibrium is set up where even after the decrease of field a large number of lines remains
trapped inside.

Although pinning forces and driving forces presumably act on individual vortices, it is
appropriate to adopt a more macroscopic view because the motion of individual vortices is
largely prevented by their mutual repulsion, which tends to impose a crystalline structure on the
array. Thus one must expect flux to move in "bundles” when the driving force exceeds the

pinning force in the same volume. Since the force per unit volume is,
F=J _xB=VxHxB (1.1.31)

the condition for zero dissipation is that F never exceeds the maximum available pinning force
per unit volume, F,.

The implication of this concept is made clear by considering the case of a hollow cylinder
having a large field B, inside. So long as B, > H,,, flux lines immediately start to enter the
wall, and the decrease in the flux in the bore will induce a current in the wall. Since this current
density is ] = dH/dr, there will be very strong current if H(r) drops abruptly from By to 0 in
the wall. As seen from eqn. (1.1.32) this high current, J and high field, By will lead to F > F,,.
In this case, vortices will penetrate further into the wall, tending to reduce the gradient term.

This process will continue until,

F=|F| =JwB=B-‘gri <F, (1.1.32)

¢verywhere. This situation is called the critical state.

B. The Two Ways To Reach The Critical State :

1). The driving force, F may drop below F, before the flux penetrates
all the way to the outside, so that all the initial flux is still in the

bore or in the wall.
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i1.)  The wall thickness is inadequate to
confine the initial amount
of flux. So flux will leak out through
the wall until that the remaining ilux
fulfill the condition, F<, every

where.

C. Solution to Critical State Equation -Bean’s Model For Infinite Slab :

As Bean[10] argued, " the basic premise of this theory is that there exists a limiting
microscopic superconducting current density, J.(H) that a superconductor can carry; and further,
that any electromotive force, however small, will induce this full current to flow locally. On this
picture only three state of current flow are possible with a given axis of magnetic field, zero
current for those regions which never felt the magnetic field and full current flow perpendicular
to the field axis, the sense depending on the sense of electromotive force that accompanied the
last local change of field".

He further assumed for simplicity that I, is independent

of magnetic field. Thus the process of magnetization in an '

H:2H
e _ . —0D —
infinite slab in a magnetic field, parallel to slab surface can be -
visualized as in Fig. 1.1.7 showing the flux profile and corre- HeH
sponding current density profile. From Ampere’s circuital law, i.i \\// HeQ.5H
He0
O H-J (1.1.33)
bde '
One can see that the field within the specimen decreases linearly H) H
; . , H+H
with field (this is obviously due to the fact that J, is independent | |

of field). As one can see from the current profile, initially the
current flows within a thickness, = H/J, which is sufficient to

-reduce the field to zero. This field dependent penetration depth Figure 1.1.7: Schematic flux
Is the central result of Bean’s model. At fields of H = H", profile in Bean model.

current flows through the whole sample. This upper limit of

field is called the penetration field and is given by,
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P (1.1.34)

where D is the width of the slab. In principle once the flux profile is known one can get B and

M from their definition as,

- Hdv
i (1.1.35)
fdv
M-B-H (1.1.36)
Employing eqns. (1.1.36-37) Bean calculated for initial magnetization curves as,
5 (1.1.37)
-M-H-H*RH*, (H<H™)
and,
1.1.38)
-M-H*12, (H=H™) (
For the hysteretic loops he derived,
i (1.1.39)
—B-HH 2H* +(H*-H2)|4H*, (H,<H*)
Fo

where + sign apply for the field traverse from -H, to H, and minus sign for the field traverse
from H, to -H,,.

Though Bean had not included in his first calculation[10] the range, H > H', modifications

latter on by other workers provide the expression for M for this range as[29],
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For H increasing:

1.1.40
L BeH-H* 2+ (HH -2 AR" (-H<H<-Hpe2p*y 1140
Ho

L g-n-up (-H,+2H*<H<H) (1.1.41)
Ho
For H decreasing:
) (1.1.42)
L pon Bt p-(H-H 2B 4H* (H,>H>H,-2H")
Ho
1.43
L porem*p (H,-2H*>H>-H) (1 )
Ho

D. Calculation of current density from Bean’s Model:

Bean's model became popular because of its ability to predict critical current density

with good accuracy in the conventional superconductors. The simple expression of I, given by,

7 <kAM (1.1.44)

where AM = M* - M- is the width of the hysteresis at a given field and k is constant depending
O geometry of the sample. It is important to note that the eqn. (1.1.45) is valid for field excur-
sion quite larger than the bulk penetration field, H'.

E. Extension of critical state models:

In Bean’s simple model critical current density, J, has been considered to be independent

of magnetic field which is not true for most of the real cases. Further, the sample shape hag
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been such that demagnetization effect can be neglected. The lower critical field, H,, has also
been set to zero.

In order to make the mode! a realistic one, a large number of modification and extension
have been proposed to account for different J_(H) as well as non-zero H,; and finite demag-

netization factors[30-43].

1.3. HIGH TEMPERATURE SUPERCONDUCTORS AND
SUPERCONDUCTIVITY:

1.3.1. INTRODUCTION:

A discussion of the different phenomena of high temperature superconduc-
tors{HTSC) vis-a-vis the conventional one is a must to understand the complexity in the new
material and to pursue any change in the existing theories and models to account for the
experimental results. As here the interest is in macroscopic Type-II properties, only the
relevant topics will be considered.

The failure of BCS theory to account for such a high critical temperature in this new
class of material has led to search for new microscopic theories. In this context
phenomenological theories are better[17]. GL theory may still be contextual in this respect. -
Thus it will be assumed that all the terms and definition in the GL frame work, just
described in the context of conventional superconductors are equally valid in this new class
of materials.

It is seen that this new class of materials have a short coherence length, £(T).
Though there is no experimental convergence of actual dimension of £, it is surely, in all
probability, of the order of a few angstrom only. At the same time it seen that magnetic
penetration depth, A(T) is also very large. The small coherence length, £(T) and large pene-
tration depth, \(T) have rendered this superconductors as extreme Type-11. More over in the

case of HTSC both A(T) and £(T) have strong anisotropy. The typical values of these
parameters are;
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& (om A (nm) ||
I L /1 i |
YBaCuQO 3.1 0.4 80 180

BiSrCaCuO 3.1 0.4 | 300 40

Nb,Ge 3 100

// . parallel to ab plane
L : perpendicular to ab plane
Taken from: J. Talvecchio[46]

The large anisotropy of the length parameters Is another complexity that one has to

Matenals

take into account. The anisotropy of A(T) and £(T) will also cause anisotropy of other

parameters like, H_,, H_,, resistivity(p) etc. Thus this anisotropy has to be included in a real

cl
GL theory to get actual picture of these materials. The major contribution due to anisotropy
is going to in modifying the elastic properties of the FLL [45]. However such a formulation
is too complicated. Therefore in the simple case of GL theory, £(T) and A(T) may be
replaced by their suitable mean value.

The consequence of short coherence length, £, can be felt from the simple calculation
of critical fields. £ being small, H, = ¢¢/27£2, is quite large and as A is high, H,; =
®o/27TX?, is quite less.

Let us now look at different parameters H;, H,,, I, at 0 K in YBCO.

|| Material H,,(T) ch(T-)_ J (0)(Amp/cm?)

] Yba,Cu,0, 8x102 [ 90 |  =1000

-

~ 1.3.2. MACROSCOPIC MAGNETIC PROPERTIES:

The macroscopic properties of high temperature superconductors have now attracted
more interest and have become center of controversy. These features include the unusual
irreversibility line in the H-T plane, the possible melting of the vortex lattice above this line,
the large non-exponential time-relaxation of magnetic properties and its aging effect,
discrepancy between magnetic and transport critical current density, I, of the ceramic
materials, the almost exponential fall-off of critical current density with temperature and

magnetic field, the unusual field dependence of field-cooled susceptibility and few others.
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[.3.2A. DC MAGNETIZATION MEASUREMENTS

[. THE IRREVERSIBILITY LINE:

Even in the first study of DC susceptibility [47], it was seen that zero-field-cooled
(ZFC) and tield-cooled (FC) susceptibility vs temperature curves do not coincide. Figure
1.1.8 shows the difference. It is seen that the point, X where the ZFC and FC curves
separates is also a function of DC bias field. This point, X in the H-T plane has been plotted
giving the so called "irreversibility line”. What it imply, is that above this line in H-T plane
ZFC and FC curves coincide and below it
does not. The irreversibility line in H-T ” | 7w Point of
plane is represented by,

T
lﬁ(?p[ﬂ (1.1.45) I7FC

C

where T 1s point of irreversibility and q has

typical values in between 1/2 to 3/4. A TR

similar behavior is seen in spin- glass Figure 1.1.8: FC and ZFC susceptibili-
Systems and has same mathematical relation ty(DC).(Taken trom [47])
as given by de Almeida and Thouless[48].
This is probably the major suppor: for early theories of granularity mediated spin-glass ap-
Proach. The irreversibility line can also be drawn from AC susceptibility as well as
resistivity measurements. However the irreversibility line in AC susceptibility measurements
are more accurate because in DC magnetic measurements or resistive measurements the
instrumental resolution will change the position of an irreversibility point.

The presence of "irreversibility line"(IL) has evoked a serious doubt about the so

called phase diagram of magnetic states in HTSC(A detailed discussions and comments on

IL can be seen at the end of ref[70]).

II. SCREENING EFFECT:

In this study, sample is cooled in zero field (a small residual field may still be there)
and then a field is applied. This is also known as zero field cooled (ZFC) flux expulsion.
In conventional superconductors ZFC susceptibility is -1. It is to remember that ZFC

expulsion can give full diamagnetic signal even when only a small surface layer of the
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sample is superconducting. But in HTSC complete screening has hardly been observed even
after a proper demagnetizing correction due to sample shape. The incomplete screening
effect can be understood from a premature flux penetration at a field as low as few milli-

orested[51].

III. MEISSNER EFFECT:

Magnetic field is applied at a temperature higher than T, and then the temperature
is brought down below T_. This differs from the screening effect because it is basically flux
exclusion from inside the bulk. Obviously this gives a true measure of the superconducting
volume fraction in at least conventional case. In HTSC Meissner effect gives Mg, > -1. This
possibly indicates; i. flux pinning may present, ii. system may be glass-like, or iii. system
may contain non-superconducting phases.

However it is now clear that at quite low field (sub-orested) at least, there is full flux
exclusion. Thus the method of finding volume fraction of superconducting matter in analogy
with conventional method as employed earlier is not sure one and may be utilized only at

very low field.

IV. REMANENT MOMENT:
If the magnetic field is put off after the field cooling, one can measure the remanent
moment. It can be seen that below the irreversibility line one has; M., = Mg - M, and

above irreversibility line M_, , is zero. This behavior is basically the side effect of the

rem

Irreversibility line. It is to be seen what causes this non-zero M cp.

V. EXPERIMENTAL HYSTERESIS LOOPS:

Hysteresis study through M-H or B-H loops are one of the most important
€xperimental tools for Type-II materials. It gives insight into the flux line lattice, pinning
mechanisms, and all other irreversible properties of Type-II materials. In fact this study
initiated the “ granularity" picture of the bulk ceramics of HTSC. In case of conventional
superconductors MH loops have some monotonic nature with respect to field range: loop
area increases with increasing field range. The peculiarity of the bulk ceramics, as now it
is well known, is that even at very low field range of a few orested a small MH loop opens
up and then closes at a higher field of tens of orested. More interesting is that this is not

seen in powdered or good quality single crystal samples indicating that the peculiarity may
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be due to the "granularity" or so called "weak links"{52] present in ceramic bulk. At higher
field of a few Koe, the M-H loop for a ceramic sample take a new shape quite different
from the low field loops but similar to the conventional one. It has also been seen that pow-
dered and single crystal samples give similar MH loops in this range. In between these two
ranges, some times a peculiar Z-shaped loops are also seen. It is argued qualitatively that
the Z-shaped loops are due to the presence of shielding currents. The temperature

dependence of the loops are monotonic with loop areas shrinking at higher temperature.

VI. CRITICAL STATE MODEL AS APPLIED TO HTSC:
Critical state model has been extensively used for calculating “magnetic J." from MH

loops by the standard formula for slab of thickness D;

J’(=20l_M*+M- }/D (1146)
From high field M-H loops, using the grain size instead of bulk, very high magnetic J, for
the grains have been predicted. And from low field MH loops with bulk dimension of the
sample, magnetic J, of the order of 1000 Amp/cm?® have been predicted. In conventional

case, critical state has no confusion of this kind.

VII. THE GRANULARITY PICTURE OR THE WEAK LINK MODELS OF HTSC:

Particularly the hysteresis data has clearly indicated some sort of weak links through
which grains are connected within a ceramic bulk. Though single crystal and good quality
thin film have high J (= 10% amp/cm? at zero field), the transport J, of ceramic bulk is quite
low(=~ 1000 Amp/cm?). Even the magnetic J, as calculated from high field MH loops of the
polycrystalline sample indicates large J, (> 10° amp/cm?) for the grain. Drastic magnetic
field dependence of transport critical current density, J; as compared to magnetic J is
further in support of the weak link model. The strong field suppression of transport J, has
been looked as due to the well known effect of magnetic field on Josephson junctions. Thus

the transport current can be represented by the diffraction equation;

sin(n H/H,)
nHIH,

J (H)=J ,|

In this model the bulk is considered as having two critical current densities Jej» for the bulk
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and J., for the grains.

VIII. GRANULARITY WITHIN A CRYSTAL:

Here is the confusion as to how far is the weak link hierarchy is extended. Possibly
down to inside a so called crystal or an individual grain. Possible weak link effect within
a grain or crystal may be due to twin planes. This is probably the biggest draw back in the

model of HTSC on the basis of granularity induced “"Glassy superconductors”(52,53].

IX. MAGNETIC RELAXATION:

Magnetic relaxation has assumed another important parameter in HTSC. Quite large
and non-exponential magnetic relaxation has been reported(72,55]. More complicated thing
is that the normalized relaxation rate, (1/M YdM/dIn(t), is seen to have a peak at around 20
to 30 K in YBa,Cu;0,._,. This is not expected in conventional flux creep model for LTS
where creep should increase monotonically with temperature approaching T, where it will
be largest. The problem of this unusual relaxation behavior becomes more complex when
Yeshuran and Malozemoff[54-55] reported similar effects in single crystal of YBa,Cu;0,,,

signifying that this peculiarity may-not be due to granularity.

X. CRITICAL CURRENT DENSITY - DEPENDENCE ON TEMPERATURE AND
MAGNETIC FIELD:

Critical current density, the most technologically important parameter, is least
understood in this materials. The dependence of transport J on magnetic field and
l€mperature is not vet well documented mainly because of the problem in sending the large
current through the contacts for this measurements. While for a bulk polycrystal the
transport is very much retarded due to weak links creating sharply decreasing J(B), for the
case of single crystal the behavior is complicated. There is a discrepancy of magnetic and

transport J (T) which possibly indicates the irreversibility line.

X1. THE MECHANICAL OSCILLATOR EXPERIMENT:
The superconductor is subjected to resonant oscillation and frequency shift and the
dissipation are plotted as a function of temperature keeping the DC field constant. The

observed peak in the dissipation as function of temperature is explained as a consequence
of flux melting[56].
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1.3.2B. AC SUSCEPTIBILITY:

AC susceptibility is the most common measurements to characterize a superconductor
and a large number of data is available both on conventional and ceramic superconductors.
The measurements of real and imaginary part of AC susceptibility gives valuable information

on the intricacy of the flux dynamics.

I. TEMPERATURE VS. x' AND x":

The complexity in HTSC comes with the presence of a large peak in x"(T) along
with a smaller one for bulk ceramics samples. In fact some of the first[57] evidence for
granularity have derived from this data. The lower temperature peak is due to the weak links
which disappears on powdering the ceramic. Further the position of the large peak at lower
temperature, is dependent on DC biased field and excitation frequency. In fact, this peak in

the H-T diagram has been argued to represent the so called irreversibility line.

I1. HIGHER HARMONICS:
AC susceptibility has also been studied for different harmonics. The striking features
is that the presence of large even harmonics. In conventional materials even harmonics have

not been found in agreement with Beans model prediction.

IIL. x' AND x" AS A FUNCTION OF FREQUENCY AND AMPLITUDE OF THE AC
EXCITATION FIELD:

Measurement of AC susceptibility as a function of amplitude and frequency of the
AC excitation field have shown novel features[43,59]. Two distinct peaks have been seen
in case of amplitude versus x" curves showing clear evidence for granularity in ceramic

samples. Strong frequency dependance of susceptibility is also unique of this new class{66-
67].

IV. HYSTERESIS OF x'(H) AND x" (H):

If the DC bias field is varied and the maximum of the excursion is higher than
certain field then the x'(H) and x"(H) will trace two loops showing hysteresis[60,64]. This
hysteresis have been studied mainly at low DC fields. By modifying Bean mode] for field

dependence of current density Kim et al. have been explained the field dependence of X' (H)



and x"(H). But the hysteresis is still unaccounted. In conventional superconductors this sort
of hysteresis were not studied much. However there is a recent study on this aspect of

hysteresis od x(H) in filamentary structures of conventional superconductors[65].

[.3.3. RESISTIVITY VERSUS TEMPERATURE AND FIELD:

Extra large broadening of resistivity versus temperature curves with increasing
magnetic field is another new phenomenon in these materials. In conventional homogeneous
superconductors, in presence of magnetic field, resistive transition shifts to lower
temperature along with broadening. But the broadening is usually less than the shift
permitting one to calculate H_, accurately. The large broadening has also been reported for
HTSC single crystal, This broadening creates a problem for defining the temperature
corresponding to H_» causing the definition very much obscure. Further, H, calculated with
this definition shows varying temperature dependence, sometimes linear or sometimes curved
following (1- T/T, ) & H*3. Thus the doubt is that it is possibly the irreversibility line not
the H_,(T) line[73].

1.3.4. MAGNETIC DECORATION OF FLUX LINE LATTICE:

The most direct evidence of the flux line lattice is achieved through the magnetic
decoration technique. In conventional superconductors this technique has yielded valuable
information on the FLL. In HTSC, at 4.2 K well defined FLL has been observed in single
crystal of YBCO in ab plane. However no pattern was seen at 77 K. "Melting" of flux line
1S one of the possible causes for this[44]. Also it may be due to the fact that at high

temperature A, the penetration depth may be too large making the vortices magnetically
ill-defined.

[.3.5. SUMMING UP THE PICTURE:

The whole aim of all the discussion on HTSC is with an aim to have a clarity of the
problems to be faced in the next few chapters. So let us now define our problem and set the
goal of the thesis,

As per the title of the thesis - " Granularity, irreversibility and hysteresis" of the

ceramic bulk are the points of interest in our work. Thus let us first list experimental results
that are known,



WHAT IS KNOWN :

1. the HTSC:

»
x
=

x

All HTSC belong to type-I1 with high «.
All have small ¢(T) and quite large A(T).
All are intrinsically as well as macroscopically anisotropic.

In thin film and good single crystal J, is high ( > 10° amp/cm?,

2. the ceramic bulks:

b™
x®

»

Now it

It is seen to be "granular system" connected by "weak links".
Two “irreversibility lines” are seen.

Peculiar evolution of M-H (B-H) loops through three distinct phases over the
increasing maximum of field excursion.

Transport J, < 1000 amp/cm?.

High magnetic J, (> 10°° amp/cm®) for the grains.
Discrepancy between bulk magnetic J, and transport J..
J.(H) shows strong irreversibility.

x"(T) shows two peaks, grains and the grain boundaries.

x" as a function of AC amplitude also shows two peaks.
Irreversibility in x'(H) and x"(H) is seen.

Strong even harmonics are seen.

Strong magnetic relaxation is seen.

In melt textured or the like J, close to 10° amp/cm? have been achieved.

is to see what we can explain and how. Initially the tendency was to assign

all the artifacts of the HTSC as due to the granularity induced “"glassiness” as an extension

of Ebner-Stroud model. However with the extension of almost all properties of bulk ceramic

into single crystals, the doubt arises as to the length scale of granularity. It is seen that the

granularity length scale may even be down to 100 A. With the evidence of flux line lattice

by magnetic decoration technique, the attention has been shifted to theories incorporating

the FLL or better the "vortex matter” and involving different approach of phase transitions

Or pinning-depinning models. It is by now certain that because of high ambient temperature,

low £(T) a large number of flux related phenomenon may be appreciable in this new class

of materials which, in conventional superconductors were never realized. Though there i
8
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confusion in these flux related models, as to what the right phase is, beyond doubt they have
been successful in explaining the most confusing "irreversibility line" with sufficient
confidence. However, there is one important discrepancy between the prediction from differ-
ent vortex theories - in TAFF (thermally activated flux flow) as proposed by Malozemoff
et al.[71] IL does not exist for zero frequency i.e., in the DC limit where as in vortex-glass
picture, conceived by Fisher et al.[50], a finite IL is present in the DC limit.

Though the success of the theories of “vortex matter” has overshadowed the "glassy
superconductor” models, for granular systems (bulk ceramic) the presence of "weak link"
is beyond doubt{68,69] and experiments reporting junctions between grains are well known,
Therefore, for the granular system glass models are still important particularly to explain

some of the experimental data pertaining to the granular nature of this materials.

What we can explain and how -

* Irreversibility line : Vortex theory /glass theory
* Two IL's ; ? / do
* Magnetic relaxation : do / ?
* Evolution of

M-H loops : ? / do
* Two x”(T) peaks ; ? / do
* Two x"(H,,) peaks : ? / do
* I1.(H) low field : do / do
* J.(T) ; do / do
* J(H) hysteresis : ? / do
* x (H) hysteresis : ? / do

Though the chart looks quite favourable for a superconducting glass model, it is to

be remembered that the a exact quantitative calculation in this model is much complex and
tedious.

At this point, one “terminology problem” must be cleared. The "GLASS model", as

concerned here is the glassiness of the superconductor itself due to randomness of the

granular system and not the "glassiness" of the vortex lines due to_random pinning[17] or

thermal fluctuations[S01.
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[.4. THE AIM AND SCOPE OF THE WORK:

The above discussion gives the background for the work of this thesis. However the
discussion is not to the point but a little general. With the picture as depicted above, it is
clear that the HTSC is still a living problem. Particularly, the macroscopic magnetic
properties are not yet well understood. As described above, the low field anomalous M-H
loops of the ceramic is still not well explained. Though, there are large number of
experimental and theoretical reports on this, exact explanations are yet to come. There are
a lot of calculations on the basis of critical state model which are very range specific and
are unable to give true picture -particularly the evolution of M-H loops with increasing range
of field excursion. The work in this thesis starts from this point - searching for a realistic
model to give a better picture of the actual physical situation.

Assuming the results of the superconducting glass model for the granular system, a
two component critical state model will be solved numerically. This will form the content
of the Chapter 3 of this thesis. In the first part of Chapter 3(Part-A), the model will be
developed and solved for M-H loops. First it will be shown that a two component model can
account for the anomalous low field M-H loops. The model will also be tested for higher
field ranges and the evolution of M-H loops will be addressed. It will further be shown that
the Z-shaped M-H loops, seen in the middle range of the field can be derived from the
model by adding a shielding contribution. Grain size dependence of the M-H loops have also
been included.

Measurement of AC susceptibility as a function of temperature, DC bias field,
frequency and amplitude of AC excitation field is the most important experimental tool to
Probe into the flux dynamics of any superconductor - conventional or new. There are a large
number of data on x(T) for different frequencies which have been qualitatively explained
by considering flux creep to account for the effect of frequency. However, the study of AC
susceptibility as a function of DC bias field is relatively rare. Further, the x'(H) and x"(H)
have shown hysteresis with respect to DC field. Though there are some calculations
justifying the field dependence of the x’ and x”, there is no success in explaining the
hysteresis in x'(H) and x"(H).

In the second part (Part-B) of Chapter 3, the same model as above will be extended
for the AC susceptibility calculations as a function of DC bias field and amplitude of AC
excitation. Instead of considering different features and comparing them, always the full loop

has been plotted. This way of representation, though makes the study a little complicated

32



is helpful for the reader to see for himself all the details of an individual loop. This calcula-
tion, for the first time will show the hysteresis of x'(H) and x“(H) as seen in experimental
data of different researchers{60-65]. The model has been tested for different field ranges(
a few mT to a few hundreds of mT) and seen to be consistent with experimental data. To
bring out the significance of J, parameters and hence of pinning mechanism, the model has
been tested for different critical current parameters as well as different J ,(H) and J cg(FHD)
(Bean, Kim as wel) as exponential type of J (H)). The amplitude dependence of AC suscepli-
bility has been studied. These results are in good agreement with already published data.
The important point about the model is that it produces continuous x'(H,.) and x" (H,,) over
the full range of amplitude. Calculation by other workers consider different ranges of
amplitude in a discontinuous manner. The AC susceptibility calculation has also been
extended for harmonic generation and the results are in agreement with that of others.
Further, it will be shown that the higher harmonics also show hysteresis.

In the next section of the Part-B of Chapter 3, the effect of flux creep and flux flow
have been considered in the model in a phenomenological way. This caiculation will be
crucial in explaining our own data on the frequency dependence of the x'(H) and x” (H)
loops.

It is already mentioned that the study of x' and x” as a function DC field are
numerous. Further, the model yields more interesting results which require verification.
With this view, some experiments were planned. In the 4th Chapter, all the experimental
data have been presented and attempt was made to correlate the data with model calculation.
In order to perform these expeniments, some experimental arrangements were devised. A
brief description of the experimental arrangements has been included in Chapter 2.

As a systematic sample series is must for a systematic study, a few series of samples
were also made. As YBCO is already a well characterized material, it has been considered
for the study here. In order to have a systematic variation of the sample pr0periies, liquid
Phase sintering was attempted and PbO was used as liquid phase sintering agent. The
description of the sample preparation and initial characterization have also been included in
Chapter 2.

As mentioned above, the 4th Chapter contains all the experimental results. This
Chapter has 4 main parts. In the first part (Part A), the response of the samples in an AC
current has been studied. As the quest was for hysteresis or irreversibility of HTSC fast

Fourier analysis(FFT) of the voltage signal to see the different harmonics was also attempted
c
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and included in this part. Hysteresis of magneto-resistance (instead of J (H) hysteresis) was
done at different frequencies with the aim to see the effect of frequency on the overall on
the hysteresis and so pinning mechanism . Extension of these studies for three probe
measurements, i.e, for the apparent contact resistance also was also considered to emphasize
the "weak-link-like” behavior at the metal-superconductor junction.

The next two parts of Chapter 4 (i.e., part B and C) contain the measurements on
the x’(H) and x"(H) loops for different DC bias ranges, amplitudes and frequencies of AC
excitation field for two configurations of the AC and the DC fields, co-axial and mutually
perpendicular. In part B, the two fields (AC and DC) were co-axial and hence the data could
directly be analysed on the basis of the model calculations in Chapter 3. The qualitative
agreement of the experimental data with the model prediction is noticeable. The data on the
x'(H) and x"(H) loops for different range of DC bias field shows that only above a certain
DC bias field, the hysteresis starts to appear. The amplitude dependence of the x'(H) and
X" (H) loops also shows strong variation of the shapes of the loops. The range of frequency
in this study was 11 to 97770 Hz. The dependence of the x'(H) and x”(H) on frequency is
quite obvious and probably indicates the presence of "non-critical(Flux flow or creep)”
components originated from the weakly pinned Josephson vortices.

In view of the fact that conceiving a model for the case of the AC and the DC fields
mutually perpendicular is not easy and is not available, substantial experimental data were
generated for the purpose of understanding the problem. The question is, can one fit these
data in the model as above(where fields are co-axial)? The answer is given in Part-C of
Chapter 4. The x'(H) and x"(H) loops were studied for the bulk size dependence to bring
out the essence of critical state in this case. It is already described above that the x'(T) and
x"(T) show strong frequency dependence which can partially be explained by considering
the flux creep[66-67]. With this view, the effect of frequency on the x'(H) and x"(H)
hysteresis loops was seriously considered and the effect of frequency was established for
lower range of frequency.

This chapter concludes in 4th part with the discussion frequency dependence of x(H)
loops on the basis of "non-critical" components - flux creep and flux flow. '

The thesis concludes with the listing of the salient features of this work.
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EXPERIMENTAL TECHNIQUES

This chapter contains a brief description of experimental arrange-
ments. A description of the sample preparation and initial characterization
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2. MEASUREMENT TECHNIQUES:

To study the flux dynamics in the HTSC’s, it is essential to study the transport and
magnetic properties of the material. In order to accomplish this, several experimental set-ups
to measure the electrical resistivity, magneto-resistance and ac magnetic susceptibility were
fabricated. Several YBCO samples were also synthesized. This chapter gives a detail description

of all experimental techniques used during the present work.

2.1. ELECTRICAL MEASUREMENTS:
2.1.1. FOUR PROBE AC-RESISTIVITY:

Usually resistivity is measured using a DC four probe method. However the draw backs
in the DC method are[2-4]:
1. Thermo-emf: This is due to the presence of temperature gradient
and the junctions creating thermo-emf. However this can be
removed by averaging over the readings taken by reversing the DC
current. Obviously this makes the experiment slower.
. Instrumental Limitation: Usually low voltage DC signal detection

requires costly equipment and is slower (vis-a-vis same order of

AC signal).

On the other hand, an AC measurement technique has no thermo-emf problem. If a Lock-
in-amplifier(LIA) is used, it offers much better signal to noise ratio. (An LIA of 1 nV resolution

does not cost as much as a DMM of same resolution). An AC measurement is fundamentally

more versatile as;
i it offers study of frequency response.
ii. it offers study of complex resistivity (or conductivity).

In figure 2.1 the schematic of the four probe AC resistivity measurement system has been

shown. The lock-in-amplifier used here is EG&G make model 5210(dual phase) which offers
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resolution of 1 nV and signal to noise ratio (SNR) of 120 dB. This model offers full computer-

interface through IEEE bus making it a potential tool for low signal experiments.

>|  PCXT <
IEEE IEEE
Reference N
y — <«
1> gL =
O > 13
- [Sample 4— Cryostat

Figure 2.1: Schematic for AC four probe resistivity measurement.

2.1.2. AC-RESISTIVITY AS A FUNCTION OF TEMPERATURE:

Resistivity as a function of temperature is the most obvious study to determine the critical
temperature(T,) of the material. At critical temperature, resistivity shows a sudden steep de-
crease (in the cooling mode) indicating the point of transition[5]. However, as discussed in
chapter 1, in high temperature superconductors this transition is not sharp and hence an artificial
definition has to be introduced[5,6], viz., point of onset of transition(T,,), point of vanishing
resistivity(T,q) etc. There is no agreement, however, as to which will be the right one.

Precise measurement of resistivity as a function of temperature requires thermodynamic
equilibrium at the point of measurement. Thus a quasi-static variation of temperature is a must.
In practice resistivity measured by quasi-static method is time consuming. Thus measurement
is carried out in a continuous slow cooling (or heating) mode. However, accurate measurement

of resistivity as a function of temperature is to be done in a quasi-static mode only.
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A. SIMPLE ARRANGEMENT FOR CONTINUOUS COOLING (HEATING):

In figure 2.2 a simple design has been shown. Sample was pasted on the copper
block(A) by vamish. The copper container(B) could be tightened to the sample holder
side by thread. All the electri-
cal connections for sample as
well as thermocouple and Pt-

100( platinum resistance ther- [Rubber—filling
mometer) were taken out
through the stainless steel tube
leads . The whole tube was

sealed through out its length (1

meter approx.) by a rubberized Thread
chemical. Thus the space
inside the sample chamber ™~ /Sample
could be evacuated to a vacu- = | /E holder
um better than 10°! tor. Before o= A —
measurement small zirconia 5 = = PRT
balls (around SO gm) were - —
, — —Zirconia

insi ber which -
kept inside the chamber E 2, 2 2000 o0, - Balls
absorbed the humidity on A

dipping inside the liquid nitro-

gen dewar and saved the sam- Figure 2.2: Simple arrangement for slow but
ples from moisture. However, continuous cooling or heating.

the lowest temperature that
could be reached was only 80-82 K. But it was sufficient for the experiments concerned

here.

B. THE CRYOSTAT:
For accurate measurement of resistivity vs. temperature a simple cryostat has beep

devised. In figure 2.3 the schematic diagram is given. The nozzle(A) at the bottom of
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the main chamber is the most important part of the design. Ultra dry Nitrogen was
passed through this nozzles within the chamber which could be controlled by the
valve(B). All the electrical connections were through hermetically shielded BNCs(C).

Vacuum was obtained

by rotary pump of BNC
larger capacity. The ﬂ |-| |-l H
operational steps were; O-ring
Valve —_— Z
\v 0 —_—
B1. Cooling down to Ng*_?__ |
80 K: l:\_:-' Vacuum
|
i. After closing all the T
Liquid N2 \ Cappiliary
valves rotary pump was Level t\:1«— tube
started. E\]
ii. The valve was \ Cooling
opened to allow a full E\”V Zone
N, gas flow to flush S - Nozzle

1

out water vapour, CO,

|
etc. ‘—

iti. The valve was

closed and had to wait

Figure 2.3: Schematic diagram of the cryostat.

for maximum vacuum
to reach.

iv. Liquid nitrogen was poured in.

v. If this was continued for sufficient time temperature could settle around 80 K.

B2. Cooling below 80 K:
i. Same steps as above were taken till a temperature of 80 K was reached.
ii. The valve was opened all on a sudden to allow full flow of N, gas. Within
2-3 minutes the temperature fell down to 63 K (triple point of nitrogen),
Sometimes a few cycles of the above steps were required to go down to 63 K.

iii. The N, flow was continued and temperature increased and settled at 77 K.
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B3. Heating mode:
Actual data acquisition was done only in the heating mode which gave

better thermal stability.

1. After going to the lowest temperature the computer controlled heater was
put on to obtain programmed temperature and held it for as long a time as reqg-
uired for the measurement at that point of temperature.

1. Above 80 K the gas flow was required to be stopped and heater was run

with new "PID" parameters.

B4. Temperature Stability:

Temperature stability in heating mode was 0.1 K.

BS. Resolution:
Resolution of temperature measurement was 0.1 K.

B6. Cooling below 63 K - down to 50 K !
It was quite interesting to see that this cryostat could go down to 50 K.

However, working within this range was not reliable because this was a short

duration process. The operational steps were:

i. The lowest temperature of 63 K was reached as described above (in point

2. Cooling below 80 K).

ii. All on a sudden the valve was put off and N, flow was stopped. It was

seen that temperature started to go below 63 K.

iii.  This situation was continued till 49-50 K was achieved. Sometimes it was

required to repeat this process for a few cycles. Time to reach 50 K was only few

minutes. It must be noted here that in usual process of boiling off of liquid nitro-

gen, it takes quite a long time to go below 63 K.
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v, If this situation was continued for a long time (around 10 minutes)
temperature started to rise and gradually reached a temperature around 80 K as

in the first step.

2.1.3. V-1 MEASUREMENT AT DIFFERENT FREQUENCY AND MAG-
NETIC FIELD:

Measurements of V-1 at different frequencies were done at different magnetic field.
Usually I-V measurements (An rms current of 1 to 5 amp was used in the experiments concerned
here) faced serious problem from high contact resistivity[6,7-23]. Moreover, the generation of
high alternating current was also a technical difficulty. The problem of high AC had been
solved by designing a voltage to current converter which took the oscillatory voltage as input
and gave proportional current through the sample. The contact problem was considered

seriously and low resistivity contact was achieved as described below. Figure 2.4 is showing the

experimental configuration.

J{>‘ PC-XT <
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Figure 2.4: Experimental set-up for I-V measuremast.



A. DEVELOPMENT OF LOW RESISTIVITY CONTACTS:

Low resistivity contact was developed by [24) co-sintering of the contact
silver wire fixed with the sample which gave a resistivity of =~ 10 ohm.cm?.
The contact configuration has been shown in
figure 2.5. For resistivity measurements the
whole pellet could be used. However, for J
measurements, the pellet was grooved as shown
in figure 2.5.

Full Sample

B. MEASUREMENT OF CONTACT RESIS-
TIVITY: V-probes

. d————r—
Measurements of apparent contact resis- u
tance was done by usual three probe technique.

I-probe

C. HIGH CURRENT AC SOURCE (VOLT-
AGE TO CURRENT CONVERTERY):
As high current AC source with variable ~ Grooved Sample

frequency was not available, a voltage to current

converter was fabricated which gave very less Figure 2.5: Contact
configuration.

distortion upto a frequency of 10 KHz and rea
sonably low distortion upto a frequency of 30 KHz. Though the harmonics

contribution was not studied directly, it was likely to be negligible being a push-
pull type of configuration of the amplifier. While discussing the data in chapter

4, it will be seen that indeed the harmonics generation was not present.

2.1.4. HYSTERESIS OF MAGNETO-RESISTANCE:
In chapter 1, the hysteresis of J(H) of high temperature superconductors has been
discussed. Here instead of directly studying J (K) hysteresis, hysteresis of the magneto-resistance

was performed. Obviously this data could be converted to J.(H) by assuming some functiong
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of J.(E). In order to perform the experiments involving the hysteresis of magneto-resistance, the
[-V set up as above was modified by replacing the constant magnetic field with a continuously
variable (ramp) or quasi-statically variable magnetic field and continuously monitoring the
voltage at a given constant sample current. The ramp was designed based on an analog
integrator. The ramp was not linear near the zero-cross over point and was quite slower in the
this region. In fact this is an inherent problem with an ordinary integrator. It will be seen, while

discussing the data, that this was essentially not a problem because of nominal dependence of

the data on the ramp rate.

A. DESIGNING THE RAMP FOR CONTINUOUS FIELD:

An analog input was fed into an analog integrator and the output was used
to drive a pair of power transistors (TIP142, TIP147) through one intermediate
current boosting by another pair of TIPs (BD 167,168). Care was taken to avoid

zero-cross over distortion by proper biasing by diodes.

i Inductive load of a solenoid is difficult to drive in the constant current mode.

ii. Thus the inductive load of the coil was not included in the feed back loop.
iii. This made it possible to reach zero current while ramping the field, to and fro.
B. QUASI-STATIC FIELD:

For the quasi-static field generation, a programmable constant current source

(Keithley model 228A) was used. As discussed above it was difficult to realize a proper

zero current state in this mode.

C. MEASUREMENT OF MAGNETIC FIELDS AND ADJUSTMENT FOR
HYSTERESIS OF POLE PIECES.

1. Solenoid:
In this case the field was calculated from the measured current (field was not

measured directly). Further the problem of hysteresis of the field itself was not present.

1. Electromagnet:
Magnetic field was calibrated against the drive current. Hysteresis for the pole

gap was corrected by polynomial fitting for increasing and decreasing fields separately.
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Obviously for different maximum field excursions the fitting parameters were different.

A typical calibration curve is shown in figure 2.6.

=0l anaingt Jrrar

eciromagnat)

0 08 1 15

. yrrant| Al :

Figure 2.6: Magnetic field calibration against drive
current.

2.2. MAGNETIC MEASUREMENTS:

Measurements of AC susceptibility as a function of temperature, frequency, amplitude

of AC excitation or DC bias field superimposed on the AC field are the most important and

common experimental tools used in the study of superconductivity. The importance of AC

susceptibility over the DC one, is due to the fact that here one has more parameters viz., freque-

ncy, amplitude, DC bias field superimposed on the AC field, to vary to probe into the complex

nature of the magnetic properties. A detailed discussion of the experimental aspects of AC

susceptibility has been compiled by R. A. Hein et al[1].
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2.2.1. MAGNETIC AC SUSCEPTIBILITY MEASUREMENTS:

The principle of measurement of AC susceptibility is simple. The basic experimental
arrangement is given in figure 2.7 The primary was driven by the in-built oscillator of the
Lock-in-amplifier(LIA -model 5210 EG&G). The output of the secondary was detected by the
same LIA as above which was capable of giving the two phases simultaneously. The frequency,
amplitude and all other parameters of the LIA were controlled through a computer. The readings

were also continuously monitored by the computer.

% 1
™~ - — .
PO-X1 .
EEE V7 ~ |EEE
=23 \v7
Reference "

_Jr-._\\ ¢S ____——_’__]_-_ﬂ/ .;-(
Y = ~ - —
s =)

e

Primary
| e Cryostat

Secondaries

Figure 2.7: Schematic of the experimental set-up for AC susceptibility measurement.

A. BASIC PRINCIPLE:

The basic principle 18 simple and is based on the lock-in-detection of the

change in the mutual inductance produced in the oppositely wound coils by the

presence of a magnetic sample[25]. When in the absence of the sample, a current

i, (1) = igcos(wt) is passed through the primary coil because of the non-exact
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compensation of the coils and a background emf, Uy(t), is always present,

U,(0)=(M,-M,)di, Jdt

=~ (M, -M,)i,wsin(wf) 2.1

where M, and M, are the mutual inductances of the two secondaries with the
primary. When a magnetic sample is placed in one of the secondary coils the

mutual inductance changes and a new term, U, appears and is given by,

U ()=-N,S . dh, (Didt . (2.2)

where N, and S, is the number of tumns and cross-section of the first coil i.e., sample
coil. Thus the total emf from the pair of secondary is, U, = U, + Ug. Thus by noting
U, and U, one can find out U, easily.

Obviously, the real(x’) and imaginary(x”) parts of AC susceptibility, will be

proportional to the in- and out-of-phase components of the secondary output as below,

Vl
x;u_

fh
5 “_V_’_

fh

Though the principle is simple, it is very often masked with different stray

effects which must be looked into carefully for an accurate measurement.

1. Right frequency that one can work safely: As one can see from

eqn. 2.1 that the packground emf, U, increases linearly with
frequency provided M, and M, are unequal which is most practical
case. Thus at higher frequency due to higher Uy, values one has to

work at higher scale i.¢., lower gain of the amplifier (and so lower
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sensitivity). If U, is less or comparable to Uy, this artifact may
lead to a situation where one ends up with wrong interpretation of
data, possibly indicating reduction of susceptibility signal with
frequency. Thus some sort of compensation is required to reduce
the signal before passing to the amplifier. Though electronic
balancing circuit can be utilized, they are avoided because: i). they
are costly, ii). add further noise, ii1). difficult to automate, iv).

time consuming.[26]

Lower Frequency Limit; The lower limit of detection is set by the

gain of the amplifier. As one can see by increasing the number of
turns in the secondary this limiting frequency can further be push
down. However, as can be seen in the next paragraph this will also

bring down the upper limit of the safe frequency.

Upper Limit of Frequency: The presence of inductance of the coil

as well as self capacitance leads to presence of a resonance
frequency. As this resonance frequency is approached, U,
increases dramatically[26]. On the other hand, the sensitivity is
reduced by partial capacitative shortening of the coils, obviously

thus decreasing number of turns in the coils will increase the upper

limit of frequency.
DESIGNING THE SOLENOID COILS:

Primary: In order to get uniform field over the sample length

uniform winding of the coil is important. This has been achieved

by winding in a semiautomatic winding machine on a well finished

hylam former of dimension given in Table. 2.1.

Secondaries : The two secondaries were designed to the maximum
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possible similarity. They were separated by 3 mm. In order to
reduce the capacitive coupling of the coils (between the primary
and the secondaries) the two secondaries were wound on separate
hylam former(single piece). The secondary pair was inserted
within the core of the primary with slight tolerance such that they
can be moved with respect to each other. One small quartz bucket

was placed in one of the secondary for holding the cylindrical

sample.
Table-2.1
(Specifications of the coils)
Parameters Primary Secondaries
Length(mm) 40 5x2
Inner diameter(mmy} 11 4
Outer diameter(mm) 16 i
No. of turns 500 2x450
Wire diameter(mm) .08 (#46) .08(#46)
Resonance frequency 40 KHz

BALANCING THE COILS: It i1s impossible to produce a
perfectly uniform field within the primary core. This non-uniformi-
ty was, in fact, utilized here for balancing the coil. If the second-
ary pairs have good enough similarity, ie., they have same
resistance and give almost same mutual inductance with respect to
the primary, then by moving the secondaries with respect to the
primary over the non-uniform field of primary, one can have rest
of the balance. However it is impossible to have balance over the

full range of frequency. Therefore after balancing at a suitable
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frequency. preferably at low frequency range (where proper
balancing 1s more important) the secondary coils were fixed

permanently using GE varnish.

2.2.2. AC Susceptibility As A function of Temperature:

The whole coil set-up was placed within the cryostat described earlier and subjected 1o
programmed temperature 1n gquasi-static mode and the output from the was monitored
dynamically. All of the necessary software was devetoped by the author only. The following

points are important and were considered in the experiments,

L. Temperature Uniformity: The requirement of temperature uniformity over the full

length of the solenoid was achieved by designing the whole coil set-up as small

as possible because the other means for achieving the same i.e., larger uniform

zone in the cryostat was beyond scope of present set-up.

2, Minimization Of Resistive Imbalance Between The Secondaries: Large resistive

mismatch between the secondaries leads to temperature dependent offset i.e., U,
becomes function of temperature and measurements become difficult. Thus
uniform solenoid wire was taken and moderate numbers of turns were wound

keeping in mind the range of frequency. Obviously if number of turns were high

then resistive balance could be easily achieved.

3. Temperature Stability: The cryostat could give a temperature stability of 0.1 K

(max) over a time window of few minutes. This was sufficient to take average of

large number of data points at a given temperature.

;. Sienal To Noise Ratio: Though the LIA was capable of giving signal to noise

ratio better than 10°(120 dB), it was not possible to achieve the same in true
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sense mainly because the rotary pump for the vacuun requirement added strong
noise to the actual signal. In fact by putting the rotary pump off and compromis-
ing for temperature stability one could decrease the noise. Better solution is to

provide proper isolation of the vacuum system and use of low-noise pump which

was not available at the present time.

3. Arbitrary Scaling: It is almost impossible to design an AC susceptometer which

can give absolute measurements without proper calibration with a laboratory
standard(LS) magnetic sample. As getting a LS for diamagnetic calibration in
temperature range of 77K and onward is difficult, we had to be happy with
arbitrary scaling and relative measurement. However as can be seen in the

following chapters, a good amount of information can be gathered from these

measurements without scale calibration,

593 AC SUSCEPTIBILITY AS A FUNCTION OF SUPERIMPOSED DC
BIAS FIELD - x'(H) AND x"(H):

Measurement of AC susceptibility as a function of DC bias field is relatively new. These

measurements form a major part of this thesis.

If a large enough DC field is superimposed coaxial with the AC field, the situation can

be simplified as being traversing of minor loops by the AC field at different DC fields. The

same extension become obscure in the case where the fields are mutually perpendicular.

The experimental set-up was same as that used for J.(H) hysteresis shown in figure 2.4

with exception that the sample was replaced by the solenoid set including the sample. The DC

bias field ( parallel or perpendicular to the AC field) is changed continuously or quasi-statically

and real and imaginary parts of voltages from the secondary were monitored keeping the whole

sample and coil set-up immersed 1n liquid nitrogen. The basic modules have already been

discussed. Some further points to be considered are:

ias Field Qver The Sample Length: This is important and

L, Uniformity Of DC B

was achieved by using small

er sample ( usually 2.5 to 3 mm). In case of

electromagnet uniformity was €asy to achieve but for the solenoid (to generate
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coaxial DC field) which was hand made and 10 cm long uniformity was not good

Time Constant of LIA and Ramp Rate of Bias Field: The experimental results on

ramp rate dependence can be obscured by the experimental limitation set by the
integration time of the LIA. If the time constant was set too low reading was
faster and followed the magnetic field closely but there was an increase in the
noise. But on the other hand an increase in the time constant introduced a lag
between the correspondence of magnetic field and the LIA output because of the

ramping of the field. However, as will be seen in later chapters the ramp rate

dependence was only nominal.

Non-Linearity at Zero-Cross-Over in the Ramp Field: Because of the logarithmic

time dependence in ordinary analog integrator, the field variation at the zero-
cross-over became quite slow. Thus zero-cross-over region had a very slow ramp
rate as compared to the higher field region where it was linear. But since the

ramp rate dependence of the sample response was negligible, the zero-cross-over

problem did not affect the data.

The Problem of Arbitrary Scaling: Though arbitrary scaling and relative

measurements are most often used, here it has created some confusion in

explaining the data. As one of the aims of the experiment was to find out
frequency dependance, if any, in this class of materials, the algorithm of the
software was in that orientation. Maximum care was taken to exploit this aspect.
Thus it was required to maintain all other conditions same while frequency was
varied for a given sample. AS there was no automated sample exchanger it was
very difficult to preserve the same condition for different frequencies if the

sample was taken out every time for offsetting the background emf, Ug. Thus it

was required to make an arbitrary offsetting and measure the change of x'( or x")
as a function of field. This surely should reflect the possible change due to

different frequencies. However as one can visualize, this arbitrary "offsetting"
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can give some problem in interpreting the data.

224  SUPPORT FOR FREQUENCY DEPENDENCE STUDY OF X(H):

The study of frequency dependance of x'(H) and x"(H) in this experimental set-up
requires further justification. As discussed above for a given coil set there is a resonance
frequency[25,26] where the response becomes non-linear. Further, there ts a phase reversal by
180 degree at this resonance frequen-
c¢y[25]. Moreover closer to the reso-
nance frequency, due to capacitive < /()
shorting between the primary and A —lr
secondary, time dependent stability 1S )
greatly reduced{26] | Z \

In figure 2.8 one typical tre- ol
quency response of a unbalanced

solenoid has been shown where ratio el

of the modulii of signal with a stan- } i i
dard sample and with out any sample( O Logl
i.e., the offset, U,(w)) has been plot-
ted as a function of frequency. The Figure 2.8: Frequency vs. ratio of modulii of x
peak corresponds to the resonance ith 1S to the offset of the empty coil.[ taken
frequenCy. it shows that with the from P.H. Muller et al.]

increase of frequency, offset overtakes

the sample signal. If the ratio gets o small, the reproducibility of the experiment suffers,

because noise and apparative drifts are mainly proportional to the over all signal [26].

With this in mind it is important g0 into the exact experimental situation here. As already
discussed the whole exercise was aimed at possible frequency dependance of x'(H) or x"(H) and
the experimental steps were as follows,

i Samples were put in the quartz bucket. The whole arrangement was put within

the magnetic field and liguid nitrogen was poured(FC case).
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vi,

The frequency and amplitude of AC excitation field were set at required values
Both the channels were offset by in built utility of the LIA.

The field was then cycled and outputs from the x,y channels of the LIA were
continuously monitored.

After one full cycling of the DC field excursion, the same cycle (steps iii to iv
as above) was repeated for the next frequency.

After full range of frequency scan, frequency was set to the lowest

value and amplitude was set to new value and the same cycle

(step iii 1o v as above) was repeated.

Usually for experimental easiness offsetting was done at the highest field. Now after

offsetting the reading to zero in both the channels(V* and V*, V'(H) and V”(H) started varying

with DC field. Thus if one plots this variation as a function DC field, there should be no effect

of the solenoid. Further one should note the following points,

1.

It is tnstruc

The offset of the empty coil was independent of DC bias field for

frequency less than 50 KHz.
Above SO0 KHz though the curves were straight lines(almost

paraliel to field axis) but sometimes the two lines were not close

showing strong apparative drift.

tive to consider a specific case e.g., at 57770 Hz. The offset was seen to be

1.2 mV in the real part and 8 mV in the imaginary part where as the total change in signal for

a field change of 100 mT was about 6 mV in real part and 8 mV in the imaginary part [because

the imaginary part was measured in the x-channel with an additional gain of 10 as available in

the LIA here). Thus even at 57770 Hz the total signal was around 10% of the full scale of

measurement, This was not too low to be masked by noise or drift. In fact, as will be discussed

In results section,

the dependence on frequency showed systematic dependence on sample

properties indicating the fact that the frequency effect as observed in the experiments here was

not an artifact of measurement.
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This point of argument may further be
strengthened by considering figure 2.9, where
the plot of the offset in the absence of sample
and the ratio of the signal magnitude of a
ferrite sample to the offset of the empty coll
as a function of frequency has been given for
the solenoid considered here. The ferrite was
tested to have little frequency dependence
below 100 KHz. It is clear from the figure
2.9 that the offset was almost linear upto a
frequency of 60 KHz and also in the other
graph, ratio of the signal (of the ferrite sam-
ple) to the offset (of the empty coil) remained
almost independent of frequency below 50
KHz and did not change drastically even
above 50 KHz.

Further, there is another point in sup-
port of high frequency measurements. It is
clear from above discussion that if there was

any effect due to high frequency, this was in

iisat{x1E-3)

;1:! i (S0 100
(KHZ)

2 Sample | Ni-Zn Ferrite
Freq Range: « 100 KMz

' 2 Log(Hz)

Figure 2.9: Frequency response of the coil set-
up.

all possibility, going to reduce actual signal contribution. However, as will be seen latter in the

results section, that depending upon am

plitude of AC excitation the total change of V'(H) and

V"(H) signal for full excursion of DC field increased with frequency for some samples. All this

argument, in all possibility, indi

even in this experimental set-up.

cates that a systematic study of frequency dependance is possible
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2
3. SAMPLE PREPARATION AND INITIAL CHARACTERIZATION:

A systemalic st '
; . :
) y udy requires a systematic series of samples. This is further i
this work, be o ’ T important i
, becaus e
e the thesis involves the measurements which are relatively ne d
exploited for studyi e
o ‘ . yet
ying of sample properties. Moreover, there 1s a mode] calculation incl
n included in

Syst T i ] ]
ystematic sample series will make the job much simple

2.3.1. SAMPLE PREPARATION - CERAMIC ROUTE:

As the thesis is aboul ceramic supercon-

duct : - . :

ors, the basic preparation technique was Weighing of Powdat
ce 1 i i E,?‘.,- “ Tt
ramic route as shown in the flow chart in | stoichiomatry

figure 2.10. The main features of the techmigue

Mixing of powder

were;
1 pall milhng
A. WEIGHING OF DIFFERENT POW- 1
DERS IN STOICHIOMETRIC RATIO: Calcination
!
The basic raw materials were high purity Particle size reguction
(Ball milling)

03), Barium Car-
CcuQ) and Lead 1

sition of the Pallatizing
{prassing)

powders of Yttrium Oxide(Ys

bonate(BaCO,), Copper Oxide(

Oxide(PbO). As the nominal cOmpo
the mole ratio In

product was YBa,Cu;O7.4

which the oxides were taken Was (2 mole of 1
Y.0,):(2 moles of BaCO,):(3 moles of CuQ). Sintering
B
4 MIXING OF THE POWDER: .
Figure 2.10: Flow chart of ceramic proces-

In order to have homogeneous Mixture of sing.

etter calcl-

d using

th .
e powders in order to ensuré @ b

ation output, mixing was dry ball mille
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poly-propylene jars with yttria-stabilized- zirconia balls. Usual time of ball milling was 24 hours

C. CALCINATION OF THE MIXTURE:
The aim of this step was to achieve;
] complete chemical reaction,
L homogencous powder.

The reaction concerned is given by,

]
3 Yo0,+2BaCO, +3Cu0=YBu,City 0 5+2C0,

Usual calcination temperature is 100 to 200 degrees centigrade below the sintering temp-

erature. The calcination temperature is usually determined form the following two first princi-

ples,

¥ Too less a temperature « chemical reaction will be incomplete.

x Too high a temperature . Too hard a material for the next step of particle size

reduction.

All the powders concerned in this thesis were calcined at 890° C for 24 hours

D. PARTICLE SIZE REDUCTION: Particle size reduction was done once again by the

same ball milling arrangement. The aim of this step was 10 ensure a suitable particle size distri-

bution to ensure:
* required densification,

* appropriate microstructure.

The average particle size in this work was 1.2 micron.

E. PELLETIZING: In this step of pelletizing, the powder was compacted into the required

roce, |

form using a laboratory hydraulic press. n this work all the samples were prepared in pellet

form (tablet of 10 mm diameter and 2 to 4 mm thickness).
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F. SINTERING: The most important and the final step of the ceramic route is the sintering

The aims of this step were;

- Completion of uncompleted reaction in calcination process: [f some

reaction was left incomplete in calcination step, it would be

completed here.

* Formation: The ioose particles formed a compact shape.
- Densification: The required densification could be achieved by

selecting right temperature and time schedule.

- Microstructure: This includes 1). grain size, ii). porosity, 1ii) other
phases.
* Maintainine right Oxygen stoichiometry: The final product was

YBa,Cu;0, (0.5 < x < 1) The value of x determines the T, of

the sample. For 0.5 <x <1 the T, is close to 90 K and is

important for the work here.

2.3.2. LIQUID PHASE SINTERING OF YBCO IN PRESENCE OF PbO:
Liquid phase sintering is a well known technique in material science to activate

microstructural change in ceramic processing. As microstructure plays an important role in

determining the current carrying properties of superconductors, here the aim of adding PbO was

to modify the microstructure in the required way - to give better grain to grain connectivity,

uniform grain growth and possible texturing if at all,

A.  CONFIRMATION OF PRESENCE OF LIQUID PHASEIN YBCO-PbO MIXTURE:

PbO has melting point(886°C) which is lower than the usual sintering temperature (900-

940°C) of YBCO. Different welght percents of PbO were added in well calcined YBCO powder

and mixed thoroughly. This mixture was
2.10 the TGA/DTA curve is shown. It is apparent form the figure that there was a phase

transition peak at 886°C, i.e., at me

subjected to simultaneous TGA/DTA study. In figure

Jting point of PbO. The small peak at 805°C was for phase

transformation of BaCO;. Thus there was no reaction of YBCO with PbO. In fact the same

59



10% PhD + YRBOO

E" " "’ll_"fflll

| = TGA
p— ‘/X“_ \%--
--——‘_/-JV/ \‘—\‘ P — s
(886 C)
—eating —-,t-|o|’ci Cooli
915 915 790

Figure 2.11: TGA/DTA of YBCO+PbO showing presence of solid-liquid phase

formation,

r oxides e.g. Sb,0y, V03 and Mo, 0, (all having meting points

experiment was repeated for othe
YBCO) but all of them showed strong reactions with YBCO.

below the sintering temperature of

Thus PbO was selected as the liquid phase sintering agent.

B.  pREPARATION OF PbO DOPED YBCO SAMPLES:

PREPARATION OF BASE MATERIAL(YBCO): The base material was

YBCO as described above. Calcinatio
t 890°C for 24 hours the material was cooled and ball-milled for
na for 2

L
n was done in two steps. After the

calcined

first calcinatio | |

24 h nd then once again subjected (0 a firing of 24 hours at 890°C. Final
ours a
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ball mitling was done for 24 hours and particle size was measured. Average

particle size was 1.2 um.

2. DOPING OF PhO IN YBCO: 0.8, 2, 4, 6, 10% (by weight) PbO was
added 1o the calcined YBCO and mixed thoroughly by ball milling in smaller
poly-propylene bottles in propanol medivm for several hours.

3. PRESSING AND SINTERING: Dried powder with different PbO content
were pelletized and sintered for different time and temperature schedules. For all
the batches rates of oxygen flow were fixed at 30 cc/min. and rates were also

same and were 20°C/hour. The Time and temperature schedule is given in Table.

2.2

Table-2.2
(Sintering Schedule)
Batch Temperature(°C) Time(Hour)
A 930 16
B 920 24
600(anneal) 6
C 940 24
600(anneal) 6
D 945 24

2.3.2. BASIC CHARACTERJZATION:

resistance of the sample as

been described above. The results

R-T measurements:

The first charact

from the R-T measurements are;

There was no observable variation of T, as a funciion of PbO content. Even
though there was a variation of £1 K, it could not be correlated to PbO content,
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erization was O determine the T,. The T, was determined by plotting

a function of temperature. Exact measurement technique have already



Probably, the variation in the T, was due to slight variation in oxygen content.
11). All the samples in all the batches had almost same T, which was within 90 to 92
KT ot
iii),  There was a minimum in normalized room temperature resistivity close to PbO
content of 0.8% to 2.0%. This was seen in all the batches. This was probably
because of improvement in densification due to liquid phase sintering. At higher

concentration of PbO, the grains became coated with insulating PbO layer and

hence resulted in higher resistivity.

AC SUSCEPTIBILITY AS A FUNCTION OF TEMPERATURE:

[
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ZSamolé D1(Pure YiBCO)
Zgro DO Blas

Py \ /-,//
-2.5 A~
. i : i
-3.0 |
80 82 g4 g 88 90 92 94 G4 e8 100 102

Temperature(i)

Figure 2.12: AC susceptibility as @ function temperature for three AC amplitudes for a
f Batch D)

frequency of 73 Hz.( Sample: Pure 0

Magnetic AC susceptibility was measured as a function temperature. Though the studies
could be utilized for a rigorous analysis of magnetic behavior grain and grain boundaries[27],



here the use was only to find the T,. In figure 2.12 the x’ and x" are plotted as a function of
temperature for different amplitudes and zero DC bias.

The grain and the grain boundary contributions (the peak on x"(T) at higher temperature
was due to grain and other due to grain boundary) are clearly seen on the x"(T) curves. It is

clearly seen in the figure that the variation of amplitude was to affect the grain boundary

contribution because the amplitude was too low to atfect the grains.
The essential result from this AC susceptibility measurements was that all samples in all

batches had critical temperatures around 90 to 92 K. This data is further indicative of the fact

that the coil set-up was properly balanced.

3 Volume density:
Volume density was measured by immersion method. The results of batch A have been

given in table-2.3.

4. Transport J. and Magnetization J .

Transport J, was measured using 1 second pulse current and luV/cm criterion.

Magnetization J . was calculated by using the Bean’s model formula for the slab from M-H loops

at low enough field where "phase locking" was not destroyed. The M-H loops were studied by

a commercial VSM at liquid Nitrogen temperature. The results for batch A have been included

In the table-2.3.

S. X-ray and SEM data:
Detailed X-ray study indicated that PbO, indeed was an inert liquid phase sintering agent

and showed no extra peaks than that of PbO and

of YBCO.
roscope) study was also undertaken. The essential finding

pure YBCO. However PbO peaks were quite

weak 1n comparison to that

SEM (scanning electron mic
n size including some homogeneity with increasing

was that there was a gradual decrease of gral
‘ r concentrations of PbO, grain boundaries were seen to contain

PbO content. However, at hight

excess PbO layer.
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Table-2.3

PbO content Transport Magnetiza Density
(mole %) i " . -tion J, ] gm/cc)
Batch A (Amp/cm~) (Amp/cm”)

0.0(1) 240 340 5.69
0.8(2) 210 330 5.89
2.0(3) 165 254 5.79
4.0(4) 145 200 5.81
6.0(5) 140 200 5.64
8.0(6) 160 180 5.67
10.0(7) 120 170 5.63
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MODEL CALCULATIONS

A TWO COMPONENT CRITICAL STATE MODEL
APPROPRIATE TO THE GRANULAR SUPERCON-

DUCTORS:

This part of Chapter 3 gives the description of a two component
critical stare model. It describes the solution of the model for M-H loops
and gives a comparanve analysis of results for different input parameters
of the model.
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3. A TWO COMPONENT CRITICAL STATE MODEL
APPROPRIATE TO GRANULAR SUPERCONDUCTORS:

3.1 1. BACKGROUND - THE GLASSY SUPERCONDUCTOR MODEL:
THE GRANULARITY INDUCED GLASS MODEL:

Glass models[1,11,12] are in analogy to the so called magnetic-spin-glass system. We
have already seen in Chapier I, that the irreversibility line in high temperature superconduc-
tors(HTSC) has similarity with the same prediction in spin-glass by de Almeida and Thouless[S].

This similarity of this line with that of spin-glass one, has given the first clue to superconducting

glass models.
A disordered array of weak links coupling together small superconducting grains is the

basis of the "superconducting-glass" models developed principally by Ebner and Stroud [6].

However, a simpler version of glass model as developed by Clem[7] and also by Tinkham and

Lobb [8] will be used here.

This model describes the bulk ceramic as an agglomerate of grains connected between

them by some sort of ‘weak links". Existence of weak links is now experimentally verified

through exhibition of grain boundary SQUID in polycrystalline materials[2-4]. However it 1S not

yet certain as to what the origin of weak links is. But beyond doubt, unclean grain boundary,

miss-orientation between adjacent grains are two of the most obvious hindering factors{9]. This

can be verified by noting the fact that there is now confirmed report of high current in BSSCO

as well as YBCO prepared by proper melt texturing [12,
ever it is important [0 notice that even in the highest c¢ntical current

13] which must have improved the weak

links drastically. How
samples weak links are very much present, though they héife:DELer TR
el assumes the material to be a cubic array of identical grains of

For simplicity, the mod
a,. Also it is assumed that the nearest neighbour grans are

volume V_ with lattice parameter
ctions of maximum Josephson current I,. The problem is

coupied by identical Josephson jun

andau-like free energy functional which accounts for only the

tackled by proposing 4 Ginzburg-L- '
intergranular Josephson coupling energy[7]. Clem[7]

Intragranular condensation energy and the

. meter,
has introduced an important dimensionless para

67



P 4
T (3.1.1H
g
where,
Ej-(h/2e)10 (3.1.2)
‘) ]
E‘-(H“jbn)V‘ (3..1.3)

are the Josephson coupling energy and intragranular condensation energy respectively. Here J

(for Josephson) and g (for grain) subscripts denotes intergranular and intragranular quantities res-

pectively. Tinkham, for the purpose of generality, assumed this dimensional parameter as the

ratio of J,; to J,;.

Depending upon the value of ¢, one has two limiting regimes in granular superconduc-

tors. Obviously we are interested in the € < < | regime, where grains are weakly coupled and

critical current density, I, is limited DY the critical current density of the Josephson junction. In

HTSC, with representative values of parameters[ H,, = 10° Qe, Ih= 100 pA, ag=1 um, ] we

get ¢ ~ 10?). With this low value of e, Clem as well as Tinkham and Lobb argued that the
effect of granularity will be pronounced and a weakly coupled regime prevail from a low

temperature to close to T..

NDINGS OF THE GRANULARITY MODEL.:

ATURE:
y is that there exists a temperature below the critical

3.1.2. IMPORTANT FI
A.  PHASE LOCKING TEMPER

The basic prediction Of this theor

) where all the gramns become “phase locked". This, we will call as

temperature of grains ( Teo
the bulk behaves as a whole.

Phase locking temperature, T,,. Below this T

S, )\G AND >\J:

B.  PENETRATION DEPTH
se locked, application of small magnetic field to a bulk

Below T,;, when the grains are pha
ts that flow around the outer surface of the sample.

Sample of HTSC will induce screening curren
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The depth to which the applied field penetrates inside the grains is, A,. Because of the weakness
of the intergranular coupling, the magnetic field penetrates more easily and deeply between the
grains, to a depth A, along the grain boundaries.

In our choice of material, we have A, > > Ag-

e EFFECTIVE PERMEABILITY, iy & A

Further. Clem assumed A, > > & and showed that for r, (=ay/2) > A, the junction

penetration depth,

k/-((aprjﬂnzacl’np'ﬂ)uz (3.1.4)

where y (T) is the temperature dependent permeability of the granular material given by,

211(r£jlg)

I 3.1.5
I”'eﬂ' fﬂ fs(rgjlg)lo(rg/}*g) ( )

The implicit assumption in the expression for fr is that the grains are infinite cylinder. However
the expression for A, is not confined by the geometry and all the effect for different grain shapes
will be accounted through the s Only [ntroduction of g, as we will see, 15 one cf the most
ation of a granular ensemble,

significant step in handling this complex situ

D. COHERENCE LENGTH, £i(T OF GRANULAR SYSTEM:

her length parameter is not as we
m[7] has defined 1t phenomenologicajly as,

Unfortunately the ot 1l defined as A; in this model for our

limiting value of ¢. In fact Cle

E%(T)-ea%/.?. (3.1.6)

t hears better rationale than the definition of

We will like to follow this definition because 1
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E. CRITICAL FIELDS:

Clem derived the expression for lower critical fields for the grain junction as,

)
Hoym g, — 122 /%) Glim

clj 2
4nA janl"g

which. for our choice of parameters alongwith reasonable p = 0.3, becomes of the order of

I orested.
The other critical field, H,,,, can be derived recalling our expression for H_, in Chapter

I and H.,, is,

(3.1.8)

F. BEHAVIOR IN MAGNETIC FIELD:

From the above discussion one can sum up the response of a granular material to
magnetic field as follows:
1 When the magnetic field is below the lower critical field, H,,;, magnetic field is screened

by the bulk as a whole in a distance A,

i For Hoawe H< Hgy the field penetrates (within the intergranular region) through a
. l L2219

distance satisfying the corresponding critical state equation,

£ 3.1.9)

—— - <

dx

Here we are in the mixed state of the phase diagram of the junction and vortex lines are

present. The shapes of the lines are to be determined by &;, and A;. However, as Clem[7]

has argued, for € << 1 which 1s the case here, there is no suppressed order parameter

in the core of these vOrtex lines.

i,  As H increases towards or beyond H,,, the effective critical current density, J; is

reduced by a factor = H,/H by the phase randomization, allowing even deeper
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penetration, to distance = H/J, = H?[8].
v, For H,;,, < H< H,,, the field penetrates to a depth of A, into the grains and above H,,

the field penetrates into individual grains following the critical state equation, appropriate

to the grains.

G. PINNING OF JOSEPHSON VORTEX LINES:
Implicit in the assumption of the critical state of the junction is that there is “pinning”
actively holding the VLs in their positions. The origin of this pinning is most likely the implied

discretness of the Josephson junctions array or the inhomogeneity of the junction coupling

strength.

3.1.3. THE CRITICAL MODEL- STUDY ON M-H LOOPS:

In Chapter 1, the critical state model as proposed and solved by Bean[14,15] has been
discussed. Here a two component model will be discussed as appropriate for the HTSC in the
background of glass model. In last twenty years, after the first work of C.P. Bean critical state

model has gone through a systematic change. 1t 1s important to have a detail look into this

history and justify the modifications that has been arrived at.

3.1.4. REVIEW :

Critical state model of Bean[14,15] and its different variants have been extensively used

for conventional type-II superconductors to predict critical current density, J.(H) from

magnetization measurements.

The original model of Bean was immediately extended by Kim et al.[16,17] and

Anderson[ 18] for more realistic ficld dependence of J.(H) given by:

k

= (3.1.10)
4] {

J(H)-
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where k, H, are two positive constants (Kim model}. Irie and Yamafuji[19], and Green et al[20]

have proposed a power law model where J.(H) is given by;
J(H)-KH} (3: 1.1

where K and q are two positive constant. The exponential J (H) model was proposed by Karasik
et. al.[21] as;

\H|
J (H)-aexp(-—) (3.1.12)

i,

where a, and a, are lwo positive constants.

A large number of theoretical derivation of the M-H loops of high T, ceramic bulk have

been reported on the basis of critical state models with different J (H). But none of these models

has been successful in deriving the low field anomalous M-H loops of the bulk polycrystalline

ceramics, It is now well understood as per our above discussion that the ceramic bulk has two

components to their electromagnetic response, one from the good superconducting grains with

high enough critical current densities (J,(0) of the order of 1O% amp/cm? ) and weaker magnetic

field dependence and the poor superconducting grain boundary with low critical current

density( J, (0) of the order of 10" amp/cm?) with strong magnetic field dependence[8]. Qualitative

explanation of this M-H loops is; ata low field excursion the grains remain well phase locked[8]

and give rise to a M-H loop determined by the J.(H)(i.e., J;(H)). As the field range is increased

this loop increases by size. But as the field increases beyond the H,; of the material, the grains

become isolated by phase randomization and the M-H loop collapses. At higher field excursions,
the loop is determined by the J.(H) of the

on the basis of critical state model, assumes a Sin

grains( i.e., J,,). Most of the theoretical treatment,
gle ] (H) appropriate to the field range. Hence,

most of these models are crude approximations of the exact situation as depicted above.

Chaddah and Ravi Kumar[23] have extended the exponential critical state model and cal-

culated analytically virgin magnetization curve and numerically hysteresis loops but they have

not considered contributions of both the components, i.e., grains and GB simultaneously. Chen

et al.[24] have given a comparative study of all the three models 1.e., Bean, Kim and

exponentjal. Bhagwat and Chaddah[25] have given analytical solution for M-H loops for general
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ellipsoid and also have considered non-zero demagnetization factor,
However. in a realistic model both the components - the grain boundaries and the grai
rains,

have 10 be present. Though Chen et al.[24] have discussed the basic idea of including both th
e

components they have not extended their model in that line. Though explicit derivation of M-H

loops at low field from critical state models 1s yet not seen, calculation of AC susceptibility and
n

harmonics on the basis of same model shows good enough agreement with experimental data(26

28]. Particularly calculation of magnetic field dependence of real and imaginary parts of AC

susceptibility by Kim et. al.[26] have good agreement with experimental data for Kim type field

dependence of J,(H). Further Ji et al.[27]. have shown that the very low field M-H loops can

be derived as ;

M=-M,, ~aH (3.1.13)

Bean

where M,,__ is the Bean like contribution given by,

_H (3.1.14)

M Bean " BBean

and a=0.3 gives the constant of prOportionalin signifying diamagnetic contribution from the

grain, Obviously this is quite an arbirary method.

already argued that none of these models includes both the components

In fact as we have

over the wide field range, 1.€., from a few millitesla to a few tesla.

and hence are not applicable
model considering both the contributions has been proposed by

The only critical state

n successful in deriving the AC susceptibility as a function

Miiller[29,33]. This model has bee
udes as well as for different DC biasing fields. However

of temperature for different AC amplit
_H loops at different field, has yet not been reported.

a detail sjudy on this model, involving M
M-H Joops with different parameters.

We have extended this model and studied
ritical state models in
model 1iK

explaining experimental data lies on the proper

The success of €
¢ that of Miller, selecting the right J.(H) has

selection of J.(H). In a two components
one pair of j.(H) hav
as show Miessner effec
1 assumed to be zero. But still at low field

to be selected.
'0 be done carefully because ’

At low field ( < Beg) 8721

IS reversible. In critical state model

t and the contribution to magnetization

6. in general, H:
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one will get loops which are quite narrow and can be considered to be almost reversible. This
reversible component can be comparable to the magnetization due to grain boundary and can
substantially modify the M-H loops. The low field AC susceptibility and harmonics calculation
as a function of DC field with Kim type J.(H) shows good agreement with experimental
dataf26,28] because of the fact that these measurements are not sensitive to the above mentioned
reversible contribution from the grain. However, it is obvious that a better quantitative
agreement of AC susceptibility data will come only from the consideration of both the com-
ponents, grain and GB. Obviously for a poor J(H) more grains will contribute to the reversible
component at low field and in that case this model will yield better result. However, at very high

field GB contribution will be vanishingly small and this model must lead to the same result as

that of a single component model with appropriate J.(H) for the grains.

3.1.5. DESCRIPTION OF THE MODEL :

Following above discussion, it is assumed that the bulk, consists of two distinguishable
physical components of different superconducting properties; the grains with high critical current
density, J.,(0) (10° amp/cm?) and J,(H) of Bean, Kim or exponential type and the grain boun-
daries with poor critical current density, 1;(0) (107 amp/cm?) and J,(H) of Kim type. Obviously,
we are not away from that as proposed in ref. [29] by Muller. The grains are embedded in GB
matrix in such a way that a macroscopic flux profile is set up contributed by I, Under this
macroscopic flux profile different grains are subjected to different amounts of field resulting in
a different microscopic flux profile for each grain. As one can visualize the complexity in
solving the problem analytically, we have resorted to numerical solution, though analytical

equation for M-H loops for different models as well as different sample shapes are available.

As will be seen, that the easiness of handling a numerical problem, has given us quite a bit

advantage in making a large variation of J.(H) models and other parameters input for the our
model and also has yielded some results which other workers have not been able to get,

Instead of using the conventional form of Kim expression for J(H) we slightly changed
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the from as;

J o0 3.1.15
J (H -l . 1.15)
) L+ar, i)
where qa,, is the constant given by;
. - J /(O 1 (3.1.16)
8y (0.1)

cgli

where J,,(0) and J (0.1} are the two critical current density values at 0.0 and 0.1 Tesla fields.

This direct expression involving experi mental parameters gives better visualization of the internal

functioning of J.,;(H). Bean regime can be achieved simply by setting this two current values

equal; J_;(0) = J;(0.1) giving o = 0 and J.(H) independent of field.

Having the J (H) defined, the bulk of the sample is assumed to be an infinite slab or
cylinder parallel to the magnetic field direction (Figure 3.1.1). Considering the sample divided
into numbers of strips (incase of slab) parallel to length we can step the field gradually and at

every point of field we can calculate the flux profile within the sample by the following relation;

dH(x) = -sgn(H)J (H) *dx (3.1.17)

where sgn(H) returns the sign of the field. Now after calculating the macroscopic flux profile,
the GB contribution can be evaluated by integrating the flux profile which gives <B>;, the

volume average of Macroscopic flux density. So GB contribution to magnetization is;

(3.1.18)
Mj-<B>j-Hl-

where H; is the externally applied field.

To get the grain contribution, the microscopic flux profile of individual grain is then cal-

culated using the macroscopic local magnetic field as external field for the grain. Then the

process is simple and extension of the same thing as in the GB case. Combining all the mag-

netization contribution of individual grains the total grain contribution at that external field can

be obtained. Now the requirement is to combine the two contributions in a meaningful way. Qb-

75



Rg

Q

*/

2d

x
[ N\
Grain
Intergranular
region

Figure 3.1.1: Schematics showing grain and grain boundaries.



viously some weighing factor has to be introduced to combine the two different contributions,
the grains and the GB. Following Clem[7] and Miiller[29,33] the effective permeability, pu,, is

introduced as the required weighing factor. Thus the total magnetization contribution will be
given by:

3.1,
Mr'“rr,"(B’,"“"‘rﬂ)“B)g'Hu (3.1.19)

where <B> and < B>, are the average macroscopic GB and microscopic grain contributions

to flux. We have also calculated p . following Clem's prescription as discussed above[7] and for

our choice of parameter pr = 0.37337 equal for all the data discussed here.

3.1.6. THE OUT COME - M-H LOOPS:

J (0) and J.(0.1) has been used in Kim expression instead of more conventional constant

k and H, as in equation (1). The equivalence with equation (1) is given by,

A (3.1.20)
o
1 (3.1L21)
IIO- E

There is no direct expression for the so called penetration field, H' in the present
numerical model. However, one can always have approximate 1dea by calculating the flux
profile. Also knowing the equivalence of J;(H) in the present model with others, one can write

the analytic expression of H" fora cylinder of radius a as given by Yamamoto et. al.[31] (tn this
ref. penetration field is defined as Hp);

I
(1+2J (0)ae)* -1 (3.1.22)
‘- .

o

H
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With appropriate parameters one can calculate both macroscopic(junction or GB) or microscopic

(grain) penetration tfield.

The particular choice of constant viz, J.(0) and J.(0.1) in this model gives easy visualization of
the plotted result. In principle, by keeping these two constants fixed one can still select different
J.(H) like 1/H. 1/H?, or exponential. Thus exact functional dependence of J.(H) can be compared
in M-H loops. Further for stronger field dependence for a given J (H) we can replace J (0.1) by

J.(0.01) or so. Thus we have better choice over the experimental parameters 1o be selected for

the model.

3.1.6A. LOW FIELD M-H LOOPS : ANSWER TO THE ANOMALY:

Figure 3.1.2. is showing complete M-H loops for different ranges of field for

Bean(Figure 3.1.2a), Kim(Figure 3.1.2b} and exponential(Figure 3.1.2¢) J (H) for the grains

while the J, (H) for GB is fixed at Kim type. In all the three cases in figure 3.1.2, J.(0) is same.

In figure 3.1.3, three loops with fixed J,, parameter and different J, parameters are plotted.

These loops have striking similarity with reported experimental low field results[22, 33-40]. In

fact by selecting proper J. and J; parameters it is possible to have exact agreement with ex-

perimental data. As seen in the Figure 3.1.3 for a given J; parameters and J,(0) fixed at 10°

amp/cm? the loops become narrower as one goes towards less field dependence of J;(H) like

Bean, the widest being for the case of Kim type. Further the slope of the loops ( i.e., the slope

of the line connecting the end points of the loops) increases as one goes toward Bean model.

These findings of this model calculation are physically justified. As one goes toward less field

dependence of J.(H), like Bean, the reversible component ( as discussed earlier) will increase,

making the loops narrower. Again as the J,(0) increases, these loops become wider both along
M and H directions. To our knowledge, these are first theoretical M-H loops showing the
anomalous behavior as in the experimental 100ps. One can immediately identify the "kink” in
"granularity kink" in the experimental data[22] and many others.

these figure with the so called
AS BEEN POSSIBLE:

3.1.6B, THE INSIDE - HOW IT H

amine how (he contribution of
the contribution due to the grain boundary for

the GB has been modified b
One can ex E ified by the presence of

the contribution of the grains. In figure 3.1.4,
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Figure 3.1.2a: M-H loops for Kim type Jo(H) (shown as 1/H) for the grain. I of the

GB is Kim type (shown as 1/H).
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Figure 3.1.2b: M-H loops for exponential J,(H) for the grain, J; of the GB is Kim
type(shown as 1/H).
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Figure 3.1.2¢: M-H loops for Bean type J,(H) for the grain. J; of the GB is Kim type.
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different field ranges with given J,, parameters is shown. This is what is expected in a single
component model with Kim type J (H). We know from single components model for grain (

not shown here). in this field range M-H loop will be very narrow or almost straight line with

slope close to +1 or -1 ( i.e. reversible contribution). Thus the combined effect can be

visualized as shown in figure 3.1.2.

3.1.6C. TEMPERATURE DEPENDANCE OF M-H LOOPS:

These calculations can be utilized 10 explain qualitatively almost all the low field features of

M-H loops including temperature dependence. However there Is an apparent complexity as to

the temperature dependance of J,,(T) and J,(T) and hence of M-H loops. Experimental data

shows J ... ~ (T,-T)", with n= 110 3.5[41]. In this model two complimentary things can

happen :
1) If one assume that as the temperature increases, the J, parameters

deteriorate faster than the J; parameters, then from figure 3.1.3 it is apparent that

loops may be narrower with increasing temperature. However, at the same time,

because of poor J, and hence lower H ,, more and more irreversible grain contri-

bution will be available resulting in a wider loop. This assumption of J(T) is in-

built in the superconducting glass model as described by Clem (see discussion by

Clem[7] and Tinkham and Lobb[8] on the cross-over regime of glassy model),

where J_(T) ~ J.(depairing) — (T -T)* and J,(T) = (T-T)). Thus recalling
cg - <g —_—

facts that M-H loops monotonically reduce, the

more important experimental

position for this assumption of J.(T), should be rejected,

second pro

¢ jeast some results where J4(T) deteriorates faster than J.(T)

2). There are a |
duction of loops with increasing temperature is probably

[42] implies that the 1€

due the second fact i.e., due tO more grain contribution.
OF MAGNETIC Ject

3.1.6D.  OVER-ESTIMATION .
3 1.3) that a wider loop does not necessarily imply

it can bhe seen (figure -

Obviously, o
’ eaker J(H) ) but may indicate worse J, parameters

better ], parameters ( 1.€. higher 14(U) 0F ¥
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(lower J ,(0) or stronger field dependence of J,(H) ). Thus these calculations justify the problem

of calculating J_(H) from experimental M-H loops at low fields. As can be seen in figure 3.1.3

e “¢q

the loops become narrower with better J, parameters though J,; parameters are the same,
indicating possible false-estimation of magnetic J, using standard Bean’s formutla alongwith bulk
dimension. It should, further be noticed, that if one compares figure 3.1.4 and figure 3.1.1.a,b ¢
it is clear thal the grain contribution increases with worse J, parameters making the loops wider.
Thus in the usual cases where grains are not very good (e.g. J(0) ~ 10° amp/cm? ), there will

be an over-estimation of magnetic J, with respect to actual transport J..

3.1.6E; TEST FOR A TRUE TWO COMPONENT MODEL - EVOLUTION OF M-H

LOOPS OVER FIELD RANGE:
The dry test for a successful two component model is that it should be equally valid in

the whole field range starting from a few millitesla to a few Tesla.
In Figure 3.1.5 the same M-H loops as in figure 3.1.2 except that the field range is

higher (120 mT). These loops are also in complete agreement with the already published calcula-

tions{ on the basis of single component model) and experimental data, except the small kink

close to zero field. This kink decreases on decreasing u.q, Or decreasing J(0) since both lead

to a decrease in magnetization contribution due to GB. However the high field experimental M-

H loops do not show this kink. It is for the first time that such a systematic evolution of M-H

loops in HTSC has been presented.

E OF JCJ:

3.1.6F. EXACT FIELD DEPENDENC
y of considering the parameters offer a better

As has been discussed earlier our wa
comparison of field dependence of 1.(H), two M-H loops for different J(H); one J,(H) =~
/(1 +k | H| )? for given set of J;(0) and J;(0.1) have been

~—

l/(1+k | H | ) and other J4(H) =

plotted in figure 3.1.6(a,b). Obviously the second J;
figure that for stronger field dependence of J,,(H) the loops are wider, which further indicates

(H) is power law type, It 1s obvious in this

ues from these 100ps. This 1s because, for stronger field depen-

the problem of calculating Jg val | ‘
ate the bulk making more grains subjected to that field and

dence of I;,(H) more flux will penetr

' ] : : tization.
InCreasing the contribution of grain magne
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3.1.6G, EFFECT OF GRAIN SIZE:
| The effect of grain size can be investigated in this model. In figure 3.1.7 M-H

dfffe"f.’“[ grain sizes have been plotted for given parameters as shown in the-ﬁ.gure -Asloops -

visualize, with the decrease of grain size more number of grains are exposed to 'ma o Ca.n

ﬁeld..Moreover with decrease of grain size the corresponding H™ of the grains ZZZPIC

allowing more flux to penetrate within the grains which tmplies that the irreversible contrib .Ses

from the grain will increase. Thus with the decrease of grain size M-H loops will become wu::zzn
r

in size, s -
The calculation in figure 3.1.5. has good qualitative agreement with the experi
1mental

data of Muary et. al.[33].

3.1.7. SUMMARY:

The results can now be summarized showing the significant achievements in this t
is two

component model;

1. Anomalous Behavior 11 M-H_loops: It is shown here that the low field
e

anomalous behavior ¢an be explained quantitatively in this model

I, Evolution_of M-H 100Ds: A systematic evolution of M-H loops over the field
on has been presented.

range variati
It is clearly shown that there is a chance of over-

1. Estimation_of magnetic L

estimation of transport ], from magnetic measurements.

v, Grain_size effect: Systematic grain size dependence has been discussed which

finds good agreement with published results.

3.1.8, PHENOMENOLOGICAL CORRECTION FOR SHIELDING CURRENT
- DETAILS ON EVOLUTION OF M-H OOPS OVER FIELD RANGE:

he peculiar evolution of M-H loops in HTSC over the variation of field

In Chapter 1t
calculatio

ran g
ge has been discussed. In the above

ZIVShaDEd M-H loops which 18 often se€n in the mid
probabiltty, this step h

n it is not possible to see the middle step (the
dle range of field excursions) of the evo-

lu ) _
ion of M-H loops because, in all as a large contribution from the shield-
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Ing currents[43] and that there is no scope for handling any shielding currents 1n the critical state
model, which by its nature requires the magnetic response to be irreversible. One important
point must be taken note of here, that this limitation 1s inherent in critical state calculations and
because of this limitation most work on this model assumes lower critical field, H,, to be zero.

In conventional LTSC also, where the reversible contribution is usually quite negligible as

compared (o the irreversible component, Kim et al.[17] tried to consider the same reversible

contnbution.

Thus. here, the shielding contribution of the grains (because H,, being very small,

junction as such has very less reversible contribution) is considered phenomenologically in

modifying the critical state M-H loops. Unlike Chen et al., no surface barrier to entry and exit

field is assumed to exist. Thus it is d crude mathematical manipulation that have been tried here

and is not based on rigid physical ground. However a justification 1s being sought on the basis
that magnetization due to a ceversihle shielding current increases linearly with the applied
external field upto a field equal to Hey Ahove this field, flux starts penetrating. Handling this
problem in a mathematical model s difficult because this jump from Meissner state to vortex
state is a discontinuous process at Her: This problem has been seriously faced by others also and
Chen at el[43] have not been able get continuous M-H loops on this model.

effect of the shielding current on the M-H

With this in mind and to have a ghmpse of the

reversible component 1s given by,

100135, it is assumed that the

|H
Mrw“HUExp(_._;'{) i (3.1.23)

The ¢ this form is that itisa ¢elf-limiting function at a field to be determined by the
vantage of this torm & :

equire artificial limiting logic (in the software) to manage the

constant o and hence does not T _ _
o arbitrary parametnc constant, «. The compromisation is

discontinuity at H,, and has only of Y
is pot +(-)1. However as an initial approxi-

that the slope of the virgin M-H curve below Heg

3 i ssence.
Mation this is good enough to bTiN& out the ©

In figure 3.1.8, thre€ such

Shieldi“g current has been added tO the cnti
eement of this calc

M-H loops have seen included where the component due to

cal state M-H loops with parameters as shown within

. ulated loops with the reported data[34,39 43-
the diagram. The excellent agr
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#8] justifies the assumption here.

References :

(1]

(3]

(4]

[5]

6]

8]

9]

(10]

[11]

[12]
(13]
[14]
(15]
[16]
(17]
[18]
[19]

(20]

I. Morgenstemn 1990 Earlier and Recent Aspects of ivi :
Ju i pects of Superconductivity (Springer Scries | ;
Skience, Vol. 901 Ed. 6, Bednarze and £k, MBlerpp2dd sl st

] ou il ’ . il 3 » end. &
. . l . Sllllon I 8

C.M. Pegrum, G.B. Donaldson, A.H. Cart and A. Hendry 1987 Appi. Phys. Lett. 51, 1364

R. Tichy, M. Odehnal, V. Petricek, S. Safrata, E. Pollert, J. Kamarad, J. Hejtmanck
' 1 » . v I 3 A Xy O. S Y
D. Svkorova, 1988 J. Low Temp. Phys. 70, 187 : Hekavaand

J. R. L. de Almeida and D.J. Thouless 1978 ). Phys. All, 983; C11, L871
C. Ebner and D. Stroud, Phys. Rev. B31, 165 (1987)

J.R. Clem. Physica C, 153-155, 50 (1988)
M. Tinkham and C. J. Lobb Solid State Physics 42, 91 (1989)

A.P. Malozemoff Physical 1989 Properties of High Temperature Superconductors ed. D.M. Ginsberg
Worsld Scientific, Vol. 1, p7] "

G Deutscher 1990 Earlier and Recent Aspects of Superconductivity (Springer Series in Solid State Science
Vol. 90) Ed. J.G. Bednorze and K. A. Muller :

I. Mannhart 1990 Earlier and Recent Aspects of Superconductivity (Springer Series in Solid State Science
Vol. 90) Ed. J.G. Bednorze and K. A. Muller !

S. X Dou and H.K. Liu 1993 Supercond. Sci. Technol, 8, 297
M. Murakami 1992 Supercond. Sci. Technol. 5, 185
C.P. Bean 1962 Phys. Rev. Lett. 8, 250

C.P. Bean 1964 Rev. Mod. Phys. 36, 31

Y. B. Kim, C. F. Hempstead and A. R. Strand 1962 Phys. Rev. Lett. 9, 306

Y. B. Kim, C. F. Hempstead and A. R. Strand 1963 Phys. Rev. 129, 528

P. W. Anderson, 1962 Phys. Rev. Lett. 9, 309

F. Irie and K. Yamafuji 1967 1. Phys. Soc. Jpn. 23, 255

. M. Green and P. Hlawiczka, 1967 Proc. IEE 114, 1329

94



(30]

(31)
132)
(33]
[34]

[35]

[36]

(37)

[38)

(39]
[40]
[41]
[42)

[43)

V. R. Karasik, N. G. Vasil'ev und V. G. Ershov 1964 Sov. Phys. Rev. 136, A335
Subir Saha, R.B. Tripathi and B.K. Das. 1992 Solid State Phenomena 25-26, 387
G. Ravi Kumar and P. Chaddah 1989 Phys. Rev. B39, 4704

D.-X. Chen, A. Sanchez, J. Nogues, and J.S, Munoz 1990 Phys. Rev. B4l, 95i0
K. V. Bhagwat and P. Chaddah 1990 Physica C, 190, 444

Y. Kim, Q. H. Lamb and C.D. Jeftries 1991 Phys. Rev. B43, 11404

L. Ji, R.H. Sohn, G.C. Spalding, C.G. Lobb and M. Tinkham 1989 Phys. Rev. B40, 10936
T. Ishida and R. B. Goldfarb 1950 Phys. Rev. B41, 8937

K. H. Muller 1989 Physica C, 159, 717

K.H. Muller 1991 Magnetic Susceptibility of Superconductors and Other Spin Systems ed R.A. Hein, T.L.
Francavilla and D.H. Liebenberg p229

K. Yamamoto, H. Mazaki and H, Yasuoka 1993 Phys. Rev. B47, 915

D.-X Chen, A. Sanchez, T. Puig, L.M. Martinez and J.S. Munoz 1990 Physica C 168, 652

R. Maury, A. R. Fert, J. P. Redoules, J. Ayache, J, Sabras and C. Monty 1990 Physica C, 167, 591
S. Senoussi, M. Qussena, M. Ribault and G. Collin 1987 Phys. Rev. B36, 4003

H. Zhang, S. S. Yan, H. Ma, J. L. Peng, Y. X. Sun, G. Z. Li, Q. Z. Wen and W. B. Zhang 1988 Solid

State Comm. 65, 1125

G. J. Nicuwenhuys, T. A. Friedmaan, J. P. Rice, P. M. Gehring, M. B. Salamon and D. M. Ginsherg
1988 Solid State Comm., 67, 253

Hong Zhang, Shou-sheng Yan, Wen-bin Zhang, Zhoa-bui Shen, Yun-xi Sun, Guo-zhong Li, and Ke Wu

1988 Solid State Comm., 67, 1183

M. Ciszek, J. Olejniczak, E. Trojnar, A. J. Zaleski, J. Klamut, A. J. M. Roovers and L.J.M. Van de

Klundert, 1988. Physica C, 152, 247

S. Senoussi, M. Qussena and S. Hadjoudj 1988 1. Appl. Phys. 63, 4176

R. B. Goldfarb, R. W. Cross, L. F. Goodrich and N. F. Bergren 1993 Crogenics 33, 3
S.X. Dou and H.X. Liu Supercond. Sci. Technol. 6, 297 (1993)
N. Savvide, A. Katsaros and S X. Dou, Physica C, 179, 361 (1991)

1 Magnetic Susceptibility of Superconductors and Other Spin Systems ed

199
D. X Chen and A Sanchez berg p259

R.A. Hein, T.L. Francavilla and D.H. Lieben

95



[44]

[45]
[46]
(47]

[48)

M. Polak. F. Hanic, {. Hlasntk, M. Majoros, F. Chovanee, 1. Horvath, L. Krempsky, P. Kottman M
Kedrova and L. Galikova 1988 Physica C 156, 79 '

D. X. Chen, R.W, Cross and A. Sanchez 1993 Cryogenics 33, 695

D. X. Chen and A. Sanchez 1992 Phys. Rev. B 45, 10793

A. Ding, Z. Yu, K. Shi and J. Yan 1988 Physica C 153-155, 1509

H. Dersch and G. Blatter 1988 Phys. Rev. B 38, 11391

96



MODEL CALCULATIONS

EXTENSION OF THE CRITICAL STATE MODEL:

In this part of Chapter 3 the model as described in Part A, will be
extended for AC susceptibility calculations.
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3.2 EXTENSION OF THE CRITICAL STATE MODEL ;-

3.2.1. FIELD DEPENDENCE OF AC MAGNETIC SUSCEPTIBILITY OF
HTSC AND ITS HYSTERESIS.

It is now time to extend this model for calculating AC susceptibility, the most easily
available experimental data with enormous information on the magnetic properties of supercon-
ductors. conventional or new. First a brief review of the background on which these
calculations have been done to extend the model will be given. Next the model as an extension

to the above critical state model will be described. Then a detailed description of the simulated

results will be presented.

3.2.1A) REVIEW:

AC magnetic susceptibility has been considered to be one of the most important
experimental tools for the study of superconductivity. It is often used for rapid characterization
of critical temperature and superconducting volume fraction. But a careful measurement of
complex AC magnetic susceptibility as a function of temperature, amplitude and frequency of
AC excitation or DC bias field provides good insight into the different magnetic properties[5].
Though a large number of studies on temperature and frequency dependence of AC susceptibility
for the high temperature superconductors(HTS) has been reported, its dependence on the

superimposed DC field and AC am
e measurements assume further importance because of their

plitude has not been studied in detail. In high temperature

ceramic bulk superconductors, the
capability in recognizing the presence of two separate contributions to magnetization - one from
grains and other from grain boundanes (GB). In particular, the superimposition of a DC field
on the AC field has been instrumental in the study of high temperature granular superconductors
Providing good resolution to the so called inter- and intra-grain contributions[6].
t has been discussed that measurements of real(x’) and 1maginary(x") parts

In Chapter !, 1

of AC susceptibility as a function of DC bias field b
-3.7,8] as well as 10 single crystals[9] . Sen et al.[2] have further

ave shown hysteresis for high temperature

Superconducting ceramics(1
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shown that the higher harmonics of AC magnetic susceptibility also exhibit hysteresis with

respect to DC field.

This strong hysteresis has yet not been explained. Several workers[1-3] have tried to
build up the case in line with Evetts et al.’s model[10] which qualitatively explains the
hysteresis of J_(H) in granular system. Mumsurova et al.[9] have tried to do quantitative analysis
of the observed hysteresis in single crystals on the basis of flux line oscillation around their

equilibrium position due to the AC field and have argued that the possible origin of this

hysteresis may be due to the “jocal reversible shift of the vortex lattice when changing the DC

field scan direction”. However, they have not been able to derive the hysteresis loops, x(H)
explicitly.
It must be recalled that the hys[eresis in AC susceptibility has also been reported for

conventional NbTi multifilamentry superconductors[1 11 where hysteresis of J.(H) has not been

reported. Goldfarb and Clark[11] have also tried to derive the loops theoretically on the basis

of differential susceptibility and were able to show small hysteresis in calculated loops. Though

the agreement of their calculated result with experimental data is poor, it is probably the first

theoretical analysis showing that the hysteresis in AC susceptibility is possible even in the critical

state model,

Theoretical calculations of AC susceptibility and its harmonics for HTSC’s on the basis
e

of critical state models have been done by several groups[1,23,24]. The results of Ji et al.[23]
and Ishida et al.[24] show that a better ag

of Kim type J.(H) while calculation of Ki

reement with experimental data is achieved for the case

m et al. demands a J.(H) of power law type given by,

3.2.1)

I

| calculations do not consider the complex situation in granular

Moreover, most of these mode | | .
he problem by assuming a single component with appropriate

system, instead they oversimplify ¢

J.(H), _
o odel as described above (in the first part of Chapter 3)

r]- WA e !

. i1l be shown that a critical state model even without further
it W

basis. In the following,
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correction can account for some hysteresis in the imaginary part(x"(H)) at low AC amplittide
and an additional contribution from demagnetization correction due to finite bulk and grain size
leads 1o better realization of experimental data showing hysteresis in both real and imaginary

parts as well as at all amplitudes depending on the parameters of the models.

3.2.1B.1) MODEL CALCULATION:

In presence of an alternating field of amplitude H,, defined as,

H(=H Im(e'*)-H_sin(w?) (3.2.2)
where Im() denotes the imaginary part of its complex argument, magnetization can be written
as[24]:

M@)-H_, f Im(xﬁe""‘") (3.2.3)

n-1
where . = x'. - ix",(n=1,2,3...). Thus from this M(t) one can find magnetic susceptibilities

X'z and x“, by,
3.2.9

l In .
! - M(®sin(nwi)d(wt)
X nHufo

(3.2.5)

. = - f},{(x)cos(nmt)d(mf)
" oH Y B

ac

The definition remains valid even in the presence of a DC field superimposed on the AC.
Here the definition of J.(H) for the grain and the grain boundary is expressed in a

COmpact way as,

IO (3.2.6)

J - c8J
cd (l -a"’wp“
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where g and j are representation for the grain and the GB respectively and £ is a positive
constant whose value is ! for grain and 1 or 2 for GB. Instead of using the constants &, and o,
directly one can calculate them in terms of two J; values as described earlier,

Now assuming appropriate I, and J; parameters it is simple to calculate the M(H) loops
following above model calculation. First a macroscopic flux profile is allowed to be built up as
per the J_ parameters which causes different grains to be subjected to different local fields, On

this macroscopic flux profile a microscopic contribution is added because of the grains with

different I, parameters. While integrating the macroscopic flux profile to obtain the

magnetization(M), one gets the GB contribution to magnetization, the grain contribution will be
summed up after integration of microscopic profiles of individual grains. The two components

have 10 weighed by a suitable factor[25,26) considered to be effective permeability p ;. Now

at every point of DC field, the AC excitation is allowed to disturb the flux profile from which

one can calculate the change of M, t.€., AM due this AC field. Then using equation 4 and 5 x',

and x” can be found out. In fact one can calculate AM in steps over one cycle, the FFT of
which will give different harmonics. As one can visualize, the disturbance to flux profile due
to superposition of AC field at every DC field will take certain time to stabilize and AM should
be calculated after the stabilization. The first half cycle (time required for stabilization) has not
been included in this calculation and the numerical integrations in equation 4 and 5 have been

done, in effect, over one cycle after first half cycle.

3.2.1B.ii) EFFECT OF DEMAGNETIZATION :

Most calculations assume the sample and the grains inside it to be either slabs or infinite
cylinders. In practice, this is far from actual case. Samples have finite size and grains have a
finite shape and size. Therefore, demagnetization correction to grain and grain boundary
contributions have to be accounted. The grains being quite irregular, it is not possible to have
a definite demagnetization factor ¢or all the grains. The intrinsic anisotropy of these supercon-

cate the situation.
e demagnetization factors of a cylinder as a function of

For a homogeneous sample, Chen, Bru
ductors will further compli : & and

Goldfarb{28] have calculated th
As discussed by Senousst et al.[29] for higher packing

‘

susceptibility, x and aspect ratio, 7

fraction samples, the bulk demagnetization factor will be important whereas in lower density
nples,
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samples individual grains determine the demagnetization correction. Therefore, for practical
cases where packing fraction of grains in the bulk is not too high, demagnetization contribution
due to grains will have to be included. Demagnetization correction assumes further complexity
in the granular samples because of magnetic field dependence of shielded fraction[30,31]

Because of all these complications, inclusion of demagnetization correction 1n this model is no.t
easy. Following Yaron et al[30]., a simplification of the problem is achieved by correcting for

demagnetization 1n two steps. The macroscopic internal field which determines J; is given
¢j

by[30],

H-Hy,-NM

where H, and H, are external and corrected internal fields respectively and N and M are the

demagnetization factor for the bulk and volume average of magnetization respectively. But J
; e

will be determined by a corrected field, H, given by,

Hg-H—nMg (3.2.8)

where H is the field, appears as applied field in the grains, n is the demagnetization factor

corresponding to the grains and M, is the magnetization due
.« calculated using equations (6) and (8). Thereafter, flux profile

to grain. Then J; is calculated using

equations (6) and (7) and J,

and magnetic susceptibilities have been calculated.

3.2.1C. RESULTS AND DISCUSSION:

N EFFECT ABSENT:

3.2.1C.5) DEMAGNETIZATIO
s of the AC susceptibility have been plotted as a function

In figure 3.2.1a, real(x") part

of DC bias field for different AC amplitudes as indicated within the figure for DC bias field

range of 10 mT. Unless and otherwise mentioned, the default bulk diameter and grain size 1n
our calculation are 2 mm and 10 pm respectively. All the critical current values indicated in all
the figures are in amp/cm’. Here the field dependence of both J;(H) and J,,(H) is of Kim type
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i.e., B=1. It can be seen in this figure that as the amplitude decreases the field dependence in
the real parts becomes smoother. The peak at zero bias decreases with decrease of AC
amplitudes. Wilh decrease of amplitude, the valleys on both sides shift to lower fields
(magnitude wise) as shown in the inset(figure 3.2.1a) and coincide with each other for lowest
amplitude at zero DC field. These results are in agreement with those of Kim et al.[1].

In figure 3.2.1b imaginary parts, (x") of AC susceptibility have been plotted for

parameters same as in figure 3.2. la. With increase in AC amplitude, the valleys on these curves

appear at higher DC fields and the peak at the zero DC field gets enhanced. The inset shows this
amplitude dependence of the valley position. The main features in these curves are; i). the
presence of a peak at zero bias field height of which decreases with amplitude of AC field, ii).

the presence of valley at a DC bias value close to the AC amplitude and iii). the presence of

hysteresis at lower amplitudes of AC field. The field dependence, as seen in figure 3.2.1b, once

again has good agreement with results of Kim et al.[1]. However, the striking difference is the
appearance of hysteresis specially for low AC amplitudes. Further it is clear that the hysteresis

depends on the amplitude of the AC excitation. The argument of Kim et al.[1] that the presence

of hysteresis can not be explained in terms of critical state model does not find support in our

calculations. They further argued that the observed hysteresis in x’(H) and x"(H) is possibly due
to the hysteresis of J.(H). in fact it is seen (results not shown here) that the hysteresis in
imaginary part is quite possible even in a single component model which implies that the ob-
served hysteresis must have at least, part contribution from the critical state hysteresis. The
success of the model is probably because of the straight forward approach as available in a
numerical model calculation and exploring a wide AC amplitude range.
It is difficult to look into the physical origin of the features in the field dependence of
x'(H) and %" (H) as described in figures 3.2.1a and 3.2.1b. However, a qualitative argument can
be tried on the basis of the evolution of the major M-H loops due to DC bias and minor M-H
loops due to AC field. At zero DC bias the AC field traces full minor loops during which bulk
tes[27] and so the x" increases along with a decrease in diamagnetic

annihilation loss domina
hilation loss increases with amplitude of AC field and in the absence

response, x'. This bulk anni
41 field this loss decreases with increase of DC bias field. This

of surface barrier and lower critic
close to AC amplitude. This can explain the peak at zero DC

decrease continues upto a DC bias
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bias in the imaginary(x”(H)) as well as real(x'(H)) loops. As seen in figure 3.2.1a,b the peak
at zero bias decreases with decrease of AC amplitude and the valley shift to lower DC bias
(magnitude wise) in agreement with above explanation. As the DC bias s increased the hystere-
tic (bulk pinning loss as described by Clem [27)) loss dominates and x" starts to increase. At
a sufficiently higher bias, when the major loop becomes almost parallel] to field axis, the area
ard the slope of the minor loops also become constant and the x"and x' curves saturate which
is obvious in figure 3.2.1a,b.

The similar curves ( as shown in figure 3.2.1a,b) have also drawn for other J;(0.1)
parameters which essentially show the same behavior except that with increase of J;(0.1) to 10
or 102, the x'(H) and x " (H) become less field dependent. However, they have not been included

being similar to what Kim et al. have reported except the hysteresis at low amplitudes of AC

field,
In figures 3.2.2(a,b), 3.2.3(a,b) and 3.2.4(a,b) the real and imaginary parts have been

plotted upto a higher field range of 100 mT for three different junction parameters (i.e., different

15(0.1)) while J.,'s are same for all. Field dependence of J; as well of J, is Kim type, i.e.,
B=1. As one can visualize, in this field range the grain and grain boundary contributions will
be substantial and it will be difficult to unders
low field curves (figure 3.2.1a) can not be seen here.

tand the nature of these curves. The peaks at zero

bias in the ' curves, as seen in the

However. in the case of x” curves the zero bias peaks are prominent and even higher than the

corresponding low field peaks ( however, it is seen that the virgin value of x" at zero DC bias

is same in both low and high field cases). 118 apparent from the figure
C bias field as the AC amplitude decreases and can not be seen for

that the peak at a finite

DC bias shifts to higher D

amplitude = 0.01 mT as in figure 3.2.2b. In the case of J;(0.1) = 10" (figure 3.2.3b) the peaks
in the »"(H) curves at a finite DC bias appear at @ relatively lower DC bias as compared to
aleo seen that at lower AC amplitudes, though the peak at

figure 3.2.2b for 1,(0.0)=1. It 1 2 |
eak appear at the position of DC bias independent of AC

finite DC bias vanishes, a third p :

amplitude only on the increasing (by magnitude) arm of the x"(H) loops. This is further clear
y

In figure 3,2.4b for JCJ(O-I)‘*'lo2 where

but the third peak appears at all amplitud

he above mentioned peak at finite DC bias 1s not seen
e on the increasing (magnitude wise) arm of x”(H)

loops, It is obvious from these figures that more hysteresis in imaginary part is seen in com-
' 1S obvious IT
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parison to the low field calculations(figure 3.2.1b). But, even in this field range, the real part
does not show any hysteresis in all the cases. Further, it is to be noticed in comparing figures
3.2.2.3.2.3 and 3.2.4 that the hysteresis in imaginary part increases with increase of J;(0.1)
(i.e., as one goes towards Bean model) while the field dependence of real part decreases.J

3.2.1C.iiy EFFECT OF DEMAGNETIZATION - BETTER REALIZATION OF

HYSTERESIS OF x'(H) and x"(H)

As the effort is not to do exact fit of the results to some experimental data, a moderate

value of 0.3 for the demagnetization factor for the bulk and an extreme value of 1 for the

demagnetization factor of the grains which are appropriate for usual samples used in experiments

have been selected to illustrate the effect of demagnetization correction. Figure 3.2.5 shows real
(x', figure 3.2.5a) and imaginary (x", fig
function of DC bias field for different AC amp

and are same as in figure 3.2.1. As seen in these tw

ure 3.2.5b) parts of AC magnetic susceptibility as a
litudes. Other parameters are shown in the figure
o figures, hysteresis is seen n both real and

e first time that the hysteresis in AC

imaginary parts at all AC amplitudes. This_is for th
Syﬁg@f_uux_ggggggg_meoretically. In these calculations, the hysteresis

Juded at all. The field dependence of x’(H) and x"(H) 1s same as 1n

susceptibility has been
of J(H) has not been inc

figures 3.2.1a and 3.2.1b ex

cept for the shift causing the hysteresis. In case of real parts, the

curves for increasing and decreasing field seem to get sheared while the basic shape are same

as in the figure 3.2.1a. The origin of this shift is that as the DC field is decreased, some flux

get trapped causing the local field to become somewhat higher, resulting in a shift, AH of the

arms 10 higher (by magnitude) field side. Thus the local zero

decreasing (magnitude wis€) field
fleld is seen to appear at somewhat higher field than the external zero field, Tiue o this sphi
e x"(H) CUTVveS as seen

ferred as "zero bias peaks"). Kim et al[1]. have used

the zero bias peak on th in figure 3.2.1b have shifted apart by AH (for

simplicity still these shifted peaks will be re

this amount of split as the measure of hysteres
does not change appr

is. As seen in figure 3.2.5a, with increase of AC

' eciably. But at the same time, it is apparent f
amplitude, the split (AH) ’ iy e

the figure 3.2.5a that with

decrease of amplitude, the area of individual loops initially increases
f AC amplitude the arcd starts decreasing. Thus it is not justified

ad after an optimal value O
<, ymeasire: Gf-hystel

esis, In fact, one must take the area of

o consider only the split as th
individyal loops as a measure of hysteresis:
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For the case of imaginary loops the behavior is more complicated ( figure 3.2.5b.)
However, the same split appears at all amplitudes but hike the real part, the split does not seem
to depend on AC amplitudes. Considering the area as the measure of hysteresis one can sce

while for x'(H) hysteresis is maximum at an optimum amplitude, for x"(H) it is monotonicaly

increasing with decreasing AC amplitude. The area between the increasing and decreasing curves

as seen in figure 3.2.5b clearly decreases al higher bias fields.

3.2.1C.iii) DEPENDENCE ON PARAMETERS :

It is important to compare the calculations for different critical current density

parameters. In figures 3.2.6 and 3.2.7 x'(H)(figures 3.2.6a, 3.2.72) and x"(H)(figures 3.2.6b,
3.2.7b) have been plotted for three different J,, parameters of the grains for two given
amplitudes with J,, parameters of the GB remaining same. Since fields are low, grain
contribution is small and loops aré determined mainly by J; parameters. Thus all the three loops
in figures 3.2.6a, 3.2.72 and 3.7.6b, 3.2.7b are of similar shape. Further, it is apparent from
these figures that loop height and area decrease as one goes towards less field dependent J,
parameters. The reduction of height of the loops is physically justified since one must expect
better screening from the grains with less field dependence of J. For x"(H) the effect of better
from the grains at all DC fields. However, the

Jcs parameters is due to less contribution 0 loss

reduction of hysteresis with better grain parameters |
ar system. Thusar
GB J,, parameters) but may indicate better

s puzzling and indicates the problem of this
Study in characterizing the granul eduction in x’(H) or x"(H) loops does not
ansport properties (i.e.,
). This reduction of hystere
a,b. The dependence of hysteresis on J,, parameters indicates

necessanly mean worse (I
sis becomes more obvious at lower

grain parameters(J,, parameters
amplitudes as seen in figure 3.2.7
S 18 partly respon
ar that a one component model will be unable to give good

sible for the hysteresis even at low field like
that a contribution from the grai

this. This finding makes it further cle | .
This also clarifies the experimental observation [1]

elds.

(H).
(H) has been taken as J(H)= Jy(0)/(1 +e[H|) which

fit to experimental data even at low fi
of sample dependence of hysteresis 1 X

So far the field dependence of I
s typically accepted for a bulk cera
101+ o | 1|, B> may also be good ¢

mic. However, a5 discussed earlier J(H) =

yoice. It 18 important to consider higher values of
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B also, viz, =2, J.(0)=100 amp/cm’ and J;(0.01)=1 amp/cm’® ( instead of J(.1)=1 amp/cm?
). Therefore a comparative study of different values of 8 must be considered. Thus in figure
3.2.8 the x'(H) (figure 3.2.8a) and x"(H) (figure 3.2.8b) loops with J (0)=1000 and J ;(0.1) =1
have been plotted for B=2 keeping all the parameters for the grains same as in figure 3.2.5. It
is apparent from figure 3.2.8a that with §=2 (in diagrams J;(H)e1/H? means §=2) the peak at
zero DC bias vanishes and also the field dependence becomes smoother. It can also be seen that

with higher 8 hysteresis decreases in real parts provided all other parameters including J;(0) and

I,(0.1) remain the same. The imaginary loops (x"(H)) in figure 3.2.8b for 8=2 are also quite

different from that in the figure 3.2.5b where g8=1. Except for the loop for amplitude of 0.5 mT

in all other amplitudes as shown in these two figures, the field dependence in the 3=2 case is

less than for the case with 8=1.

In figure 3.2.9 the x'(H) (figure 3.2.92) and x
y=1 have been plotted for 8 =2, keeping all the parameters for the grains same as

“(H) (figure 3.2.9b) loops with J;(0) =100

and J (0.01
In figure 3.2.5. As seen 1n figure 3.2.9a, the real part has good agreement with the data of Kim

et ab.[1]. In fact it is possible to select the parameters to achieve the right fit to experimental

da[a, On Comparing ﬁgures 3293_ aﬂd 329b Wl[h ﬁgures 3253 and 325b, both haVH]g same

grain parameters (J,), one can see that though the nature of the x'(H) loops are aimost the same
cg’/?

d the zero DC bias peak in x" appears at a smaller AC

In both cases, hysteresis is more an
(0.01)=1.In figure 3.2.10 the x'(H) and x"(H)

):: IOO aﬂd ch

amplitude for §=2 along with J5(0
re 3.2.8 has been plotted except that in figure 3.2.10

loops with same ], parameters as in figt
Oa that the zero bias peak n x'(H) is seen to come

the valye of g is 1. It is apparent from 3.2:1
9a. Mor
At lowest amplitude (0.01 mT) they are opposite.

back which is not seen in figure 3 2 eover though at higher amplitudes the curvatures

of individyal arms of x'(H) loops ar® same,

R nd
The same observation is seen 1f figures 32.8aa
arms of x'(H

3.2.5a where all parameters except 8 are

) loops at different amplitudes show a

Same. In fact for §=2 the curvatures of

er amplitudes 10 upward at lower amplitudes and this critical

transition from downward at hlgh el :

eters. As one can visualize, comparing the x"(H
value of amplitude is higher for petter J; param x"(H)
'(H) loops

des. These can be seen (o
r amplitudes (like 0.05 or 0.01 mT)

pecause of the strong dependence of these loops on

I -
‘00ps is more difficult than the X ——r
1e figures,

Parameters particularly at higher amplitu

e.g. figures 3.2.5b, 3.2.8b, 3:9.8b, 3.2.10b where, at lowe
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the basic shapes of the x"(H) loops are same. However, at higher amplitudes the shapes are
drastically different. The similarity of shapes of x"(H) loops at low amplitudes may be due to
the fact that for amplitudes much smaller than the bulk penetration field, H,” the basic shapes
are determined essentially by the major M-H loops. Because when the amplitude is small

enough, perturbation due to amplitude is negligible and the AC excitation can simply be

considered as a signal probe. In fact, by observing the effect of amplitudes of the AC field on

the M-H loops one can see that at lower amplitudes the M-H loops are not much disturbed

(figure not shown).

3.2.1C.iv) EFFECT OF GRAIN SIZE:

The complex situation of magnetic state in a granular system can further be probed by
studying the effect of grain size in this model. As the grain size decreases, the number of grains
per urut volume increases. At the same time with decrease of the grain size, the so called grain
penetration field, H', will also decrease making grains more responsive to magnetic field. This
view can be justified in figures 3.2.11a and 3.2.11b where real and 1maginary parts of AC
f DC bias field for different grain sizes. It can

Susceptibility have been plotted as 2 function O
h increase of the grain size, the field depen-

be seen in the real part in figure 3.2.11a, that wit

the x' loops inCreases, reaches a maximum at around a grain

dence decreases but the width of

gain starts to decrease. The optimality of the width of the loops

S1z¢ of § ym and then once a

cates the presence of mutually opposite processes scaling with

with respect to grain size, indi
*(H) (figure 1.2.11b) also shows the same tendency. As grain

grain size. The imaginary part; X
size decreases the field dependence .

as a whole get shifted to higher loss v

ecreases and the height of the loops decreases but the loops

alues.

3.2.1C.y) EFFECT OF FIELD RANGE:
successful two compon

om a
¢ where grains are dominant. It has been already

T ents model will be in its ability to yield correct
e utility of a
Calculated results at all field ranges, i€, fr

is dominant to few hundred mTesla Of highe

1 17 2.4 th
Seen in case of figures 3.2.2, 3.2.3 and 3.4
stent field depe

few mTesla where grain boundary contribution

4t the model is correct even at a field range of

ndence of x”(H) and x"(H). Now the model

120 mT and gives physically cons
120



Resl part

o4
e Demagnetizing feclors
Grain - 10
05 Bulk 03
25 um X
osl SV \
10 um .
tRAL
o JeilQ) ED JegiO)~ 1ES
0 Jejl 1)+ EO Jogl.1+ 1E5
Jejivy  wH JogiH) - WH
09l Sample  tylinaer Grain Size Eftact
Amptitudes 1O mT
1 1 4 4 ' [
-15 10 S 0 6 10 16
Figid(mT)

Figure 3.2.11a: Grain size (in micron) effect of x'(H) loops for AC amplitude

1.0 mT.
T
14 r_J————_—-——————- 4 mog
JegtO). €8
L2 ch‘.“. €5 1.2
JogtH) - WH
o %
8 B8
8 8
K 4t
2 | Gran: 10 un 2 | Gealn 1 8§ um
0 o
)6 046 O 8 8. e 5 0 5 1018
Fiala(mT] Floic{mT)
L = 1.4 200
1.2 1.2
1 1
8 8
5]
" JcHO)e D
4} a | XKN-EO
JoiH) © WV
2 {Grain 25 um 2 [ gain tum
0 (4]
15 -10-5 O s 1016 -15-10-8 0 § 1015
t of figure 3.2.11a.

Figure 3.2.11b:

Imag!

nary counter par



will be tested for higher field range to see whether it gives physically justified hysteresis in
x'(H) and x”(H).

In figures 3.2.12a and 3.2.12b the plot of x'(H) and x"(H) loops for a maximum DC
field of 100 mT have been given for four different amplitudes and parameters are same as in
figure 3.2.5 for =1. The real loops still maintain the same shape as in low field range loops

of figure 3.2.5a. These also are in agreement with Kim et al.’s data[1]. The x”(H) loops,

however, have strong amplitude dependence and are not similar to those at low field range.

Further. though the hysteresis in x'(H) loops is in agreement with that taken at low field range,

the hysteresis in x”(H) loops is different from their low field range counter parts indicating a

decreasing trend in hysteresis (area of loops) with decreasing amplitude. It can be seen in the

x"(H) loops that at lower AC amplitudes hysteresis at higher DC fields becomes less. For

example, in case of AC amplitude of 0.01 mT there is no hysteresis seen at higher DC field (

> 40 mT ), whereas in case of AC amplitude of 1.0 mT, even at a DC field of 100 mT

hysteresis is seen. It is quite interesting to see that at higher amplitude ( > > 0.1 mT) and at

lower amplitude { < < 0.1 mT ) the nature of the loops is apparently same. The appearance of

peaks in th ' two extreme cases in the decreasing arms of the x" loops is important. It can
in these

further b ticed that the peak position is almost invariant of amplitude where as the valleys
CTr D€ nolicC

in these | ear at a lower DO field with the decrease of amplitudes. The peaks probably
ese loops app

'phase randomization” [34] by way o
n. In fact the experimental data of Lee et al.[8]. indicates appearance
1on.

. f which grains get decoupled in an
indicate the point of ’

actual imental situat
experimen rqponean(Y")' However, Lee at al.[8] have argued the valley

of such peaks in-out-of phase 0 A
ch peaks In . They further suggested to use these valleys for predicting H,,

to b f the grain ' i
e due to H,, 0 2 .ons here show the dependence of the valleys with amplitudes

of the grains. However, calculat |
is process of calculating Hepg-
proc

; o
indicating the error 1n + ~ 143 the x'(H) loops and in figures 3.2.13b and 3.2.14b the x"(H)

In figures 3.2.133,

for B sof 1 and 2 respectively, while all others parameters are
loops have been plotted 10T S

valu€
: s« in these figures e J; parameters are worse than those in figure 3.2.12,

Sime 1n both cases. AS se s . .

ger field dependence of %' in the low field region (close to the zero

One can realize the strong=" =

ed and with higher g (figure 3.2.14a) this dependence is more
a

Cross gver region) to bejustlﬁ

en in figure 3.2.13b, at higher amplitudes (0.5 and 0.1 mT)
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Pronounced. In case of the
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he x”(H i -
’egions( 0; ;?C(JEIS) Zzpzlmr;j: ll(]) r:)gure 3.2.12b and with decrease of amplitude the high field
A g ally ecome. parailel to the DC field axis. At amplitude of 0.05
| ]:Ops a-re. m[, the loops take a dlffer-ent look and as will be discussed in next ;:ha ”:,
ot see q he smu]a‘r to th‘? experimental loops reported in this thesis. Thus ljt ‘r’
mT has been shoitl: Tah]:?p [1“ full size. In figure 3.2.15 the x"(H) loop for amplitude of 0.015S
s t;ias area Lll-'f:S Fﬁgure -3.2. 15) a?pearing on the decreasing arms (magnitude
e 1 T e quite interesting and will be important in explaining experimental
—— P[‘ﬁ'r-' In figure 3-2.-1413 (for B=2) these features are more prominent
with decrease in the AC amplitude. One more important feature in figure 3.2 13zn'd
L is

that a Jarge i :
€4 o "
ge peak is seen in the virgin x"(H) curve (when Hp increases from zero the fi
e first time)

at il B o
0.01 mT which is difficult to understand on physical ground.

3.2.1D) SUM UP:

Main points of the above discussion can be summed up as follows:

= DC bias field dependence f AC ibili
| p 0 susceptibility have been explained using a two
ritical state model.

component €
pendence of AC susceptibility in low field range < 10 mT
= as

K DC bias field de
shown here, are in agreement with already published data and calculation
s.

* -
DC bias field de endence in the high field - . .
p E range ~ 100 mT is being reported for

the first time.

* The model is continuous for the whole range of DC fields.
. With out considering demagnetization factors real part does not exhibit hysteresis
whereas, the imaginary part shows hysteresis in all field ranges and this hysteresis
increases with decrease of AC amplitude.

e first time demagnetizati

which ha

* 11 .
For th on corrections have been considered in a

phenomenologlcal way,
ts of the AC susceptibi

s resulted in hysteresis in both real and

lity with respect to DC bias field at all field

imaginary par
his hysteresis of real part particularly in the

xcellent agreement of t

of DC bias fields w
been experimentally verified for its different

regimes. [he €
low field regime

hysteresis i0 imaginary

ith published data is encouraging. The
part has also
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features.
. The x'(H) and x"(H) hysteresis loops at high field Tegime are not mych studied

expenmentally. However, our calculation seems to be in agreement with at least
one reported case. In the next chapter, further justification of this hysteresis wij|

be presented on the basis of our own data,
. Systematic variation has been studied for different critical current parameters

which appears to be physically consistent.
Grain size dependence have been presented which shows some critical size

discriminating two opposite processes.

The inherent problem of assumed zero lower critical fields in critica] state models makes

ifficult to correlate the calculated results with the experimental ones, since obviously the

Critical fields are never zero. However, the macroscopic situation as simplified in thege models

are close analogous of the true experimental results. Current crowding at the GB’s due to flux

Xpulsion from grains affecting J.; can be considered by modifying equation (7) as per Muller

and Matthews[35];
HE-HU_NM-nMg (3.2.9)

AS one can see that this modification may increase the hysteresis resulting in better fit o

€Xperimental data. However, in this work we have not included this modification to avojd further

COmplication in understanding the basic nature of the observed hysteresis in AC susceptibility,

3.2.2. AC AMPLITUDE DEPENDENCE OF x' AND x":

¢ amplitude dependence of both the components of

It is important, at this point to sc€ th ' y
% Susceptibility for different DC bias fields as well as for different critical current parameters.

In fact the most prominent experimental support of presence of two components in the ceramic
ost pr

YUlk s seen in the dependence of AC susceptibility on AC amplitude because the loss
nin €

; inent peaks,
(Tmaginary) component clearly shows tWO prominient P

3.2.24) ZERO BIAS:
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In figures 3.2.16a and 3.2.16b real and imaginary parts of AC susceptibility for slab
geometry have been plotted as a function of amplitude for different J, parameters for a zero DC
bias field while J., parameters are same for all and shown in the diagram. It can be inferred from
these figures that the low field peak in x” is due to the grain boundary and hence remains almost
unchanged by variation of J, parameters while the peak at higher field is due to grain
contribution and thus is affected very much by the variation J., parameters. There is a shift in
the grain peak in figure 3.2.16btoa lower AC amplitude with poor I, parameters. This is due

to the fact that with poor J,, parameters the grain penetration field, H," decreases and since the

peak appears at an amplitude close o this H,', the grain peax shifts to lower amplitude. It is

obvious from figure 3.2.16b that with bad J,, parameters grain peaks become more prominent.

In the same way in the real part (figure 3.2.16a) there is not much variation in the low amplitude

values of ' while at higher amplitude x' significantly changes with different grain parameter.

Thus in experimental study on grain properties one has to employ higher amplitude AC field in
order to probe the grain properties.

In figures 3.2.17a, 3.2.18ax" a
J; and two given J,, (G66 and G77 respecti

further clarify the above argument that the first

nd 3.2.17b, 3.2.18b x” have been plotted for different
vely) parameters for slab geometry. All these figures,
peak is due to grain boundary contribution and
arameters. The shift of GB peak to lower AC

ed by variation of J; P

hence is strongly modifi
3.2.17h and 3.2.18b is due to the fact that with poor

amplitudes for poor J,; as seen in figure

) and 3.2.18(a,b) respectively have been plotted for a cylindncal

ed resulting in the shift of x" peak to

lower AC amplitudes. In fi

as in the figures 3.2.17(a,b ‘

sample of radjus 2 It is obvious from these figures that for change 1n sample shape (slab to
of radius 2mm. _ |

pendence of AC susceptibility remains qualitatively same except

t depending on H',

17b and 3.2. 18b as well as 3.2.19b and 3.2.20b, it can be

Cylindrical AC amplitude de
b y the penetration field. As seen 1n figure

for the peak positions which shif
3.2.16b and comparing figures 3.2.

inferred that with better grain p:;ramelé‘fs J.,) not only grain peaks decrease but also there is

. peaks
Some r - . e grain boundar)' i .
eduction in the g dependence of critical currents on the amplitude

eld

ne effect of fi ,
o pder f0 see T ive to plot the same curves as in figures 3.2.19 and

dependance of susceptibility, it 1S instruct
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$.2.20 for f=2. In figures 3.2.21(a,b) and 3.2.22(a,b) the real and imaginary parts have been
olotted as a function of amplitude for 3=2 and all other parameters are same as in figures
3.2.19 and 3.2.20 respectively. It can be seen by comparing figures 3.2.19a, 3.2.21a and figures
3.2.20a, 3.2.22a that with §=2, the three curves for different J (0.1)’s (i.e., J30, J31 and J32)
become closer to each other. Further, from comparison of figures 3.2.19b, 3.2.21b and figures
3.2.20b, 3.2.22b, it is clear that for =2, the bulk penetration field is higher than that for §=1.
This apparent contradiction is due to the choice of parameters. Though 8=2 means stronger field
dependence of J(H) but at the same time if one keep J;(0) and J(0.1) fixed for different
values it appears that «; in egn. 3.2.6 is less for higher 8 values. In fact what is more important
and jcj(O_l) and as one can visualize, if these two are kept constant the

is the values of J,(0)

physical effect of higher B8 is not realized properly. It is an important conclusion form this

calculation and must be considered while looking for a rational J; parameter to have better fit

to experimental data.

3.2.2B) NON-ZERO DC BIAS:

In figures 3.2.23a, 3.9244,3,2.25a % and in figures 3.2.23b, 3.2.24b, 3.2.25b x" have
been plotted as a function of amplitude for different DC bias fields for parameters as shown
on of the DC bias can be seen in figures 3.2.23,

within the diagram. The complicated interacti

3.2.24 and 3.2.25. As can be seen figure 3.2.23
n to appear which then moves to higher amplitudes

a, in case of real part, as the DC bias field is

increased beyond 3 mT 2 small hump 1s s€€
¢ time the hump becomes smaller and smaller. The

with increase of DC bias field and at the sam
ure 3.2.23b). At zero bias there are two

Imaginary part shows more complicated hehavior (fig

ich is at lower amplitude ( GB peak) and other due to grains and

peaks, one due to GB wh :
grain peak). Physically the first peak at zero bias 1s at an amplitude

appears at higher amplitude ( :
when the amplitude 1s Just sufficient to reach to the center

€qual to the bulk penetration fi
maximum loss. Other way 00

bulk of the sample resulting 10 , .
s of the ninor loops._traced during the AC cycling touch the

DC bias as when the end pornls B==
f the GB. In the same way the second maximum

1 loops OL 1

hu ‘ ajor M-H.
humps of the corresponding M _ . . _
qual to the grain penetration field, H,. With increase of

eld, H,
e can explain the GB peak at zero

(Grain peak) appears at an amplitude €

¥ pea . ] g €I
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amplitudes. But a third peak appears at an AC amplitudes lower than the GB peak position(fig-
ure 3.2.23b). This "third” peak becomes more prominent than the GB peak with increase of bias
field to 5 mT or higher and shifts to lower values of AC amplitude as the DC bias field

increases. But at the same time the GB peak starts diminishing and almost vanishes at around

40 mT. With the imposition of DC bias field this third peak occurs when_the end points of the

minor_loops traced during AC cycling touch the major M-H loop corresponding to the GB.

Further as the DC bias increases, J; decreases and the end points of minor loops touch the major
M-H loop of the GB at lower and lower AC amplitudes causing this peak position to appear at
a lower AC amplitude. The middle peaks which we have called as GB peaks, shifts to higher
AC amplitude because with increase of DC bias a larger AC amplitude is required to reach the
hump of the major M-H loop. The dependence of height of the peak on DC bias can also be
explained by remembering that x” is proportional to the ratio of area of the minor loops to the
square of AC amplitude. This clearly explains the reduction of middle peaks (GB peaks) with
increase in DC bias field as - with increase in DC bias though the area of the minor loops may
increase, the required amplitude to touch the major M-H loop also increases resulting in effect,
decrease in the peak height. Itis important to notice that the bias has hardly any effect on the
grain contribution and at all DC bias the height and position of grain peaks remains unchanged.
This is because the bias fields, as considered here, are lower than the grain penetration filed,
Hs:

The same qualitative description can be presented for the results in figures 3.2.24 and
3.2.25. In figures 3.2.24 and 3.2.25
B=2 case (figure 3.2.24b) is higher than f

field in both cases (8=1 and 2) are same,

8 is 2. It can be seen that as the bulk penetration field for
=] case (figure 3.2.23) while the grain penetration

the GB peaks become closer to grain peak and also

the DC bias effect is less prominent.

3.2.2C) SIZE EFFECT - BULK AND GRAIN:
Here jt will be important to Se€ whet
dependence of size of the bulk as well of the g

have been shown. It is clear that with decrease

her this amplitude dependance follows the right
rains. In figure 3.2,26(a,b} bulk size dependance
of size H', decreases and thus the GB peaks

appear at | and lower amplitudes of AC field and gradually get reduced by height but the
ower
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grain peak remains almost unaltered.

In figure 3.2.27(a,b) the grain size effect has been demonstrated by plotting the same
curves for different grain stzes while the bulk size is constant. Since only the grain size is being
varied here. there is not much change in the GB contribution as compared to the grain
contribution as long as the grain size is not too small. As the grain size decreases, the H," also
decreases and so the grain peaks shift to lower amplitudes. At the same time heights of the grain

peaks are also decreased. At sufficiently small grain size when H,” ~ H;" the two peaks (GB and

grain peaks) may convolute or even may merge together.

3.2.2D) EXPERIMENTAL EVIDENCE:
Amplitude dependence as discussed above has sufficient experimental support. In most

"

is ot sufficiently high to see the grain peaks in x" as discussed

of the experiments amplitude
above. However, the data of Chen at. el.[32] clearly shows the two peaks in x”. They have also

tried 10 fit their data to their model calculations. But their fit considers three different AC
amplitude zones for which they have given different fitting processes resulting in discontinuity
m the fitting. The calculations, as reported here, obviously give better fit and are continuous
over the whole AC amplitude range. The appearance of the third peak due to imposition of DC
gion (figures 3.2.23b, 3.2.24b and 3.2.25b) also find evidence

bias field in the low amplitude e
in the experimental data of Zeljko et alf32]. where they obtained two peaks at a sufficiently high
DC bias. Further, the relative heights of the two peaks, as reportedin wh. [33], vontorn: forthe
21b, 3.2.24b and 3.2.25b. The dependence on bulk size as

calculation as shown 1n figures 3. 2.4 :
ent with the data of ref. [36] where shift and decrease of

described here are in excellent agreem

GB peaks are in same order as reported here.

3.2.2E) SUM UP:
oints are important d

correctly shows wo

erivation of the above discussion:

The following p : i
peaks in the imaginary part of AC susceptibility

= This model e |
r zero DC bias in a continuous manner in the

as a function of AC amplitude 10

e range.

whole amplitud '
t is simple 10 ident

ify the first peak, i.e., peak at the low AC

* In zero bias case, !
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amplitude value to be due to the GB contribution while the other to be due to the

grain contribution.
= At 2 sufficiently high DC bias, a third

than that of the GB peak.

: In this model all these three peaks find good explan
t variation of grain parameters affects not only the grain contribution

peak appears at an AC amplitude lower

ation.

. It is seen tha
B contributions Thus it shows that the simplified method as

but also the G

proposed by different workers]
e should be avoided.
rves on bulk size is quite physically reasonable and in

*] for separating grain and GB contribution is not

accurate and In pr1nc1pl

> The dependence of the cu
Derimental data.
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e is also physically correct. However,

=5 ON grain $iz

- The dependance of the curve
able to substantiate calculations here.
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This is in agreement with the theoretical expectation and results of others signifying the fact that

even harmonics are not only due to field dependence but also a non-zero DC bias is required to

produce them.
{ the imaginary part of fundamental susceptibility shows

As it is already seen tha
hysteresis, one can expect the same hysteresis to be present even in other harmonics. Here the
e 3.2.30(a,b) the third harmonics have plotted as a

third harmonics will be considered. In figur
plitudes. It is clear from the this figure that at

function of DC bias field for four different am
lower amplitudes imaginary parts show hysteresis while the real parts do not exhibit any
Magnetic history at any amplitudes.

ON AND HYSTERESIS:
demagnetization correction introduces

s. In figure 3.2.31(a,b) real (x3) and
otted as function of DC bias field

3.2.3B) DEMAGNETIZATION CORRECTI

As in the case of fundamental ¢ase, here also

"steresis tn both real and imaginary parts of the harmonic
monic signals have been pl

arameters 10 this figure are same as in figure 3.2.28.

sis in higher harmonics and

'Maginary(y " ) parts of the third har

fi )
Or four different amplitudes. Other p

Expeﬁmenlal data of D. Sen et al.[2] have also shown the hystere

s here which can be checked by converting x" and
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hiy _ |
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Xhibit hysteresis as in this case and qeed not to desen e
"™ higher harmonics of x'(H) and x"(F): € the author’s KNOWIEGES:

fime

324 MODIFICATION TOWARD NON-CRITICAL PHE-

No

| MENON ACCOUNTING FOR FLUX
2,44 THE MODEL '

CRiggy, MODIFICATION IN

' r, in the

e is present. Howeve

ideal transitions
SO far : - that an ! other phase tra ;
gh O far in the model, it i assumed  qux melting or any =
Lot diff . idents ( ViZer T o flux creep) it 15 apparent that
M ferent vortex related 1n¢! od flux jumps of the g1al
at

8t i
' relaxations, thermally act!”
152



the real situation is far from a true critical state. There is no elegant way in which one can take
account of this vortex instability in a model like the one here. All that can be visualized is to

include the effect through indirect impact of this on pinning potential or the critical current

density.

The effect of flux creep is usually considered in a simple way following Campbell and

Evetts[37] formulation of the Anderson and Kim theory of creep. In this model critical current

density at given temperature and tield can be written as[38],

kT S
J(T.H) =T [1-———In(= 2.
(T H)=J T f)l (3.2.10)

where Uy is the depth of the pinning potential well, f is frequency of measurements and f; is the

characteristic attempt frequency having value in the range 1(7-10" Hz. However, here more

rigorous derivation will be followed as proposed by Miiller[39] for a granular system. Miiller
has showed that the effect of creep of the Josephson vortices on the critical current density for

eylinder of radius R 1s to modify the critical current density as follows;

J
L] (3.2.11)

j,‘}I-n' S ree

where the second term is the actual creep component given by,

y kT (3.2.12)

&reep

Va
1 ln(—)
2R, b, Vo

Here y, is “minimal observable hopping rate” and is connected to the driving frequency as[40];
8, H, R;
bR, (3.2.13)
» RkT
3.2.11 in the critical state model as

In principle 1t 18 possible 1O accommodate eqn.

r, for an immedi
As obvious from eqn. 3.8, 1y

ate visualization of the effect of creep a qualitative

described above. Howeve
the effect of creep is to add (or

reasoning will be presented.
o the J,(H,T) ( because only the creep of the Josephson vortices

Stbtract) the I, component t
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1 being C ]
onsidered '
) depending on the frequency. For any practical situation this J ., 1s
. . creep negatl\’e
and with increase of frequency Y., Will decrease

ing can be extended for creep due to intragrain vortices (
S

1, i
(i.e., substraction to be made)

Obviously the same th

EPINING LEADING TO ENHANCE

3.
24B.  AC FIELD MEDIATED D
IN THE MODEL:

L
UX FLOW - FURTHER MODIFICATION

monstrated that a flux flow stale may be induced by

In 1967 Fiory and Serin[42] first de
an the upper cntical field (H,,). Cape and

Sl]pen -
mposing an AC field of amplitude quite less th
that for given frequency there was a

Silve
ra[43] also produced similar results and showed
For their material (In+1.57% B1) they

Ies a d b .8 7] ‘I g " -

Obse
tved that below 10 KHz amplitude required was ¢loS
uce the flux flow state. Cape and

decr

€ase 1n frequency higher amplitude Was required 10 prod
d amplitude of the AC fiel
ically treated by Yamafuji et al.

d to activate depinning is H,°*

Sily
€ra also showed that the threshol
eld. This was then theoret

o f-l[z f .
, fis the frequency of the AC fi
perimental facts. In fact the

well and supported the ex

crowave absorption measu
measurement

(44 :
] for triangular pinning potential
rements where the flux flow

€xtens;

S . . . .

ion of this principle is seen 1M m!
s indicates properties of an

State ;
is achieved by the microwave excitation and the

uld w -
€l pinless type-II superconductors.
ning the dependence of

effect has usually been overlooked in explai

However, this
ature superconductor at low frequency but high

different magnetic properties of high temper

“ough amplitude of the AC excitation field. In the context of Josephson vortices, however, it
¢ will be shown here that the inclusion of this

experimental data.

given by Gittleman and Ro
gur case of HTSC. Assuming a pinning

ysis of some of the
senblum[45,46]

Here a simple calculation will be followed as
Understand the actual process and 1O extend it for

Potentia) 44
(3.2.14)

U-All ~cos@@ux{d)] 5
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where x is the displacement of a flux bundle[45,46] under AC field and d is the lattice parameter

of the FLL. Thus the force exerted on each flux tube is

U 2nd .
OU_ . 2mAndE (3.2.15)

The maximum of this force must be equal to the maximum of the Lorentz force per flux

line that the pinning can withstand, Thus,

2x4 _Fy% (3.2.16)
d cH

and we can write the equation of motion of 2 typical flux line as,

F Jo
mE+nx+ p¢osm2—ﬁ£————0 (3.2.17
cH d c

where 5 is flux flow viscosity defined in Chapter ] and m is effective mass of the flux lines and

also that J and H are mutually perpendicular.
t. However, for the usual microwave range

The solution to this equation as such is difficul
all and so the sin function can be ap-

€qn, 3.2.17 can be solved under assumption that x is sm
f eqn. 3.2.17 will be given by

Proximated by its argument and the third term in left hand ©

1

2
2an<11>0 s (3.2.18)

cH-z-

ation of forced vibration. Further considering the

Which reduces egn. 3.2.17 10 2 simple equ
=2%f) can be derived as,

effective mass to he negligible, the 5O called pinning frequency (wy

snco F
kTP w (3.2.19)

5.t | I

¢§HC2H *
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where p, is the normal state resistivity.
Marcon et al.[47] have estimated w, for HTSC (YBCO) to be around 10" rad/sec from

somewhat different expression of w, as given by Gilchrist[47]. However, this is in fact too high

a value to be accepted. Further for Josephson vortices, from a physical reasoning from w; =

k/n, one can guess w, to be low. Because in this case k which is in essence a restoring force of

the pinning well is likely to be low and » should be high.

But here the interest is for low frequency range, w < < w, and amplitude not too low.
In fact in this range there is no work from which we can formulate our logic. However, without
going into the complexity of mathematics in solving eqn. 3.2.17, it is instructive to consider,
once again, the experimental results of Cape and Silvera[43] where they have reported similar
behavior in a material (In +1.5% Bi) having H, = 16.8 Qe. They observed even at 2 Qe and
35 KHz noticeable shift of I-V towards linearity (i.e., Ohmic) and at 3.9 Oe they got full

linearity in the I-V. Thus_for the case of Josephson vortices it is plausible to get sufficient

depinnine even at a few KHz depending on the amplitude.
ue to AC field has also seen in the experiment of

The weakening of flux pinning d
Chen[49] for ceramic bulk of YBCO at 77
Thus the effect of depinning of flux li

K even at frequency of 2000 Hz.

nes due to AC field in the two component model

is to modify the J., and J; according to

J(ﬂj( w) 'J:y,"( @ -O) = Aj.lrm'nm'n‘ : (3 .2.20)

3.2.5 INCORPORATING THE NON-CRITICAL PHENOMENON IN THE

MODEL.:

In the case of granular system, it likely that the J osephson vortices are weakly pinned and
the large flux flow, particularly at higher temperature (= 77 K), will be more important in the
Therefore, here the effect

of AC amplitude mediated depinning as well

the Josephson vortices only. : i
3.2.11 and eqn. 3.2.20 that effective contribution of this non-

As it 1§ clear from eqn.
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cnitical factor is to modify the actual critical state J; ( critical state J; means J; in absence of any

creep or flow component) by an amount AJ. Here further simplification will sought by assuming

that this non-critical component is independent of magnetic field.
With this view in mind, in figure 3.2.32(a,b) the plot of the real and the imaginary part

of AC susceptibility have been plotied for parameters as shown in the figure. In order to show
clearly this effect of flow (or creep) through eqn. 3.2.20 (or eqn. 3.2.11), the model have been
modified slightly. Instead of using the constants €g. Jogr(0.1) or 1.,;(0.01), here directly the
Jee4(0) and a,,; have been considered as input parameter and the value of the parameters have
been shown within the diagram. Here the parameters are such that the results are useful to

explain the experimental data in next chapter. The important features of this figure 3.2.32(a,b)
are; i), the real parts show less screening with higher flow component, i.e., less effective J(0).

The field dependence of x'(H) as a whole is also less with lesser effective ] ;(0), ii). in case of
d in figure 3.2.15b is quite clearly seen and this feature

¥'(H), the sharp feature as describe
(0) this feature is no

diminishes with decrease of effective J;(0). Below a certain low value of J;

more seen. As will be seen in next chapter that this result will be helpful in explaining the

€Xperimental data.

3.2.6. EXPERIMENTAL EVIDENCE IN SUPPORT OF THE LAST
TWO MODIFICATIONS:
ency dependence of the M-H loops as

This finding can be utilized to explain the frequ
three different frequencies have been

Teported by Gough et al.[41]. In this ref. M-H loops at

Studied at different temperatures by AC M-H loop tracer for nng shaped single crystal of YBCO

at at high temperature M-H loops

and BSCCO (2212). The essential of the data in ref. [41] is th
w temperature the reverse 1s seen.

1 ' ile at lo
become larger in size with increase 1n frequency while at
ification duge to creep 1n a one com

rved frequency dependence n M-

ponent M-H loop model it is

Inco ating the mod
: pamiic H loops of ref. [41]. At high
POssible to account for the obse

creep 18 lia
temperature due to sufficient thermal enerey (kT) more P
s creep will contribute less to J., and hence effective J

ble to present. Thus as

Explained above at higher frequency thi

At higher frequency will be higher than that at lower frequency and as a consequence M-H loops
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will be wider at higher frequency. On the other hand at low temperature creep will be negligible

and AC oscillation mediated depinning may OVErrun the flux creep contribution and as the flux

flow is enhanced with higher frequency of AC field (because the amplitude is quite high) there

will be decrease in M-H loops because of decrease of d
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EXPERIMENTAL DATA

STUDIES ON THE RESPONSE OF THE HIGH
TEMPERATURE SUPERCONDUCTORS IN AL-

TERNATING CURRENTS:

he results of electrical measurements. The study
includes FFT of voltage signal, 1-V ai different frequencies and magnenic
fields and irreversibility of magneto-resistance. jijme a PP
contact resistance (3-probe) have also been includea.

This part contains !
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I. . UDIES O I\JI-

NATING CURRENT:

4.1.1. INTRODUCTION:

On applicati
cur pplication of a DC current, Type-1 superconductors remain loss-less upto a limiti
rent kn . o ng
N own as depairing critical current. Ideal Type-II superconductors are lossy at all ¢
ues. But | ; urrent
ut in the case of practical Type-II hard superconductors with pinned flux lines, th
, there

i$ no los 5 2
s upto a limiting critical current density(J.) above which flux lines get depinned resulti
ulting

in lOSSeS : 7 i
. But on application of an alternating current, the situation becomes completely diffe
rent

and a ¢ T L .
) omplex situation arises In which a multitude of different processes can be present
ependi . 8
i ng upon the frequency and the amplitude of the AC field. As this work is concerned with
igh te .

mperature superconductors, which are extreme cases of Type-Il superconductors, the

discu i .
ssion will be in that context only.

The experimental difficulties in doing this kind of study involving AC
ing this kind of experi-

currents along with

COmplexity in j - :
y in interpreting the results are reasons for the rare efforts in do

men[““g}.
The usual experiments involving AC currents involve AC loss measurements for
gical jmportance[éi-w]. AC loss 1s usually measured by

part of the AC magnetic susceptibility.

e imaginary
in-phase with the drive current) in AC transport

Moreover, though an

Sy r )
Pe Conducting wires due t0 technolo

Metric method or by measuring th

Th
“0uph ; -

B in principle resistive component(1.€.,
s method 1§ rejatively rare.

on on the MICroscopy of the pinning mechanism

g
s _ . :
Urements will also measure AC 1055, th

C : X ;
0 Cérrent in principle will give more informatl
g
1 there has not been much effort in that line.
inning frequency" as shown by de Gennes

Above a certain frequency, known a3 the "p

ang ) '
Mat”mn[l 1] viscous forces dominate and pinu
12] showe

, pinning becomes less €

ng becomes completely ineffective (at

d from experimental data that, in

mlc .
Towave or higher frequencies). Fiory and Sern [
ffective even

here they

Dre
sence of oscillatory magnetic field parallel to the current
|3] in their experiment W
d that

dt 3
0 KHz. This was also verified by Cape and Stlvera|
activate pinning an

old value of the AC amplitude 1© in

f]_]rt
her showed that there is a thresh
164



this threshold amplitude increases to H,, as the frequency decreases. Calculation of Yamafuji et

al.[15] also supported these experimental findings.
The interest of the present work is in the low frequency range (a few Hz to a few KHz),

a few order of magnitude less than the depinning frequency. Thus in order to have theoretical
basis to explain our data this line of formulation is inadequate. In the early period (1960-70)

there were some experiments involving AC transport measurements[20] which were explained
on the basis of oscillation of flux lines(18,6]. Lowell[19] assumed the oscillation in the two

regime distinguished by a limiting current density value (J,, given by:

y _ N, (4.1.1)

“om™ Jtanh(md)
0 ([) n

0

aximum reversible displacement of the flux line oscillation, m?=ugm/deB, J,

where ¢, is the m
is the restoring force per

i$ the amplitude of AC current and 2d is the sample thickness and 7

unit length of fluxon for unit reversible displacement[19]. Then the two regimes are; 1). when
Jo < J,, the oscillation is reversible in the sense that no energy is spent at the pinning center

and the field is harmonic and in quadrature with the current given by,

1 out-of-phase  (4.1.2)
Ey~ 2 wmbJ Bn 1coth(md')

and ii). if J. > J.. then the oscillation is no more reversible and anharmonicity is expected.
) 0 Dot

Then the two components of the electric field are given by;

(in-phase) (4.1.3)

2
E - T
7 8
2 (out-of-phase) (4.1.4)
F _bBdiw
" ang
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: This calculation implies that at a sufficient low AC amplitude, because of reversibl

oscillation of flux lines [-V will be straight line and at higher AC amplitude I-V will be
parabolic, However, at all amplitudes the frequency dependence will be linear. e
‘s Though this calculation, more or less substantiated the experimental measurements[20]

't is obviously not a rigorous one and can not be expected to be true in all cases, particularly il;
fpresence of flux flow as in the case of HTSC. In fact, recently there has been an attempt to
Ormulate the electrodynamics in the mixed states in presence of AC current which probably will
be a more accurate way to interpret the AC transport measurement data in HTSC. Here the

roposit; _ _ ‘
Proposition of Sonin et al[22] will be introduced. Usually the aim of these calculations is to

acco : - .
unt for the microwave range observations (€g. surface resistance) and the solution of the

u . s v . X . . )
CQuation of motion in this range 1s easy. However, the intention in this work is different from

[h s . . .
at and hence a qualitative description will be sought. For a Josephson medium, Sonin et al.[22]

consi : . . |
sidering the London equation and the equation of motion of flux lines as;

a°X _adx Jx¢
My & 0
dt? T] dt ’ ¢ S
hay
ave shown that the resistivity can be expressed as[22];
(4.1.6)

is unpinned. T his fraction of unpinned vortices has been

w
here f, the fraction of flux line that
though this equation has been armved at for Josephson

‘Ntroduced following Marcon et al.[23]. Al

Medium this is equally valid for grains also. In that case the other parameters for the Josephson

Medium and for the grains, €.8- ) (effective penetration depth), u(effective permeability),

k ] - ’ »
(resmnng force constant of the pinmng potential) and 7
e effective mass of the flu

(coefficient of viscosity) are expected
0 be different. In this derivation, th ix lines have been considered to
b "

€ negligible [24]. Eqn. 4.1.6 will for

h . .
®re. Physical consequence of eqn. 4.1.61

m the basis for the explanation of the data considered

s that due to oscillation of flux lines even at low

al to AC current and also to the frequency( i.e.,

C . .
Urrent a voltage will appear which 18 proportion
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the first part o 4 n to forc
rt of i 1 e giv
| eqn. 4.1.6) while due to viscous loss another term will come in to f given
by the second term of eqn. 4 viously the second term 1s linéar in B and ire o
rm of eqn. 4.1.6. Obviously the s dtermisli in B and fr |
quency depen-

dence wi i in di =
ill be different in different regimes ( above and below w k/n, th
o 7, the depinnin
24

k from e
n. 4.
q 1 6. In that case, the second term becomes frequency independent. H
. However, in

the low f
requency range k can not be omitted and th n 6
, e second part in €q 4.1
. 4.1.6 also becomes

dependent on frequency.
alization which restricts egn. 4.1.6 to be applicable in all ra f
ange o

The obvious gener
armonic regime has been considered and so only the low ampli
pil-

a =. .
mplitude is that, here only the h
tude cas i '
e can be considered. As will be seen In the experimental data, in actual case
) one has to

conside : -
r the non-linearity to account for the presence of different harmonics

4.1.2. EXPERIMENTAL DATA:

4.1.2A. DC RESULTS.

g the AC results which
gure 4.1.1 the plot of V-[ with D
g-doped YBCO sample. The inset is showing the V-]

It is clear from this figure that the sample in question

are of importance here, it is better to go through

Before discussin
C current for 4-probe has been

S0Ome
me DC measurements. In fi
sho

wn for two different fields for a 10% A

data.

th
the log-log scale for the high field
at a field of 100 mT critical current

¢ zero field. Bul
urrent to be measured at 1 uV/cm) . The log-log

ation between the current and the voltage, i.e

ha i

d a critical current higher than 5 amp &

wa 4
s only about 300 mA ( assuming critical €

lo :
Plot in the inset clearly indicates 8 POWer Jaw rel

t square method of the experimental data points, 'n’ was calculated

Vaolr .
o I", By fitting through leas
to = 3 :
be ~ 1.588. The dotted line in the tnset 18 drawn (O emphasize this power law behavior. This
own and have heen reported by many other[27-33]. Ban et

Pow o
er law behavior 15 now well kn
and calculated n as a function of temperature

Ba,Cuy 07
n decreases with increase

ritical value at which there is a jump in n values

al. ; in E
have studied the power law 1-V if Er
of temperature as well as

an x
d magnetic field. Their study shows that

3 indicates t0 some ¢

magnetic field
and n =
| 588 as seen in figure 4.1.1 is possibly

=

e transition. Thus n

indicati
ating some sort of phas
qse transition.

b .
elow this critical value of n, 1.+ above the Ph
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Following the arguments of Brandt[34,37], the V-I in these materials can be characterized
in the three different regions. In the low current limit, it is thermally assisted flux flow (TAFF)
which ruies the linear 1-V curves[35]. Atcurrents such that J ~ J, creep will dominate and non-
linearity in [-V is expected. For J > > ], Lorentz force will determine the I-V and in the
limiting case of higher currents one will observe the usual flux flow regime where E = J I |
Thus both the TAFF and flux creep are the limiting cases of Anderson’s [38] general expressions
for the electric field E(B,T.J) generated by thermally activated flux jumps out of pinning centers

which may be written as[36]

E(N)=2p J exp(- Ulk,T)sinh(JUJ k;T) (4.1.7)

where J (B)(critical current density at T = 0), p.(B,T)(resistivity at J = J.) and U(B, T)-

(activation energy for flux jumps) are phenomenological parameters.
The physical idea behind eqn. 4.1.7 is that the Lorentz force acting on the FLL increases

the rate of thermally activated jumps of the flux lines or flux bundles along the force, v0=exp[-
(U-W)/K,T], and reduces the jump rate for backward jumps, »0=exp[-(U+W)/K,T]. Here

W=IBV] js energy gain during a jump, V is the jumping volume, 1 is jump width and y, is the

altempt frequency[34,39].
Thus in the three current regimes one can write[34-36];

p-(ZPcU/kgnCXP(- UlksT) =P rarr for J < dy  (TAFF) , (4.1.8)

(Flux creep), (4.1.9)

P=p exp[(JiJ - 1)Uk,T1  for J=J.

e flow), (4.1.10)

P=prll-R22  for J > J,
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Where Jl ZJCkBTJ‘{U.

Thus the I-V as sh i
own in figure 4.1.1 is probabl
. y partly due to TAFF an
d partly due to

flux cree
p because tai
, for certainty current was well below the critical current val =
value at T=0

However 1
5 there was one 1m 1
S | portant artifact that might have obscured the e
Xperimental d
ata

- the heatin 0 W
at the '
B contact region when the voltage and current contacts are cl
re closer. This i
. This is

further i
important 1
in the context of the contacts here, because the contact resi
resistivity in th
gse

experiments w i fi T
s was also a function of the magnetic field. hus in figure 4.1.2 th
ik e plots of 3-prob
e

as well as 4-
probe I-V have been given. As onec
: an expect, the contact I-V
, -V (3-probe) had
sma-

ller

o Vt:l:; (;1; : :anfthle corresponding 4-probe [-V at same magnetic field. Further one must note

oo T;S ic field dependence 1N 3-probe I-V was at least a few times higher than that of

o ; | are probabl)‘l SL'lfﬁCICHI argument 1o say that there 1s, if at all, not much m
ution. One more point is that the n values for 4-probe I-V from figures 4.1.1(n = | l;;:)l

in agreement with Ban et €l.” i
s findings, 1.e., n decreases with increase

and 4,1.2(n = 2.064) are

In magnetic field.

4.1.2B. AC RESULTS.

easurements are usually di
In the experiments, being reported here, all th
) the

fficult because of the presence of inducts
1ve

AC transport m

rement probes.

v

oltage pickup 1n the meast

ere shielded co-axial cable and one end of the all shield
s were

cu

rrent and voltage leads used W

uce the inductive pick-up. However, it was not possibl
siole to

ear .
thed, This was expected 10 1€

pecause at |east the silver rods of the conta
cts were not shi
shielded

eliminate this pick up fully,
which might be a possible source of pick-up- The details have been explained in the chpater 2
e measurements Were
nd fields will be aft

S estimation, here th

of thi :

thlS thesis. AS thes nol aCCUI'atC, here a relative Comparison of the d

o ' . e data

different frequencies 2 empted. Though this kind of measurements
are

usually exploited for AC los

e orientation will be towards response of fl
ux

lines in oscillatory field.
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4.1.
2A.1). HARMONICS THROUGH FFT:

To stud
y the frequenc
q y response of a system Fourier transform is often used
used. Here th
e

LL- 1

throu
gh the outer probes of the four probe config
ing rate will determine the order of harmoni

Ics 1o be

of mi
middle probes. Obviously the sampl

checked
. Here a standard "Fast Fourier Transform (FFT)
I
pled wave from. Here the power specirum was considered, i
, 1.e., the

was employed to analyze frequency

components from the sam
1
plot of V(FFT) *conj(V(FFT))
"eoni
onj" stands for the conjugate of the

cy.

(V is the complex function re i
presenting the FFT of
the signal and

corresponding complex functi
nction) as a functi
ction of fre
quen-

at roo
m temperature (300 K) nave been presented.
the excitation signal (117 Hz
<o confirmed the current amplifier to be free from h
armonics.

The important findings of this data was th
€

ha
rmonics were present. This al
In fieure 4.1.4 (3 Hz) $.1.5 FT
s  4.1.5 (7 Hz)and4.16(11Hz) the F
_ of 4-probe si
g gnal have

been
presented for liguid mtro -
gen temperature (77 K) at an AC current 1
evel (rms value) of
370

mA) fi
) for the sample as above. The excitation frequencies were different and are ob
obvious in th
e

re presents have been marked. As the sampling rate was 10
as 100

dia
grams. All the harmonics that we

e increase 10 sign | at the right end to be due
, to the line fre
quency

Hz -
one could identify th al leve
r frequency close to 3 Hz upto (both even and
an

een in figure 4.1.4fo

noise(50 Hz). As can be S
geen, This Sir

jearly ong anharmonicity, clearly indicated the

od
d) 11th harmonics were ¢
ye some theoretical i

dea one must solve eqn. 4.1.5 with
.1, ap-

h A
ysteretic nature. In order 0 ha
presence of power law relation V «

the non-linearity. The
ence of different harmo
observing the order of harmonics

propn
priate parameters (o account for
ectly indicales pres

nic signal. However, it is difficult

In n .
a Igexp(inwt) dir
y by

t
0 calculate back the ©

Extending these st

out >
the transition from T€vVer

udies for differep
where flux lines are oscillatin

g across the pinni

pinning

sible regime

ever in phase with the driving force to the regime, wh
, WIeEre

cen : s 13

ter without leaving it O
monicity appears. Here the same have b

een

ase oscxll;uian and anhar
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tried. However, the incapability to reduce the back ground noise particularly at low frequencies
have posed serious problem. In figure 4.1.7 plots similar to figure 4.1.4 have been given for
same frequency but 3 times lower current level. It is clear from this that the current level was

still quite high and so anharmonicity was present. With further reduction of current the signal

became too weak and different noises masked the actual signal.
In search of higher harmonics one must have a higher sampling rate. At the same time,

with higher sampling rate at low frequency one will require larger number of points (this is to

make it possible to cover at least few cycles of excitation to be sampled) and hence larger buffer

memory. Because of this trade off, at lower frequencies higher sampling rate could not be

er frequencies with 1 KHz sampling rate have been

achieved. However, here some data at high
s4.1.8, 4.1.9, 4.1.10 FFT data at different

Included, which gave some new findings. In figure
froquencies have been shown for a current tevel somewhat higher (400 mA) than that of figure

bove, at low frequencies (€.8. 11 Hz ) number of cycles digitized

4.1.4-4.1.6. As discussed @
n was very poor. However, it was not impossible to see some

being less, the harmonic resolutto
2nd harmonic (figure 4.1.8). But in case of 37 Hz of

of the first harmonics along With
it was quite interesting to see that there was no even

fundamental frequency (figure 4.1 9),
s were quite prominent. Even at 73 Hz (figure 4.1.10)

harmonics though the other odd harmonic
present ( the peak at around the position of 2nd

It was likely that the even harmonics Were not

accepted being close to the strong 3rd harmonic (150 Hz) of line

harmonic (146 Hz) can not be

rther to be noticed that the case of 3 Hz (figure 4.1.4) at a sampling

frequency noise). It 1s fu
rate of 100 Hz was equivale

But the striking thing 1s that th
|1t

nt to the case of 37 Hz with sampling rate of 1 KHz (figure 4.1.9).

ough at 3 Hz even the 2nd, 4th and 6th of the even harmonics

h of the odd harmonics, at 37 Hz there was no trace of any

were present along with Upto | ' -
harmonics upto 11th harmonics were as prominent as in this

even harmonics although all the odd

indication that al higher frequencies the even harmonics might

case. There was, probably further .
given). However, the studies are not exhaustive and

appear at lower current jevel (figures not

. ‘se
at lower amplitude there was line not
P rohably beyond doubt_and was a novel finding.

fre uencigs_’w,as,Il/y——-

even harmonics in this class of materials have

masking the actual signal. The reduction of even .

harmonics with increase _of |

F stron
This isg important because the presence of g

b ic measurements and have been attributed to the field dependence of
een confirmed in magnetic
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n harmO i
nics

at highe
gher frequency wi
y with de
crease of current level in these experiment
ents, may be i
considered t
0.

justify this m
apparent contra ict] !
o » diction as seen 1n agnetic measurements whe
w on-zero 2nd ' S~
KH (and other higher even harmonics) harmonics e
| are seen with
¢ experiments i s o
p AC amplitudes are typically quite less ( 0
order of

DC bi
bias. Because in the magneti

magnitude |
ess) than what 1
at it was here, It may be remembered that if the ¢
urrent level i1
s too

1 bl" th i y i n ]

type a :
reduction of 2
nd i
harmonics can be expected. However, at lower freq
’ uencies but at
same

current |
evel presenc
e of 2nd harmonics may be indicative of the GB contrib
ution which
at

W . &

her frequency oscillation". However, it
= . , It was an
3 ew
er possible tests before a possible explanatio
n can

h
igher frequencies may be absen

1n the i
inter-granular regions by_the hig

findin
g and have to be further subjected to ot

be given.

AGE CHARACTERISTICS:

rough some further study in
room temperature for a sample with 10%
()

4.1
2B.II}. CURRENT-VOLT

It is now instructive to €0 th

the line as above. In figure

n 4-probe) at

4.1.1
1 the plots of I-V characteristics G
n for different frequencies as indicated withi
in the

Ag d
oped YBCO samples have DE€l show

otting the real and imaginary parts separately, the magnitud
’ ude of 4-

dia
gram. Here instead of pl
e rms current. This result can be considered
as

a function of th
ment set-up 10 the in

phase setting was no
o consider the in-phase and out-of-phase separatel
ately

Probe sj
be signal has been plotted aS

d e
\..S[ M v
of immunity of the measure

ductive pick-up. In fact due to som
€
t accurate (particularly at low

technical limitations in this experiment,
as not possible t
e information.
e -V characteristi

fr :
?uen cies ) and so it W
Wi
ich could have given mor
In figure 4.1.12 the sam cs as in the figure 4.1.11 for the same sampl
mple

at 77
K have been shown for freque

ncies as indicated within the diagram. The linearit
' rity in the

he magnitude was being measured, |
oIt

Ly
as shown in figure 4. {.12 is quite obvious. AS only 1
e component, i.e., the in-pha
-phase

e this as AC |
| AC loss)- H
AC loss

oss (because resistiv

was .
not possible to defin
owever, the magnitude of the si
signal as consi
sidered

Com
X ponent represents the actud
Cre . i 1
, was certainly composed of both the contribution and the out-of-phase comp
onent.
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c IE) d b 1
4 »4.U, - [ e A i“ lh
e

low curre
nt case . A
as in th 25 & génerliZate Hom the DC case[35] and iv). the extr
e case of DC I- ' eme flux fl
C 1-V[35]. In figure 4.1.14 the plot of resistance at 10 mT o case
as a function of

frequenc
y has been in E ki
included. The striking feature was the linearity of resistance with
ith frequenc
4

S 18] u 1

value, the lj
inear frequency dependence ¢an be expected from both eqn. 4.1.2 and
.4.1.2and 4.1.6. As the

arrangement was poor and so only magnitude wa
S con-
lved. Egns. 4.1.3

phase et §
resolution in this experimental
sidered j -
i w 1
as difficult to distinguish between the actual physical situation in
\7)

and 4.] 4
are not appropriate, the [-V characteristics being non-linear. Further, 1n th
. ' , n the eqn. 4.1.6
y is expected when there is no flux flow (f=0). Ho
=0). However,

perfect |i
ect linear dependence on frequenc

this is, m i H m
, most likely, not the actual case for S i
, TSC material and one should e
xpect at 77 K a fini
ite

flux f]
ow
to be present. Further though the frequency was quite low, still there 1s
) some obvious

nning strength (eqn. 4.1.6)
g certainly some flux flow. B
ze the 1-V (i.e., plot V/w vs. 1) with respect to freque

ncy

ut in the presence of flux flow contribution thi
n this

because of the increase 1n nw. [t is

dec :
rease in the effective pi
ecause from egn. 4.1.6, in case

prob
: ably true to say that there i
there

1s no flux flow one can normall

and

all the I-V's will superimpose. B

rmalization in the case of the data presented h
ere

normalizati : .
lization was not possible. In fact the no
g CUrves. This clearly in

e substantiated by notin

gra
nular system) as portis et al. have argued, the hypervo
[40] than the Abrikosov vortices within the grains. With
. Wit

dicates that there was some contribution fr
om

did :
not superimposes all th
g that in the Josephson medium (i.e

flux —_
flow. This can further
rtices or the Josephson vortices are

Subj
ject to few order of higher fluX flow
this in vj hility of i
in view, the proposition of possibility of enhanced depinning of the Josephson vortices d
o ! . | ices due
high amplitude oscillation may be @ possible explanation. It is a plausible proposi
: osition

rem ;
embering the fact that the

are weakly pinned and hence the transport J

Josephson yortices
and proper phase resolution Sf T~ Gi-aR
_of

measurcmcnts
situation of AC -V (i.e., V(I) as well
’ e

plain this confusing
n is further complica
s where it is shown that the resistive component (

nt (AC

is qus
quite low. But without further
pPha e

S¢ components 1t 1S difficult to €X

as . e
R(w) are linear). In fact, this situatio
SS measuremem

ted by already published data of

Lt
aiinella et al.[42] on AC 10
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loss) 1s pr i :
proportional to square of AC amplitude (in hysteretic situation AC loss is proporti
ortional

to cub i
e of amplitude of AC current[1,3]) and also linearly dependent on frequency. As
\ argued

by Za i
y Zannella et al., the amplitude dependence is ambiguous where as the frequency depend
enaence

of <
AC loss, probably indicates the loss mechanism to be hysteretic.

In order to have a further look in to this complicated problem, in figure 4.1.13 the pl
’ 1 e plot

of I-V* : :
I-V's at two different DC bias fields and different frequencies have been plotted. It |
. It is seen

f‘ .
rom this figure that at all frequencies [-V's at th higher field were above those at lower field
r fie

for a gi :
given frequency. However, at higher frequencies field dependence was more. This i
. increase

of voltage with magnetic field at all frequencies can be justified on the basis of eqn. 4.1.2 and
.4.1.2 an

4.1.6. In case of eqn. 4.1.6 fi
eqn. 4,1.6) there isno B dependent

that in HTSC there was finite flux flo
4 on the irreversibility of magneto-resistance will be dis

eld dependence will come if there is flux flow because if f=0 (i
=0 (in
term. Thus these results were probably indicative of the fact

w at 77 K. This view will further be strengthened in the

next few paragraphs where some dat
a large contribution from flux flow regime which

cussed. This will probably show that there 18

irreversible contribution. It will be wise to consider that this flu
X

Is present along with some

y due 10 flow of Josephsof vortices while the irreversible contribution

flow contribution is actuall
y of the intragranular Abrikosov vortices in the stronger intra

comes from the irreversibilit
is results will he seriously dealt with, it is important to have a

granular pinning potential. As th
perimental situation in this measurements before going into

further description of the actual ex

actual data'

GNETO-RESISTANCE.

4.1.2B.1ID IRREVERSIBH,!TV OF MA
cies) was passed through the sample and kept

( for different frequen
etic field ( perpendic
ude of the voltage a

An AC current
ular to the AC current direction) was ramped

constant, while the DC magh
cross the voltage probes was dynamically

between -+H,,, and the magnit
function of DC bias field would give raise

ample voltage as a
ssible irreversibility pr
as a function of DC bias field for different

Monitored. So if this plot of the S
it would indicate po

esent in the system. The loops, as

10 some loops,
ple signal

magnitude of sam
4.1.15 after making zero-offset (at point of lowest DC

described above, of
otted in figure

f )
requencies have been pl
a functl

on of frequency have been plotted in figure 4.1.16

bias) and this zero-offset values as
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eS . eal
on

figure 4.1
.1.16 that the .
aure 4.1 16 with £ offset values were linearly dependent on the frequency. Th
& = 1 o v . " ~
igure 4.1.14 1t 18 possible to suggest that they relat y us by comparing
phenom-

emon. Howev
er, the re i
o o sult in figure 4.1.16 was for the same sample (as in fi
s (causi . inn
ys (causing ageing of the sample and hence possible deteriorati gure £.1.14) but
oration of J) an i
c ncrease

4.1.15is
. that the total change in magni
change in magnitude of magneto-resistance due to DC bias fi
ias field excursi
sion

was a few orde
rs of
magnitude less than the offset values particularly at high
igher frequencies
(the

lowest cu :
rve in figure i eated i
gure 4.1.15). This has creat considerable difficulties in studyi
ying the irrevers-

ibil; :
ility at higher frequencies.
hese i i
se observations is that there are certainly t
y_two

The i
he inference that on€ ¢ n_have from the:

ent CO]'][I[[) ] ! n 1
utions for th_g sgmp]e CcO §Id§[ﬂ hete) {0 the magneto-re. 1
i 2= sistance - ]) th

flow o
How part ( i ffset) whi
oiving rise to the OfISel which shows na irreversibility with re
R spect to the DC b
138

dence on frequenc and 1i i
on _frequency ii). the irreversibl -
e contribution wh
: 1ch

t1e
icid and but has a linear depend
shows i ili &
shows strong jrreversibility as.a function of DC bias fiel Thus novel find,
1d. This novel finding ts being reported
as fie _is bein, ted

for the first time.

here, the irreversibility oo
ps at low frequenci
es (e.g. 11 Hz

For the sample considered
expected one, on the basis of irreversibility of J,(H)

and
37 Hz) were quite different from the

ent workers[50-33]. Th
as considera

ough the loops at 11 Hz and 37 Hz were qualitativel
ve y

as reported by differ
bly smaller than that at 11 Hz, As a ge
. neral

oop area W
areum R . .
gument, one can extend this finding to infer that at
[han a
that at 11 Hz. Probably this can be considered to be true even for Wik
Ig cr freqUen 3
cies.

sa !
me, in the later case !
37 Hz irreversibility was considerably 1
ess

x flow component, i.€., Zero
€., -offset bec
ame consid
erably

Ho .
" wever, at higher frequencies U
i
gher than the total change 10 signal over the excursion of the bias field lead
eading to lowe
r

this irreversible con
of-phase cOmp

tribution. In fact it was felt
that a pro
per phase settin
g

S .

ensitivity in resolving

d out- onents and the study of this irreversibility of th
€

t 7 .
o differentiate the in- an
yield petter resulls

enlighting the complex situation

ind. .
ividual components would
g with co-sintered silv
er contacts and
other

aring sample alon
s experiment posed

| Was possible to study some oth
f er batches (havi
avmg no

ons rcqunred in thi

ne .
cessary precautl
ples. However, i

on large number of sam
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a comparati
ive study and a izati
better realization of the process involved. In fi
5 igure 4.1.17 i
s rrevers-

for diff
erent frequenci
cies.
5. These curves were also offsetted and the off:
sets as a functi
ction of

[ e
Cd

negligible de
pendenc
of Treversibil e on the frequency (figure 4.1.18). Further the loops were j
it re justi :
y of J.(H) (as reported by marny workers) and were appare HJ tified on basis
5 e . ntly independ
ntradiction to the earlier case where strong depend pendent of
ence on the

fr .
equenc Thi
1es. Thisis a Stl'ik_i!'lg cO
ed. It1s unfort
R unate that the 1-V ch
aracteristic of thi Tl
1S materi-

fr
leq”encb’ have already been describ
al has

not been studied, making Il difficul

apparent i
independence of the offsets on the frequ

t to have definite conclusions. However, f
. ) L] rom the
en i
cy in this case clearly indicated that the fl
ux

flow |
OSS COH s ’ . . . .
tribution was dominating. This is further true because when k = 0
= 0 (i.e., pinn
-y mg

negligible) i

) in eqn. 4.1.6 flux flow contribution become inde

ne, one can expect a poor Ji[

a stronger field dependence as seen in figure 4.1
ed.l.17

lver doped one. Though it is difficult to conv
ert

it is beyond question that the higher

i pendent of the fr
mple was not a silver doped 0 44 equency. Because
-48] and hence smaller k

Values
By

rther the magnetlo-resistance had
o the si

into J.(H),
and vice versa. Also the offset values
WwWere

for th
e
s pure YBCO sample as compared !
1e]
d dependence of magneto-resistancc

mag
neto-resi ;
resistance must be indicative of lower J.
figu

sample.
ibility in case of 3-probe measurement
nts

re 4.1,18) than in the silver doped sampl
e

Order

(8) - . >
f magnitude higher 10 the pure sample (

flux flow In pure

(figur
e 4.1.16) indicating 1arget
e the Same irrevers

It is important to investigal
re 4,1.19 and 4,1.20 the irreversibility

is supposed to be property of the contacts. In figu

ave been included. In figure 4.1.19 the sample was th
as the

gure 4. | .20 sample was same as the one in fig
ure

100
ps
- of magneto-resistance for 3-probe h
me
as the one in figure 4.1.15 and 10 fi
ped sample this offset had a

4.1
. In the both cases the loops Were offs
ile in the other

n these figures

qualimlwd)’ !

etted. In the silver do
case (pure sample) offsets were almost freque
ncy

Sta]]
frequency dependence wh
(figures 4. 1.19 and 4.1.20) are that the shap
es

Inde
Of pendent, The striking feature !
th )
€ loops in both the cases Were

angd 4 :
1,16 the two samples showed qul
so had saim

he same (in 4-probe case, in figures 4.1.15

(e different nature). In figure 4.1.19 the DC loop h
ave

e shape as the other t0 loops at different frequenci
ies.

alSO .
been included - which 2l
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One must no e hicher (order o
te th i
the higher (order of magnitude) magintude in the 3-probe da
" ta as compared
to

corresponding 4-
probe loops. Further in the silv
er doped sample (fi
gure 4.1.15 and fi
gure

4.1,19) the 3- i
o 3-probe loops were quite different from the corresponding 4 b
o -probe loops. This
early indicates that the 3-probe loops were not dominated by the bulk contributi "
. | ibution. For th
sample, while the shapes of the loops were same in both the cases (i.e., 4-prob e
.e., 4-probe and 3- .
ders of higher variation in than the cor

probe), the 3-probe loops indicated almost 2 Of

res i ; -

ponding 4-probe loops. This 1n all probability supports the

ding wweak-link-like" behavior of the contact between the metal
and

fact that the 3-probe resistance was

d

ominated by the correspon

agnetic properties of the contact had been studied in detail and h
as

the superconductor. The m

already been published[49].

4.1.3 SUM UP:
Though the study is @ preliminary on¢ and there is not much data available still
some

co :
nclusions can be arrived at,

1. FFT:
. A study of frequency response and harmonics analysis showed

ce of even and odd harmonics at Iow frequencies (< 11

presen
Hz).
. At higher frequencies o7 <ame current level as above, even
not seen.

harmonics Were
n, even harmonics were likely

evel of excitatio

* With decrease of 1
to reappear.
2. ACLV:
* inar Y Characteristics were seen at a1l frequency at all DC bias
field.
% Resistance as calculated from 1.V showed almost linear behavior

with respect 0 frequency-

ity in mngenolo—rcsktuncc:

aoneto-T

ity of mag esistance with respect to DC

Irreversibil

* Peculia
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bias field was observed in silver doped sample. This irreversibility
of magneto-resistance can not be explained on the basis of standard
J.(H) irreversibility as reported by Evettes et al.[50].

In case of pure YBCO sample irreversibility of magneto-resistance
was as expected on the basis of the irreversibility of J.(H) as

reported by Evettes et al.[50].
In silver doped sample the offsets of these irreversibility curves

showed linear dependence on frequency.

In pure sample the same offsets show very less dependence on fre-

quency.

Irreversibility in contact resistance:

%

Contact magneto-resistance measured by 3-probe also showed
strong irreversibility and the shape of the loops was same for
different samples.

The irreversibility in the three probe resistance as a function DC

bias field, can not be attributed to the bulk contribution but to the

presence nweak-link-like" behavior at the metal-superconductor

interfaces.
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EXPERIMENTAL DATA

HYSTERESIS IN COMPLEX AC SUSCEPTIBILITY
VHEN THE AC AND THE DC FIELDS ARE CO-

A\XJAL

This part contains the data on the field dependence of the x' and x"
Jor different frequencies as well as amplitudes of AC excitation field when
the two fields are coaxial. Study on rhe-hysrereszs in the x' and x" with
respect 10 DC field has been carried out in details. Effect of frequency and

amplitude on the hysteresis loops has been studied.
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4.2, HYSTER
- ESIS IN C
WHEN TH OMPLEX AC S
E AC AND THE DC FIELDS ARE COAREALLY
-AXIAL:

4.2.1. REVIEW:
Study of AC s ibili
usceptibility as a function of DC bias field has b
S been undertaken i
N in order

to have an insight i '
calculation has ie;“lr;zs::e:agnénc behavior of granular HTSC. In the Chapt

already published data Obtaine:ZICh -has been successful, at least qualitatively, ::1 :( ?;, ‘a' model

in the low range of the DC bias f y different workers. However most of the publ; plaining the

ield and are not exhaustive and the model prezict ished data are

S More curious

IeSU]lS Wth i i W rrinen
Susce
p

[ibifity asaf :
unct
ction DC field for YBCO samples was undertaken, In thi
. 1s section the co-axi
-axial

confi ;
iguration of the AC and the DC fields will be considered

4.2
2. EXPERIMENTAL RESULTS AND DISCUSSIONS:
It has already been mentioned in the Chapter 2, that the DC field (;0 i
-axial to the AC field

um DC field that co
uld be achiev
ed was 20 mT

wa
s generated by a solenoid and that the maxim
s was 11
Hz to 97 KHz. However, because of

onl
y. The range of frequency in these experiment
noise, at low i
, er amplitudes low frequencies had to be avoided i
avoided in most
of the cases

4.2,
2A. RANGE EFFECT OF DC BIAS FIELD:
In figure 4.2.1(a,b) the real(x') and imaginary(x") parts of AC
susceptibilit
¥ as a

f - :
unction of DC bias field have been plotted for pure YBCO sample(Al). Th
+ The amplitude of AC

excitati i i
itation was 0.3 mT, the highest amplitude emplo
it h
as to be remembered that the measurements Were in arbitrary units and
nd that the indivi
ndividual

TS

ed in i 1 lp
S

C b!(‘S ﬁeld Of exCUrSionS Because f h
3 . ort e

re - i
lative measurements, [t was not always p0581b1
| the curves we
re plotted in
same scale an
d can

d : . .
irectly. However, in a given frame (diagram) al
the shape change for differe

ncy of AC excitation €ic

be com
pared for nt pa '
parameters, e.g. range of DC bias fiel
leld,

amplitude and freque
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= y 211"[5‘ alO 1 I'
N he

strikine fi
‘ o feature. thal was seen_in all the cases
In_y' and y”
v near H=0, is [
_is being re orted for the first time. It is difficult ¢
0 explain the origi
e due 1o : 1 o
the H,,; of the grain boundary. More over th
: r this

of this
f feature. However, it is likely 0 b
ealure is n 1
ol seen i
in the model calculations in the previous Chapier which i
ich is indicativ
e of the

y be due 0 Heijs
ut this zero-cross-ov
er-feature(ZCOF
) was that i
n

above
argument that
the feature ma because the model assumes all
all the critical

fields 1
0 be zero. The interesting feature abo

1 the | C e CI
[I t = 11 rease mn lhe Ial'lge Of D(: he!d EXCUrsions Wh
€as, [n

case v
of real parts it increased wi
s more or 1ess independ

F as reported here and
41 in the experimental set
up one usually e
mploys

ent of this range yarialion.

X"(H) curves it wa
not seen in the already published data of
0

I'he presence of ZCO
Others[1-
[1-5] can be understood due to the fact th
constant current source (pro
grammable), wh
’ ere as

! DC field using & ¢
flere a continuous vollage ram;u»;au_tmzs‘«'_i_t_u.rt_nm
tive 1oad of the magnet 1n 2 feedback loop, can not provide a tru
f arrangement the ¢ zero
in the experiments th
er, at lower frequencies (e.g., 373 Hz) even in the

.t will be described in appropriate place th
at

nd became narrower in width (i.e
2.,

a - .
quasistatic variation of
the DC heid
DC field. A constant current source

Which dri i
ives the induc
7COF being sharp and cl
ose to zero bias fi
leld,

cur
rent and hence in this kind 0
at the ZCOF was not present when

will be missed. It was in fact verified
sistatic.
seen. In fact,
 on the frequency &
jgwer frequencies, ZCOF being wider was

the DC field variation was qua .
Quasistatic case a small ZCOF was
F was dependen
y and 50 at

v

 is better (0 =
and x"(H) joops as a function of the range of th
e

the

sharpness of the ZCO
creasing frequen<
sistatic €ase: I

of the X'(H)

shar -
per) with 1n
eep this discussion aside for the time bei
e being

noti
ticeable even in the qua

and .
consider the other features

excursion.
eal loops was that there was no cha ¢
of

ture Of the [
he valley € luding the ZCOF) of these 1
oops

The other important fea
the depth ©f

lhe - 1
curves, but the depths (1-€
h increast !

ge in the

At
of DC field, However, in case of x"(H
x"(H)

urves with a peak seen to appea
I

(fi
igure 4.2.1a) increased wit
shape of the €

hstantial chan

!00
ps, there was a Su
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at high DC bias field values for the largest range of DC bias

(bottommoys; loop in figure 4.2.1b)
“height" is

feld | For x"(H) loops as can be seen in figure 4.2.1b, the heights (the term
'Ntroduced 1n view of the fact that if the loops were not offsetted they should be in +ve side of
the Y-axis) of these curves, excluding the ZCOF, i.e., the separation between the minimum
(excluding the ZCOF) and the maximum of the curves were more or less independent of the
Yanation of the range of DC field. However, the described behavior of x* and x” loops was very
Much Sample dependent and was not same in different samples. This peculiarity of range effect
“ould alsy pe scen in sample A2 (2% PbO doped YBCO). In figure 4.2.2a and 4.2.2b. same
v (H) ang x"(H) loops have been plotted for six different ranges with amplitude of 0.3 mT for

mple A [t can be seen in figure 4.2.2a that the depth of x’(H) loops remained almost
unchanged upto a field range of § mT in this sample. Above this range, the hysteresis in x'(H)
Oops increased significantly while the depth decreased. This eftect of range of DC field on
X"(H) Ioops in this sample(A2) was also interesting and clearly showed the evolution of x”(H)
loops With range of DC field (figure 4.2.2b.). Unlike the first sample (figure 4.2.1b), here the

'chy (excluding the ZCOF) of x”(H) loops was apparently increasing with increase in the
fnge, except for the lowest range where ZCOF was not quite narrow. However, this variation

of helghl was not appreciable as compared to the variation o! depths of the real loops.
Pb0), where both increase and

14 (H)

Itis interesting to consider another sample A4(10%
decrease of depths of real loops were seen. In figure 4.2.3a and 4.2.3b, the x'(H) and x
eld was 0.012

Joops have been plotted for sample A4 where the amplitude of AC excitation fi
ges of the DC

K . Here, three different ran
» he lowest of the three amplitudes considered here. Her | i
sion of depths of x"(H) loops was obvious - first

l n once again deCICaSC
l]()”' .: I”I [05”]1 andt]e g

S[]’nn A .
“E Incr Stho3 se in range :
of #45€ in depth with incres t like the sample A2, here also the height
the

depth » mT. Bu
With i e to 12 ml. ,
R fooreavesal KU onotonic decrease with the mcrease of

(exo
h‘clllding the ZCOF) Of X”(H) Showed a StTOng m
.,C ﬁe
Id raneg |
be. f DC field can be given on
Th . :ar dependence on the range O . '
- cupanaton of 1 pe8 §. The closest similarity (excluding the
| -
a5 with that of in figures 3.2.8a and

the
3.2.8a and

bas; (Chapte
20 4Sis of the model calculations as given 1 R
A ()! 45 seen here, W

|29

Fof the shapes of the x'(H) 100PS e The loops in figures
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p— -
e will get similar behavior

3.2.9
-«.92 (of Chay
) clearly show that with increase of the rang

ds ha\ie 3 Y f d [h ()f he H W h nc
be{_n | 1se O e}l e
xper llllell[ 1 Q0
¢ I 1 ) 1.6, l aAse Of : t Y!( ) lt 1
g e ncreast ( {€as¢e in th
!O g (
wer Slde, YI(H) IOODS bCCOIIIeS ﬂatter d
] and so

ge
dnge of the D ; ]
C field. If the amplitude is in the
onotonic increase 1n th
e depth of the x'
x (H)

Varial -

on of the depth of x'(H) must be less but 2 M
be the case n figure 4.2.1
crease of the depth of the x'(H)
nodel calculations and th

over simplified representati

a. it i i
However, it is seemingly not possible

loops |
PS 15 e .
expected, This may
loops for higher range of

the fi
leld
. Any di
y disagreement betweern
n the 1
on of the act
ual

Oby
10us]
y due
e to fact that the model still is an
scussed at length 1n
isualize

'(H) and x

coming sections.

a = .
| situation, This will be d
d in the following experiments. After

n further be v
)T, the same X
7 4(a and b) for a
oops in the cycle #1 (
e there was Jarge flux
nained trapped which

}. That this asymmetry was cer-
starting

“(H) loops were drawn for
mplitude of 0.012 mT for
+20 mT to -5 mT and

The pres :
aking 1 presence of trapped flux €a
the DC fie
C field to a maximum of +20n

IOW
€r field

ranges (+5 mT) as shown in figure 4.
diagrams, the |

use 1n this cycl

$am
Ple A4

. As can be seen in thes€
reorganization

then
+3§
mT) were quite different,
distorted the

beca
e EXCess flux ret

5 4a and 4.2.4b

How,
eVe]- 3
v 1
n the cycle #2 (-_%_ﬁmT), only som
rse fi

s of figures 4.
eld excursion 0.6

from a reve
gures 4.2.4a,b where the

$Ymy
Ne ;

try of the loops (curve b’
curves ©'S of fi

Qip;
Yd
ue to the trapped flux can b

ITo
m _20
mT and then cycling +5 mT
further impo

e ascertamcd
f range on this trapped

#2) the ¥'(H) and
48 mTin the cycle
s 0.3 mT and
ith higher

) as seen in
ider the effect ©

rrant to

aSy
mme
try was reversed. It 1S

”Ux

In i
Ngures 4,2.58 and b (€Y
he amplitude wa

X"(H
) lo
Ops have been plottcd for thr
seld of 420 ma-
e seen here that W

4.2.4, 1
e #1 were less at all ranges. T

¥
nd 4
) starting from 2 higher pC f
parison to fi '
Steresis o & his 1s

ould pe ave

fam
ple
was A2(2% PbO). In €O
larger volume during

Amp:
Plityg
e, the disturbance a5 well a8
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Play;
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€, because with highef ampl!

gver 4
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th
e
AC C)’Cling leavin less flux rcorgani?ﬂliﬂﬂ to 0CC
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v
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1agr frOm e
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IIVS‘C]’ 1
o €S1S as can be seen 1n the cycle 82 d h
> n it Y ! ata wnere at the lowest field range no hystere 3
SiS was

seen like the case of figure 4.2.2.

AMPLITUDE DEPENDENCE OF THE x'(H) AND x"(H) LOOPS:
e of the x'(H) and x"(H) loops on amplitude of the AC excitation field

4.2.2B.

The dependenc
Is quite large and provides rich information vide comparison with the model calculations.
However, only three amplitudes had been considered here and they seemed to cover a wide
range of behavior of the loops and showed a systematic variation. In figures 4.2.7(a,b) and
4.2.8(a.b) the x'(H) and x"(H) loops have been plotted for three different amplitudes for

frequency of AC excitation field of 3777 Hz and for sam

respectively. Except the 7COF, the x'(H) loops appeared t
or 3.2.9a). Asitis obvious (figures 4.2.7a

ith decrease of AC amplitudes and remembering the offsetting

ple Al(pure) and sample A2(2% PbO)
o be justified in view of the model

calculations (figure 3.2.8a, and 4.2.8a), the DC field

dependence of x'(H) decreased W
e with the field dependence of x'(H) loops of the model

in this curves it was clearly in 10
f x”(H) loops in figure

calculation as seen in figure 3.2.8a in Chapter 3. But the comparison o
s did not show much agreement. However, the basic

4.2.7b and 4.2.8b with the calculated loop
as qualitatively same. Like in figure 3.2.8b

lendency in the field dependence of x"(H) W

between 2.0 to 0.5 mT of amplitudes, the evolull
own 1n figure 4.2.8D.
ar from the

on of the field dependence of the x"(H) loops

was close to the case as sh
se figures. It was probably that the

e 15 also cle

The sample dependenc
tical current parameters for the

sample(A2 - 2% PbO) considered
GB than the sample(Al - pure) conce
loops at higher amplitudes Was seen to ap

3.2.8b of Chapter 3)) in sample A2, Stron
) was also supportiv

eal loops for 1OWer Je

7 8 had worse cri

in figure 4.2
med in figure 4.2.7 and hence the peak in the imaginary

pear (10 he compared with t
ation of the field dependence in real parts in

heoretical curve in figure

ger vari
e of the fact. Because larger field dependence was

ample A2 (figure 4.2.82
i parameters.

seen in all calculation of
However, as already argued, the 7COF can not be explained on the basis of the model.
ity 1n the variation of ZCOF in these two figures. Once again

avior of ZCOF lor the time being

| the x" (H) loops have been plotted

It is difficult to find out systemat

it is better to avoid this peculiar beh

s 4.2.9(a,b) and 4.2.10(a,b), the x ' (H) ant

In figure
207
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‘or two amplitudes fo :
4558, e e beingf :\;(;:ilf:erem 'ranges for sample A4(10% PbO doped YBCO
PR — ‘tenpdpremable'hysteresis e ). In figure
hysteresis was present and the Dcetrjcy as in samples Al and A2, In figure 4.2 mpe”dence of
ield dependence of x'(H) and " (H) loops - d"ffSUbStamial
ifferent from

that of the
low field
cases. The important finding was that the sample A4
had critical
current

densit
y worse th
an the other two as clear from appearance of peak o
< on x"(H) even a
t | mT of

of the x*
e x'(H) loops. At higher amplitude th
or of the variation of curvature of the x'(H) |
00ps

at [0 . B
wer amplitude it was upward. This behavi
field calculation in the model and can be
visualized

was i
n complete agreement with the low
3.2.8aand 3.2.92 in Chapter

¢ of curvature was seen 1n
as i
n figure 3.2.5a, the curvatures at all amplitud
es were

t
hrough figures 3.2.5a, ’
_When the field dependence of J; is 1/H?
<

( :
ype (i.e., B=2), this change OVE

figure 3.2.8a (Chapter 3) and more

1)’ m 3.2.93., Whe[eas When 6-‘!
d), lhlS indicates that the matel'a
1 lS here had a |
] with

seen
to be same (and were downwar
ceen to be present in this s
ample A4 (fi
gure 4.2.10a)

§ was

o=
2. The hysteresis 10 x'(H) loops &
4.2.7aand 4 2.8a) is further indicative of the same f;
me fact

and a .
bsent in samples Al and A2 (figure
rs. Becausc if on

ysteresis was seen to be higher in the late
I case

that sam
ple A4 had worse | & paramete ¢ compares the calculated ]
oops in figure

3.2
.8a and figure 3.2.9a (both for =
m? compared © the ot

2), the h
her case where J;(0)= 1000 amp/cm?. On th
- On the

wh
ere J(0) = 100 amp/c
experimental data, once again did not sh
ow

5 as seen from thesec
ulated lo0pPs Howeve

and shifung of this p
can be verified in figure 4.2.10b where the
peak

CO :
ntrary the imaginary loop
1, the presence of peak in calculated x“(H
x"(H)

mu
ch resemblance with the calc
eak to higher DC bias with decrease of
0

lo
ops (figure 3.2.8a and 3.2.92)
a here and

de appeared at

cound 3 mT of the
emonstrated in this work, has

’ posed a serious

5 PrOblen1

ampl;
plitude was supported DY the dat
around 1.5 mT of DC bias while the s
ame

in "
x"(H) loops for 0.3 mT of amplitu
ps appeared at &

DC bias field. In fact the variety of

peak for 0.012 mT loo

sh i 3
apes of x“(H) loops, &5 will further be d

eters of the x"(H) loops and henc
¢ the laboriou
S way

g of some param
different param

4.2.12(a,b), 4.2.1Ma,

eters have been resorted to.
b) the higher DC field range of +18
18 mT

in :
comparing them in term
of .

plotting the full 100PS for

In figures 4.2.ll(a,b),
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S

described i
abo in fi
ve, i.e., decrease 1n ield dependence with increase in AC amplitud
plitude. However

While in A2 lhe d W 4 ]le v
3 t arlatlon was qu. e
1t large It was

like

ly that from A2 to A4 samples were gradually going towards

may further be ascertained from the observation of the amplitud
plitude

poorer critical current

parameters. This argument
dependence in the x”(H) loops. The
valley(V) at the zero-bias point and two

(indicated in figure 4.2.11b). It has alread

general feature of this x"(H) loops was that there was
a

peaks (Pl and P2) on each arm at a finite DC bi
. 1as
y been explained that the peaks shifted to lower DC

bias side with increase in amplitude and was also clearly seen here. Even, if the amplitud
cided and the valley could n o was
1e peaks with amplitude vari
s 4.2.11b, 4.2.12b and 4.2.13b. Obviously these peaks were

ot be seen (viz., figure 4.2,13b - 0.3 and

100 high, the peaks coin
ation caused an apparent shift of the

0.06 mT). This movement of tl

valley upward and seen in figure
s in figure 3.2.8b, where similar shift of this peak with

al :
so seen in the calculations @s obviou
ampli 1
iplitudes was demonstrated clearly (in between amplitude of 2 and 1 mT). In fact, if
Y ) one can

ements In these experiments, it is possible to compare the sampl
ple

r
produce absolute measuT

Properties in a rigorous way:
nt amplitudes as seen here ( more clearly

) loops for differe

Another aspect of the x"(H
t, of the increasing and decreasing arms

¢ amplitude the sph

In figure 4.2.12b) was that with lowe
each side ( +ve  sides) was larger. It was also apparent that the

h Jower amplitu

or Ve

of the loop, AH on
des in the X" (H) loops. In the theoretical calculations

hysteresis was higher wit
) loops should be higher with lower amplitudes

steresis in X' (H

" was concluded that the hy
and 3,2.9b 10 C

(figures 3.2.1b, 3.2.5b, 3.2.8b
the obvious disa
s in x'(H) 100P

hapter 3):

he model calculations was that it indicated a

greemem with t

g amplitude in contradiction to the finding

However,
¢ wilh Jecreasin

d : .
eCrease in hysteres

h .
ere in the experimental data.
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1.2.2C.
The fre , :
s ¢ quency dependence of the x'(H) and x"(H) loops has also been studied i
3 r - 1
equency range of few hundred Hz to 100 KHz has been considered. As di oo
. As discussed in

“hapter 2, i ihi
. 1N i
describing the experimental arrangement that the coil set-up had
C ad a resonance

"Tequenc : :
y (due to self capacitance of the coil) close to 40 KHz and measurements at |
juencies : : nts at higher fre-
: than this may not be acceptable. However, as here the effort was not t )
absolute " 0 carry ou
[ measurements but to study the relative changes in the shape of the x'(H) and t
oops, it | : e e
it is probably not problematic 1o consider the higher frequencies too. It !
- It must be
t high frequencies were not expected

remem
embered that any _non-l -lineanty and _capacitative drift a

0 pe
a function of DC bias field. Thus the relative comparis
es 1o see he trend in the variation due to frequency only. A
s will

ata for frequencies higher than 40

on as attempted here may not be

erro
neous so long as one confin
ugh here experimental d

KH i
z have been included, they are N0t must for making any conclusion. Further, it will also b
) O DE

seen
that there was no discontinuity if the

be di .
iscussed in due course, that tho

behavior of the loops over the change of frequency

er a systematic variation of the shapes of the loop
$

fr
om few tens of Hz to few €ns of KHz, rath
This merely indicated the same fact as above

wit
h frequency was seen in almost all samples.
ected at higher frequencies) of coil set-up did

, that the offset and the non- linearity ( a8 exp

no
t change with the DC bias field.
In figures 4.2.14(a,) and 4.2.15(a,b) the
itude of 0.3 mT. It is quite clear from

i
Ifferent frequencies for sample Al(pure) for an 2mplt
at the shape of the x

th
ese figures (4,2, 14a and 4.2.179) tha

while the depths of these loops initially decreased upto
tween 3777 Hz to 57770 Hz

x'(H) and x"(H) loops have been plotted for

'(H) loops, excluding the ZCOF, re-

Maj _
ned almost independent of frequency
almost constant in be

d then becam®
OF also showed significant

a

frequency of 3777 Hz an
Ab

ove 57770 Hz the depths St&T

se slgmhnn:l» The ZC

ted {o lncrt’a
w frequency range. The width of the ZCOF

cularly at 1o

uency increased 10 9777 Hz and ZCOF became almost a

de
o ;
Pendence on frequencies: parti

jength of the ZCOF line increased upto a

dec
reased and vanished as the freq
OF showed a peculiar evolution with fre-

Mraight Jine, With further increase in frequency the

freq“e“ﬂ?y of 17777 Hz. In fact 11 tength of the Z€
o explﬂm 1ts vaflatl

£ the X

s and it was difficult t . i
! v(H) 100P like the x'(H) loops, did not change with

Though the basic shape 9
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trong variation with frequency. At the lower side of

frequency, Once again the 7COF showed S

the frequencies, the 7COF appeared 5 2
around 37770 Hz 7ZCOF appeared as 2 sharp valley in

peak 1N the upward direction. But as the frequency

increased, the ZCOF came down and at
fficiently high frequency ZCOF increased drastically.

the downward direction. However, at 2 su

) loops decreased almost monotonically with increasing frequency.

But the height of the x"(H

In figure 4.2.16(0) the x'(H)
a lower amplit

and X *(H) loops as in figure 4.2.14, have been plotted

yde of 0. 012 mT. It 18 clear from these figures

fo the same sample(Al) byl for
loops (excluding the ZCOF) were almost 1n-

hapes of the real
iative drift with time). The shapes

that even at this amplitude the S
o the capact

70 Hz was due k
16h were strongly dependent on frequency

variant (the hysteresis S€€n at 577

o in the figure 4.2.

of the x”(H) loops as can e 5
me curves removing the 7COFs) and in the

one plot the s&

ps took @ a dow

e fo

(the variation can D€ clearly seen ! it
nward curvature 1n contrast to the upward

higher frequency range the x"(H) 10°
i this amphtude 1t is to be remembered

*(H) loops were upward at

e (figures 472.14b and 4. 2.15b)
frequency dependence for the higher DC

that for the highest amplitude 3mD) €

Al frequencies considered he

e 10 € nSi <
in figure 4. 9.14 have been

It will be now instruchV

1}
ield ranges, In figure 4- 217D the X

sample
for sal'p ¢ x'(H) loops was ol much dif-

£0.3 mT. Itis important

1
Plotted for a field range Of © mT i
e fre uency P
ge e the 1 and within the range of frequency

to .
see that in this DC field 727
hyslcreﬁs remained almost un-

: n
includ! g on frequency and the heights (excluding -

“Onsidered ((4) loops
chan e, the X' 17 | trong gependen®
ged. But the x" (H) 100 showed  croquency- Al

the ~
ZCOF) of the loops dimin

fer
ent than what was S€e! n

ong with this decrease of

with InCrease in frequency.

421708 ‘
g , ple e A2 2% pbO doped YBCO)

h&l
Bht, the hysteresis as apparen
the low range of DC field

y for

an be SEET in figure 4.2. 18 that just

The simi dence 0 ~
similar depen ) 19 (only ma

as g 2.
hown in figure 4.2- 18(a,0) A pctively- {t can |
and fq, amplitud £0.3 I and 0. 2 mT ¢ P ¢ were ln‘IOSi independent of frequency
like the UgEroRe depths of (7 lo® qge W with frequency 3% compared 10
sample Al (pur6), e nounccd chd Jower am litude cs
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the u ward
pward curvature of the x"(H) loops (higure .2.19) appeared at a higher f
f 4 9 requency as

tumpared to sample Al (figure 4.2.16b).
In fie
n figure 4.2.20(a,b) and 4.2.21(a,b) the x'(H) and x"(H) loops for sample A2 (2% PbO
(1]

doped
ped YBCO) have been plotted for 18 mT of DC field raizc and for amplitude of 0.3 mT. |
case : - > mi, In
of the high DC field range, the x'(H) loops showed systematic dependence on frequenci
ies.

Like in 1
€ in figure 4.2.20a and 4.2.21a the depths of the loops (excluding ZCOF) were alm
ost

ction of frequency. It was further seen that the widths (mea

mo : ; ;
notonically increasing as a fun
Sure : :

d at given value of x') of the x'(H) loops also increased with increase in the frequency. In

(H)} loops (figure 4.2.20b) the heights of the loops for frequencies higher than 1777
quencies. But below 1777 Hz (e.g. 373 to 777 Hz) there

Hz : :
showed an increasing trend with fre
rtant observation in frequency dependence of x"(H) loops

CaSe Of X 123

w
as a decrease in this height. The tmpo
In the case of AC amplitude dependence of x"(H) as

Wwa . s
s centered around the zero bias point.
he peaks shifted closer to zero bras point with the

d.
escribed above in section 4.2.2b) where !
alley at the origin (not the ZCOF) disappeared at

1 :
Ncrease in the AC amplitude and thus the v
h ,
'gher amplitude. Here a simular disappearance (or
21b - from 373 Hz to 77770 Hz). However, here

4,2
p2) with respect o the DC bias field were almost

t the substantial shift of the valley started around

diminishing) of the central valley was seen

a

Uhigher frequency (figures 4.2.20b and
t ..

he positions of the peaks (both P1 and

Ndependent of frequency. It W43 seen tha
m this variation of x"(H
arp downwar
eld range but lower AC amplitudes

) loops, 7COF remained the same, i.e., from an

d valley at higher frequencies.

1
7777 Hz . Apart fro
(0.06 and 0.012

Upward peak at lower frequencies [0 & sh
But the x'(H) loops in the same DC fi
rent trend. This can be seen in figure 4.2.22(a,b)

MT) for the same sample(AZ2) showed 4 diffe

e loops as 11 figure 4.2.20 have been plotted for amplitudes 0.06 and
amplitude of 0.06 mT(figure 4.2.22a), the x'(H) loops did not

if any, Was difficult to find. But the imaginary part (figure

0.3 mT) case (figure 4.2.20b, 4.2.21b) and showed

ection. However, the heights of the x”(H) loops
7COF) was less dependent on

a

nd 4,2.23(a,b) where sam
0

012 mT respectively. For

Change much and the systematicity,
her amplttude(

4'2'22b) was similar to the hig
n the upward dir

large shift of the central valley i '
ttom of the curves excluding the
71b). In the lowest amplitudes

ude case(figure 4.2.20b and 4.2.2
the x'(H) loops apparcmly showed 2

(diStance between the (0P and bo
freqUenCy than the higher amplit n opposite behavior to

Case of 0.012 mT (figure 4.2.23a),
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Y(figure 4.2.23
-~.23a), The same behavior was inx"
seen 1n x " (H) loops also (figure 4.2
-2.23b). Here also

unly e the hie :
itk hest amplitud i a
rapidly at higher fre i
quencies

and the ce
ntreg ;
ral valley was seen to be present even at 37770 Hz. This brought out
one more

Mportant po; 1 f ring the frequen
N point of the frequency dependence by comparing th quency dependence at th
' . y € two
alread : i an amplitude of 0.3 mT, the depth of the .H. N
Y been explained that while at lit BT th t f ‘(H) 1
p , p X 00ps

and the he; ’
height of the x“(H) loops were monotonically increasing function of frequency, at
y dl an

ar \htu
de of 0.012 mT both of them were decreasing function of frequency. This findine is v
J ery

'm

i nt and indicates the presence of some kind of cross-over amplitude or critical amplitud

elow . ude
and above which the frequency dependence is exactly opposite.

The systematic frequency dependence of x'(H) and x"(H) loops as stressed above is an

Unigue v
~4ue finding and is being reported for the first time.
At low amplitudes, the experimental setup was not as sensitive as at high amplitude and

for th;
this j ) ; : ; ’
IS 1t was not possible to consider low frequencies with lower amplitudes. To elucidate this

Syst : i
®Matic dependence on frequency a careful study at an amplitude 0.3 mT has been made with
PbO doped YBCO). The results are

Quasisiay;
Sistatic variation of DC field for the sample AZ (2%
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increase in depths of x'(H) loaps

Shoio,.
W0 in figure 4.2.24(a,b) wh
demonstrated,

fra ;
M. As this was the high AC amplitude case, the systematic

BUTE 4.2 242) and in height of x"(H) 100pS (figure 4.2.24b) have been clearly
uity 1n the observed dependence on the frequency,
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dlready discyssed, there was no discontin
24b.

Ca :
" be justified from these figures 4.2.243 and 4.2.
y around 17777 Hz or higher. However,
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The different frequency dependence at
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€ present even in frequency range b
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proper 1o expect 0 SeC the effect of frequency at a lower frequency range in samples with
s wit

With this view in mind, 11 figure
an amplitude of 0.3 mT. It is obvious from

A4(10% PbO doped YBCQ) have been plnm:d for

o high an amplitude for this sample. This was also confirmed in

this figure that 0.3 mT was 10
tant that the strong dependence on

e, Tr isgUiecimpes

the amplitude study as given €
ps were monotonically increasing

here the heights of the loo

frequency was clear in x"(H) loops W
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y of 97770 Hz), the
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AC amplitude.

4
2.3, SUM UP:

As alread ;
y mentio .
0t a single unique f ned, that the basic problem in interpreting the results i
1que fea ) 8 is th
T ture of all the curves which can be compared for diff b
1SCUSSIO erent pa
n easy to follow. Therefore always the full x'(H) and x"(H) parameters to
X [oops have b
een

Dlotted f
or different | whi u 5
pa ameters hich makes the study i H
d qu1t complicated OWeEV
. ever, from
m the

Meas
urements
. : ;
the following essential features can be brought out

5
STUDY OF RANGE EFFECT:
Excursions of DC bias field below certain Jimiting value did not

in the x'(H) and X “(H) loops.
(H) and x " (H) was seen to increase
monotonically 0f increasing the Tange of DC bias field.

¥
A peculiar feature (ZCOF) was seen at the 7er0-Cross-over point

the DC bias field which 18 nggnsd_&uﬁﬂ—ﬁmm

ation for this ZCOF. This feature
be mi ariation of

en by any other worker.

yield hysteresis

*
The hysteresis in the x

of
There is no apparent explan

being very sharp is likely 10
eld and hence not se

issed in quasistatic v

DC bias fi

ENCE:
ps at all amplitude

that of the calculat

¢ and at all

ed loops of

ITUDE DEPEND

2,

STUDY ON AMPL
) The basic shape of the x'(H) loo
s same and gimlar

frequencies Wi
plitude dependence and had a

and frequencies:
o lower DC

Chapter 3.
. The x"(H) 100P

variety of shape

s showed strong am
amplitudes

"(H) loops shifted t
reement with

s at dlfferenl AC

bias with increasing amplitudes and vice versa In 3

241



the model calculation of Chapter 3.
For a given range of DC bias field, the peaks on the x"(H) lo P
OO0

appeared at lower AC amplitude for a sample with worse GB pa

rameters. This was also in agreement with the model prediction of

Chapter 3.

STUDY ON FREQUENCY DEPENDENCE:
Other parameters remaining same, the x'(H) and x"(H) loops

showed strong frequency dependence.
For poor samples with worse GB parameters, the frequency

dependence was seen at a lower frequency,
Other parameters remaining same, the frequency dependence of the

x'(H) and x"(H) loops for high range of DC field at different

amplitudes were different. There was a clear cross-over amplitude

above and below which the frequency dependence of the x’(H) and

x”(H) was seemingly opposite. In the high amplitude case (above

the cross-over amplitude), the depth of the x'(H) loops and the
height of the x”(H) loops were a monotonically increasing function

of frequency where as in low amplitude (below the cross over

amplitude) case they were decreasing function of frequency.

The cross-over amplitude was seen to be sample dependent and

was lower for low J; sample.
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EXPERIMENTAL DATA

HYSTERESIS IN COMPLEX AC SUSCEPTIBILITY
WITH MUTUALLY pPERPENDICULAR AC AND

DC FIELDS:

¢ of the x' and x"
This part contains e fht"’ﬁ‘-‘(:d d?ige;'rcc‘;l&tfit)/z f;(eld when
ftudes o, ‘ d

for differ _ ¢ as well as ampH ’ he x'(H) and
rent frequenciés , rison of e X

ine n{»-j; ﬁe/dj; aqre uainy P"’pwdlwl‘a;s }C:'c(:;n lf:en carrije:d out. Bulk size
atio ; ¢ 7

z . ooy field configir and frequency

ge (H) (;oops }/’or Cj)lﬁre’zgc”o.{; * tered. Dep endence on amplitude Jreq
pendence has oec! TN

of the loops is also seet
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43, H¥
. HYSTERE
b W SIS IN COMP
Dl LEX SUSCEP
NDICULAR A TIBILITY
C AND DC e
FIELDS:

4,
3.1. INTRODUCTION:

¢ase when DC and
Perpendicular AC an(tjA\l():CﬁffilG]ldwer.e co-axial (parallel). In this section, the cas
fations, as have been att o ‘TW“ be considered. It is important to note that th kel
difficult to conceive a emptea'd in chapter 3, are for the case of coaxial field ) mo.dEI S
model with AC and DC fields perpendicular to el O:EGFS-NII is, in fact
. Nevertheless,

Ihe €x eri i
P mental results 1n perpendicular case is e
qually

fr()n
] .
. a theoretical point of view
portant to initi |
O Initi ' i
ate possible theoretical background for a model, app
; ropriate to the situati
. o sttuation

se of some technical limitation, the DC field ran |

ge higher

In '
the co-axial field case, becau
r, in the perpendicular i
case, as it was i
possible to us
e

than 2
o 0 mT could not be achieved. Howeve
electrom -
agnet, a higher DC field range of 100 mT or higher could be used
| used.
o-axial fields, as one can visualize, is simple because both the field
. , N ields bei
sidered as scaler quantities and the magnitude of the resultant fi eing
ant i
in to the calculation. A g
cing of minor loops for eve
eld. When the DC field varia
ina given AC cycle due to v

actual experimental cas

The case of ¢

Par:
allel, they can be con
s discussed 1n chapter 3, the resultant

”]e O
nly parameter that COMES
ry AC cycle at different points of
tion is continuous (ramped) one

ariation of the DC bias field

e where the ramp rate was

ase), the contribution

Proce
. ss can be considered as tra
€ mat
X ajor loop due to the DC bias f1
as to &
consider further yariation of flux

Wi[hin
the cycle. However, considering the
ss (this was typical ram

n AC cycle of frequ

p rate used i the co-axial
ency 373 1z 18 ~2/60x373 ~ 10° mT/cycle

typically 2mT/min or le
o lthis ramp field in a give
::]z:lwas two order lower tha

smaller). In fact this 1S W

Sect; v
on. Thus if the ramp rate t n

de (obviously at higher frequencies this will
p rate was not addressed in the previous
ation within the fréquency range as
tion. Now in & guasi-static

n the lowest amplitu
hy, the effect of ram
field vana
ant DC bias, ¢an be simplified as

Consj

1 . 4

dered here, is equivalent 0 the case
in presence of const

with corresponding ], parameters determined

Case " .
, the situation in 2 given AC cycle,
s more realistic when the AC

. inor) over the A
Y the DC bias field, i.¢.» J-Bw- 111 this
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tracing of M-H loops (M Coyos
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I P“Elldt’ ] 3 ( f
am i 3
S qU[IL IOWEI [hrl” [he D biﬂs C]d
\Vi[h [hl i orl | l
y Ih
€ Ccase Of AC and DC ﬁe]d nlUlUﬂ.lly perp d
cn iCUlar can [)l(]
=] bably

Lin the simil
ar footin :
can be considered a g. On a physical reasoning, a small amplitud
s s a measurin itude of AC fi .
be different dependin g probe for AC susceptibility, so the re eld osciliation
on . ’ Spo i :
& whether the DC bias is parallel or perpendt ]p nse s mot fikely
icular (obviousl
Y here it

IS assume
1ed that the \Y
sampl 1
ple does not have any anisotropy of J(H)). Aswillb
: ill be seen in

il ' actual data

d. it will be seen that in both configuration the lo ,

ops

this a
. .
gument is not far from truth. Indee
re i
nce which probably can be attributed to th
c

are basi
asicall
P y same except some quantitative diffe
ul » . -
k demagnetization factors in the two cases
— :
e co-axial fields will be extended fo
r

Theref
ore, here the same model calculations of t

the
perpendi
icular field case for a qualitative agreement.
ctual data, here one f
X urther technical
limitation
i and the

od. This is about the ZCOF. It has been explained in ch
. apter

nerated by driving an electromagnet powered b
y an

as following 2 standard design from any text book)
8]

consﬁqLJIZefore going in to the a
2, that [hnce of it, must be address
analog ime DC field in this case WS E°
of which egrator ramp current SO4E" (this W

only the ramp rate could be programmed. Further, the driving current was m '
of field which Jater on was corrected for the hysteresis of :thz::
re, the slow variatio
f any ordinary analo
pole p1eces: So i
Id configuration whe

gQgﬁgu_l;g;igg of fields. the

(not
the field) as a measure

i of the drive current at the zero-Cross-over
g integrator) appeared at fimte DC bias
t was not possible to detect the sharp
re zero current amounted to zero

7COF will be totally

Prece
; $ through software. Therefo
the ;
el ramp (an inherent problem O
because of the hysteresis of the

ZCO
F ;
as seen in the case Of parallel fie

DC fi
(- 1 -
eld. Thus in_this cas¢ of pemendtcglar

RESULTS AND D
E CO-AXIAL FIE
ults in this €ase of
o see that the prop

ns would be same,

4.3
2. EXPERIMENTAL

4.3.2
A. CONTINUATION FrOM TH
he high field res

it is instructive t

1eld configuratio

. Before going into ! perpendicular fields, which are
amn : . . o ;
subject in this section osition as conceived above

. that

is right.

the fisea
basic behavior in both the f
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C field range, i
, in the perpendi :
the : 5 ) guration beca .
loops. Thus pole pieces it was difficult to study the hysteresis in th use of the high
- I'hus here the st i ) in the x'(H 5
——_— udy will be on the high DC field range(100 mT) loops. H ) and x"(H)
> continuity of the sha : . However. in ord
pes of the loops in th » In order
set of x'(H) B e two field configurati
and y"” ions, here o
x"(H) loops at low field range (18 mT) have been plotted for nly one
€ sample A4

with an amplj T(f 4 T

plit itati
M plitude of AC excitation of 0.012 mT(figure 4.3.1). Though care was tak
o . e | s taken to remo
o m e of the pole pieces, 1t 1S obvious from the figure 4.3.1 that th N

o . . e e unbal d
Zer'“ nce was still present in the pole pieces which shifted the axis of s o

0 fields. Apa o is distortio 0 0
. Apart from this distortion due to unacc i
unted hysteresis of the i
pole pieces,

ymmetry to some non-
the
with

Shapes
of £t
the loops were similar to that shown in figure 4.2.13(a,b) (in section 4.2
’ 1 9 <
al fields configuration. It was not possible to compare th
e

ap -
] Propriate amplitude) for the co-axi
00 .

Ps for different field configurations qua

The similar behavior of the loops in dif

ntitatively.
ferent field configurations was seen in all other

e AC field. After seeing the continuity of the

samp]
ples and at all amplitudes and frequencies of th
time to go into the detail study for the

es - :
of the loops In both configurations, it is now

pe :
tpendicular configuration of fields.

NCE OF THE x'(H) AND XD LOOPS:
e most important aspect to bring

4.3
.2B. BULK SIZE DEPENDE
e any critical state model must

The study of the effect of pulk size is obviously One of th

he critical State. Becaus

H* which certainly is a size dependent parameter

out ;
the causality of the phenomena Of t

jeld,
always a monotonically

lNvo
Ive the macroscopic penetration f

i)
hough exact value of the penetration field 1
f the sample concerned.

s model dependent, it 18

Inc -
reasing function of s1z€ ©
Though in principle St 1d have been simple, here it was difficult

bec
ause of the two facts - 1) Pr€

dy of siz€ effect cou
paratiof of sample with different diameters (because the
n sensitivity could accommodate a maximum of 2 mm
ple and hence mass, available signal

5and 1.9 mm).
) loops are plotted for sample

a
Pparatus as designed for maximul
ease of S1Z€ the sam
ere seudied(]

di
ameter of sample) and ii). with decr
rs we

b
ecame too weak. Thus only tWo diamete
oy the x'(H) and X"
data were

re.spectivcly. These

In figure 4.3.2(a,
r amplitmdes

A2(2% PbO in YBCO) fo
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F=3777 Hz
AMpll.=0.012 mT
0 g 18

Field(mT)

V*/fh{A.U)

8

6

“ \

2

o
- 18 -9 0 Q 18

Figure 4.3.1: x'(H) (upper) and x"(H) loops for amplitude 0.012
mT when AC and DC fields are pexpendiqular. Shapes are
noticeably similar to that in figure 4.2.13(Co-axial fields).[Sample

Ad]



plotted after "
norm 3 .
4.3.3a th alizing by respective weight of the samples. It is clear from fi
-2 that in case of the x’ ' m figure 4.3.2
x'(H) loops, the field d Gl
diameter ' ependence became less wi
. Howeve : ss with decreasi
of 150 r, the split, AH between the valleys(V) of x’(H) loops remained ind ing
lame : o Tndese
i ter of the samples. In case of the x“(H) loops e pendent
1on of th . : or was seen. T
e valleys(V) on the decreasing (magnitude wise) arms and that of the peak -
peaks on the

increaSinD . "
N g arms of the x"(H) loops at lower DC bias fields (magnitude wise) remained
anved . o . nain un-
gsed with the variation of the size . But there was a notceable change in the depth of th
of the val-

leyg(v

0 1 " .

) on the decreasing arms of the x"(H) loops which was seen to increase with i
ncreasing

on of the shape of the x"(H) loops with size. The

erably to lower DC bias field with decrease
e smaller amplitude. Like in figure
tely 60 mT to 40 mT (a shift
onding shift in figure

slameter. There was another important variati
and maxima on the decreasing arms shifted consid
Of diameter. However, the shift was larger in case of th
4.3.2b for amplitude of 0.012 mT, the shift was from approxima

of 2 )
) 0 mT) for change of diameter from 1.9 mm to 1.5 mm and the corresp
3. ;
3b for amplitude of 0.06 mT, was from 30 mT (approximately) to 20 mT (approximately)

(a Shlf{ of 10 mT)
This findings of the experimental data can qualitatively be explained on the basis of the
r, before going in to that, one point must be noted
rimental data with the theoretical calculations of

el, as already discussed, the penetration field

and is a function of diameter (for cylindrical sample) and as well as
£ H" on (he size, it is a monotonically

J .

¢ Parameters. Further it 1S s€€n, like the dependence O
lnCreasjng function of Jc;(o) (obViOUSl)’ here the conma’eration is bulk size and hence ch(o)) but
eXact nature, once again will D€ model dependent. I}WM
! . . ' . the same foating. | )
10 effect 1reat the three QUAIILIES M
"crease in J,(0) or the did mc;:z_w_wmw’? @Mmf—m;_,.l_—!——mm H : Vi Sk,
Ycan further be stressed thal !th  (or decrease) JLAMEFFEE ln.udc
Can vely) like a decrease (OF ingrease) in H_or
21 also be equivalently mbw‘_loﬁh;g!h‘_llﬁw

140} or diameter
2{0) or diameter.
it is now simple [ &

With the above proposition,
n consider the fig

m ;
odel calculations of chapter 3. Howeve
Whi _

hich can make the compartson of the expe

e
hapter 3 easy to follow. In any critical state mod

H* j ;
1S a crucial parameter

n figures 4.3.2 and

ompare the data i
ure 3.2.32(a,b) in chapter 3 which

433 with the calculated results. One ca
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Figure 4.3.2b: x"(H) loops for two different diameters for sample
A2.



Figure 4.3.3a: V'/(=X
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Figure 4.3.3b: Imaginary counterpart of figure 4.3.3a.



[ o

data ¢
orrectly (howe
/ ver, the | > IS
P arge hysteresis in the experimental data wer
ely. Like, 1 A /ere not acce . .
i e ). Like, in the calculation in figure 3.2 b for (21 accountable in
creasing arms shi o X 00ps, |
shifts t - . ps, 1). the
o Jower DC bias with decreasing J5(0) (or equival i
¥ valently decrea
sing

ii). The depth of the valleys(V) on th
H® or diameter},

ed
ecreasing arms decreased with decreas

H" or diameter),
i i
). the peaks on the increasing arms

In
g J,(0) (or equivalently decreasing
shifted ’

to lower DC bias fields with increasing J, {(0) (or eq
ficiently high J(U) ( the upper |

yivalently increasing H™ or diameter)

and mer
ged together at a suf
eft-most curve) (or i
equivalently high

H" or diameter).
In case of the x'(H) loo

c
orrectly showed the decrease of

40
easing H' or diameter) 1 481¢€
as usual d

9 N

ps (figure 3.2 qualitative agreement was good and
depth of the valleys(V) with decreasing J,(0) ((or equivalentl
ment 1o the data in flgures 4.3.2a and 4.3.32 y

12a) also, the

1id nol reproduce the large hysteresis as seen 1n the

However the model,
and x"(H) 100PS:

greement of the calc
andling the field

the hysteresis.

here clearly certified the model

€
xpenmental x'(H)
n introducing the demagnetiza-

lanions with the data

The excellent a
dependence of x and

as clear that hysteresis must be due to

0 be .
in the nght track 10 h
However, it w

ion and 2 small contribution from

tio
n factors to account for
184 demagnetizatl

m
ore than the two factors accounted here
Criti
ritical state at low amplitudcs
PENDFNCE OF THE X'(H) AND X" (H) LOOPS:
anded the extension of the study

4,
3.2C. AMPLITUDE DE
3.2b) naturally dem

a5t section 4.
() and X" (H

a.h), 4 3.6(a,b
Hz for sampl e A

(10% PbO ¢°

is high field case-.
b) the X '(H) and X "(H) loops

Al(pure YRCO), A2(2% PbO
ped YBCO) respectively. In all

The inspiration in the |

pendence of the X
4.3.5(

yBCO) and A4

for amplitude de
< 4.3.40b), 4

have been plotted for fixed freq
doped YBCO), A3(6% pbO doped

0
f these curves ram 4mT/sec

In figure

sample showed d
iude of AC field. This behavior
w(18 mT max.).

p rate was 0.

On the wholé, it was seen tha
field dependence and decreasing hyst

was similar to that 1n the ¢
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eml '
Jise of the loops did not depend upon the field conls
CONGZMTANINS, . \
UL, e

Assuming that the basic pr
mode! calculations
qs could be extended to explain the loops as seen here f
e for the higher
DC field

y eS'l N
S,

were in qualitati
tativ 2 1
q tive agreement with the calculated loops as shown in f
igures 3.2.12
Ine. 148, 3.2.13
y sdadaxz bV or

3. '
2.14a of chapter 3. In explaining these data
gnificantly but d
y ecreased the J; parameters substantiall
y.

it wi
11 be assumed that PbO content d
0es not

ch
ange the grain parameters si

Ine in ‘ '
xplaining the data here, the above proposition (section 4 3.2b) of equi
G quivalence be
tween

diff s
erent paramelers ol the critical state model will also be considered |
red here
Th s ‘
: e apparent anomaly 1n X (H) loops for sample Al (in all other ca d
mpli . ases de
plitude was monotonous) car prahahly be understood, considering the experi pefdence on
of off o rimental limitati
setting at the highest fieid As already seen in the last section, that sample A Pt
’ e Al had t}
1e best

J
. parameters of the 1ot and the T was
vior O

<uch that even 0.3 mT was perhaps too low an a
mplitude

he equivalent beha f figure 4.3.4a can be visualized in th
= Calcul;ncd

(chapter 3) between am
d figure 4. 3.6a, the x'(H
ing worse than samp

for this sample. T
plitude 0.1 10 0.01 mT.

results in figure 3.2.122
) loops show best agreem
ent to the m
ode]

In figure 4.3.5a an
e Al (i.e., 1;(0) of sample A2 was |
€58

A2 be

calculation. Further, sample
t to that in figure 3.2.144 for the |
Ow

tion may be equivalen

hence Strongest field de
(0) (140 of samp!

t
han J(0) of sample Al), the situa
0.1to 0.01mT and

ple A3 (figure 4.3.6a) 1,

pendence as in figure 4.3.5a w
. as

amplitudes, viZ.,
e A3 was less than that of samp]
€

Obvious. But in sam
experiment were in higher side for this sampl
e.

e amplitudes of the
ence was expected to
otal field dependenc
en parameters. The X

A2) was s
such that th
figure 3.2.12a, 3.2.13a 0o
T

Therefore the field depend
3.2.14a in chapter 3, where t

he less as obvious in

e was seen 10 be less at too fow or too hig]
)

'(H) loops in sample A4, as obvious in

hin the parameters a
further from conside

propriate for giv
¢ considered in the

k a new shapé whi
o chapter 3. HOWeY

as likely 10 have J

amplitudes as ap
ch was not seeh wil

er, as it will be seen

ration of x"(H)

figure 4.3.7a t00
model calculation i

(0) less than that of all other samples. Wwith this it is
car at quite higher amplitudes for

loops that sample A4 W

likely that the x'(H) loop

s in figure 4. 3.7a are expected 10 app

a given J,; parameters:
»(H) loops 23 seen in figure 4.3.4b for sample

The main features of the experimental X

Al are;
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At lower amplitudes:

»

*

*

there was a valley close to zero DC bias,

the depth of this valley decreased with increase in AC amplitudes,
apart from the presence of valley, the loss (proportionate to x*)
was a monotonically increasing function of DC bias,

x"(H) showed large hysteresis on full excursion of the DC bias

field.

At higher amplitudes:

In case of sample A2, the higher amplitude behavior as described above was seen. Thig
was attributed to the fact that sampte A2 had J(0) less (and hence H';) than that of sample A],
Therefore, 0.012 mT appeared to be a higher amplitude in sample A2 than in sample Al. Thus
the behavior of x”(H) loops for 0.012 mT in figure 4.3.5b (sample A2) would be equivalent (o
the same in sample Al for amplitude some where in between 0.06 to 0.3 mT in figure 4.3.4p,
Similarly x”(H) loops at 0.06 mT for sample A2 could be traced in sample Al for an amplitude
greater than 0.3 mT. This behavior as described here was quite systematic. For amplitude 0.3
mT in figure 4.3.5b for sample A2, the x"(H) loop indicated the vanishing of the valleys(V) at
higher amplitudes (as was seen in low DC field results in section 4.2), The similar evolution of
the x”(H) loops was repeated in sample A3 where it was obvious that J;(0) was less than that

of sample A2. In figure 4.3.7b, 1(0) being further less (and hence effective amplitude quite

with increase of amplitude the monotonic nature of x”(H) was no
more seen,

peaks and valleys(V) appeared on both sides of the decreasing
(magnitude wise decrease of DC field) arms of the x"(H) loops,
peaks(P) appeared on the increasing field arms at lower DC bias,
there was a flip of the decreasing arms (which were below the
increasing arms at lower amplitudes) from below the increasing

arms to above the increasing arms. This flip, in the long run

resulted in the peaks.
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in figure 4. 1 8(a.b) the X ‘(H) and
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the heights of the x"(H) loops became less sensitive to frequency with decreasing amplitud
) ) I 1UAE

(figures 4.3 10b to 4.3.12b). In continuation from section 4.2.2¢ (particularly sample A2), |
, here

even the lowest the amplitude of 0.012 mT was slightly higher than the cross-over am litiid
amplitude.

It was unfortunate that the experimental set up as used here, was not sensitive enough t
0o work

with amplitudes lower than 0.012 mT and hence the cross-over amplitude could not be decid
ecided

for most of the samples except for samples Al and A2 where 1t was within the ra
nge ot

amplitude covered, Further, as the dependence on frequency became less with lower amplitud
itudes,

it was seen that effective dependence on frequency below Cross-over amplitude was obviou 1
1S only

around 17777 Hz or higher. However, the coil resonance frequency being 40 KHz, the |
, result

will attract cnucism

At amplitudes much higher than the cross-over amplitudes, dependence on frequenc
y was

large and seen to be monotonous over the full range of frequency - from 373 Hz ( quite bel
Siow

the resonance frequency ) to 07770 Hz (quite above the resonance frequency ) and there wa
S no
Jdiscontinuity 1n the dependence ON frequency 10 tWo regimes of frequencies. This was possibl
oy
h higher amplitudes total variation of signal over full excursion of DC

due to the fact that wit
4¢ not masked by spurious effects. It must, further be noticed
ce

field was quite large and hence W
ic inferences on the dependence On frequency of the x(H) loo
ps

that with higher amplitudes bas
dering data al higher frequencies (e.g >17777 Hz). Thj
. S

could be made even without const
ple A4 which was seen to have the worst J (0).

argument can further be stressed in sam

The figures 4.3. 13(a,b), 4.3 14(a,b
for amplitudes 0.2, 0.06 an

y and 4.3.15(a,b) contain the x'(H) and x"(H) loops
d 0.012 ml rcSpectively for frequencies as shown
17 KHz). Further in figures 4.3.16(a,b) ang

ures 4.3.13 and 4.3.15 respectively have been

for sample A4
within the diagrams ( maximum frequency =

4.3.17(a,b), the same ' (H) and x" (H) loops of fig
f 3777 Hz 10 57770 Hz.

plotted in a single frame with a frequency range ©
ps were almost independent of frequency

At highest amplitude of 0.3 mT, the x'(H) loo

uld be identified with the extended lobbs (as secn in sample A3 for higher

In fact these 100ps €O

o showed negligible dependence on frequency. This feeble dependence of

ot be confused with the sim
plitude 0.3 mT was effectively a low

amplitudes) which als
jlar weak dependence on

the x'(H) loops On frequency must 7

Al (figure 4 3.8a). Because the am

frequency 10 sample
plitude) while in sample A4 it was effec-

amplitude 10 sample Al (but higher than cross-Over am
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lively quite a high amplitude. This could also be ascertained from their x”(H) loops also (in A4

amplitude being high, valleys(V) were not seen). As will be seen in next SECIMLS

behavior 1n sample A4 _might be due 10 vanishing of GB contribution at quite high anmplitudes

while in A1 GB contribution was present but 1., being high frequency response wag low. The



tively quite a hi '
gh amplitude. This
. This could also be ascertained from thei
eir x"(H) lo
ops also (in
Ad,

amplitude being high, valleys(V
) eys(V) w
ere not seen). As will be seen in
In_next sectio
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while in Al G .
3B conlributi
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S present bLl[ .] £ bEinE high fr
B equency ri
esponse w
B Was low v
A 1W ']he
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- avior of x'(H) (figure 4.3.13a) was
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een clearly shown in figure 4.3 ‘ inued over the full ra
(figure 4.3, 14 .3.16a. With decrease of . nge of frequen
g 3. 14a), valleys(V) appeared amplitude fr Cy and
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a i g
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depend f an amplitude of 0.3 mT in figu e
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een for ampl; m
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I (fipure 4.3. 14b) and 0.0
e on frequency became le
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WEr amply
5 3 plitude
S
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’ data
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of frequency Wel
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e of 373 ¢
0 9777

cessful and showed

was quite suc

Hz.
f sample A4 is that it once again emphasi
zes the f;
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rtance of the data O
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es 4.3.13 and 4.3.16 (or 4.3.15 and 4
'.3.]7)

The further impo

nal involved bein ance 0

g high, reson

that the sig
the resonance frequency- This is obvious from fgur
where the continulty in frequency dependence js clear.

*(H) is likely tg

that the x'(H) and X
ressed here that

), 1L is further st

nental set-up and €

4.3.3. SUM |

g section basic
J1ds (AC and DC
an be seen

In thi



in a frequency range belo
w 10 KHz, far away from the resonance frequency of ti
y of the coil set-u
-up.

. . following findings are important;
3

" Inagivenr
almofl indepi:i;c:f fI‘)C field the x”(H) and x"(H) loops were
o - 0, configuration of the AC and the DC fi
pt some quantitative change. el
A study on the bulk size dependence revealed stron jati
the x'(H) and x"(H) loops with change in diameter %I‘:anan'oil "
of the valleys and peaks close to zero bias ren'm' e
unchanged with change in diameter. But the peaks onlil::dzlmoﬁ
creas-

ing (magnitude wise) arms shifted
to a lower DC bi
1as value with

decreasing diameter.
ude dependence of the x'(H) and x"(H) showed syst
ematic

. Amplit
variation and was in line with the data of co-axi
-axial fields confi
1gura-
fion
. From amplitude dependence, it can be concluded qualitatively th
y that

the samples from Al to A4 had gradually decreasing J;
oy

dependence of the x'(H) and x"(H) was similar to the

= Frequency
case of co-axial configuration of fields.

gency dependence was obvious even in

. in s
KHz and thus confirmed the frequency
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EXPERIMENTAL DATA

A CLOSER LOOK INTO THE FREQUENCY

DEPENDENCE:

This part contains a brief discussion on the experimentally observed

frequency depend

10 explain the freq prde
"AC field mediated depinning .

presentea

4.4 1. REVIEW

4.4.2. LOOKING BACK

4.4.3. COMMENT ON THE IL

REFERENCE

ence of the x'(H) and x"(H). An attempt has been made

uency dependence by considering the the flux creep and
A comment on the IL has also been

Part D

CHAPTER FOUR



4.4. A CLOSER L
DENCE: OOK INTO THE FREQUENCY DEPEN

In Parts A, Band C of C

s BorsesadestBOET alonghipitir 4, ‘th.e experimental data have been described |
calculations of Chapter 3. However ) .possmble explanation on the basis of ed in a
o e pespealie A N t:nlt is felt that the discussions, in a sense e mode!
i applied eeric o maon-et' : e behavior of HTSC is more or less the r e focel and
p i i D ic 1e1de, a global discussion on the data i eSPD.“Se of FLs
ux line dynamics. Here the discussion will be i 1s essential to bring

in that line - to enlight

the "non-critical” ibuti
cont
ributions from the Josephson vortices of th
e grain bou -
indaries
as well

as the Abrikosov vortices of the grain.

4.4.1. REVIEW:
The effect of frequency in HT
bserved through the s

" (T) as discussed in Chapter 2) with fre
sency[2,3]- Thus, th

ed frequency depende

SC has recel
ved a great deal of attention. Th

fl' : 1"
equency was O nift of the x"(T) peak (the low tem
perature
quency- it was seen that the peak shifted peak on
. g € .
e isreversibility line(IL) as predicted ;0 higher
rom this

temperature with freq
nce and the IL was seen to shift tow
ards a

x"(T) peak obviously show
higher temperaturé and field(4] with increasing frequency. ( AR illuminating d
the

IL has been given 1N appendix 0f
ferent models expl

thermally 2 acuv
"191, if the IL 1€ resents soO
p me sort of phase

- ref. [1] - here after to be referred as "debate")

aining the origin of this x"(T) peak and hence th
ell.

There are dif
ted fux flow[7] and flux lattice mel
[~

51, flux creepl6],
sed 1n the *debale
ould be an intrinsic

sample SiZ€. Most of the data pr
almost independ

nl4], 1L was
plained in the fl
~ However, the independence of the IL on .

viZ., VOTIEX glass
ing[8]. As Q. Y- Chen SLres

e vortex state, it sh property and SO independent of freque
n-

transition in th
edict the opposite. However, below 1

ent of frequency. The frequency

[7], or In the

cy , amplitude and

lippe

KHz as discussed DY Fli
ux Creep model

dependence of the 1L car qualitatively be €x

ed flux flow
r frequency range

ot expected in these models.

as such, isn
2 that with increasing

thermally activat

frequency in the jowe
ing ﬂux—munon effect.

¢ of flux pmmn
and 4 10

eld, weakemn
cillatory fields

frequency and fi

This "depinning of flux lines” by ©3
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some extend.

3 : ’
pparent confusion of the frequency dependence of the IL

4.42. LOOKING BACK:

In a two com
onen
D i model one has two type of vortices, the Joseph
? p sSOon Vol-t'
ices (he
re

s JV) prevalent in the grain b
V) within the grain. It is now well understood th
that the J
Vs are

after to be reft
eferred a :
oundaries and the Abrikos
oV vortic
€S (here

after to be referred as A
f the most of the pecuharmes in ceramic
samples

weakly pinned and are the cause 0
consider the high field x

ed that the effect of fr

(H) and x"(H) loops as described in P
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Creep is not | &M@mﬂﬂﬂ%&@n_mﬂu_)rc;umc_(mms_-&g-:m'plnmrc can

I[tis already discusseq
above, ip the low frequency range
(< 3777 Hz) in sample Al there
Was an opposie behavior of the
valley(V) of the X"(H) loops thap
that at higher frequency range (<
3777 Hz). It is also Obvious from
above discussion that like a crogs.-
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Figure 4.4: Possible cross-over—frequer}cy in sample
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while in lower frame upward.

“ s for different fre.
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CONCLUSIONS:

A realistic two cam
~wimponent critical stag

and solved e € model was geyej

field anOIn‘?]“mer’C"ill)’- his can successtully explain thc:olpCd

dlous M-H loops of the ceramic HTSC i ow

This mode] was ex

: 45 extended for different f;
evoluti %, ent field range:
I ton of the Mg loops over the vari on or - exact
ange was observed. riation of DC fielq

Even the Z-sha
: ped M-H }o .
2 shielding contribution, Ops could be €xplained by adding

Further the ef .
el wcrie::t”of the Eran size studied in this mode] ;
: - SCEN 1o be in agreemen; with already buhliq;:n((fj
‘. ! c

data,

The same model was extended for AC suse

: i susceptibil; o

as a function of DC bias field. The cm,sidg_:::lil;i_ly c?l;ulanon

netization factor led to hysteresis in the X' (H) a““d erll(a}%
y X

loops.
Hysteresis of the x'(H) and x"(H) loops for differen e
figurations of the fields was observed experimentally.

The low field x'(H) and x"(H) loops in the co-axial field

configuration were in close qualitative agreement with the

theoretical prediction. However the x'(H) loops showed better
agreement with calculation.

The features of tie high field x'(H) and x"(H) loops in per-
pendicular configuration of fields showed good agreement to
model predictions. But the extra large 'hysteresm of the
experimental x”(H) loops could not be explained by the model

calculations.

The frequency dependence of the y'(H) and x'(H) loops ‘]w_as
observed experimentally and an attempt was m.ade to explain
the data including flux creep and "AC field mediated depinn-

ing" in the model.
"(H) loops showed

‘(H) and x
Frequency dependence of the x'( .
th; qpreseice of a cross-over-amplitude, above and below

which frequency dependence is different.

On the basis of theoretical argument, a'cross-over-_freqltlelr}cy
dicted which was also substantiated experimentally.

was pre
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