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Abstract

Spectrum sensing is the key mechanism in enabling spectrum aware-

ness in Cognitive Radio (CR). By sensing and monitoring the available

spectrum, unlicensed cognitive radio users, or secondary users (SUs),

can intelligently adapt to the most suitable available communication

links in the licensed bands. By exploiting the spectrum holes, they

are able to share the spectrum with the licensed primary users (PUs),

operating whenever the PUs are idle. CR is capable of making intel-

ligent decisions and their actions are based on observing the wireless

connections and then using intelligent algorithms and computational

learning to optimize their behavior. CR should intelligently sense the

unused spectrum bands and capable of learning without interfering

with primary users.

In CR, the most important step is to obtain necessary observations

about its surrounding RF environment, such as the presence of primary

users and the appearance of spectrum holes. Spectrum sensing enables

the detection capability of CR to measure, learn and be aware of the

radio’s operating environment. The performance of spectrum sensing

algorithm degrades due to channel impairments, such as multipath

fading, correlated shadowing and receiver uncertainty. To overcome

these limitations, Cooperative Spectrum Sensing (CSS) was introduced

to take advantage of the spatial diversity of wireless receivers. In recent

years, cooperative sensing based on Machine learning has been used

to improve the efficiency of learning in CR. Cooperative learning can



help a CR to learn the surrounding environment and improve sensing

accuracy.

This thesis aims to develop efficient Cooperative Spectrum Sensing

(CSS) algorithm in cognitive radios with high probability of detection

and low probability of false alarm to meet the desired objective of ef-

ficient utilization of radio spectrum. We consider several simulation

scenarios that can be used to evaluate spectrum sensing by single SU

unit (local sensing) and multiple SUs in a cooperative setup. The simu-

lation scenario of spectrum sensing algorithms has been formulated to

meet the requirements of IEEE 802.22 Wireless Regional Area Network

(WRAN) standard.

Firstly, we develop cooperative spectrum sensing algorithms using Ma-

chine learning schemes, particularly, using Perceptron Learning, un-

supervised clustering approaches. Local sensing phase is carried out

using energy detection to scan the complete available channel set from

(54-682)MHz divided into 7MHz of channel bandwidth. The local de-

cisions of primary channel activity are modelled as binary hypothesis

testing problem where the null and alternate hypothesis corresponds

to the presence or absence of primary transmission respectively. For

cooperative sensing phase, a centralized decision maker called Fusion

Center (FC) is considered where each SU sends its local decision statis-

tics to FC which makes final decision on channel availability. The per-

ceptron module in FC uses local sensing energy vectors as training set

to meet the desired target output. The proposed CSS scheme gives

improved performance with error rate as low as 0.1.

Due to the dynamic channel environment, feature vectors are scat-

tered in decision boundary which affects the detection accuracy of FC.



To overcome this, we use unsupervised K-means clustering approach

which partitions set of training energy vectors into K disjoint clus-

ters. Compared with Perceptron learning, this unsupervised K- means

clustering is a promising approach due to its higher detection accu-

racy with less training and classification delays. The simulation results

show that the unsupervised K-means clustering algorithm significantly

improves detection accuracy with training and testing delay of 16.8 and

75 milliseconds respectively. However, K-means clustering approach

provides an average view on data points which will affect its detec-

tion performance under path loss and shadowing environment. To ad-

dress this issue, we propose Archetypal clustering based CSS scheme

which provides an extremal view on data points. It is observed from

ROC performance results that Archetypal clustering based CSS scheme

achieves the detection probability of 82% to meet the target false alarm

probability of 0.1.

Secondly, we discuss the formulation of a Reinforcement Learning (RL)

based Cooperative Spectrum Sensing algorithm. The decision making

agent, called Fusion Center (FC) observes the state of the RF environ-

ment and chooses actions to maximize reward. The simulation results

show that the detection probability of RL based CSS scheme is 85-92%

which is 5-10% better than the case of without reinforcement learning.

It is observed that the algorithm gives the precision accuracy of 88%

that is 8-9% of improvement as compared to without RL. Further, in RL

based scheme, the decision making agent (FC) undergoes exploration

and exploitation trade-off which enhances the cooperative learning and

detection capability of cognitive radios.

Finally, we study the formation of coalitional game model for CSS

scheme. Coalitional game theory has been used to study user coop-



eration and design optimal, fair, and efficient collaboration strategies

among SUs. Different phases of Coalition Formation (CF) algorithm in-

volving local sensing, adaptive coalition formation, and coalition head

selection and coalition sensing phases are discussed.
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Chapter 1

Introduction

1.1 The spectrum scarcity problem

Frequency spectrum is a limited resource for wireless communications and may

become congested owing to the need to accommodate the diverse types of air in-

terfaces used in next generation wireless networks. To meet the growing demands,

the Federal Communications Commission (FCC) [Marcus et al. 2002] expanded the

use of the unlicensed spectral band. However, since traditional wireless commu-

nication systems utilize the frequency bands allocated by the regulatory bodies

(such as TRAI in India,[of India 2016]) mostly in a static manner, they lack adapt-

ability. Also, studies have shown that some frequency bands in the spectrum are

heavily used, while other bands are largely unoccupied most of the time. This

sporadic usage of spectrum by licensed user creates ‘Spectrum holes’ or ‘White

spaces’ [Tandra et al. 2009]. The spectrum holes/white spaces are the band of

frequencies that are not being utilized by the licensed user at a particular time in

a particular geographic area.

The right to access a given spectrum is generally defined by its frequency,

space, transmit power, spectrum owner (i.e. licensee), type of use, and the du-

ration of license. Normally, a license is assigned to one licensee, and the use of

1



1.1 The spectrum scarcity problem

spectrum by this licensee must conform to the specification in the license (e.g.

maximum transmit power, location of the base station etc). In the current spec-

trum licensing scheme, the license cannot change the type of use or transfer the

right to other licensee. This limits the use of the frequency spectrum and results

in low utilization of the frequency spectrum. Due to the current static spectrum

licensing scheme, spectrum holes or white spaces exist. This has generated a lot

of interest among researchers to examine whether these ‘holes’ can be utilised to

increase efficiency.

The investigation on spectrum occupancy measurements conducted by FCC

[Marcus et al. 2002] and many other regulatory bodies have revealed that such

static spectrum allocation leads to inefficient spectrum utilization. Fig.1.1 shows

the spectrum occupancy measurement chart over a large portion of the spectrum

for New York and Chicago cities in USA. It can be observed here that the spectrum

is heavily utilised in certain locations whereas in another location it is less utilised.

For example, the spectrum occupancy of UHF TV band 470-512MHz in Chicago

city is around 55% whereas the occupancy of same band in New York is around

25%. In [Nekovee 2009], the author presented a quantitative analysis of TV White

Spaces (TVWS) availability in the United Kingdom (U.K). The author examined

the availability of TVWS channels for 18 major population centres in England,

Wales and Scotland. The analysis showed that on an average 150 MHz of TVWS

is available. The availability of TVWS in 470-790 MHz for European countries is

studied in [Van De Beek et al. 2012]. The results show that at an average location

in European region, about 56 percent of the spectrum is unused by TV networks.

A similar study in Japan can be found in [Shimomura & Oyama 2014]. The study

suggests that the metropolitan areas, as well as rural areas, in Japan seem to be a

good market for TVWS devices. Since heavily populated areas generally demand

additional spectra, TVWS availability in Japan is likely to be more encouraging

than that in the USA.

2



1.1 The spectrum scarcity problem

In [Naik et al. 2014], the author performed a quantitative analysis of the avail-

able TV white space in the 470-590MHz UHF TV band in India. There are a total

of 254 Doordarshan TV transmitters located in four zones (East, West, North and

South) operating in 470-590MHz of UHF band. Currently, in these zones, 14 out

of the 15 channels (channels 21-34) are sparsely used for transmissions. The chan-

nels allocated to the transmitters are reused inefficiently or at very large distances.

The authors propose a channel allocation scheme such that the minimum number

of TV channels is used in each zone, while ensuring that the coverage areas of

different transmitters do not overlap. This significant underutilization of wire-

less spectrum has motivated the need for a new spectrum management paradigm

which aims to improve the efficiency of the utilization of licensed spectrum bands.

The major recommendations from FCC, for a new spectrum management pol-

icy includes, possibilities to access spectrum dynamically, considering all dimen-

sions (time, frequency and Geo-location) and related issues of spectrum policy.

This spectrum management paradigm is referred to as Dynamic Spectrum Access

(DSA) or Opportunistic Spectrum Access (OSA) [Akyildiz et al. 2006]. Such a dy-

namic approach has the potential to track and exploit the spectrum opportunities

for next generation wireless access networks.

Each nation administers the telecommunications system and specifically the

radio spectrum for its geographic dominion through a regulatory agency. Though

the form, function, and goals of these organizations vary widely, they generally

follow the guidelines of the International Telecommunication Union (ITU) [Rus-

sell & Norvig 2003] which is responsible for issues that concern Information and

Communication Technologies (ICT). In India, the Telecom Regulatory Authority of

India (TRAI) is the national radio regulatory authority responsible for frequency

spectrum management, including licensing and caters to the needs of all wireless

users (Government and Private) in the country. The development and manufac-

turing of wireless equipment and spectrum utilization comes from the National

3



1.1 The spectrum scarcity problem

Figure 1.1: Spectrum Occupancy measurement chart (Source: www.itu.int/pub/R-
REP-SM.2256-2012)

Frequency Allocation Plan (NFAP), in the country. The National Telecom Policy

(NTP-2012) for India promotes the use of white spaces as one of the strategy for

spectrum management. The policy aims ’to promote the use of white spaces with

low power devices, without causing harmful interference to the licensed appli-

cations in specific frequency bands by deployment of Software Defined Radios

(SDRs), Cognitive Radios (CRs) to resolve the spectrum management issues in

Indian context’ [Sridhar 2011]. In [Dhope et al. 2011], the author suggested the

potential frequency bands in India for CR deployment are UHF band IV and UHF

4



1.2 Emergence of Cognitive Radio

Band V. The details of above frequency are as follows:

• UHF Band IV (470-582)MHz: There are 14 channels with 8MHz of channel

bandwidth. Doordarshan (DD) operates on this band using Digital trans-

mitters from major metros.

• UHF Band V (582-806)MHz: In this band, 28 TV channels are available with

8MHz of channel bandwidth. It is used for Defence, BSNL and PPDR (Public

Protection and Disaster Relief ).

The frequency bands where spectrum utilization is high, as in mobile networks

or low signal strength like satellite communication, may not open for CR Technol-

ogy. Lower frequency bands, Broadcasting, Radar, Armature, radio paging bands

are most prominent candidate for CR technology. In [Kumar et al. 2015], author

presented middle-mile multihop mesh network operates under TV UHF band for

providing seamless connectivity between Gram panchayats and village users.

1.2 Emergence of Cognitive Radio

The Cognitive Radio (CR) is the key enabling technology for implementing Dy-

namic Spectrum Access (DSA) to overcome the spectrum scarcity problem. The

idea of CR was first proposed by Joseph Mitola as, ‘a technology that extends

software radio with radio-domain model based reasoning about RF bands, air in-

terfaces, protocols, spatial and temporal patterns that moderate the use of radio

spectrum’ [Mitola III & Maguire Jr 1999]. The definition of CR adopted by FCC in

2002 is as [Marcus et al. 2002], ‘A radio or system that senses its operational elec-

tromagnetic environment and can dynamically and autonomously adjust its radio

operating parameters to modify system operation, such as maximize throughput,

mitigate interference, facilitate interoperability and access secondary markets’.

5



1.2 Emergence of Cognitive Radio

Simon Haykin [Haykin 2005] addressed some fundamental tasks in cognitive

radio namely, 1)Radio-scene analysis, 2)Channel state estimation and predictive

modeling, 3)transmit power control and dynamic spectrum management. Further,

he suggested a new metric called interference temperature for the quantification

and management of interference in a radio environment. From the definition of

CR by Simon Haykin [Haykin 2005], it is clear that a CR device must have the

attributes such as awareness, intelligence, learning, adaptivity, reliability and effi-

ciency. The realization of CR is based on the combination of knowledge in differ-

ent domains such as digital signal processing, detection theory in communication,

machine learning and communication networks.

The CR must have the features called cognitive capability and reconfigurability.

’Cognitive capability’ [Mitola III 2009] implies the following characteristics.

• Observation: The radio is capable of acquiring information about its oper-

ating parameters.

• Adaptability: The radio is capable of changing its RF operating parameters.

• Intelligence: The radio is capable of applying information towards a pur-

poseful goal like spectrum sensing, spectrum analysis and spectrum decision

environment.

The set of activities required to achieve cognitive capability includes:

• Monitoring the available spectrum band in RF radio environment and cap-

turing spectrum hole information (observe)

• Estimating the captured spectrum signal information by identifying func-

tional relation between measurements and system configurations (orient)

• Evaluating the outcome of orientation phase by gathering knowledge to be

exploited in future with the aim of improving decision capability (learn)
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Figure 1.2: Cognitive Cycle

• Choosing appropriate spectrum band according to the spectrum character-

istics and user information (decide)

• Performing actions by effectively utilizing available bands (act)

This set of activities, referred to as cognitive cycle, is represented in Fig.1.2. The

operational flow of cognition engine and its functionalities are discussed in [Asadi

et al. 2016].

The ‘reconfigurability’ enables the CR to adapt to the dynamic RF environ-

ment by adjusting RF operating parameters (i.e. operating frequency, bandwidth,

modulation scheme, transmission power) with the help of software defined radio

(SDR) architecture without changing its hardware components. The SDR archi-

tecture [Tabassam et al. 2011] helps CR to perform all baseband operations in

software which will lead towards interoperability of wireless systems. These RF

parameters can be reconfigured at the beginning and/or during the transmission.

Ying-Chang Liang et al. [Liang et al. 2011] provide a systematic overview of cogni-

tive radio networking by looking at the key functions of Physical, Medium Access

Control (MAC) and Network layers involved in Cognitive radio design and ex-

plain how these layers are cross related. In Physical layer, they have addressed
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Figure 1.3: Typical CR network

the signal processing techniques in spectrum sensing, cooperative spectrum sens-

ing and transceiver design. For the MAC layer, they reviewed sensing scheduling

schemes, spectrum aware access and Cognitive radio MAC protocols. In Net-

work layer, Cognitive radio network tomography, Spectrum-aware routing, and

quality-of-service (QoS) control were discussed. In cognitive radio networks, cog-

nitive (unlicensed) users need to continuously monitor spectrum for the presence

of primary (licensed) users. An overview of existing CR approaches under practi-

cal imperfections are discussed in [Sharma et al. 2015]. Some open research issues

on CR are described.

1.3 Functional model of CR

In CR terminology [Group et al. 2006], the licensed user is called Primary User

(PU) who has higher priority and legal rights to access the spectrum band. On the

other hand, the Secondary User (SU) is called an opportunistic user who exploits
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the spectrum band that is not being used by primary users in a particular time,

frequency and location. A typical cognitive radio network setup is shown in

Fig.1.3.

SU should intelligently sense the unused spectrum bands and must be capa-

ble of learning without interfering with primary users. The experience gained

through learning makes the CR to optimally reconfigure RF operating parameters

and improve decision making capability. To perform this, CR must support the

following functionalities as mentioned in [Akyildiz et al. 2006]. These sequence of

CR operations is schematically shown in Fig.1.4.

Wireless transmitter/receiver: A Software Defined Radio(SDR)based wireless

transceiver is the major component with the functions of data signal transmission

and reception. In addition, a wireless receiver is also used to observe the activity

on the frequency spectrum (i.e.spectrum sensing). The transceiver parameters in

the cognitive radio node can be dynamically changed as dictated by higher layer

protocols.

Spectrum analyzer: The spectrum analyzer uses measured signals to analyze

the spectrum usage to detect the signature of a signal from a licensed user and to

find spectrum holes for unlicensed users to access. The spectrum analyzer must

ensure that the unlicensed user does not interfered with licensed user if it decides

to access the spectrum. In this case, various signal-processing techniques can be

used to obtain spectrum usage information.

Knowledge extraction/learning: Learning and knowledge extraction use the

information on spectrum usage to understand the ambient RF environment (e.g.

the behavior of licensed users gathered during the learning). A knowledge-base of

the spectrum access environment is built and maintained, which is subsequently

used to optimize and adapt the transmission parameters to achieve the desired

objective under various constraints. Machine learning algorithms from the field

of artificial intelligence can be applied for learning and knowledge extraction.
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Figure 1.4: Functional model of CR

Decision making: The decision phase helps to choose appropriate spectrum

band according to spectrum characteristics and user information. The actions are

performed by effectively utilizing spectrum holes. The knowledge gathered at

learning phase acts as input to this module. The reconfiguration actions of RF

operating parameters are performed during this phase. The above sequence of

operations by CR is schematically shown in Fig.1.4.

1.4 Role of Spectrum Sensing in Cognitive Radio

In cognitive radio, the wireless devices can change and tune their transmission or

reception parameters in order to achieve efficient wireless communication with-

out interfering with the licensed users. For performing this parameter adaptation,

cognitive devices actively monitor several external and internal radio parameters,

such as radio frequency spectra, user behavior, and network states. By sensing

and monitoring the available spectrum, unlicensed cognitive radio users, or sec-
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ondary users (SUs), intelligently adapt to the most suitable available communi-

cation links in the licensed bands. Hence, by exploiting the spectrum holes they

are able to share the spectrum with the licensed primary users (PUs), operating

whenever the PUs are idle. Tevfik Yucek et al. [Yücek & Arslan 2009] presented

a detailed survey of existing spectrum sensing algorithms for cognitive radio.

They studied the various aspects of spectrum sensing problem and introduced

multi-dimensional sensing concept. Further, they defined some major challenges

associated with spectrum sensing as sensing frequency and duration, decision fu-

sion, hidden terminal user problem, hardware requirements and security. Beibei

Wang et al. [Wang & Liu 2011] further extended the survey and studied the recent

advances in the research related to cognitive radio. They explain the fundamen-

tals of cognitive radio characteristics, functions, network architecture of cognitive

radio system and its applications.

The main aim of spectrum sensing is to detect the presence/absence of Primary

User (PU) in order to assign the licensed spectrum (holes) of primary user to the

Secondary User (SU). It is mandatory for the SU to identify the spatial-temporally

available channels. Further, when the PU occupies a channel, SU using this chan-

nel should vacate. In Spectrum analysis stage, the Cognitive Radio (CR) or SU

uses RF stimuli and Spectrum holes information to output Channel capacity to

Spectrum decision stage. In Spectrum decision stage, with an objective to opti-

mize the SU’s transmission performance, SU decides which channel should be

used out of many available channels. These aspects of spectrum management

[Akyildiz et al. 2008] are shown in Fig.1.5.

One of the major challenges of cognitive radio networks is the development of

efficient spectrum sensing techniques for the SUs. Spectrum sensing refers to the

phase during which the SUs must sense the radio frequencies in order to make a

decision on whether to transmit or not, depending on the state of the PUs. The

spectrum sensing involves the design of high quality spectrum sensing devices
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Figure 1.5: Various aspects of Spectrum sensing

and algorithms for exchanging spectrum sensing data between nodes to reliably

detect spectral holes for use by the cognitive radio devices without interfering

with primary users.

1.5 Primary transmitter detection techniques

In this section, we will discuss some of the most common spectrum sensing tech-

niques for the detection of the primary transmitter in the cognitive radio system.

From the perspective of signal detection, sensing techniques can be classified into

two broad categories: i)coherent and ii)non-coherent detection. In coherent de-

tection, the primary signal can be coherently detected by comparing the received

signal or the extracted signal characteristics with prior knowledge of primary
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signals. In non-coherent detection, no prior knowledge of the primary signal is

required for detection. Another way to classify sensing techniques is based on the

bandwidth of the spectrum of interest, i.e., narrow-band or wide-band. In the next

sections, we introduce matched filter detection, energy detection, cyclostationary

detection and briefly discuss a few other spectrum sensing techniques. A more

complete review on various spectrum sensing techniques and design challenges

can be found in [Ghasemi & Sousa 2008, Zeng et al. 2010].

1.5.1 Matched Filter Detection

Matched filter is a linear filter [Proakis 1995] designed to provide maximum SNR

at its output for a given transmitted signal waveform. The mathematical operation

of a matched filter is based on convolution (a signal convolved with the impulse

response of a filter). The term matched filter is often used synonymously with cor-

relator. It is known as the optimum method for the detection of the primary signal

when the transmitted signal is known, since it maximizes the received signal-to-

noise ratio (SNR). The main advantage of matched filtering is the short time it

requires to achieve a certain detection performance, such as low probabilities of

miss-detection and false alarm [Hoven et al. 2005], since a matched filter needs

less received signal samples. However, matched filtering requires the secondary

users to demodulate the received signals. Therefore, it requires perfect knowledge

of the primary user’s signaling features such as bandwidth, operating frequency,

modulation type, order, and pulse shaping as well as accurate synchronization at

the secondary user [Cabric et al. 2004]. Another significant drawback of matched

filter detection is that a secondary user would need a dedicated receiver for every

primary user class [Gavrilovska & Atanasovski 2011].

However, in cognitive radio networks, such knowledge is not readily available

to secondary users and the implementation cost and complexity of these detectors

are high.
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1.5.2 Cyclostationary Feature Detection

Another detection method that can be applied for spectrum sensing is the cyclo-

stationary feature detection [Kim et al. 2007]. Modulated signals are in general

coupled with sine wave carriers, pulse trains, repeating spreading or hopping se-

quences or cyclic prefixes, which result in built-in periodicity. Cyclostationary

features are caused by the periodicity in the signal or in its statistics such as mean

and autocorrelation [Yücek & Arslan 2009]. Cyclostationary feature detection is

a method for detecting primary user transmissions by exploiting the cyclostation-

ary features [Chen et al. 2007] of the received signals since their statistics, mean

and auto-correlation exhibit periodicity. This periodicity is typically introduced

intentionally in the signal format so that a receiver can exploit it for parameter

estimation such as carrier phase, pulse timing, or direction of arrival. This can

then be used for detection of a random signal with a particular modulation type

in a background of noise and other modulated signals.

Common analysis of stationary random signals is based on autocorrelation

function and power spectral density. On the other hand, cyclostationary signals

exhibit correlation between widely separated spectral components due to spectral

redundancy caused by periodicity. Instead of Power Spectral Density (PSD), Spec-

tral Correlation Function (SCF) is used for detecting signals present in a given

spectrum. SCF is also termed as cyclic spectrum. Unlike PSD which is real-valued

one dimensional transform, the SCF is two dimensional transform.

The cyclostationary-based detection algorithms can differentiate noise from

primary user’s signals. This is a result of the fact that noise is wide-sense station-

ary with no correlation while modulated signals are cyclostationary with spec-

tral correlation due to the redundancy [Gardner et al. 1991] of signal periodicity.

Therefore, a cyclostationary feature detector can perform better than the energy

detector in discriminating against noise due to its robustness to the uncertainty

in noise power [Cabric et al. 2004]. However, it is computationally complex and
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requires significantly long observation time. Moreover, it requires the knowledge

of the cyclic frequencies of the primary users, which may not be available to the

secondary users.

1.5.3 Energy detection

Energy detection [Urkowitz 1967] is a non-coherent detection method that is most

commonly used if the receiver cannot gather sufficient information about the pri-

mary user’s signal. This simple scheme accumulates the energy of the received

signal during the sensing interval and declares the primary band to be occu-

pied if the energy surpasses a certain threshold which depends on the noise floor

[Digham et al. 2007]. Due to its simplicity and the fact that it does not require

prior knowledge of the primary user signals, energy detection is the most popu-

lar sensing technique among others for spectrum sensing.

The conventional energy detector consists of a pre-filter followed by a square-

law device [Kim et al. 2010] and a finite time integrator. The pre-filter limits the

noise bandwidth and normalizes the noise variance. The output of the integrator

is proportional to the energy of the received signal of the square law device. The

integrator output is called decision statistic [Urkowitz 1967] or test statistic. The

test statistics is finally compared at the threshold device followed by decision

device to make the final decision on the presence/absence of transmitted signal.

The test statistics may not always be the integrator output, but it can be any

function which is monotonic with the integrator output. The conventional energy

detection model is shown in Fig.1.6.

The main design parameters of the energy detector are the number of samples

and threshold [Kim et al. 2010]. However, the performance of the energy detector

depends on Signal-to-Noise Ratio (SNR) and noise variance as well, but the de-

signer has very limited control over them since these parameters depend on the

behavior of the mobile radio channel. Some of the challenges with energy detec-
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Figure 1.6: Energy Detection model

tion include selection of the threshold, inability to differentiate interference from

primary user’s transmission and noise, and poor performance under low SNR

[Atapattu et al. 2010, Tandra & Sahai 2005]. When a system attempts to detect the

presence/absence of weak signal in a high noise environment (low SNR), the de-

gree of uncertainty increases. The robustness of energy detector can be quantified

in terms of SNR wall [Tandra & Sahai 2008] giving the threshold below which

weak signals cannot be detected reliably.

The energy detection has been used for multi-band joint detection in wide-

band sensing by employing an array of energy detectors, each of which detects

one frequency band [Quan et al. 2009]. The multi-band joint detection framework

enables secondary users to simultaneously detect primary user’s signals across

multiple frequency bands for efficient management of the wide-band spectrum

resource at the cost of detection hardware.

1.5.4 Other detection techniques

Apart from the above mentioned detection schemes, some alternate sensing tech-

niques are available in the literature [Yücek & Arslan 2009] that include Waveform-

based sensing, Multi-taper spectral estimation, Wavelet detection and Compressed

sensing. Waveform-based sensing is usually based on correlation with known sig-

nal patterns. Known patterns are usually utilized in wireless systems to assist

synchronization or for other purposes. Such patterns include preambles, regu-

larly transmitted pilot patterns and spreading sequences. In [Tang 2005], it was

shown that waveform-based sensing outperforms energy detector based sensing
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in reliability and convergence time. Furthermore, it is shown that the performance

of the sensing algorithm increases as the length of the known signal pattern in-

creases. Waveform-based sensing, however, is only possible when the target pri-

mary user’s signal contains known signal patterns.

Multi-taper spectrum estimation was proposed in [Haykin et al. 2009]. The

algorithm was shown to be an approximation to the maximum likelihood power

spectral density estimator, and for wide-band signals, it is nearly optimal. Most

important, unlike the maximum-likelihood spectral estimator, the multi-taper spec-

tral estimator is computationally feasible. In [Tian & Giannakis 2006], wavelets

are used for detecting edges in the power spectral density of a wide-band chan-

nel. Once the edges, which correspond to transitions from an occupied band to an

empty band or vice versa are detected, the power within the bands between two

edges are estimated. Using this information and the edge’s positions, the power

spectral density can be characterized as occupied or empty in a binary fashion.

The assumptions made however, need to be relaxed for building a practical sens-

ing algorithm. The method proposed in [Tian & Giannakis 2006] was extended

in [Tian & Giannakis 2007] by using sub-Nyquist sampling (compressed sensing).

Assuming that the signal spectrum is sparse, sub-Nyquist sampling is used to

obtain coarse spectrum knowledge in an efficient way. An overview of spectrum

exploration and exploitation for CR systems are discussed in [Lunden et al. 2015].

The author presented various approaches for spectrum sensing and access pol-

icy design in CR networks. Table 1.1 presents a brief comparison of the above

mentioned primary transmitter detection techniques.

In this thesis, we adopt the most commonly used energy detection technique

for the detection of the primary transmitter. With this technique, secondary users

can identify the spectrum access opportunities without requiring prior knowledge

of the primary user signal characteristics. Compared to other sensing techniques,

energy detection is easier to implement and therefore, is less expensive. It is also
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Table 1.1: Brief Comparison of Primary transmitter detection techniques

Detection technique Advantages Disadvantages

Energy detection
Low complexity, No
primary knowledge
required.

Poor performance for
low SNR, Cannot dif-
ferentiate users.

Matched filter detection
Optimal perfor-
mance, Low compu-
tational cost.

Requires prior
knowledge of the
primary user signal.

Cyclostationary detec-
tion

Robust in low SNR
region, Robust
against interference.

Requires partial
prior information,
High computational
cost.

Waveform-based detec-
tion

Robust in low SNR
region, Short mea-
suring time.

Requires prior
knowledge of the
primary user sig-
nal, Susceptible to
synchronization
errors.

Multi-taper spectrum
estimation

Near optimal perfor-
mance for wide-band
Signals, No primary
knowledge required.

High implementation
complexity.

Wavelet Detection Effective for wide-band
signal detection.

Requires high sam-
pling rate,analog-
to-digital converter,
High computational
cost.

Compressed Sensing
Low sampling rate,
Low signal acquisi-
tion cost.

Sensitive to design im-
perfections.

the most general technique for spectrum sensing since it applies to any signal

type.

1.6 Performance Evaluation Criteria

A key task in spectrum sensing is to decide whether the spectrum is idle or busy.

The spectrum sensing problem is traditionally formulated as a binary hypothesis

test [Poor 2013]. The null hypothesis denoted by H0 corresponds to the absence of
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the primary user’s transmission, i.e., the received signal being only noise. On the

other hand, the alternative hypothesis denoted by H1 indicates that the primary

user’s transmission is present, i.e., the received signal contains the primary signal

along with noise. In case the hypotheses have no unknown parameters, the hy-

potheses are called simple. If there are unknown or unspecified parameters, then

the hypotheses are called composite. As an example, a binary hypothesis test for

the received signal of the ith SU at sample index ‘n’ is given by,

xi(n) =


wi(n) H0

hi(n)× s(n) + wi(n) H1

(1.1)

where wi(n) is the additive white-Gaussian noise (AWGN), s(n) is the primary

user signal and hi(n) is the gain of the sensing channel between PU and CR user.

In most practical cases, a test statistics ‘Y’ is computed from the observation vector

x = [x(1), x(2), ..,x(N)] containing N observation samples, and detection is based on

comparing the test statistics ‘Y’ to the threshold γ . If the test statistics is greater

than the threshold, i.e., Y>γ then H1 is declared as true. Otherwise, H0 is declared

as true. Two main performance metrics that are crucial in the design of spectrum

sensing techniques are the probability of miss-detection, ‘Pm’, and the probability

of false alarm, ‘Pf ’. The probability of miss-detection is defined as the probability

that the detector declares the absence of a primary user (PU) transmission (decide

H0), when PU transmission is actually present (H1 is true). The probability of

false alarm is defined as the probability that the detector declares the presence

of PU transmission (decide H1), when PU transmission is actually absent (H0 is

true). Therefore, we represent the probabilities of miss-detection and false alarm,
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Figure 1.7: Trade-off between Probability of miss-detection and false alarm

respectively, as

Pm = P(H0|H1) = P(Y ≤ γ|H1)

Pf = P(H1|H0) = P(Y > γ|H0)
(1.2)

The trade-off between the probability of false alarm and miss-detection is de-

picted in Fig.1.7. In the Figure, the likelihood distributions for the absence and

presence of the primary user’s signal are both assumed to be normally distributed

with respective means µ1 and µ2 and the variances of the distributions are taken

to be equal.

It is clear from the above discussion that we need the probability of detection,

Pd=1-Pm, to be high as it indicates the level of protection of the primary users

transmissions from the interfering secondary users transmissions. On the other

hand, low probabilities of false alarm are necessary in order to maintain high op-

portunistic secondary throughput, since a false alarm would prevent the unused
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bands from being accessed by secondary users leading to inefficient spectrum

usage.

There are two basic hypothesis testing methods in spectrum sensing: the

Neyman-Pearson (NP) test and the Bayes test. In an NP test, the objective is

to maximize the detection probability, Pd, given the constraint on the probability

of false alarm, Pf . Based on the signal detection problem mentioned in equation

(1.1), it can be shown that the NP test is equivalent to the likelihood ratio test

(LRT). The LRT test statistics ‘YLRT’ is based on the threshold ‘γLRT’ [Sklar 2001]

is given by,

YLRT =
N

∏
n=1

P(x(n)|H1)

P(x(n)|H0)

>H1

<H0

γLRT (1.3)

In a Bayes test, the objective is to minimize the expected cost called the Bayes

risk (BR) given by,

BR =
1

∑
i=0

1

∑
j=0

CijP(Hi|Hj)P(Hj) (1.4)

where Cij and P(Hi|Hj) are, respectively, the cost and the probability of declar-

ing Hi when Hj is true, and P(Hj) is the prior probability of hypothesis Hj,

i, j ∈ 0, 1. In other words, the Bayes risk to be minimized is the sum of all possible

costs weighted by the probabilities of two incorrect detection cases: false alarm

P(H1|H0) and miss-detection P(H0|H1) and two correct detection cases. With the

knowledge of the prior probabilities P(H1) and P(H0), the LRT of a Bayes test can

be represented as,

YLRT =
N

∏
n=1

P(x(n)|H1)

P(x(n)|H0)

H1
≷
H0

P(H0)(C10 − C00)

P(H1)(C01 − C11)
(1.5)

For the particular case of the binary loss function, Cii = 0 and Cij = 1 for i 6= j,

21



1.7 Spectrum Sensing requirements in IEEE 802.22
Wireless Regional Area Network (WRAN)

the Bayes risk, BR, is equal to the probability of error (PE). Therefore,

PE = P(H1|H0)P(H0) + P(H0|H1)P(H1)

= Pf P(H0) + (1− Pd)P(H1)
(1.6)

As mentioned earlier, if the distributions of the received signal under the two

hypotheses depend on unknown parameters, then the detection problem becomes

a composite hypothesis testing problem.

1.7 Spectrum Sensing requirements in IEEE 802.22

Wireless Regional Area Network (WRAN)

The IEEE 802.22 Wireless Regional Area Network (WRAN) working group [Lei &

Shellhammer 2009] has defined sensing requirements and specifications for utiliz-

ing unused TV bands called TV white spaces. The standard supports UHF/VHF

range of frequencies from 54MHz-698MHz with 6, 7 and 8 MHz of channel band-

width for worldwide operation. Its objective is to deliver wireless broadband to

rural area using a dynamic spectrum access model on spectrum allocated for TV

broadcast. The sensing is envisioned to be based on two stages: fast and fine sens-

ing. In the fast sensing stage, a coarse sensing algorithm is employed and the fine

sensing stage is initiated based on the fast sensing results. Fine sensing involves

a more detailed sensing based on more powerful methods. A base station (BS)

can distribute the sensing load among subscriber stations (SSs). The results are

returned to the BS which uses these results for managing the transmissions.

The objective of a WRAN system is to maximize the spectrum utilization of the

TV channels when they are not used by the primary users. To protect the primary

users, whenever the primary users become active, the WRAN system has to vacate

that channel within a certain amount of time (say 2 seconds as specified by 802.22
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Figure 1.8: Architecture of IEEE 802.22 WRAN

working group). Thus spectrum sensing is of significant importance for cognitive

radio systems. WRAN implements a centralized infrastructure, where multiple

customer premise equipment (CPE) is serviced by a single base station (BS), and

BS communicate with each other through dedicated infrastructure. The proposed

network architecture of WRAN [Liang et al. 2008a] is illustrated in Fig.1.8. The

coverage of each BS is typically 17-30 km, with a maximum of 100 km. The spec-

trum accessible is in the VHF/UHF range of 54-698 MHz. The incumbent primary

users (PU) are analogue and digital TV and low power wireless microphones.

Various cognitive functions are included in WRAN to protect PU and ensure

efficient spectrum usage. Both BS and CPE have Geo-location capabilities and

BS maintains the location of all associated CPE. The incumbent user database is

dynamically updated and contains information of protected primary user opera-

tion in surrounding area, such as transmission power limits, protection contour,
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etc. This information is used to supplement spectrum sensing capabilities. The

BS schedules quiet periods for synchronized sensing to ensure sensing results are

not corrupted by other SU transmission. Both BS and CPE perform spectrum

sensing, while CPE returns sensing information back to BS for central decision.

The sensing detector is not specified by the standard, but spectrum sensing must

be performed in the current operating spectrum as well as identifying possible

backup spectra.

1.8 Potential Applications of IEEE 802.22 WRAN

Opening valuable portion of the TV bands to secondary user access sparks the

application proposals for these bands. There is much discussion about which

applications will be used in the TV White Spaces (TVWS). Obviously we have

rural broadband and super Wi-Fi, but there are many others. In fact, most of

the generally used applications for wireless communications could potentially be

used in TVWS. However, some applications are more attractive than others when

considering commercial and technical aspects [Lei & Shellhammer 2009].

Broadband rural access: In low population rural areas where it is difficult or

expensive to deploy a cellular network, an infrastructure based TVWS network as

defined in IEEE 802.22 can be deployed. It is a good choice since TVWS can propa-

gate over long distances resulting in a coverage area considerably larger than that

of Global System for Mobile Communications (GSM), Universal Mobile Telecom-

munications System (UMTS), and IEEE 802.16 WiMAX, because IEEE 802.22 BS

has a coverage area of 30-100 km in radius.

Smart Utility Networks (SUN), Machine-to-machine communications: Effi-

cient use and management of utilities such as electricity, natural gas and water

has lately been more crucial with increasing concerns on ecology and energy re-

sources. In this sense, Smart Utility Networks (SUN) deployed [Sum et al. 2011]
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at houses provide an infrastructure to monitor, control, and possibly enable the

best operation mode while decreasing waste of resources as well as decreasing

the human cost of stepping in to the utility meters and record readings. Good

penetration properties make TVWS cut out for smart metering as these meters

are mostly placed in buildings rather than outdoor cabinets. In addition, signals

at TVWS propagate in a wider area making the smart metering data collectors

deployed by the service providers less dense. Also, Machine-to-Machine (M2M)

communications, traffic monitoring, and similar remote monitoring systems can

enjoy the great bandwidth introduced by TVWS.

Wi-Fi extension over TVWS (White-Fi): Density of WLANs is increasing day

by day, which increases the complexity of channel allocation and inter-Access

Point (AP) coordination. This issue is mostly experienced in dense urban areas.

White-Fi can remedy this issue by offloading some portion of the traffic from

ISM based WLANs to TVWS based WLANs. Similarly TVWS can help traffic

offloading from already congested WLANs and 3G/4G networks [Bahl et al. 2009].

Home networking: White spaces can be a good enabler for high speed home

networking at low power. As many tools and equipments are going wireless

in residential places, short range communications via Bluetooth or Wi-Fi may

experience distortions and may fall short of providing sufficient Quality of Service

(QoS).

Cognitive Femtocells: Motivated by the fact that providing indoor cellular

coverage is a burden on the operators; femtocells are proposed to close the cover-

age gap in indoor areas such as residential areas or small offices. Due to the trans-

mitter and receiver being in close proximity, femtocells provide high data rate at

low power levels, which makes them eco-friendly. However, from a technical per-

spective femtocells are challenging to operate due to macrocell-to-femtocell and

femtocell-to-femtocell interference if they share the entire operator’s licensed spec-

trum. Instead, femtocells via cognitive functionalities, dubbed as cognitive fem-
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tocells [Al-Rubaye et al. 2011], can discover the white spaces and operate through

these bands without experiencing inter-tier interference. Similarly, they can coor-

dinate spectrum sharing at the femtocell layer and thus intra-tier interference can

be mitigated.

1.9 Thesis Motivation

The Defense Advanced Research Projects Agency (DARPA) funded the NeXt Gen-

eration (DARPA-XG) program [Ramanathan & Partridge 2005] to define a policy-

based spectrum management framework inside adaptive radios that can sense

and share the use of spectrum, with a focus on policy-based negotiation and ra-

dio etiquettes that leverage spectrum holes existing in space and time. These XG

radios did not have cognitive capabilities, but could serve as potential hosts for

policy-adaptive wireless services. Both the XG program and the real spectrum

utilization started drawing the attention of Federal Communications Commission

(FCC), whose policy makers sponsored a research that confirmed the underuti-

lization of spectrum in time and space. Wireless World Research Forum (WWRF)

Working Group 6 [Tafazolli 2006] started to investigate innovative solutions for

spectrum and radio resource management (RRM) by exploring CR technology.

Their research focus on network reconfigurability, and RRM indicates the poten-

tial of CR technology for the next generation wireless access infrastructure.

The IEEE 802.22 working group [Lei & Shellhammer 2009] was formed in the

year 2004 to define the Cognitive Wireless Regional Area Network (WRAN) with

Physical and MAC layer specifications. The IEEE 802.22 WRAN standard aims

to provide fixed wireless access with a typical cell radius of 33km and maximum

radius of 100km in rural and remote areas using Cognitive radio (CR) technology

in TVWS. It helps to provide broadband access to rural areas with low cost. In

most of the existing work, the simulation scenario of CSS algorithm has been
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based on common theoretical assumptions rather than to meet the operational

requirements of WRAN standard.

At the end of 2005, the IEEE launched the Project 1900 standard task group

for next generation radio and spectrum management [Murroni et al. 2011], with

a special focus on applying software defined and cognitive radio technology. As

IEEE started 802.22 with a special interest of defining procedures for cognitive

operation in TV bands; after three years of preparation, FCC launched the TV

band unlicensed service project in 2006 with cognitive radio technology.

The major challenge in cognitive radios for dynamic spectrum access is to en-

sure that performance of the PU is not compromised due to the activities of SU.

The SU should access the primary spectrum without degrading PU performance.

Therefore, it is extremely important that each SU should be aware of the RF en-

vironment, and existence of primary user. The detection capability of CR should

be able to measure, learn and be aware of the radio’s operating environment.

The spectrum sensing problem in CR consists of three sub-problems [Akyildiz

et al. 2008],

• Decide which channel to sense (Channel sensing decision making)

• Decide whether the channel is idle/busy based on local observations of the

sensed channel (Primary signal detection or channel-state detection)

• Decide collaboratively whether to access the channel or not if it is indeed

idle (Cooperative decision making)

From the above discussion, it is apparent that well-designed techniques for

spectrum sensing can significantly contribute for improving the decision mak-

ing capability. However, the performance of the spectrum sensing schemes can

be degraded by many factors such as channel impairments; uncertainty due to

noise which affects the detection performance of SU. Therefore, it is important to
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investigate spectrum sensing techniques that can enhance the sensing efficiency

by detecting multiple distinct channels within the band of interest [Ghasemi &

Sousa 2008].

The research on cognitive radio is highly multidisciplinary which includes,

communication theory, signal processing, cooperative communication, machine

learning, game theory, network architecture and protocol design. The main focus

of this thesis is to develop efficient Cooperative Spectrum Sensing (CSS) algorithm

in cognitive radios with high probability of detection and low probability of false

alarm to meet the desired objective of efficient utilization of radio spectrum. Three

main questions that need to be addressed in every cooperative sensing scheme are

as follows [Akyildiz et al. 2011]:

• How can cognitive radios cooperate?

• How much can be gained from the cooperation?

• What is the overhead associated with the cooperation?

The core idea of cooperative sensing is to improve sensing performance by

exploiting the spatial diversity of SU’s.

1.10 Thesis Organization and Contribution

The goal of this thesis is to develop cooperation sensing model that allow the SUs

to locally observe the RF environment and collaboratively share its decision over

centralized fusion framework. The simulation scenario of cooperative spectrum

sensing has been formulated to meet the requirements of IEEE 802.22 WRAN

standard. The spectrum sensing framework has been divided into two phases:

local sensing phase and cooperative sensing phase.

In the next chapter, we present a brief introduction of cooperative spectrum

sensing. We highlight the most important aspects of cooperative spectrum sensing
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such as cooperation architecture, various fusion schemes and cooperative user

selection criteria. We further discuss some of the limiting factors of cooperative

spectrum sensing, namely, cooperation overhead and sensing errors.

In Chapter 3 we develop cooperative spectrum sensing algorithms using Ma-

chine learning schemes, particularly using Perceptron Learning and unsupervised

clustering approaches. The reason for adopting learning algorithm in CSS is be-

cause of its ability to dynamically adapt and train at any time, ability to learn

features and attributes of the system which is often difficult to formulate analyti-

cally. The performance of our proposed algorithms is evaluate in terms of training

duration, classification delay and detection accuracy. Local sensing phase is car-

ried out using energy detection to scan the complete available channel set from

(54-682)MHz with channel bandwidth of 7MHz. The local decisions of primary

channel activity are modelled as binary hypothesis testing problem where the null

and alternate hypothesis corresponds to the presence or absence of primary trans-

mission respectively. For cooperative sensing phase, a centralized decision maker

called Fusion Center (FC) is considered where each SU sends its local decision

statistics to FC which makes final decision on channel availability.

Chapter 4 discusses the formulation of a Reinforcement Learning (RL) based

Cooperative Spectrum Sensing algorithm. RL is a trial-and-error machine learning

approach in which the decision making agent, called Fusion Center (FC) observes

the state of the RF environment and chooses actions to maximize reward. Since

reinforcement learning can be used without training data and because it aims

to maximize the long-term on-line performance, it is particularly suitable for a

cognitive radio network. Specifically, an unlicensed user can use a reinforcement

learning algorithm to explore the possible transmission strategies. The Secondary

users exploit the knowledge thus obtained to adapt their transmission parame-

ters to achieve the desired objective (e.g. improve sensing accuracy, maximize

throughput) while making sure the constraints (e.g. on the interference temper-
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ature limit) are satisfied). The optimal solution of the proposed algorithm has

been developed using the policy iteration scheme. This RL based CSS algorithm

consists of policy evaluation, policy improvement and global decision calculation.

Chapter 5 investigates a comprehensive analytical insight of coalitional game

model and its use in cooperative spectrum sensing. In recent years, there is grow-

ing interest of adopting game theory models in cognitive radios. The behavior

of cooperating CR users in cooperative sensing can be modelled effectively us-

ing Game theory. For a realistic environment where several interacting agents

take collaborative decision to reach a desired performance under uncertain and

dynamic conditions, game theoretic approach is well suited. It provides well de-

fined equilibrium criteria to measure the game optimality under various game

settings and highly desirable when centralized control is not available or flexi-

ble self-organized approaches are necessary. We have highlighted suitable game

model for CSS and presented in-depth analysis of design steps involved in coali-

tion formation. Different phases of Coalition Formation (CF) algorithm involv-

ing local sensing, adaptive coalition formation, and coalition head selection and

coalition sensing phases are discussed. In CF algorithm, each SU autonomously

decides to form or leave a coalition while maximizing its utility in terms of de-

tection probability and the cost incurred by false alarm. To improve the detection

performance and respond to PU activity and topology change, CR users merge or

split the coalitions if the utility of the merged or split coalitions is larger than the

original coalition partitions.

Finally, Chapter 6 concludes the thesis with a summary of accomplished tasks

and contributions.

30



Chapter 2

Cooperative Spectrum Sensing

2.1 An Overview

In cooperative spectrum sensing, information from multiple secondary users is in-

corporated for the detection of spectrum holes. In the literature, this is discussed

as a solution to problems that arise in spectrum sensing due to noise uncertainty,

fading, and shadowing since the uncertainty in a single user’s decision can be

minimized through cooperation [Ghasemi & Sousa 2005]. The main idea of co-

operative sensing is to enhance the sensing performance by exploiting the spatial

diversity in the observations of spatially distributed secondary users. By coop-

eration, secondary users can share their sensing information for making a com-

bined decision more accurate than the individual decisions [Akyildiz et al. 2011].

The performance improvement due to spatial diversity is called cooperative gain.

While this leads to improved detection performance and lower receiver sensitivity

requirement, cooperative sensing can incur cooperation overhead. Cooperation

overhead refers to any extra sensing time, delay, energy, and operations devoted

to cooperative sensing and any performance degradation caused by this process.
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2.2 Cooperation architecture

Depending on how the secondary users share their sensing data, several coop-

erative spectrum sensing architectures for CR networks have been proposed in

the literature [Unnikrishnan & Veeravalli 2008, Ganesan & Li 2007, Ye et al. 2007].

The most commonly proposed architecture is the parallel fusion architecture, in

which all the sensing secondary users send their sensing information directly to

a centralized controller called a Fusion Center (FC). This FC then makes a final

decision regarding the presence or absence of the primary signal, and broadcasts

this information to other secondary users or directly controls the cognitive radio

network traffic [Unnikrishnan & Veeravalli 2008]. The parallel fusion architec-

ture is illustrated in Fig.2.1. In this architecture, all the sensing secondary users

(SU1, SU2,...,SUN) send their sensing information directly to a centralized con-

troller called a Fusion Center (FC). This FC then makes a final decision regarding

the presence or absence of the primary signal, and broadcasts this information to

other secondary users through reporting channel.

Another possible sensing architecture involves decentralized sensing architec-

ture which does not solely rely on a fusion center for making the cooperative

decision [Ganesan & Li 2005]. In this case, secondary users exchange the sensing

observations and converge to a unified decision on the presence or absence of

primary users transmissions by iterations. Based on a distributed algorithm, each

secondary user sends its own sensing data to other users, combines its data with

the received sensing data, and decides whether or not the primary user’s trans-

mission is present by using the binary hypothesis criterion as discussed in Sec.1.6

of chapter 1. If the criterion is not satisfied, secondary users send their combined

results to other users again, and repeat this process until the algorithm converges

and a decision is reached. The decentralized sensing architecture is illustrated in

Fig.2.2 using one primary transmitter, seven SUs and one Fusion Center. In this
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Figure 2.1: Parallel fusion architecture

diagram, it is shown that the SUs form two clusters depending on their spatial

location and exchange their local sensing observations to cluster head (SU7 and

SU5). Each cluster head collects local observation from a group SUs and reports

those results to FC through reporting channel.

2.3 Fusion Schemes

In cooperative sensing, a fusion scheme refers to the process of combining lo-

cally sensed data of individual secondary users. Depending on which type of

sensing data is transmitted to the fusion center or shared with neighboring users,

CSS can employ data or decision fusion schemes. In soft decision schemes (data

fusion), secondary users exchange their test statistics calculated from their local

observations. On the other hand, in the hard decision schemes (decision fusion);

secondary users only exchange their individual binary decisions.
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Figure 2.2: Decentralized fusion architecture

2.3.1 Hard Combining and Decision fusion

In the hard combining scheme, the final decision is reached by taking into con-

sideration the individual local decisions reported by each secondary user. When

binary local decisions are reported to the fusion center, it is convenient to apply

linear fusion rules to obtain the cooperative decision. The main advantage of the

hard combining scheme is the reduction of communication overhead. Hard deci-

sion combining for CSS has been considered in several works [Zhang et al. 2009,

Visotsky et al. 2005]. The commonly used fusion rules are AND, OR, and ma-

jority voting rules which are special cases of the general K-out-of-M rule. Those

decision fusion rules can be summarized as below [Akyildiz et al. 2011]:

K-out-of-M rule: In this fusion rule, the fusion center decides on the presence
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of the primary user’s transmission if and only if K or more than K secondary

users out of the total M cooperating secondary users report the detection of the

primary user’s signal, where K ∈ [1, M]. Therefore, in the K-out-of-M rule, if

K users or more decide in favour of H1, then the cooperative decision declares

that H1 is true. If the decisions from all the secondary users are independent,

the network probabilities of detection and false alarm are, respectively, given by

[Quan et al. 2008]:

PD =
M−K

∑
k=0

(
M

K+k

)
(1− Pd,k)

M−K−k (Pd,k)
K+k (2.1)

PF =
M−K

∑
k=0

(
M

K+k

) (
1− Pf ,k

)M−K−k (Pf ,k
)K+k (2.2)

where Pd,k and Pf ,k are, respectively, the probabilities of detection and false

alarm of kth secondary user and
(

M
K+k

)
= M!

(K+k)!(M−K−k)!

2.3.2 Majority voting(MV)rule:

In the MV fusion rule, also known as half voting rule, if half or more than half local

detectors decide that there is a primary user’s transmission; the final decision at

the fusion center declares the process of primary user’s transmission. Therefore,

for the MV rule, the cooperative decision declares H1 only if half or more than

half of the secondary users decide on H1, i.e., K =
⌈M

2

⌉
in equation (2.3), where⌈M

2

⌉
denotes the smallest integer not less than M

2 . If the decisions from all the

secondary users are independent, the network probabilities of detection and false

alarm are, respectively, given by,

PD =

M−dM
2 e

∑
k=0

(
M
dM

2 e+k

)
(1− Pd,k)

M−dM
2 e−k (Pd,k)

dM
2 e+k (2.3)
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PF =

M−dM
2 e

∑
k=0

(
M
dM

2 e+k

) (
1− Pf ,k

)M−dM
2 e−k

(Pf ,k)
dM

2 e+k (2.4)

Logical OR rule: In this fusion rule, the fusion center decides on the presence

of primary user’s transmission if any of the secondary users report the detection

of the primary user’s transmission. Therefore, for the OR rule, the cooperative

decision declares H1 if any of the secondary users decides on H1, i.e., setting

K = 1 in equations (2.3) and (2.4). It can be seen that the risk of SUs causing

interference to the primary users is minimized using the logical OR rule. If the

decisions from all the secondary users are independent, the network probabilities

of detection and false alarm are, respectively, given by,

PD = 1−
M

∏
k=1

(1− Pd,k) (2.5)

PF = 1−
M

∏
k=1

(
1− Pf ,k

)
(2.6)

Logical AND rule: In the AND fusion rule, if all local detectors decide that

there is a primary user’s transmission, then the final decision at the fusion center

declares that there is a primary user’s transmission. Therefore, for the AND rule,

the cooperative decision declares H1 only if all of the secondary users decide on

H1, i.e., setting K=M in equations (2.3) and (2.4). Using this fusion rule, the prob-

ability of false alarm is minimized, but the risk of causing interference to primary

users is increased. If the decisions from all the secondary users are independent,

the probabilities of detection and false alarm are, respectively, given by,

PD =
M

∏
k=1

Pd,k (2.7)

PF =
M

∏
k=1

Pf ,k (2.8)
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2.3.3 Soft combining and Data fusion

Existing receiver diversity techniques such as equal gain combining (EGC) and

maximal ratio combining (MRC) can be utilized for soft combining of local obser-

vations or test statistics [Uchiyama et al. 2008]. If the channel state information

(CSI) between the primary users and the secondary users are perfectly known,

the optimal combining strategy, which is MRC, can be used for achieving the

highest output SNR. It was shown in [Uchiyama et al. 2008] that the soft combin-

ing scheme yields better gain than the hard combining scheme. However, there

is a significant increase in the cooperation overhead in the case of soft decision

based detectors, which requires a wide-band control channel for the soft decision

cooperative approach.

The soft information based signal detection method for the single-carrier case

and multi-carrier case was investigated in [Ma et al. 2008]. In [Peh & Liang 2007],

a linear cooperation strategy was developed which is based on the optimal com-

bination of the local statistics from spatially distributed secondary users. In [Ma

et al. 2008], an optimal soft combination scheme based on Neyman-Pearson cri-

terion was proposed to combine the weighted local observations. The proposed

scheme reduces to EGC at high SNR and reduces to MRC at low SNR. Since such

a soft combining scheme results in large overhead, a softened two-bit combining

scheme was also proposed in [Ma et al. 2008] for energy detection. In this method,

there are three decision thresholds dividing the whole range of test statistics into

four regions. Each secondary user reports the quantized two-bit information of

its local test statistics. The performance of this method is comparable to the per-

formance of the EGC scheme with less complexity and overhead.
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2.4 Cooperative user selection

The selection of secondary users for cooperative sensing plays a key role in deter-

mining the performance of CSS because it can be utilized to improve the trade-off

between cooperative gain and cooperation overhead. In [Khan et al. 2010], for the

case of independent secondary user’s observations with energy detection based

cooperation, it was shown that cooperating with all users in the network does

not necessarily achieve the optimum performance. It was observed that includ-

ing secondary users experiencing bad channels, in terms of the SNR received at a

secondary user, may degrade the performance.

In order to relax the requirement on prior knowledge of the received SNR at

each secondary user, the authors in [Lee & Akyildiz 2008] proposed to select the

sensing secondary users that have the best detection probabilities with respect to

a given false alarm probability. Specifically, the false alarm probability is set to be

identical at each secondary user. Therefore, the SU that reports the largest number

of 1’s is first chosen to participate in cooperative sensing. In [Mishra et al. 2006],

the optimal number of secondary users, K, which minimizes the total error prob-

ability for secondary users with independent local decisions for the general K-

out-of-M fusion rule, was found to be approximately half of the total number of

secondary users M. A user selection strategy based on a modified deflection coef-

ficient with low complexity was proposed in [Li et al. 2012]. The optimal number

of secondary users and the user set were obtained in order to provide sufficient

protection to the primary users and improve the total throughput of the cognitive

radio network.

When cooperating secondary users experience correlated shadowing, select-

ing independent secondary users for cooperation can improve the robustness of

sensing results [Mishra et al. 2006]. In [Cacciapuoti et al. 2012], a distributed user

selection algorithm was developed to address the dynamic changes in the spatial
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correlation experienced by mobile secondary users and adaptively select uncorre-

lated secondary users.

2.5 Cooperation overhead

The exploitation of spatial diversity in cooperative sensing results in a significant

improvement in detection performance. However, cooperation among secondary

users also introduces a variety of overheads that limit or even compromise this

improved detection performance. The overhead associated with all elements of

cooperative sensing is called cooperation overhead. Cooperation overhead can

refer to any transmission cost, extra sensing time, delay, energy and operations

devoted to cooperative sensing and any performance degradation caused by co-

operative sensing.

Since the sensing time is proportional to the number of samples taken by each

individual secondary user, the longer the sensing time is, the better the detec-

tion performance will be. However, when each secondary user is equipped with

a single radio transceiver, it will be difficult for the secondary users to simulta-

neously perform sensing and transmission. Therefore, more the time devoted to

sensing, less time is available for transmissions thereby reducing the secondary

user’s throughput, (also known as opportunistic throughput). In addition, the

cooperation overhead due to the extra sensing time will generally increase with

the number of cooperating users due to the increased volume of data that needs

to be reported and processed by the fusion center. This is known as the sens-

ing efficiency problem or the sensing-throughput trade-off [Liang et al. 2008b] in

spectrum sensing.

The cooperation overhead, in terms of the extra sensing time or reduced op-

portunistic throughput, will also increase as the delay in finding available chan-

nel increases [Yu et al. 2012]. In [Kim & Shin 2008], a sensing-period optimiza-
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tion mechanism and an optimal channel-sequencing algorithm were developed to

maximize the discovery of spectrum access opportunities and minimize the delay

in discovering an available channel when all secondary users participate in sens-

ing an identical channel in each sensing period. Parallel cooperative sensing was

proposed in [Xie et al. 2010] where the cooperative secondary users are divided

into multiple groups and each group senses one channel such that more than one

channel is sensed in each sensing period. Since multiple channels are detected in

one sensing period, the cooperation overhead associated with the delay in finding

an available channel is significantly reduced.

In cooperative sensing, secondary users involve in activities such as local sens-

ing and data reporting that consume additional energy. The energy consumption

overhead can be significant if the number of cooperating secondary users or the

amount of sensing results to be reported is large. One approach to address this

issue is to use censoring to limit the amount of reported sensing data according

to certain ‘censoring criteria’. Since such criteria are chosen to refrain cooperating

secondary users from transmitting unnecessary or un-informative data, the en-

ergy efficiency can be improved. In [Sun et al. 2007], a simple censoring method

was proposed to decrease the average number of sensing bits reported to the fu-

sion center. In this method, the energy detector output of each secondary user

is compared to two thresholds and the decision is sent to the fusion center if the

energy detector output is between those two thresholds. Otherwise, no decision is

made and this sensing output is censored from reporting. The results showed that

even though the network probability of false alarm may degrade due to the pos-

sibility that the sensing outputs of all secondary users are censored, the amount

of reported local decisions can be dramatically reduced. Therefore, the energy

efficiency can be traded off with the network probability of false alarm.

Another approach to reduce the cooperation overhead in terms of energy con-

sumption is to minimize the energy consumption with detection performance

40



2.6 Sensing Errors

constraints. In [Pham et al. 2010], the energy efficiency problem was addressed

by energy minimization under detection performance constraints. This method

investigates the trade-off between the two aspects of sensing time. On one hand,

longer sensing time consumes more energy at each secondary user. On the other

hand, longer sensing time can improve detection performance at each secondary

user and reduce the number of cooperating users and the associated energy con-

sumption overhead. Therefore, this method finds the optimal sensing time and

the optimal number of cooperating users to balance the energy consumption in

local sensing and the energy overhead due to cooperation for a required detection

performance.

2.6 Sensing Errors

A secondary user identifies spectrum access opportunities by detecting the pres-

ence of primary signals. Sensing errors, in terms of false alarms or miss-detections,

occur due to noise and fading. False alarms occur when idle channels are detected

as busy, and miss-detections occur when busy channels are detected as idle. In

the event of a false alarm, a spectrum access opportunity is overlooked by the

secondary user, and eventually wasted if the access strategy trusts the sensing

outcome. On the other hand, miss-detections may lead to collisions with primary

user’s transmissions. Therefore, in spectrum sensing, it is desired to minimize

the probability of sensing error (i.e., sum of the probability of false alarm and

the probability of miss-detection) which reduces the collision probability with

primary user’s transmissions and enhances the usage level of vacant spectrum.

A well chosen detection threshold can minimize spectrum sensing errors, pro-

vide the primary user’s transmissions with enough protection, and fully enhance

spectrum utilization. In [Zhang et al. 2008], the optimal threshold level for mini-

mizing the probability of sensing error was determined without considering spec-
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trum sensing constraints that may be violated. To alleviate this problem, an adap-

tive optimal spectrum sensing threshold level was derived in [Oh & Lee 2009] to

minimize the probability of sensing error while satisfying spectrum sensing con-

straints on the probabilities of false alarm and miss-detection. CSS using counting

rule was studied in [Jiang & Qu 2008] and the sensing errors were minimized by

choosing the optimal probability of false alarm to satisfy a given constraint and the

optimal number of cooperating secondary users for both matched filtering and en-

ergy detection. CSS with correlated secondary user’s local decisions was studied

in [Khalid & Anpalagan 2012]. The probability of sensing error was minimized by

choosing the optimal assignments for the number of cooperating secondary users,

K, in the K-out-of-M fusion rule and the local threshold for a certain correlation

index.

Most of the time it is assumed that the local observations and the combining

decision are all made at the same time. In reality, this is not always valid and

therefore, the CSS scheme should consider the case of asynchronous observations

which results in time offsets between local sensing observations and the final

decision at the fusion center. In [Zhou et al. 2010], a probability-based combination

scheme was proposed to combine asynchronous reports at the fusion center. Such

a combining scheme considers both detection errors and time offsets between

local sensing observations and the final decision. Based on the knowledge of the

primary user channel usage model and the Bayesian decision rule, the conditional

probabilities of the local sensing decisions received at different times, conditioned

on each hypothesis, and their combined likelihood ratio were calculated to make

the final decision at the fusion center.

Most of the studies on CSS analyze its performance based on the assumption of

perfect knowledge of the average received SNR at the secondary user. However,

in practice, this is not always the case. The effect of average SNR estimation

errors on the performance of CSS was examined in [Chen & Beaulieu 2009]. In
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the noiseless-sample-based case, it was found that the probability of false alarm

decreases as the average SNR estimation error decreases for both independent

and correlated shadowing. In the noise-sample-based case, it was found that

there exists a threshold for the noise level. Below this threshold, the probability

of false alarm increases as the noise level increases, while above the threshold the

probability of false alarm decreases as the noise level increases.

2.7 Multi-channel cooperative sensing

Wideband spectrum sensing, that we also refer to in this thesis as multi-channel

or multi-band sensing, faces technical challenges and there is limited work on it

in the literature. As mentioned in IEEE 802.22 WRAN, the secondary users need

to scan multiple frequency bands (54-682MHz) or use multiple Radio Frequency

(RF) front ends for sensing multiple bands. For example, consider a number of

digital TV bands. Together they constitute a wide-band spectrum, but divided

into different sub-channels. These sub-channels do not even have to be contigu-

ous; some of the sub-channels may be occupied and some may be available. The

problem of multi-band sensing is to decide upon which of the sub-channels are

occupied and which are available.

In multi-band cooperative sensing, secondary users cooperate to sense multi-

ple narrow bands instead of focusing on one band at a time. In [Quan et al. 2009],

a multi-band joint detection scheme was proposed for combining the statistics of

sensing multiple bands from spatially distributed secondary users. The fusion

center calculates the test statistic and makes a cooperative decision in each band.

The weight coefficients and detection thresholds of all bands were obtained by

jointly maximizing the aggregate opportunistic throughput in each band subject

to constraints on the miss-detection and false alarm probabilities. To enable the

multi-band sensing at each secondary user, an energy detector is required for each
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band of interest.

In [Paysarvi-Hoseini & Beaulieu 2011], the authors proposed a multi-band

adaptive joint detection framework for wide-band spectrum sensing that collec-

tively searches the secondary transmission opportunities over multiple frequency

bands. In this framework, both the sensing slot duration and detection thresholds

for each narrow-band detector were jointly optimized to maximize the achiev-

able opportunistic throughput of the secondary network subject to a limit on

the interference introduced to primary users. In [Xie et al. 2010], a parallel co-

operative sensing scheme was proposed to enable the multi-channel sensing by

optimally selected cooperating secondary users. Different from the multi-band

sensing scheme in [Quan et al. 2009, Paysarvi-Hoseini & Beaulieu 2011], each coop-

erating secondary user senses a different channel. In [Liu et al. 2010], the authors

proposed a group-based CSS scheme in which the cooperative secondary users

are divided into several groups and each group senses a different channel during

a sensing period while the secondary users in the same group perform joint detec-

tion on the targeted channel. Using the methods described in [Xie et al. 2010, Liu

et al. 2010], multiple channels can be cooperatively sensed in each sensing pe-

riod. The objective is to maximize the secondary opportunistic throughput while

minimizing the sensing overhead such as the sensing time and the number of

secondary users required for cooperation.

In this thesis, we focus on multi-channel sensing by cooperating secondary

users in which more than one channel can be sensed in each sensing period to

leverage the cooperative gain of CSS. In subsequent chapters, we address the prob-

lem of improving sensing accuracy in multi-channel cooperative sensing using

machine learning techniques. We discuss the framework of Game theory based

cooperative spectrum sensing scheme to study, model and analyze the strategic

interactions among CR users.
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Chapter 3

Decision Fusion Scheme for

Cooperative Sensing Based on

Perceptron Learning and Clustering

Approaches

3.1 Introduction

Learning ability is important for cognitive radios for effective decision making.

Learning algorithms [Haykin 2005] are implicitly built into spectrum knowledge

acquisitions and decision-making algorithms in the sense that they convert infor-

mation (current and past observations) into decisions and actions. In Chapter 1,

we defined a cognitive radio as an extension of Software Defined Radio (SDR)

with built-in cognition and intelligence capability. Being cognitive requires the

radio to be able to acquire knowledge and self-comprehend. To be considered

as intelligent, it must not only be able to acquire knowledge and comprehend

but also be able to apply acquired knowledge. Hence, acquiring knowledge and

comprehension (i.e.learning) is at the heart of a cognitive radio’s identity[Abbas
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3.1 Introduction

Figure 3.1: Attributes of intelligence

et al. 2015]. In the case of cognition, such learning necessarily needs to include

conscious self-learning, while in the case of intelligence, it can be any form of

learning. Regardless, it is the ability of learning that is at the heart of a cognitive

radio. Intelligence consists of the attributes, such as, perception, learning and

reasoning which is shown in Fig.3.1.

A cognitive radio is an intelligent SDR that constitutes attributes of intelligence

and cognitive abilities that enable self-learning and self-awareness. In the case of a

radio, being conscious, or self-aware, means knowing the internal state and capa-

bilities of the radio, user needs, and the state of its RF environment. The purpose

of self-awareness required in a cognitive radio is to ensure that the radio, given its

internal state has the ability to autonomously respond to its RF environment and

user needs. The experience gained through learning makes the CR to optimally

reconfigure RF operating parameters and improve its decision. To perform this,

CR must support the following functionalities [Hossain et al. 2009]:

• Spectrum awareness: It involves sensing the available spectrum bands and

monitoring the activities of primary user with the help of spectrum sens-

ing algorithms. These algorithms are used to identify the spectral activity

pattern and estimate the characteristics of spectrum holes.
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3.1 Introduction

Figure 3.2: Operation of Learning scheme in CR

• Learning: This phase acts as a knowledge base between spectrum sensing

and decision phase. The gathered knowledge through learning can then be

exploited to improve decision capability of CR.

• Decisions and actions: The decision phase helps to choose appropriate spec-

trum band according to spectrum characteristics and user information. The

actions are performed by effectively utilizing spectrum holes. The knowl-

edge gathered during the learning phase acts as input to this module. The

reconfiguration actions on RF operating parameters are performed during

this phase.

The above sequence of operations by CR is schematically shown in Fig.3.2.

In the following sections, we discuss cooperative spectrum sensing algorithms

using Machine learning schemes, in particular, using Perceptron Learning and

unsupervised clustering approaches. Several simulation scenarios have been con-

sidered to evaluate spectrum sensing by single SU unit (local sensing) and multi-
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3.2 Spectral density model of received signal

ple SUs in a cooperative setup. The next section discusses Cooperative Spectrum

Sensing (CSS) formulation using Perceptron Learning module. Followed by, for-

mulation of unsupervised K-means clustering based CSS scheme in Sec.3.5. The

last section of this chapter focus on design of Archetypal clustering based CSS

scheme. The randomly deployed SUs form clusters and report their local obser-

vation to FC through cluster head. This significantly reduces the classification

delay and improves performance under shadowing environment. The reason for

adopting learning algorithm in CSS is because of its ability to dynamically adapt

and train at any time, ability to learn features and attributes of the system which

is often difficult to formulate analytically. The performance of the proposed al-

gorithms is evaluated using training duration, classification delay and detection

accuracy.

Local sensing phase is carried out using energy detection to scan the complete

available channel set from (54-698)MHz divided into 7MHz of channel bandwidth

which gives 92 channels. The local decisions of primary channel activity are mod-

elled as binary hypothesis testing problem where the null and alternate hypothe-

ses correspond to the absence or presence of primary transmission respectively.

For cooperative sensing phase, a centralized decision maker called Fusion Centre

(FC) is considered where each SU sends its local decision statistics to FC for the

final decision on channel availability.

3.2 Spectral density model of received signal

The spectrum estimation [Atapattu et al. 2011] can be computed in frequency

domain by averaging bins of a Fast Fourier Transform (FFT) using Periodogram

approach. The equation for a Periodogram [Simon & Alouini 2005] is given as,

S(ω) =
1
N
|

N

∑
n=1

x(t)e−jωt |2 (3.1)
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3.3 Energy Detection model

In this, the processing gain is proportional to FFT size (N) and the averaging

time (t). Increase in the size of FFT improves the frequency resolution which

is helpful in detecting narrow-band signals. If we reduce the averaging time,

the SNR improves by reducing the noise power. In the application of spectrum

sensing, the Periodogram method is superior as it provides a better variance for

the set of input data. Variance represents how far apart a particular set of data is

spread out in amplitude.

Typically, the variance of the entire FFT data will be larger than the FFT of

the data in the segments due to the larger data variations in the entire frame ver-

sus the variance of the segments. Because of this, a Periodogram will generally

produce a smoother graph and will enable the system to detect and display sig-

nals in the presence of noise. The distribution of the total power over a specific

range of frequencies is represented by power spectral density, which is the Fourier

transform of the autocorrelation function.

3.3 Energy Detection model

As explained in Sec.1.5 of Chapter 1, energy detection scheme accumulates the

energy of the received signal during the sensing interval and declares the primary

band to be occupied if the energy surpasses a certain threshold which depends

on the noise floor. Due to its simplicity and the fact that it does not require

prior knowledge of the primary user signals, energy detection is the most popu-

lar sensing technique among others for spectrum sensing. However, some of the

challenges with energy detection include selection of the threshold for detecting

primary users, inability to differentiate interference from primary user’s trans-

mission and noise, and poor performance under low signal-to-noise ratio. The

decision metric (Mi) for the energy detector can be written as,
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3.3 Energy Detection model

Mi =
N

∑
n=0
| xi(n) |2 (3.2)

where xi(n) is the received signal of ith SU as defined in equation (1.1) as

binary hypothesis testing problem, N is the observation vector. The performance

of energy detector can be evaluated by using two probabilities: Probability of

detection Pd and Probability of false alarm Pf . It can be formulated as,

Pd = Pr(Mi > λ/H1)

Pf = Pr(Mi > λ/H0)
(3.3)

where λ is decision threshold which can be selected for finding the optimum

balance between Pd and Pf . By setting a desired probability of false alarm and

calculating the variance of a data set, the system sets a threshold to indicate signals

above the noise level. Each SU processes its received energy and compares with

the local threshold. The received signal strength of each SU varies based on its

distance from Primary transmitter.

The collection of energy vectors of each SU is represented using a matrix

shown below. In this matrix, the row vectors and column vectors are consid-

ered as secondary users and number of channels respectively. Each secondary

user has an array of values specifying the availability of each of the 92 channels.

These are called local decisions.

Yi(t) =



x1(n) x1(n) · · · x1(n)

x2(n) x2(n) · · · x2(n)
...

... . . . ...

xN(n) xn(n) · · · xN(n)


(3.4)

The description of local sensing algorithm is given in Algorithm.1. First, the
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3.4 CSS model using Perceptron learning

primary user signal is added with noise according to the distance from the pri-

mary user. The noise added signal, ‘signal_at_node′ acts as input to different SU’s.

For the present simulation ten SUs are considered in the model. For each of the

10 secondary users, Periodogram are calculated for ‘signal_at_node′, and based on

which a Power Spectral Density (PSD) graph is obtained. The channel bandwidth

is considered as 7MHz in the frequency range of (54-698MHz) which is scanned

in steps of channel width giving 92 channels whose decision can be either ‘oc-

cupied’ or ‘available’. The average energy values at each channel are compared

to a threshold calculated based on a random probability of false alarm. If the

energy value of the channel is greater than the threshold, the channel is specified

as ‘occupied’, otherwise it is ‘available’. The signal power estimation (power per

unit frequency) has been carried out using Periodogram approach as explained in

Sec.3.2. The estimation of Power Spectral Density (PSD) for each SU varies based

on the distance coordinates.

Based on the signal estimation, each SU identifies the channel availability by

scanning the complete set of primary frequency bands. The FC collects all the

sensing information from each SU and makes the global decision. The local chan-

nel availability results of individual SUs vary due to variation in Received Signal

Strength (RSS) profile. The Fig.3.3 and Fig.3.4 depict this scenario of local obser-

vation results of SU5 and SU9. The white spaces between the blue stem shows the

spectrum holes detected by individual SU.

3.4 CSS model using Perceptron learning

The CSS model consists of three-step process: local sensing, reporting and data

fusion. We consider parallel fusion network model in which groups of spatially

distributed nodes observe a physical phenomenon through its local observation

and report their observation to a central entity known as Fusion Center (FC). The
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3.4 CSS model using Perceptron learning

Algorithm 1: Local Sensing Based on Energy Detection
No_of_Nodes N;
Data: energyDetection()
Result: energy vector
begin

for user← 1 to N do
Signal_at_node← Primary_user_Signal + AWGN
L← size(Primary_User_Signal)
Threshold← qfuuncinv(Pf(user))/sqrt(L)+1
Periodgram_at_node← periodgrama(Signal_at_node)
Occupied[length(Periodgram_at_node )]← 0
while i < lengthPeriodgram_at_node do

if Periodgram_at_node i > Threshold then
Occupide(i)← 1

i = i +1

Channel_width← 7 MHz

Energy← 0
Sum← 0
if Occupide = 1 then

Sum← Sum + 1
Energy← Energy + Periodgram_at_node (freq)

if Sum > width/2 then
Channel← 1

else
Channel← 0

Data: changeVelocities(velocityi, velocityj, X)

begin
if mod(x, 4) = 0 then

Reverse the Velocityi

if mod(x, 2) = 0 then
Reverse theVelocityi

else if mod(x, 4) = 1 then
Reverse the Velocityj
if mod(x, 2) = 0 then

Reverse the Velocityi

Data: changeDistances(velocityi, velocityj, X, Y)
begin

X ← X + Velocityi
Y ← Y + Velocityj
if (X, Y) > (100, 100) then

(X, Y)← (X, Y)− 2× ()Velocityi, Velocityj

if (X, Y) > (0, 0) then
(X, Y)← (X, Y) + 2× ()Velocityi, Velocityj
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3.4 CSS model using Perceptron learning

Figure 3.3: Local observation results of SU5

FC combines the reported data by data fusion and makes global decision. All

SUs report the estimated energy level (decision vectors) to the Fusion Center (FC)

through a reporting channel to make the final decision. We compute the final

decision based on the soft combination of the local decisions (weighted average

method). The weights corresponding to each secondary user is computed using

the energy values as captured by every secondary user. For every channel, we

calculate the mean energy value and the weight for each secondary user is the

ratio of the corresponding energy value and the mean computed for the channel.

This weight essentially captures how variant is the energy levels to the mean in

that particular channel. For every channel, the mean value calculated is as follows,

mean =
10

∑
N=1

x(n)/N (3.5)

where the summation is for all the 10 secondary users. The weight of each sec-
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3.4 CSS model using Perceptron learning

Figure 3.4: Local observation results of SU9

ondary user is determined by using the mean value. The weight assigned to every

secondary user is multiplied by the local decision value and the cumulative sum

obtained from all the secondary users is used to determine the final decision of the

FC. This linear combination of the weights and the local decision vectors produce

the Target Output. The model proposed here is then evaluated by comparing its

results to the target output of the weighted average method.

The data fusion of CSS scheme is based on Perceptron networks. It is a single-

layer binary classifier [He et al. 2010], which divides the input space with a linear

decision boundary. Perceptrons can learn to solve a narrow range of classification

problems and their advantage is a simple learning rule. The goal of the Percep-

tron is to correctly classify the set of externally applied input stimuli x1, x2, ..., xm

into one of two classes i.e. H0 or H1. Each external input is weighted with an

appropriate weight w1..m and the sum of the weighted inputs is sent to the hard-

limit transfer function, which also has an input of 1 transmitted to it through the
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3.4 CSS model using Perceptron learning

Figure 3.5: Perceptron network

bias. The hard-limit transfer function gives a perceptron the ability to classify in-

put vectors by dividing the input space into two regions (decision boundary). It

returns binary decision as H0 or H1. The schematic representation of perceptron

network is shown in Fig.3.5.

The weight vectors (w) are determined by the method proposed earlier us-

ing the mean of the energy values. The bias value (b) is used for shifting the

hyperplane [Thilina et al. 2013] away from the origin. The hard-limit function

determines the network output which gives the final decision of FC about avail-

ability of primary channel. The input (n) to the hard-limit function is determined

as,

n =
m

∑
i=1

wixi + b (3.6)

Since the reporting channel is bi-directional, the FC sends its final decision to

all SUs. The goal of the perceptron is to correctly classify the set of externally

applied stimuli (energy vectors) into one of the two classes H0 or H1. The flow

chart design of Perceptron learning scheme is given in Fig.3.6. The algorithm

steps involved in the proposed CSS scheme are shown below in Algorithm.2.
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Perceptron
initialization

InitializeSweight
vectors

Decision
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Channel
availability

Primary
channel

available
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Received
energySvectors

of SU

LoadSinput
vectors

Train Perceptron
withSinputSvectors

Output Decision

Figure 3.6: Flow chart design of Perceptron module in CSS scheme

The performance of the proposed cooperative sensing scheme has been ana-

lyzed with perceptron learning module using MATLAB. We consider a CR sim-
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3.4 CSS model using Perceptron learning

Algorithm 2: Cooperation Spectrum Sensing Scheme
Load energyj, i //Store energy values of jth secondary user for the ith
band

Load local_decisionj, i
begin

while i < no_of_bands do
while j < no_of_nodes do

sumi ← sumi + energyj, i

avrgi ← sumi / no_of_nodes
while j < no_of_nodes do

weightj ← energyj, i/avrgi
cumulative← cumulative + weightj × local_decisionj, i

if cumulative > 0 then
Final_decisioni ← 1

else
Final_decisioni ← 0

i = i +1

write Final_decision

ulation scenario with one primary transmitter which operates in the frequency

range of (54-698) MHz with channel bandwidth of 7MHz. Multiple secondary

users (a total of 10) are randomly deployed in a grid topology of area 120×120

Sq.km, using one FC as shown in Fig.3.7. The distance coordinates of each SU

varies during each iteration. We have carried out 500 iterations. The value of SNR

for each SU changes based on the distance from the primary transmitter.

The channel availability results of each secondary user and FC for band 1 is

shown in Fig.3.8 and Fig.3.9 during iteration 6 and 83. The blue bar represents

status of primary user band in that region and the red bar represents the deci-

sion of FC. These band availability diagrams are based on the local decisions of

the corresponding secondary user. Further, it is evident from these figures that

the uncertainty of channel availability information may lead to interference to the

primary user. Fig.3.10 depicts the channel availability results of FC. The white

stem represents the availability of spectrum holes in particular channel. On com-

parison of Figures.3.8 and 3.9 with Fig.3.10, we can see that the FC provides a
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3.4 CSS model using Perceptron learning

Figure 3.7: Node placement

more accurate channel availability status. The local decisions of the secondary

user for some channels are incorrect and the correct decision is communicated to

secondary user by the FC.

It can be seen that proposed CSS scheme makes correct decisions by maintain-

ing the target probability of error rate as 0.1. The FC decides the final availability

of channel information using perceptron learning module with low error rate.

The perceptron module in FC uses 70% of local sensing energy vectors as training

set to meet the desired target output. The output obtained from the perceptron

model is called the network output. To determine the performance of perceptron

learning on CSS scheme, we consider network output versus target output. The

target output determines the probability of error rate. Fig.3.11 and Fig.3.12 shows

the comparison of the network output with the target output. The highlighted

section (marked by arrow) shows the mismatch between the target output and
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3.4 CSS model using Perceptron learning

Figure 3.8: Channel availability results of Band 1 during 6th iteration

Figure 3.9: Channel availability results of Band 1 during 83rd iteration
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3.4 CSS model using Perceptron learning

Figure 3.10: Channel Scanning results of FC

Figure 3.11: Perceptron network output versus target output of Channel 1(Band)
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3.5 Unsupervised k-means clustering based Decision fusion scheme

Figure 3.12: Perceptron network output versus target output of Channel 23(Band)

network output and that is an error instance. It was observed that for 50 itera-

tions (different secondary user positions), we have less than 10% error rate. Here,

we have depicted the performance for only Channel 1 and Channel 23. The net-

work output of the algorithm meets the target false-alarm rate of 0.1 for all the

simulations conducted.

3.5 Unsupervised k-means clustering based Decision

fusion scheme

Due to the dynamic channel environment, feature vectors are scattered in deci-

sion boundary which affects the detection accuracy of FC. To overcome this, we

have developed unsupervised K-means clustering approach which partitions set

of training energy vectors into K disjoint clusters. Compared with Perceptron

learning, this unsupervised K- means clustering is a promising approach due to
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3.5 Unsupervised k-means clustering based Decision fusion scheme

Figure 3.13: Schematic representation of learning module for proposed CSS scheme

its higher detection accuracy and less training and classification delays.

Learning algorithms can broadly be categorized as either Supervised or Unsu-

pervised learning [Bkassiny et al. 2013]. Unsupervised learning may particularly

be suitable for diverse RF environment to make decisions and actions without

prior knowledge. In this framework, we propose to use unsupervised K-means

clustering algorithm to make cooperative decisions about channel availability. Be-

fore discussing the algorithm, it is necessary to look into the schematic represen-

tation of the learning module shown in Fig.3.13. It consists of training module

and classification module. The training energy samples are fed in to the training

module which provides trained energy vectors to the classification module.

Generally, the training procedure of machine learning takes long time. To

overcome this, the training module can be activated only during the initial CR de-

ployment and reactivated if any changes in primary network radio configurations

occur. The classification module helps to determine the channel availability with

the help of test energy vector. In order to achieve low classification delay, it is

necessary to choose suitable classification algorithm with low complexity.

K-means clustering is an iterative, data partitioning algorithm that assigns

number of observations to exactly one ‘K cluster’ defined by centroids, where

K is chosen before the algorithm starts. It partitions data into K mutually exclu-

sive clusters, and returns the index of the cluster to which it has assigned each

observation. It finds a partition in which objects within each cluster are as close to
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3.5 Unsupervised k-means clustering based Decision fusion scheme

each other as possible, and as far from objects in other clusters as possible. Each

cluster in the partition is defined by its member objects and its centroid. The cen-

troid for each cluster is the point to which the sum of distances from all objects

in that cluster is minimized. The centroid of each cluster is used for classification.

Once the classifier is trained, it is ready to receive test energy vectors for classifi-

cation. K-means clustering aims to partition the observed energy vectors in to K

clusters (c1, c2,..ck) so as to minimize the distance of vectors within cluster by us-

ing distance measure. The partitioned clusters are passed using ‘argmin’ function

as mentioned in equation (3.7).

argmin
c1,c2,.....ck

K

∑
k=1

∑
YLεCk

∥∥∥YL − αk

∥∥∥2
(3.7)

where Ck is the set of training energy vectors that belong to cluster K, YL is

complete training energy vectors, αk is called Centroid of cluster K and ||.||2 is

known as Square of Euclidean distance. After training, the classifier receives test

energy vector for classification. The classifier classifies based on the following

condition,

‖Y∗ − α1‖
mink=1,2,...K ‖Y∗ − αk‖

≥ β (3.8)

where Y∗ is known as test energy vector received by classifier, αk is the centroid

for cluster K and β is called threshold to control trade-off between false alarm and

detection probabilities. The algorithm works as follows. First, it Partitions the set

of energy data into k disjoint clusters. The centroid of first cluster (for which the

class is available) is the mean of the data for which class is available. All the other

data is divided into separate K clusters such that within squares sum of distances

is minimized for all these K clusters. For the given training energy vectors, the

data is first divided into two parts. One is for those for which the class is available,

and the other for those for which class is unavailable. All the other data is divided
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3.5 Unsupervised k-means clustering based Decision fusion scheme

Algorithm 3: Proposed CSS scheme using k-means clustering algorithm
Input energy(i,j) //Stores energy values of jth SU for the ith band;
Initialize local decision(j,i);
YL ← Training energy vectors;
YL,k ← Ck //partitions training vectors into K disjoint clusters (C);
αk ← µi //Initialize centre of cluster to determine Centroid αk, where
i = 1, 2, .., k;

for each cluster k do
YL,K ← |αk|− 1 ∑YL εαkYL, ∀k = 1, 2, .., k
//calculating mean of all training energy vectors in cluster k
Distmeasure← Euclidean ‖ Cityblock
// for minimizing distance of energy vectors to local minima

CH ← H0|H1
// each SU reports its sensing decision to FC
CH → global decision

// FC declares final decision based on suboptimal solution through
convergence

into K clusters, where K varies from 1 to 10.

For classification of test energy vectors, the classifier determines if the test en-

ergy vector belongs to cluster 1 or other clusters, based on the distance of the

test energy vector to the centroids. We have considered two distance measures

namely Euclidean and Cityblock. The Euclidean distance examines the root of

square differences between coordinates of a pair of objects. Similarly, the City-

block distance examines the absolute differences between coordinates of a pair of

objects. The classifier classifies the test vector as channel unavailable if the dis-

tance d is greater than β which is a tunable parameter. The value of this tuning

parameter varies from 0.1 to 0.3 which indicates the permissible value of ‘Pf ’ as

per IEEE 802.22. The steps involved in unsupervised K-means clustering based

CSS scheme is shown in Algorithm 3.

The performance of unsupervised K-means clustering algorithm for CSS scheme

has been summarized on Table 3.1 and 3.2 using Euclidean and Cityblock distance

metrics.
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Table 3.1: Performance Summary of k-means clustering based CSS scheme using
Euclidean Distance metric

No of clusters Training observation Training Delay Test observation Test delay Detection accuracy
2 1634 0.0097 86 0.0289 69.76
3 1634 0.0117 86 0.0470 69.76
4 1634 0.0157 86 0.0543 69.76
5 1634 0.0168 86 0.0750 69.76

Table 3.2: Performance Summary of k-means clustering based CSS scheme using
Cityblock Distance metric

No of clusters Training observation Training Delay Test observation Test delay Detection accuracy
2 1634 0.0116 86 0.0369 60
3 1634 0.0119 86 0.0506 60
4 1634 0.0121 86 0.0661 60
5 1634 0.0129 86 0.0757 60

The following observations can be drawn from above summary. The variation

of training delay with respect to number of clusters is less under Cityblock than

Euclidean. There is less deviation on delay time for test energy vectors under

both distance metrics. It is important to note that the detection accuracy remains

same under both distance metrics. Also, the rate of detection accuracy satisfies

the permissible limit given by IEEE 802.22.

To get an idea of how well-separated the resulting clusters are, we can make

a silhouette plot using the cluster indices output from K-means. The silhouette

plot displays a measure of how close each point in one cluster is to points in the

neighboring clusters. This measure ranges from +1, indicating points that are

very distant from neighboring clusters called ‘well-formed clusters’, through 0,

indicating points that are not distinctly in one cluster or another called ‘ill-formed

clusters’, to -1, indicating points that are probably assigned to the wrong cluster

called ‘outliers’. Silhouette returns these values in its first output. The Silhou-

ette plots using Euclidean distance metric for different values of K are shown in

Fig.3.14.

Similarly, the Silhouette plots for Cityblock distance measure are shown in

Fig.3.15 for various cluster values. With K = 2 clusters are formed from the data

for which the channel is unavailable, the data points are scattered into two clusters
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3.5 Unsupervised k-means clustering based Decision fusion scheme

Figure 3.14: Silhouette plot for Euclidean distance measure: a)K=2 b)K=3 c)K=4
d)K=5

as shown above. The Silhouette Graph shows that both clusters are very well-

formed with no outliers classified. Also, majority of data points in each of the

clusters have their index greater than 0.6, which shows that the clusters have been

formed tightly by the data points. With K = 3 clusters are formed from the data

for which the channel is unavailable, the data points are scattered into 3 clusters

as shown in Fig.3.15. The Silhouette Graph shows that cluster 1 and 2 are well-

formed, with cluster 1 having some outliers data points. However, cluster 3 has

a large number of outliers, hence cannot be classified as well-formed. With K = 4

clusters are formed from the data for which the channel is unavailable, the data

points are scattered into 4 clusters as shown in Fig.3.15.

The Silhouette Graph shows that only cluster 1 and cluster 3 can be thought
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Figure 3.15: Silhouette plot for Cityblock distance measure: a)K=2 b)K=3 c)K=4 d)K=5

as well-formed. However, cluster 2 has large number of data points specified as

outliers. Also, cluster 4 is not well-formed because of the outliers shown in the

Fig.3.15. With K = 5 clusters are formed from the data for which the channel is

unavailable, the data points are scattered into 5 clusters as shown above. The Sil-

houette Graph shows that only cluster 1 and cluster 5 are well-formed. However,

cluster 5 is small as it contains less number of data points. All other clusters have

outliers classified within them and hence cannot be thought of as well-formed.

The simulation results show that the unsupervised K-means clustering algo-

rithm significantly improves detection accuracy with training and testing delay of

16.8 and 75 milliseconds respectively. Further, it is observed that unsupervised

K-means clustering is a promising approach for CSS due to its high detection per-
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formance with low classification delay and training duration. However, k-means

clustering approach provides an average view on data points which will affect its

detection performance under pathloss and shadowing environment. To address

this issue, in the next section, we propose Archetypal clustering based CSS scheme

which provides an extremal view on data points.

3.6 Archetypal clustering based CSS scheme

In this section, we discuss the formulation of CSS scheme using Archetypal Clus-

tering approach. Archetypal Analysis is a statistical matrix decomposition tech-

nique proposed by Cutler and Breiman [Cutler & Breiman 1994] as a new dimen-

sionality reduction method. It finds the smallest convex hull with k points, which

can best represent the input data. This can be further adapted for clustering as the

data points can be expressed as a linear combination of these pure types called

archetypes. The traditional prototypes, which give a measure of the average of a

group, fail to describe the clusters with arbitrary shape. Secondary Users need to

be clustered in a way which minimizes the effects of fading and correlated shad-

owing. An extremal view of the SUs while clustering proves to be more efficient

and reliable.

A typical CSS model consists of a Primary transmitter, Fusion Center (FC) and

Secondary Users (SUs). The FC takes input from the SUs and predicts if the PU is

active or not. The proposed algorithm is a Hierarchical model with two stages of

operation. The method requires the SUs to be clustered based on their position.

A cluster head is chosen for the coordination between the cluster and the FC. The

lower stage of operation is within a cluster, where each cluster head predicts the

presence of PU based on the information it receives from the SUs. The cluster

head sends its decision to the FC where the second stage operations take place.

The FC predicts a global decision by considering all the cluster decisions. The
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3.6 Archetypal clustering based CSS scheme

steps involved in the proposed CSS scheme are shown in Algorithm 5.

Algorithm 4: ArchetypalClustering
1: Input : X (SUs position),K (Number of Archetypes), T(Number of iterations)
2: Initialize Z = [z1, z2, . . . zK] where zi are random columns from X
3: Initialize B such that Z = XB
4: for t = 1 to T do
5: for i = 1 to NoO f Nodes do
6: Ai ∈ arg minA∈∆k‖xi − ZA‖2

7: end for
8: RSS = X− ZA
9: for j = 1 to K do

10: Bj ∈ arg min B∈∆n‖
1
‖Aj‖2 R(Aj)T + zj − XB‖2

2 {Aj refers to the jth row of

A}
11: R = R + (zj − XBj)Aj

12: zj = XBj
13: end for
14: end for
15: for i = 1 to NoO f Nodes do
16: idxi ∈ arg mink‖zk − xi‖2 {Cluster SU based on nearest archetype}
17: end for
18: return idx

Cluster Head Decision: The local observation of energy vectors from each SU

varies due to path-loss and shadowing effect. The formation of clustering reduces

this uncertainty to some extend. The locally predicted decisions of the SU based

on the threshold are further processed by the corresponding cluster heads. The

cluster heads are determined by clustering the SU’s using Archetypal Analysis.

Given a data matrix, Archetypal Analysis decomposes the matrix into a collec-

tion of extreme points(archetypes) and coefficient vectors. The coefficient vectors

provide a relationship between the data and the archetypes. Consider a matrix

which represents the position of SU’s X = [x1, x2, . . . xN] ∈ Rn∗m where each xi is

a vector denoting the position of ith secondary user. The Archetypes Z ∈ Rm∗k are

computed under two constraints

1)The data should be approximated by a convex combination of the Archetypes,

that is the Residual Sum of Square (RSS) has to be minimized.
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Algorithm 5: Archetypal Clustering based CSS Scheme
1: Initialisation : X (Position of SUs), K (Number of Archetypes), T (Number of

iterations)
2: threshold = qfuncinv(PFA)/sqrt(T)+1
3: Energy = EnergySense(X, PrimarySignal)
4: for i = 1 to Noo f Nodes do
5: if (Energyi > threshold) then
6: LocDecisioni = 1
7: else
8: LocDecisioni = 0
9: end if

10: end for
11: (idx) = ArchetypalClustering(X, K, T)
12: for j = 1 to K do
13: ClusterDecisionj =

∨
i∈chj

LocDecisioni {chj is a set of all SUs which belong

to jth cluster }
14: end for
15: FinalDecision = Perceptron(ClusterDecision)
16: return FinalDecision

RSS = ‖X− AZT‖2 (3.9)

2)The Archetypes can be represented as a convex combination of the Data

points.

Z = XTB (3.10)

Here A is an n ∗ k matrix where ∑k
j=1 Aij = 1 and Aij > 0 and i = 1, . . . n. Similarly

B is also an n ∗ k matrix where ∑n
i=1 Bij = 1 and Bij > 0 and j = 1, . . . k

Combining the two equations we get an optimization problem,

min
A,B
‖X− XBT A‖ (3.11)

The values of matrices A and B are obtained by solving [Chen et al. 2014] the

equation (3.11) as shown in Algorithm 4. ∆n refers to a simplex with n dimensions.

The Archetype matrix Z computed, is used to cluster the SU. Each SU is assigned

to one of the K clusters by determining the closest archetype. The cluster head is
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3.6 Archetypal clustering based CSS scheme

Figure 3.16: Position of SUs

randomly selected among the SUs present in the cluster. The cluster head receives

a vector from all the secondary users present in the cluster indicating their local

decision. The decision at a cluster is calculated by taking an OR of every bit in the

vector. The cluster decision at each cluster head is sent to the Fusion Center(FC).

The implementation of Archetypal model is carried out using SPAMS toolbox

[Chen et al. 2014]. The performance of the algorithm has been verified with the

help of Receiver Operating Characteristics (ROC) curves in MATLAB. CR sim-

ulation scenario developed with one primary transmitter and 30 SUs deployed

randomly in a grid topology of 100m × 100m. The other important simulation

parameters are as follows: Number of intervals T is 1000, Number of cluster K

is 5, and target PFA is 0.1. The Fig.3.16 shows the snap-shot of CR deployment

scenario. The multiple SUs are randomly deployed and the distance coordinates

of each SU varies during each iteration. The value of SNR for each SU changes

based on the distance from primary transmitter. Each SU identifies the channel
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Figure 3.17: Clustering using Archetypal analysis

availability by scanning the complete set of primary frequency bands. The forma-

tion of clustering using Archetypal analysis is shown in Fig.3.17. It is observed

that the convex combination of Archetypes provides an extremal view of position

of SUs.

The ROC curve in Fig.3.18 depicts the detection performance of the proposed

CSS scheme. It is noted that Support Vector Machine (SVM) achieves better de-

tection performance compared with Perceptron learning. But its performance is

compensated with high computational complexity. Interestingly, the Archetypal

clustering gives high detection performance with less computational complexity.

Another ROC curve in Fig.3.19 shows that the sensing performance of Archety-

pal clustering is higher than K-means clustering scheme. As we stated earlier, the

k-means clustering algorithm provides an average view on data points, whereas

Archetypal clustering gives extremal view. Therefore, it performs better under

pathloss and shadowing environment.
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3.6 Archetypal clustering based CSS scheme

Figure 3.18: ROC Curve in comparison with SVM using 200 training samples for each
classifier

Table 3.3: Comparison among different CSS classifiers

Algorithm Training Duration Classification Delay ROC Performance
Perceptron without Clustering Normal Normal Low

SVM with polynomial High Normal Normal
Perceptron with Clustering Low Low High

The graph shown in Fig.3.20 depicts the ROC performance for different num-

ber of cooperative SUs (10, 20, 30 and 50 ). It can be observed that the performance

of clustering improves significantly for large number of SUs. Therefore, the detec-

tion uncertainty due to more users can be overcome with the help of Archetypal

clustering in CSS.

Table.3.3 gives a qualitative comparison of different CSS classifiers used in our

simulation. It is observed that the SVM classifier gives better ROC performance,

but it takes long training duration due to its high computational complexity. Com-

pared with other two classifiers, perceptron with clustering performs better with

low training and classification delay, and high ROC performance.
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Figure 3.19: ROC Curve in comparison with K-means using 200 training samples for
each classifier

It can be observed from ROC performance results that Archetypal clustering

based CSS scheme achieves the detection probability of 82% to meet the target

false alarm probability of 0.1. It is also noted that Archetypal clustering gives low

classification delay and training duration compared with Support Vector Machine

(SVM).

Cooperative learning ability is important for cognitive radios for effective de-

cision making. Cooperative learning algorithms are implicitly built into spectrum

knowledge acquisitions and decision making algorithms in the sense that they

convert information (current and past observations) into decisions and actions.

In this chapter, we discussed cooperative spectrum sensing algorithms using per-

ceptron learning scheme and Unsupervised clustering approaches. The received

energy vectors of each SU are considered as feature input vectors of cooperative

learning module at Fusion Center. The received SNR of each SU varies based on

74



3.6 Archetypal clustering based CSS scheme

Figure 3.20: ROC Curve of Archetypal Clustering with different number of SUs

distance coordinates. We modelled the CSS scheme under path-loss and shadow-

ing environment. The proposed CSS scheme has the capability to learn from the

radio environment to achieve cognitive tasks. Further, it is observed that the coop-

erative learning module improves the decision capability of FC and significantly

reduces the error rate to meet the target false-alarm probability rate to 0.1.

In the next chapter, we present Reinforcement Learning (RL) based CSS scheme

with the objective of improving cooperative sensing accuracy by maximizing ex-

pected cumulative reward. Using reinforcement learning, the Fusion Center(FC)

makes a global decision by interacting with the radio environment which consists

of cooperative SUs and primary transmitter.
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Chapter 4

Reinforcement Learning based

Decision Fusion Scheme for

Cooperative Sensing

4.1 An Introduction to Reinforcement Learning

Reinforcement learning [Sutton & Barto 2011] is a type of machine learning tech-

nique in which a software agent interacts with the environment and takes deci-

sions to maximize the rewards that it receives from the environment. Reinforce-

ment learning is different from other machine learning algorithms due to the fact

that it can adapt to dynamic conditions. The reinforcement learning model con-

tains three main components: states, actions and rewards as shown in Fig.4.1. The

entity that is interacting with the environment will be referred to as the agent.

The system has a start state and end state, and has many intermediate states in

the middle. This transition between states is done by choosing actions at each

state based on a state transition probability.

There are many methods which can be used to calculate this probability like

the Boltzmann equation [Kaelbling et al. 1996], which will be discussed later in
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Figure 4.1: Simplified RL model

detail. After executing the actions the agent receives a reward by interacting with

the environment. The agent then calculates the value of the actions that it has

taken and updates the state transition probability. Therefore the agent takes into

account the consequences that it faced after choosing previous actions while mak-

ing its decision, and in a sense learns from its own mistakes.

4.1.1 Q-learning

Q-Learning [Sutton & Barto 2011] is a dynamic programming based reinforcement

learning technique in which we calculate the value of a set of actions using the

cumulative reward of all the future states. This value calculation is done through

the use of Bellmans equation [Bellman 1956] which is shown below.

Qπ(s) = R(s) + γ ∑
s′εS

Ps,π(s)(s
′)Qπ(s′) (4.1)

In equation (4.1) π is the sequence of actions that has been selected with one

action for each state. In the above equation Qπ(s) is the value variable which

contains the value obtained by following the policy π. This is calculated by adding
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the immediate reward with the cumulative values of all future states after taking

a particular action. γ is the discount factor given to each of the future states, in

order to decrease the weight of reward in the future compared with immediate

reward. In the above equation S denotes all possible states that the agent can go to

upon taking the action ‘π(s)′. Psπ(s)(s′) is the probability of that taking the action

stated in the policy at state ‘s’ leads to a transition to state ‘s’. This probability

is known as the state transition probability whereas Q(s’) denotes the value at

state ‘s’. Therefore the summation shown above in the equation gives us the total

expected reward of taking the action given in the policy π. Bellman’s equation is

explained in greater detail in [Bellman 1956].

There are two ways [Sutton & Barto 2011] of using this equation for imple-

menting reinforcement learning. The first is value iteration and the second is

policy iteration.

4.1.2 Value Iteration

Both Policy iteration and value iteration are stochastic dynamic programming

versions of reinforcement learning. Value iteration is when we update the values

of each state incrementally by maximizing the expected cumulative reward. In

Value iteration the values for all states are initially set to zero and are updated

incrementally until the values converge.

Algorithm 6: Value Iteration
Input: array of values for each state - Q, array of rewards for each state - R(s)
Initialization Q(s)← 0∀ states S
while Q array has not converged do

for s = 1 to s = S do
Qπ(s) = R(s) + γ ∑

s′
Ps,a(s′)Qπ(s′) {where s′ε all states reachable from s by

choosing action a}
π(s) = a

end for
end while
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As can be seen in Algorithm 6, the value will be updated in each iteration by

optimizing the previously calculated values. After the value array converges, the

π() array will contain the optimal policy. In most practical applications of value

iteration, the outer loop of this algorithm is run for a fixed number of iterations

like 500 or 1000, depending on the characteristics of the system, thereby attaining

a suboptimal solution. This is done because the cost of allowing the algorithm

to run until the value array converges is very high, therefore we must make a

trade-off between the optimality of the solution and the cost of each iteration.

The next section covers the second algorithm for reinforcement learning namely,

Policy Iteration.

4.1.3 Policy Iteration

Policy iteration is slightly different from Value iteration. In policy iteration we

start with a random policy and keep updating the policy with each iteration. This

algorithm consists of two steps, the first step is called policy evaluation and the

second step involves policy updation. Policy evaluation is the process of calculat-

ing the value of the policy, Qπ(s) in the current epoch by cumulatively adding the

expected future rewards. In the policy updation step we use the newly updated

value array from the previous step to choose the policy for the next iteration, by

choosing the action with the highest value in the value array for each state. The

goal of the algorithm is to calculate the optimal policy, therefore we repeat the

above steps until the policy stops changing in each iteration i.e. it converges to

the optimal policy. Both value iteration and policy iteration use a markov decision

process to dictate the state transitions.

As shown in Algorithm 7, the first step updates the value array for the sys-

tem through the use of Bellman’s equation as stated above, while the second step

chooses the action for each state that maximizes the value. In the first equation

in the loop, we get a system of linear equations with ‘s’ equations, where ‘s’ is
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Algorithm 7: Policy Iteration
Input: array of values for each state - Q, array of rewards for each state - R(s),
policy π() for each state.
Initialization: Q(s)← 0∀ states S
while π() array has not converged do

Qπ(s) = R(s) + γ ∑
s′

Ps,π(s)(s′)Qπ(s′) {where s′ε all states reachable from s by

choosing action π(s)}
π(s) = argmax

a
∑

s′εS
Ps,a(s′)Qπ(s′)

end while

the number of states, which upon solving gives us the values of all the states.

Let us now compare both algorithms and analyze which one is better suited for

the task of cooperative spectrum sensing. An important point to note is that this

step is the most costly step in policy iteration, since it involves solving a system

of linear equations. Therefore as the number of states increases, the complexity

involved in this step also increases. Even then we chose policy iteration because

policy iteration has been known to converge in fewer iterations than value itera-

tion. Therefore we have to make a trade-off between number of iterations and the

complexity of solving a system of linear equations. In conclusion we can state that

when there are lesser than 15-20 states the policy iteration is preferred to value

iteration as the difficulty of solving the system of linear equations is not too high

plus the algorithm converges quicker than that of value iteration. Since we have

taken an environment containing 10 cognitive radios, we chose policy iteration for

the task of cooperative spectrum sensing.

4.2 Reinforcement Learning for Cooperative Spectrum

Sensing

We have chosen the policy iteration technique for the process of Cooperative spec-

trum sensing due to the reasons stated in the previous section. This section will
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talk about how this method of policy iteration is adapted to fit the domain of

cooperative spectrum sensing.

4.2.1 Elements of RL-Based CSS Scheme

The Markov Decision Process (MDP) [Lo & Akyildiz 2010] for the task of cooper-

ative spectrum sensing is modelled as follows.

States: Each state in the MDP denotes the number of Secondary Users selected

for the process of cooperative spectrum sensing. For example, state 1 implies that

one SU has been selected for cooperative sensing, 2 implies that 2 cognitive radios

have been selected and so on. The total number of states will be equal to the

number of SUs that can be selected for spectrum sensing.

Actions: An action initiates a transition from one state to another. These ac-

tions are denoted by ak which can take any value between 1 and 10 where each

number denotes the secondary user being chosen in that step. Each of these ac-

tions has a particular probability of occurring. The probability of selecting action

ak in the state sk is given below,

P(sk, ak = i) =
eQ(sk,ak)/τn

∑n
j=1 eQ(sj,aj)/τn

(4.2)

Equation (4.2) is an adaptation of Boltzmann equation, where τn, in the above

equation denotes the temperature constant which dictates the extent of explo-

ration vs exploitation of the agent in the MDP. Exploration is the property of the

agent to explore more states in order to attain a greater reward. Exploitation is

the property of the agent to give a higher weight to the actions with a greater im-

mediate reward. In a sense exploration vs exploitation denotes whether the agent

is taking an optimistic or pessimistic approach, if he prefers exploration then he

assumes that the he will be able to get a greater Q(s, a) value upon exploring more

number of future states and vice versa for exploitation. The temperature variable
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Figure 4.2: RL-Based Cooperative Spectrum Sensing Model

is decreased by a constant linear amount based on the initial τn value and the final

τn value. The probabilities for each state action pair must be recalculated in each

iteration as the probability function is dependent on the value array. Equation

(4.2) is also known as the action selection strategy.

Reward function: The third and last criteria of an MDP is the reward function.

The reward function maps each state transition with a quantifiable reward which

denotes how good or bad a particular action was. Each reward depends on the

current state of the algorithm and the action taken in that state. The reward func-

tion in our problem is based on two criteria. The first is the correlation between

users and the second one is the mean ratio, which will be explained in greater

detail later in this section.

The first criteria denoted by Rp, is based on correlation and is used to calculate

reward as the sum of the correlation of the current SU in question with the pre-

82



4.2 Reinforcement Learning for Cooperative Spectrum Sensing

viously selected SUs. Given ρij, the correlation between two users i and j which

calculated for each of the previously selected users(j) and the current state of the

MDP k, we can calculate Rp using equation (4.3).

Rp =
k−1

∑
m=0

ρij(j = π(m)) (4.3)

where ρij is depending on the distance between i and j, dij and a decaying con-

stant (1/Dc) which is dependent on the characteristics of the environment. This

constant is usually around 0.1204 and 0.002 for urban and suburban areas [Gold-

smith 2005] respectively. Since we have used a suburban environment during our

simulation study we used 0.006 as the decaying constant. Equation (4.4) shows

the formula for calculating ρij

ρij = e−dij/Dc (4.4)

Rp is used as the reward in the cases where the correlation is close to zero.

As stated above, we are using two criteria to calculate the reward at each

state. The second criteria for calculating reward is chosen to incorporate the effect

of the noise experienced by a particular user in its sensing channel in the reward

function, which we are going to call Rd. To do this we need to calculate a quantity,

called the mean ratio (MN). To calculate the mean ratio of an SU we first calculate

the ratio of the transmitted signal to the received signal and take the mean value

of this signal. The next step is to calculate the exponential value of this mean. The

formula for calculating MN is given below,

MN = emean( [St ]
[Sr ]

) (4.5)

where St and Sr are the transmitted and received signals respectively. We have

taken the exponential value of the mean to map the output into a higher range.

The received signal contains noise and the transmitted signal is pure, therefore
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the mean ratio value denotes the affect due to noise on each user. Given the mean

ratios for each state we can calculate Rd through equation (4.6).

Rd =
∑k

j=0 MN(sj)

∑L−1
j=0 MN(sj)

(4.6)

where k is the state in which the user is currently in i.e. the number of SUs that

have been selected up till the current state, L is the total number of users present

and MN(sj) is the mean ratio for a user at the state sj. Now let us discuss how to

calculate the actual reward using Rp and Rd. The reward takes into consideration

both of the previously stated criteria and calculates the final reward rk(sk, ak) by

using the following formula,

rk(sk, ak) =


1− Rd Rp = 0

−Rp Rp 6= 0
(4.7)

This reward is then input into Bellman’s equation for each state to find the

value of all the states as R(s). In our algorithm, we use a slightly modified version

of Bellman’s equation which is stated below,

Q(s, a) = R(s) + ∑
∀s′

P(s, a)∑
∀a′

Q(s′, a′) (4.8)

This equation is explained in greater detail in the next section. Our goal is to

maximize the reward that we can attain by selecting the optimal set of users that

help us maximize this reward by the end of the algorithm. The complete algorithm

has been described in following section.
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Algorithm 8: Policy Evaluation
Input: π ← initial randomized policy array Q← 2D values array
Initialization: Q(s, a)← 0 ∀ states and actions, len← length(π)
for i = 1 to len do

if i = len then
R(i) = 1− Rd(i)

else if correlation = 0 then
R(i) = 1− Rd(i)

else
R(i) = −Rp(i)

end if
end for
Q(s, a) = R(s) + ∑∀s′ P(s, a)∑∀a′ Q(s′, a′)
return Q, R

4.3 Algorithm Design of RL-Based CSS Scheme

The optimal solution of the proposed algorithm is based on policy iteration and

has been divided into three phases, namely Policy Evaluation, Policy improve-

ment and Calculating Global decision. The general description of the first two

phases has already been explained in Section 4.2. This section will describe how

these methods are specifically adapted for the task of cooperative spectrum sens-

ing. All three of these sub-algorithms can be seen in algorithms 8, 9 and 10

respectively.

The first step is to initialize a random policy π(s) and use it as an input to

the RL algorithm. Algorithm 8 then takes the most recent policy and provides it

as an input for the reward function to calculate the reward for each state for the

given policy. There are a few changes that need to be made to the formula stated

in the previous subsection for reward calculation. Firstly if all the nodes have

been selected then we must consider 1− Rd for the reward as there are no more

users left to select in the next step. If the correlation between the new user with

the previously selected users is zero then 1− Rd is used to calculate the reward.

The conditions for correlation to be considered as zero will be discussed in next

sub-section. If none of these conditions are satisfied, −Rp is used to calculate
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reward.

Algorithm 9: Policy Improvement
Input: R← reward array, Q← 2D value array
Initialization: len_st = total number of SUs, len_act = total number of actions,
max = 0
for i = 1 to len_st do

for j = 1 to len_act do
if q(i, j) > max then

if j /∈ π() || correlation=0 || distance_PU(j)<60 then
max = Q(i, j)
maxj = j

end if
end if

end for
π(i) = maxj
s(i) = π(i)

end for
For each of the remaining states chose the action with the highest value
return π, s

After calculating the rewards, the current policy needs to be evaluated using

these rewards. This is done in the last step of the algorithm. A slight modification

has been made to Bellman’s equation in this algorithm as mentioned previously.

Since we are considering a 2D value array with state-action pairs, when the agent

chooses the action a, we cannot only restrict the algorithm to future states. In this

case, it is necessary to consider separate states for each state action pair. This is

where the inner summation in the last step comes into play. For the state-action

pairs that were not a part of the equation in step, the values are calculated simply

as the individual reward of selecting an action (a) in that particular state(s).

Algorithm 9 deals with the policy improvement section by using the newly

updated value array. In this algorithm we iterate through each action for every

state in the value array and chose the action with the highest value function,

provided it satisfies a few conditions.

1. That action should not have been selected already as a part of the policy in
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this iteration.

2. The users should not be correlated

3. The distance between each SU and primary transmitter should be less than

60 meters.

If these three conditions are satisfied then we will get an optimal set of users

which should be used for cooperative spectrum sensing. To complete the policy

for the remaining states we just select the actions that have the highest value for

each state. Both algorithms 8 and 9 are iterated until the policy converges.

Algorithm 10: Global Decision
Input: s← list of selected nodes, distances
Initialization: nodes← length(s)
for i = 1 to nodes do

sum = sum + distances(s(i))
end for
for i = 1 to nodes do

weight(i) = avg/distance(s(i))
end for
normalize the weight() values
for i = 0 to nodes do

temp = temp + weight(i)×decisions(s(i))
end for
if temp > 0 then

d = 1
else

d = 0
end if
return d

Lastly, Algorithm 10 takes a weighted combination of the decisions made by

each of the selected users and outputs the final global decision. The weights of

each user are calculated using the distances of each Secondary User from the

fusion center such that the weights are inversely proportional to the distances and

the users closer to the FC are given a higher weight. The complete algorithm for

RL-Based Cooperative spectrum sensing can be viewed in Algorithm 11.
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Algorithm 11: RL-Based CSS Algorithm
Input: π ← policy, Q← 2D value array, distance← distances of SUs from FC
Initialization: Randomly select policy π, distances← store distances of all
SUs from the FC.
while policy has not converged do

[Q,R]← Policy Evaluation(π,Q)
[π, s]← Policy Improvement(Q,R)

end while
D← Global Decision(s,distances)
return D

4.3.1 Simulation Setup and Results

The optimal performance of these algorithms depend on the selection of the op-

timal set of secondary users. This optimal selection of users is in turn dependant

on a few constants which need to be input into the equations as explained in the

previous sections.

The positions of the nodes are chosen randomly in a 100×100 grid. Table 4.1

shows one such random deployment of nodes. The deployment of the Primary

transmitter is done randomly in the grid between (40,40) to (60,60). The Fusion

Center is deployed at a fixed position (55,55). The secondary users are moved by a

small random distance in each iteration in such a way that all the users stay inside

the 100×100 grid. The deployment of the nodes is shown in Fig.4.3. The circled

nodes are the nodes that have been selected for cooperative spectrum sensing by

the RL algorithm.

This grid is placed in the first quadrant of the Cartesian coordinate system. We

have dictated the activity of the primary transmitter through ON-OFF modelling.

Through ON-OFF modelling we have assigned probabilities to the primary trans-

mitter being ON and the primary transmitter being OFF. The probabilities that we

have chosen are 0.6 for ON and 0.4 for OFF. The next step is to select the noise

parameters for our algorithm. The SNR at each node calculated through the alber-

sheim equation which is explained in greater detail in [Richards 2014]. In short,
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Table 4.1: Positions of the nodes

ID X-coord Y-coord Mean-Ratio Priority
1 47.86 33.86 57.31 5
2 1.76 97.36 29.42 8
3 29.64 13.12 33.02 10
4 37.31 2.44 17.76 1
5 87.55 11.01 59.71 7
6 19.55 58.81 27.69 3
7 57.64 10.43 31.54 9
8 78.57 3.01 30.29 2
9 64.18 84.11 27.51 4

10 9.69 18.70 28.55 6

the albersheim equation takes the probability of detection(Pd) and the probabil-

ity of false alarm(Pf ) as input and gives SNR as output. Based on this equation,

we have taken a constant target Pd of 0.9 at each node and a random Pf between

0 to 0.1. As we mentioned in equation (3.3), threshold value(λ) is calculated as

a function of the probability of false alarm. In our Noise model we have used

log-normal shadowing.

In equation (4.2), we need to chose a temperature value that decreases linearly

from T0 and Tn. We have chosen the values of T0 as 1 and Tn as 0.001. As stated

in equation (4.4) we need to chose an optimal value for the decaying constant,

1/Dc.The decaying constant that we have chosen is 0.006, to simulate sub-urban

conditions in our cooperative sensing environment. In some of the above algo-

rithms we have used a condition called ‘correlation=0’. We have assumed that the

correlation is said to be zero when the maximum pij between any of the previously

selected users is below 0.8607, which means that any two users whose distance is

beyond 25 are assumed to have a correlation of 0.

The overall complexity of the algorithm is O(N × s2) + O(N × s) + time com-

plexity of solving a system of linear equations with s equations, where s is the

number of states and N is the number of iterations the RL algorithm takes to

converge. Therefore the usability of this technique is heavily depending on how

many states are present in the problem.
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Figure 4.3: Deployment of nodes

We ran the simulation 100 times, each with new positions of the users. In each

iteration we attained a final decision from the algorithm on whether the primary

users are present or not. We stored all these decisions and compared them to a

dataset containing the actual values of whether the primary user was active or

inactive. Upon comparing these truth values with the predicted values from our

algorithm we got an accuracy between 85-92%.

The graphs displayed in Fig.4.4 and Fig.4.5 explain the performance of our RL-

based CSS algorithm. Fig.4.4 shows the ROC curve of the RL-based CSS algorithm

and the Energy detection algorithm without RL and compares both techniques.

This curve was created by first creating the performance curve and then apply-

ing the smoothening function to this curve. The ROC curve of the RL-based CSS

shows positive results for the RL-based CSS as it shows a good relationship be-

tween the Probability of Detection(Pd) and Probability of False Alarm(Pf ). This

Figure also allows us to compare the results of the RL-based CSS algorithm with
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Figure 4.4: ROC curve with and without Reinforcement learning

that of the Energy detection algorithm without reinforcement learning. We can

see that the use of RL for the process of Cooperative spectrum sensing leads to

an increase in the overall accuracy of the process. The difference in the overall

accuracies of the CSS algorithm with and without RL is around 5-10% in favor of

the RL-based CSS algorithm.

Fig.4.5 is the precision graph, which shows how the precision changes as more

and more primary user ON instances are encountered. The final precision value

for the RL-based CSS algorithm settles at around 0.88. The precision is calculated

by dividing number of times the primary user ON instances that have been pre-

dicted correctly by the total number of primary user ON instances. Every time a

primary user ON instance is predicted correctly the precision graph goes up and

vice versa. Due to this characteristic this graph is called a saw-tooth graph. As can

be seen from the graph, the precision of the RL algorithm settles at a value that is

8-9% greater than that of the algorithm without RL. Therefore, our Reinforcement
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Figure 4.5: Graph showing precision of RL-based CSS algorithm

Learning algorithm is a viable technique for the problem of cooperative spectrum

sensing.

In this chapter, we discussed policy iteration based Reinforcement Learning(RL)

algorithm for CSS scheme. The optimal solution of the proposed CSS scheme is

derived using three phases, such as, policy evaluation, policy improvement and

calculating global decision. The secondary users (SUs) are randomly deployed in

a multi-path fading/shadowing environment. We carried out 100 iterations and

the position of SUs are changing during each iteration. The simulation results

shows that the detection probability of RL based CSS scheme is 85-92% which is

5-10% greater than without reinforcement learning. It is observed that the algo-

rithm gives the precision accuracy of 88% that is 8-9% of improvement compare

to without RL. Further, in RL based scheme, the decision making agent (FC) un-

dergoes exploration and exploitation trade-off which enhances the cooperative

learning and detection capability of cognitive radios.
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Chapter 5

Coalitional Game Formation

Framework for Cooperative Spectrum

Sensing

5.1 Introduction

In a cognitive radio, cooperation among rational users (SUs) can generally im-

prove the network performance due to spatial diversity in a wireless environment.

Coalitional game theory has been used to study user cooperation and design op-

timal, fair, and efficient collaboration strategies among SUs. In this chapter, we

study the formation of coalitional game model for CSS scheme.

Game theory provides a formal analytical framework with a set of mathemat-

ical tools [Osborne & Rubinstein 1994] to study the complex interactions among

rational players. One of the goals of game theory is to predict what will hap-

pen when a game is played. The most common prediction of what will happen

is called the Nash Equilibrium. Nash equilibrium [Fudenberg & Tirole 1991] is

an action profile at which no player has any incentive for unilateral deviation.

Throughout the past decades, game theory has made revolutionary impact on a
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large number of disciplines ranging from engineering, economics, political sci-

ence, philosophy, or even psychology. In recent years, there has been a significant

growth in research activities that use game theory for analyzing communication

networks [Han 2012]. This is mainly due to:

• The need for developing autonomous, distributed, and flexible mobile net-

works where the network devices make independent and rational strategic

decisions.

• The need for low complexity distributed algorithms that efficiently represent

collaborative scenarios between network entities.

Game theory is the study of the interaction of autonomous agents (players). In

a modern wireless network, each node running a distributed protocol must make

its own decisions (possibly relying on information from other nodes). These deci-

sions may be constrained by the rules or algorithms of a protocol, but ultimately

each node will have some leeway in setting parameters or changing the mode of

operation. These nodes, then, are autonomous agents, making decisions about

transmit power, packet forwarding, back-off time etc.

The formation of game is made up of three basic components: a set of players,

a set of actions, and payoff/utility function. The players are the decision makers

in the modelled scenario. In a wireless system [Saad et al. 2009], the players are

most often the nodes of the network. The actions are the alternatives available to

each player. In dynamic or extensive form games, the set of actions might change

over time. In a wireless system, actions may include the choice of a modulation

scheme, coding rate, protocol, flow control parameter, transmit power level, or

any other factor that is under the control of the node. When each player chooses

an action, the resulting ’action profile’ determines the outcome of the game.

Finally, a preference relationship for each player represents that player’s eval-

uation of all possible outcomes. In many cases, the preference relationship is
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represented by a utility function, which assigns a number to each possible out-

come, with higher utilities representing more desirable outcomes. In the wireless

scenario, a player might prefer outcomes that yield higher Signal-to-Noise Ratios

(SNR), lower Bit Error Rates (BER), more robust network connectivity, and lower

power expenditure. In many practical situations these goals may be in conflict.

Appropriately modeling these preference relationships is one of the most chal-

lenging aspects of the application of game theory. There is enough literature avail-

able on game theory [Han 2012, MacKenzie & Wicker 2001, Benslama et al. ]and

its role in wireless networks. In a game theoretic framework, one can distinguish

between two main categories: Non-cooperative and cooperative game theory [77].

While non-cooperative game theory mainly deals with modeling competitive be-

havior, cooperative game theory is dedicated to the study of cooperation among

a number of players.

In this thesis, we restrict our attention to the cooperative game theory, because

it mainly deals with the formation of cooperative groups, i.e., coalitions that allow

the cooperating player to strengthen their positions in a given game. We use the

terms ’coalition’ and ’cooperation’ interchangeably in this thesis.

5.2 Role of Game theory in Cognitive Radio

In cognitive radio networks, network users make intelligent decisions on their

spectrum usage and operating parameters based on the sensed spectrum dynam-

ics and actions adopted by other users. The competition and cooperation among

the cognitive network users can be well modelled as a spectrum sharing game

[Wang et al. 2010]. The table below explains the components in a cognitive radio

network.

The importance of studying cognitive radio networks in a game theoretic

framework is as follows:
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Table 5.1: Summary Of Different Coalitional Game model for CSS

Components
Spectrum Sharing Method

Open Spectrum Sharing Licensed Spectrum Sahring

Players Secondary users that compete
for the unlicensed spectrum

Both primary and secondary
users

Actions Transmission parameters such
as transmission rate, power
level, access rate, waveforms
etc.

Secondary users: which li-
censed bands they want to use
and how much they would pay
for leasing the licensed bands

Primary users: lease each
unused band to SU and
charge(price per unit of band-
width)

Payoff Transmission parameters such
as transmission rate, power
level, access rate, waveforms
etc.

Monetary gains, e.g., revenue
minus cost, by leasing the li-
censed spectrum

• The network user’s (primary and secondary users) behavior and actions

can be analyzed in a formalized game structure, by which the theoretical

achievements from game theory can be fully utilized.

• Game theory provides various equilibrium criteria for the spectrum sharing

problem. To be specific, the optimization of spectrum usage is generally a

multi-objective optimization problem, which is very difficult to analyze and

solve. Game theory provides us with well defined equilibrium criteria to

measure game optimality under various game settings.

• Cooperative game theory which is one of the most important branches of

game theory enables us to derive efficient distributed approaches for dy-

namic spectrum sharing using only local information. Such approaches be-

come highly desirable when centralized control is not available or flexible

self-organized approaches are necessary.

Each node in the network that implements the decision step (making it a deci-
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sion maker) of the cognition cycle is a player in the game. The various alternatives

available to a node forms the node’s action set and the action space is formed

from the Cartesian product of the radio’s alternatives. Cognitive radio’s observa-

tion and orientation steps [Liu & Wang 2010] combine to form a player’s utility

function. The observation step provides the player with the arguments to evaluate

the utility function and the orientation step determines the valuation of the utility

function.

The game theory should address the following questions before implementing

it on any cognitive radio platform.

• Does the algorithm have a steady state?

• What are those steady states?

• How to determine the desirability of steady states?

• What restrictions need to be placed on the decision update algorithm to

ensure convergence?

Though the detailed descriptions of above questions are beyond the scope of

this thesis, the readers are encouraged to refer [Liu & Wang 2010] for more de-

tails. Neel et al. [Neel et al. 2002] examined the applications of game theory

models and behavior of several game models and their influence on the structure

of cognitive networks. Neel concluded that game theory would be a valuable tool.

However, for the analysis of algorithms one must consider convergence behavior

and steady state behavior. Neel et al. [Neel et al. 2004] discussed extensively the

game models for cognitive radios and their analysis. Before formulating any dis-

tributed algorithm, it should determine the following: Steady state existence and

its characterization, equilibrium efficiency, algorithm convergence properties. The

potential and super modular game models allows to know if the steady state can
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be reached and determines the kinds of adaptations that are assured of conver-

gence, and establish the steady regions. In [Wang & Liu 2011, Wang et al. 2010], the

authors provide a comprehensive overviews of game theory, and its applications

to the research on cognitive radio networks.

5.3 Coalitional Game model: Preliminaries

Cooperative games are modelled using coalitional game structure [Ray 2007]. It

describes how a set of players can cooperate with others by forming cooperating

groups and thus improve their payoff in a game. Denote the set of players by

N and a coalition of players S as non-empty subset of N. Since the players in

coalition S have agreed to cooperate together, they can be viewed as one entity

and is associated with a value v(S) which represents the worth of coalition S. Then,

a coalitional game is determined by N and v(S). Ray [Ray 2007] has mentioned the

following key technical terms and its definitions associated with coalitional game

model.

Transferable payoff: The value v(S) which is the total payoff that can be dis-

tributed in any way among the members of S using some appropriate fairness

rule. In [Mathur et al. 2006], the authors modeled the receiver cooperation in a

Gaussian interference channel as a coalitional game with transferable payoff. The

value of the game is defined as the sum-rate achieved by jointly decoding all users

in the coalition.

Non-transferable payoff: In some coalitional games, it is difficult to assign a

single real number value to a coalition. Instead, each coalition S is characterized

by an arbitrary set v(S) of consequences. Such games are known as coalitional

games without transferable payoff.

Super additivity: In coalitional games, cooperation by forming larger coali-

tions is beneficial for players in terms of a higher payoff. This property is referred
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to as super additive. For example, in games with transferable payoff, the super

additivity means the set values of each coalition (say s1,s2) should be greater than

or equal to addition of disjoint values of coalition which is a subset of total num-

ber of secondary users N. Also, s1 and s2 are disjoint if their intersection is empty

which is shown in equation (5.1),

V(s1∪ s2) ≥ v(s1) + v(s2), s1, s2 ⊂ N = ∅ (5.1)

Grand coalition: Forming larger coalitions from disjoint (smaller) coalitions

can bring at least a payoff that can be obtained from the disjoint coalitions in-

dividually. Due to this property, it is always beneficial for players in a super

additive game to form a coalition that contains all the players, i.e., the grand

coalition. Grand coalition provides the highest total payoff for the players; it is

the optimal solution that is preferred by rational players. In cognitive radios, due

to multiuser diversity and spatial diversity, it is difficult to form grand coalition.

The CSS performance can be improved by forming disjoint (smaller) coalition with

Non-transferable payoff.

The core: The idea behind the core is similar to that behind Nash equilibrium

of a non-cooperative game: a strategy profile where no player would deviate

unilaterally to obtain a higher payoff. It can be seen that the core is the set of

payoff profiles that satisfy a system of weak linear inequalities, and thus is closed

and convex. The existence of the core depends on the feasibility of the linear

program and is related to the proportionality of a game. Since the core is defined

by a system of linear equations, the core is a convex region provided it is non-

empty. The exact allocation in the core is arrived by means of bargaining between

the users. However, there are many players (SUs) in CSS; it is a tedious process to

solve for the system of inequalities and finding solution through bargaining.

Shapley value: If the proportionality of a game does not hold, the core will
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be empty, and will be difficult to find a suitable solution of a coalitional game.

Thus, an alternative solution concept that always exists in a coalitional game is

necessary. Shapley proposed a solution concept, known as the Shapley value ψ,

to assign a unique payoff value to each player in the game. In [Niyato & Hos-

sain 2007], the author presented framework for modeling the spectrum sharing

(monetary gains) through solutions derived from Shapley value by assuming the

games have non-empty cores, totally balanced and convex in nature.

5.3.1 Demonstration of Steady state

In typical games, players choose their actions in a way that will improve their

personal benefit or payoff. Most games reach a state where no user can increase

his utility which means all utility have reached equilibrium or stability state. This

state is called Nash equilibrium. In most of the game models, the distributed

algorithm’s steady state is determined by Nash equilibrium (NE) [Osborne & Ru-

binstein 1994] which is a key concept in game theory. A NE is the state (vector

of users utility) at which no player can gain by deviating individually. Without

applying more complex game models, a game can be shown to have a NE by

applying relevant fixed point theorems [Osborne & Rubinstein 1994]. The basic

conditions which needs to be satisfied while demonstrating the steady state or

Nash equilibrium are,

• The player set is finite.

• The action sets are closed, bounded, and convex.

• The utility functions are continuous in the action space and quasi-concave.

Nash equilibrium tells us what the equilibrium outcome will be, but it does

not answer the question ‘How can we get to the equilibrium?’. This is more

important in the context of cognitive radio networks, where players may lack the
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global information to directly predict the equilibrium. Instead, they may start

from an arbitrary strategy, update their strategies according to certain rules, and

hopefully converge to the equilibrium.

In reality, a very large number of algorithms satisfy these conditions, so demon-

strating NE existence is not very insightful as there’s almost a default assumption

that there will be a steady state for a cognitive radio algorithm and there may be

numerous NE in a single game. However, not all games and not all algorithms

will satisfy these conditions so there remains some merit in showing that the al-

gorithm will have a steady-state.

Demonstrating that a game has a steady state is not that useful, as it provides

no insight into the dynamic behavior of the algorithm. Therefore, steady states

(equilibrium) need to be identified. However, without introducing a more ad-

vanced game model, such as the coalitional game model, the typical game model

does not provide any tools for identifying NE [Ray 2007]. Indeed, to identify an ac-

tion vector as a NE, an analyst has to verify all possible unilateral deviations from

the equilibrium state. Since there can be multiple equilibrium, the process need to

be repeated for each of the state, which in turn make the problem NP-complete.

Indeed when attempting to identify all NE in a game, analysts are forced to turn

to exhaustive simulations which will take days to complete depending on number

of players.

5.3.2 Determining steady state desirability

When there is more than one equilibrium in the game, it is natural to ask whether

some equilibria outperform others and whether there exists a best, referred as

dominant equilibria using optimality framework in such scenarios. Because game

theory solves multi-objective optimization problem, it is not easy to define the

optimality in such scenarios. For example, when players have conflicting interests

with each other, an increase in one player’s payoff might decrease others payoffs.
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In order to define the optimality, one possibility is to compare the weighted

sum of the individual payoffs, which reduces the multi-dimension problem into

one-dimension problem. A more popular alternative is to use Pareto optimality,

which is a payoff profile that no strategy can make at least one player better off

without making any other player worse off. Pareto optimality [Pardalos et al. 2008]

has been widely used in game theory as well as economics, engineering and social

sciences. If there are more than one equilibrium candidates, usually the optimal

ones in the Pareto sense are preferred. For example, in the repeated game, a lot of

equilibria may exist if certain strategies have been applied. Out of many possible

choices, the ones on the Pareto frontier are superior to others. In the bargain-

ing game, Pareto optimality has been used as an axiom to define the bargaining

equilibrium in this game.

5.4 Cooperative Sensing as a Coalitional Game

In a cognitive radio network, cooperation among rational users can generally im-

prove the network performance due to the multiuser diversity and spatial diver-

sity in a wireless environment. Coalitional games [Saad et al. 2009] prove to be

a very powerful tool for designing fair, robust, practical and efficient coopera-

tion strategies for communication networks. Coalitional game theory has been

used to study user cooperation and design optimal, fair, and efficient collabora-

tion strategies. Dynamic coalition formation algorithms provide novel collabo-

ration strategies for SUs in a cognitive radio network to improve their sensing

performance. The major research challenges [Wang et al. 2010] associated with

coalitional game approach in cognitive radio networks include, defining a proper

payoff function, efficiency of equilibrium, Issues in mechanism design and secu-

rity. The real challenge for coalitional games will be to characterize equilibria

under realistic assumptions. The Fig.5.1 shows CSS as a coalitional game. The
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Figure 5.1: Cooperation model as a coalitional game

cooperative sensing is performed in each coalition. To improve the detection per-

formance and respond to PU activity and topology change, CR users merge or

split the coalitions if the utility of the merged or split coalitions is larger than the

original coalition partitions.

5.4.1 Game formulation and properties

The coalitional game theory provides suitable cooperation strategies for CSS. In

[Saad et al. 2011], the authors model distributed CSS as a coalitional game with

a non-transferable utility (NTU). A coalitional game with NTU is defined by the

pair (N,v), where N is the set of players, and v is a mapping such that for every

coalition s⊆N, v(S) is a closed convex that contains the payoff vectors that players

in S can achieve.

In other words, a coalitional game (N,v) is said to be with NTU if the value

or utility of a coalition cannot arbitrarily be apportioned between the coalition’s
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players. Hence, the value of any coalition S can be mapped to a set of payoff

vectors. First, we define the value (utility) v(S) of a coalition s⊆N as a func-

tion that captures the trade-off between the probability of detection (Pd) and the

probability of false alarm (Pf ) which are the key metrics for measuring the per-

formance of spectrum sensing. The probability of detection is defined as Pd =

Prob{decision=H1|H1}, which is the probability of correctly detecting the trans-

mission of the PU when this PU is active. Subsequently, the probability of false

alarm is defined as Pf =Prob{decision=H1|H0} which is the probability of deciding

that the PU is transmitting while the PU is in fact idle. For this purpose, v(S) must

be an increasing function of the detection probability Qd,s=1-Qm,s within coalition

S and a decreasing function of the false alarm probability Q f ,s is given as follows

[Saad et al. 2011]:

v(s) = Qd,s − C(Q f ,s) (5.2)

where Qd,s and Q f ,s are the detection and false alarm probabilities respectively

of coalition S, and C(Q f ,s) is the cost function of Q f ,s defined by a logarithmic

barrier penalty function which is given by,

C(Q f ,s) =


−α2.log(1− (

Q f ,s
α )2, i f Q f ,s < α

+α , i f Q f ,s ≥ α

(5.3)

where α is a false alarm constraint per coalition (per SU). The cost function al-

lows incurring a penalty, which is increasing with the false alarm probability. The

cost function depends on distance and the number of SUs in the coalition, through

the false alarm probability Q f ,s. Hence, the cost for collaboration increases with

the number of SUs in the coalition as well as when the distance between the coali-

tion’s SUs increases. Saad et al. [Saad et al. 2011] is the first author who has

proposed value (worth) of coalition and cost function for CSS game in terms of
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Qd,s and Q f ,s. Here, we consider mobility and battery power of each SU to de-

termine the cost function along with false alarm. To accommodate mobility and

battery power of each SU, we modified equation (5.4) and (5.5) as given below:

v(s) = Qd,s − C(Q f ,s, fi) (5.4)

C(Q f ,s, fi) =


−α2.log(1− (

Q f ,s
α )2) , i f Q f ,s < α

+α , i f Q f ,s ≥ α

fi , i ≤ N

(5.5)

where fi indicates the function value of each SUi..N. Before formulating coali-

tional games for CSS, the following properties must be incorporated within each

coalition. These properties help to characterize CSS as coalitional game using the

trade-off between gain (detection probability) and cost (false alarm). For detailed

proof of the below properties, the readers can refer [Liu & Wang 2010].

Property 1: Within each coalition S the SUs report their sensing bits to the

coalition head. In its turn the coalition head of S combines the sensing bits using

decision fusion OR-Rule to make a final decision on the presence or absence of

the PU. The fusion OR Rule can be formulated as follows.

H1 :
N

∑
k=1
4k ≥ 1

H0 : otherwise

(5.6)

where k is the number of SUs and ∆k is binary decision (value) given by each

SU. Thus, SUs belonging to a coalition S will transmit or not based on the final

coalition head decision. Consequently, the missing and false alarm probabilities

of any SU (denoted as i) in each coalition S (notation not clear) are given in (5.7)
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and (5.8), respectively.

Q f ,s = 1−∏
i∈S

[
(1− Pf )(1− Pe,i,k) + (Pf Pe,i,k

]
(5.7)

Qm,s = ∏
i∈S

[Pm,i(1− Pe,i,k) + (1− Pm,i)Pe,i,k] (5.8)

where Pm,i, Pf , and Pe,i,k are known as probability of miss detection, probability

of false alarm and probability of error respectively of individual secondary user

SUi and can be found by using the formulas in [Ghasemi & Sousa 2005]. Here,

the probability of error defines the error due to fading on the reporting channel

between the secondary user of coalition S and coalition head k. The error over the

reporting channel is an important metric that affects the performance of CSS in

terms of probability of miss as well as false alarm.

Property 2: The coalition value in the proposed game is given by (5.2) and

is a function of Qm,s and Q f ,s. As per Property 1, the missing probabilities for

each SUi ∈ S are also given by Qm,s and Q f ,s and, thus, the utility of each

SUi ∈ S is equal to v(S). Hence, the coalition value v(S) cannot be arbitrarily

apportioned among the users of a coalition; and the proposed coalitional game

has non-transferable utility.

Property 3: For the proposed (N,v) coalitional game, the grand coalition of

all the SUs does not always form due to the collaboration false alarm costs; thus

disjoint independent coalitions will form in the network.

5.4.2 Coalition formation concepts

Coalition formation has been used in game theory [Ray 2007] to find algorithms

for characterizing the coalitional structures that form in a network where the

grand coalition is not optimal. Some generic framework for coalition formation

is presented in [Saad et al. 2008] whereby coalitions form and break through two
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simple merge and split rules. This framework can be used to construct a dis-

tributed coalition formation algorithm for collaborative sensing. Based on this

merge and split rules multiple coalitions can merge into a larger coalition if merg-

ing yields a preferred collection based on the selected order. Similarly, a coalition

would split into smaller coalitions if splitting yields a preferred collection. The

comparison relation (B) between collection and partitions based on individual

value order which performs comparison based on actual player’s utilities. An im-

portant example of individual value order is the Pareto order which is defined as

follows,

R B S⇔
{

∅j(R) ≥ ∅j(S), ∨j ∈ R, S
}

(5.9)

The definitions of merge and split is as given below [Saad et al. 2011],

Merge Rule: Merge any set of coalitions S1, S2,...Sl where

{
Ul

j=1

}
B {S1, ..., Sl} , {S1, ..., Sl} →

{
Ul

j=1Sj

}
(5.10)

Split Rule: Split any set of coalitions using split rule where

{S1, ..., Sl}B
{

Ul
j=1Sj

}
,
{

Ul
j=1Sj

}
→ {S1, ..., Sl} (5.11)

Using the above rules, multiple coalitions can merge into a larger coalition if

merging yields a preferred collection based on the selected order (B). Similarly, a

coalition would split into smaller coalitions if splitting yields a preferred partition.

According to Pareto order, coalitions will merge (split) only if at least one SU is

able to strictly improve its individual utility through this merge (split) without

decreasing the other SUs utilities. By using the merge and split rules combined

with the Pareto order, a distributed coalition formation algorithm suited for col-

laborative spectrum sensing can be constructed.

107



5.4 Cooperative Sensing as a Coalitional Game

5.4.3 Coalition head selection

After forming the coalition using merge and split algorithm, the next step is to

choose Coalition Head (CH) among the SUs in each coalition. The coalition head

collects sensing information from each SU and acts as a fusion center to make a

coalition based decision. In order to combine the sensing information and mak-

ing the final decision, the coalition head uses fusion rule which is mentioned in

[Akyildiz et al. 2011]. The key question here is, ‘how to select coalition head?’.

In [Saad et al. 2011], the authors propose a convention wherein the SU that has

lowest probability of miss (i.e. highest detection) will act as a coalition head. Fur-

ther, they assume that if more than one SU achieves the minimum probability of

miss, then coalition head selected as random among the set of SUs with minimum

probability of miss.

In practical cases, the above assumption will create collision among SUs to

act as CH. To address the above issue, we have modified the algorithm steps of

[Saad et al. 2011] and proposed an optimum and effective approach based on

leader election algorithm (LEA). There are several LEA approaches available in

the literature [Vasudevan et al. 2003], and we chose Bully algorithm to select CH.

The steps involved in Bully algorithm have been given in Fig.5.2 and it works as

follows.

Step 1: There are five nodes in network, in which node 1 detected leader failure

and initiated an election (Fig.5.2a).

Step 2: All nodes except the crashed one (node 5) acknowledges with OK

message (Fig.5.2b).

Step 3: Now, node 4 which has highest priority and intends to become leader.

It sends fresh election message to all nodes 1, 2 and 3 and declares itself s new

coalition head (Fig.5.2c). Therefore, the nodes with highest priority is elected as a

leader, hence named Bully algorithm.

Our proposed algorithm works as follows. We assume that all the nodes (SU)
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5.4 Cooperative Sensing as a Coalitional Game

Figure 5.2: Bully algorithm for selecting Coalition Head

in cognitive radio networks reside within the coverage area of each other and each

node has one common channel to communicate with its neighbor nodes. There

are N channels (i.e. C1, C2, C3...Cn) available in CRN for its operation. Each node

in the CRN is assigned a unique identifier (Node ID) in the range 1...N. These

ID values are assigned based on parameters such as mobility and energy (battery

power) of each SU. The trade-off between these two parameters can be defined

using the function below.

fi = (α×m) + (β× B) (5.12)

where α and β are tuning parameters of mobility (m) and battery power (b).

These tuning parameters are determined by network topology and number of SUs.

The above function woks as follows. Suppose let us assume that α=0.4 and β=0.6.

There are two SU’s in which SU1 has mobility of 0.3 and 20% (0.2) of battery

power. Similarly, SU2 has 0.6 and 0.8 respectively. As per equation (5.12), it gives

the values 0.24 and 0.72 respectively for SU1 and SU2. The SU which has highest

function value will act as CH (here it is SU2). Each node knows its unique Node

ID, but does not know how many other nodes there are and what their IDs are.

Nodes are equipped with one transceiver (Transmitter and Receiver) capable of

either receiving or transmitting at any given time. Also, each node (SU) performs

local sensing to periodically scan the available channel set.

109



5.5 Designing Steps of Coalitional Game model

Algorithm 12: Distributed algorithm for Coalition head selection
coalition_head ()
for each node S do

S(D) ← f (Ref.eqn.(10));
Node S starts scanning on available channel set C1, C2, ..Cn;

do
Sel← random (C1, ...Cn);
Node(S) sends election message along with its f value to all the nodes R
in the set Sel;

Node ’R’ does the following: if R(ID) ≤ f then
discard the message;

else
If R wants to become the leader, then it sends election messages
randomly to next set of Sel nodes;

while leader is selected;

When a new node (say SU1) is ready to merge with coalition k in a network, it

first checks if a coalition head (leader) already exists or whether some nodes are

already trying to become CH. This is done by listening on all available channels

through beacon reply. If a CH is detected, node SU1 sends its ID to CH and checks

the possibility of itself becoming the leader. After the negotiation is over, either

earlier CH will remain as CH and SU1 will be part of this coalition, or SU1 will

become the new leader (CH) of the coalition.

5.5 Designing Steps of Coalitional Game model

Based on the coalition formation concepts and properties, a coalition formation

algorithm for self organization in wireless networks can be generated. This al-

gorithm will be based on simple rules of merge and split that allow modifying

a partition T of N. Multiple coalitions will merge or split, if merging or splitting

yields a preferred collection based on a chosen Pareto order. With the Pareto

order, coalitions will merge only if at least one user can enhance its individual

payoff through this merge without decreasing the other user’s payoffs. Similarly,
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5.5 Designing Steps of Coalitional Game model

a coalition will split only if at least one user in that coalition is able to strictly

improve its individual payoff through the split without hurting other users. A

decision to merge or split is, thus, tied to the fact that all users must benefit from

merge or split, thus, any merged (or split) form is reached only if it allows all

involved users to maintain their payoffs with at least one user improving.

An efficient distributed coalition formation algorithm can be designed using

the following phases. In [Saad et al. 2011], the author suggested the three phases

to formulate coalitional game model and our proposed algorithm accommodates

coalition head selection phase along with other three phases which is as given

Algorithm 13:

Algorithm 13: Coalition formation for CSS
Initial state :
T← T1, ..., Tk; //At the beginning of all time
T← N← 1, ..., N; //with non-cooperative SUs
Local Sensing phase
s←
√

snr ∗ randn(1, L) ;
n← randn(1, L);
y← s + n ;
energy← abs(y)2 ;
teststatistic← (1/L) ∗ sum(energy) ;
if test statistic ≥ threshold then

decide H1 ;

else
decide H0 ;

Adaptive coalition formation
do

F ← merge(T);
Based on the merge rule defined above

T ← split(F);
Based on the Pareto order of split rule

while Merge and split terminates;
Coalition Head selection
coalition_head (); //Algorithm 12

Coalitional sensing
CH ← H0|H1; //Each SU reports its sensing decision to CH
CH → globaldecision ; //CH declares final decision based on OR rule
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5.5 Designing Steps of Coalitional Game model

The number of coalitions and the average number of users per coalition in-

crease with the network size due to the availability of more partners for forming

coalitions. In adaptive coalition formation phase, through distributed and pe-

riodic merge-and-split decisions, the SUs can autonomously adapt the network

topology to environmental changes such as mobility. The proposed algorithm is

a coalition formation algorithm with partially reversible agreements, where the

users sign a binding agreement to form a coalition through the merge operation

(if all users are able to improve their individual payoffs from the previous state)

and they can only split this coalition if splitting does not decrease the payoff of

any coalition member (partial reversibility). This partial reversibility through the

split operation reduces the complexity of the coalition formation process but can

impact the coalition stability.

The above proposed coalitional game model has many benefits to study, model

and analyze the cognitive interaction process among secondary users in CR net-

works. There are many research challenges which need to be addressed in future

for effective implementation of coalition formation algorithm for CR networks,

which we summaries here below:

Defining proper payoff function: The payoff function defines the objective that

a player wants to achieve from playing the game. For example, in spectrum trad-

ing (i.e. auction games) the pay off function is defined based on net profit (i.e. the

gain from using the spectrum minus the cost of holding the spectrum band). In

our proposed work, the pay off function formula is based on detection probability

(gain) and false alarm (cost). Here, the challenge is how to choose the weight of

the linear function to balance the gain and the cost. Therefore, it is important

to choose a meaningful payoff function that can precisely characterize player’s

objectives.

Performing instantaneous coalition formation is still a challenging task in game

theory and it needs to be addressed well in future. One possible solution is to
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5.5 Designing Steps of Coalitional Game model

define a period of time (say θ) that specifies the time elapsed between two con-

secutive runs of the above CF algorithm. There would be a trade-off between the

number of runs, i.e.overhead for CF and the adaptation to the dynamics of the

environment. Hence, for environments that are static or varying very slowly, θ

would be large. Similarly, for highly varying environments, θ would have a small

value thus enabling adaptation to rapidly changing environments. This procedure

would ensure the convergence of the merge and split algorithm.

In this chapter, we provide a comprehensive analytical insight of coalitional

game model and its role in cooperative spectrum sensing. Highlighted suitable

game model for CSS and presented in-depth analysis of design steps involved

in coalition formation. Different phases of coalition formation algorithm involv-

ing local sensing, adaptive coalition formation, and coalition head selection and

coalition sensing phases are discussed.

113



Chapter 6

Conclusion

The demand for radio spectrum has significantly increased due to recent growth

in wireless services. The current wireless systems are regulated by fixed spectrum

assignment policy where a given spectrum band is assigned to a licensed user on

a long term basis and for larger geographic location. In general, a large portion

of the assigned spectrum is used by licensed users sporadically with high vari-

ance in time. As a result, under the current fixed spectrum assignment policy, the

utilization of radio resource is quite inefficient. This limited availability and inef-

ficiency of spectrum usage necessitates a new communication paradigm to exploit

the existing wireless spectrum opportunistically.

The growing demand for higher data rates in wireless communications in the

face of limited or under-utilized spectral resources has motivated the introduction

of dynamic spectrum access (DSA). The Cognitive Radio (CR) is the key enabling

technology for implementing DSA to overcome the spectrum scarcity problem.

The investigation on spectrum occupancy measurements conducted by FCC and

many other regulatory bodies have revealed that static spectrum allocation leads

to inefficient spectrum utilization. The study reports of TV white space for coun-

tries like USA, UK, Europe, Japan and India are discussed in Chapter 1. Most

of the studies suggests that lower frequency bands (used in Broadcasting, Radar,
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Amateur Radio, Radio paging bands) are most prominent candidates for CR tech-

nology. The concept behind DSA is to allow secondary users to exploit these

under-utilized spectral resources by reusing unused spectrum in an opportunistic

manner without causing harmful interference to the primary users of the spec-

trum. To achieve this goal, secondary users, equipped with cognitive radios, must

sense the spectrum to detect its availability and must be able to detect very weak

primary user’s signal. Therefore, spectrum sensing plays a crucial role in the

successful deployment of cognitive radio networks. To further improve the spec-

trum sensing performance, efficient cooperative spectrum sensing schemes, that

exploits multiuser diversity, need to be employed.

In this thesis we developed cooperation sensing model that allow the SUs to

locally observe the RF environment and collaboratively share its decision over

centralized fusion framework. The main idea of cooperative sensing is to enhance

the sensing performance by exploiting the spatial diversity in the observations of

spatially distributed secondary users. By cooperation, secondary users can share

their sensing information for making a combined decision more accurate than the

individual decisions. The performance improvement due to spatial diversity is

called cooperative gain. The spectrum sensing framework has been divided into

two phases: local sensing phase and cooperative sensing phase. The simulation

scenario of spectrum sensing algorithms has been formulated to meet the require-

ments of IEEE 802.22 WRAN standard.

In chapter 2, we reviewed some important aspects of cooperative spectrum

sensing such as cooperation architecture, various fusion schemes and cooperative

user selection criteria. We discussed about parallel fusion and decentralized archi-

tecture followed by various fusion schemes called hard combining decision fusion

and soft combining data fusion. The selection of secondary users for cooperative

sensing plays a key role in determining the performance of CSS because it can be

utilized to improve the trade-off between cooperative gain and cooperation over-
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head. The limiting factors of cooperative spectrum sensing, namely, cooperation

overhead and sensing errors have been discussed in Chapter 2. Cooperation over-

head can refer to any transmission cost, extra sensing time, delay, energy and op-

erations devoted to cooperative sensing and any performance degradation caused

by cooperative sensing. We addressed various approaches available in literature

to overcome this cooperation overhead.

In this thesis, we focused on multi-channel sensing by cooperating secondary

users in which more than one channel can be sensed in each sensing period to

leverage the cooperative gain of CSS. As mentioned in IEEE 802.22 WRAN, the

secondary users need to scan multiple frequency bands (54-682MHz) or use mul-

tiple Radio Frequency (RF) front ends for sensing multiple bands. Some technical

insights and challenges of multi-channel cooperative sensing is covered in last

section of Chapter 2.

Cooperative Spectrum Sensing (CSS) algorithms using Machine learning schemes,

particularly, using Perceptron Learning and unsupervised clustering approaches

are discussed in Chapter 3. The performance of our proposed algorithms is eval-

uated using training duration, classification delay and detection accuracy. Local

sensing phase is carried out using energy detection to scan the complete available

channel set from (54-682)MHz divided into 7MHz of channel bandwidth. For co-

operative sensing phase, a centralized decision maker called Fusion Center (FC)

is considered where each SU sends its local decision statistics to FC which makes

final decision on channel availability. It is observed that the cooperative learning

module improves the decision capability of FC and significantly reduces the error

rate to meet the target false-alarm probability rate to 0.1. We showed that unsu-

pervised K-means clustering algorithm significantly improves detection accuracy

with training and testing delay of 16.8 and 75 milliseconds respectively. However,

k-means clustering approach provides an average view on data points which will

affect its detection performance under path-loss and shadowing environment. To
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address this issue, we proposed Archetypal clustering based CSS scheme which

provides an extremal view on data points. It is observed from ROC performance

results that Archetypal clustering based CSS scheme achieves the detection prob-

ability of 82% to meet the target false alarm probability of 0.1.

In chapter 4, we discussed the formulation of a Reinforcement Learning (RL)

based Cooperative Spectrum Sensing algorithm. We developed policy iteration

based Reinforcement Learning(RL) algorithm for CSS scheme. The optimal solu-

tion of the proposed CSS scheme is derived using three phases, such as, policy

evaluation, policy improvement and calculating global decision. The secondary

users (SUs) are randomly deployed in a multi-path fading/shadowing environ-

ment. We carried out 100 iterations where the position of SUs are changing dur-

ing each iteration. The simulation results show that the detection probability of

RL based CSS scheme is 85-92% which is 5-10% better than the case of without

reinforcement learning. It is observed that the algorithm gives the precision ac-

curacy of 88% that is 8-9% of improvement as compared to without RL. Further,

in RL based scheme, the decision making agent (FC) undergoes exploration and

exploitaion trade-off which enhances the cooperative learning and detection ca-

pability of cognitive radios.

In chapter 5, we investigated the formation of coalitional game model for CSS

scheme. Coalitional game theory has been used to study user cooperation and

design optimal, fair, and efficient collaboration strategies among SUs. Different

phases of Coalition Formation (CF) algorithm involving local sensing, adaptive

coalition formation, and coalition head selection and coalition sensing phases are

discussed.

Throughout this thesis, we proposed several simulation scenarios that con-

tributed to the efficient design of cooperative spectrum sensing schemes for cogni-

tive radio networks. However, there are some relevant issues that warrant further

consideration in the future work. For instance, while studying the performance
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of the proposed cooperative sensing techniques, it has been assumed that a spec-

trum access opportunity for secondary users exists when the primary transmitter

is inactive. However, secondary users can still share the spectrum when the pri-

mary user is transmitting provided that the amount of interference generated at

the primary receiver is not harmful. The spectrum sensing problem can then be

viewed as deciding whether or not the secondary transmitter is within the guard

area. In the case where the secondary user can detect the primary user’s transmit-

ter but can still be allowed to transmit, the hypotheses may need to be modified

in some reasonable way that accounts for those spatial spectrum opportunities.

The probabilities of detection and false alarm will need to be computed using this

modified formulation. The proposed cooperative spectrum sensing techniques in

this work depend on the values of those probabilities and not on their specific

distributions. This suggests that the proposed techniques can still be applied to

improve the detection performance. However, further performance analysis and

evaluations need to be carried out to assess this performance improvement.

In this thesis, the simulation scenarios of CSS algorithms has been formulated

to meet the requirements of IEEE 802.22 WRAN standard. The implementation of

these CSS algorithms in CR testbed is important to validate their correctness and

performance in real CR environment, which may also allow further refinements

on these algorithms. To this end, further research is necessary to investigate the

implementation and challenges of CSS based scheme on CR platform.
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