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## Abstract

The aim of this thesis is to analyze fast Fourier transform (FFT) at algorithmic, architecture, and arithmetic level and the possibilities to reduce complexity and power consumption of the twiddle factor multiplication in FFT for IEEE 802.11a and 802.15.4-g OFDM systems. In algorithmic level, we have analyzed various algorithms in terms of arithmetic complexity (number of real multiplications and real additions), that effect accuracy, area, and power consumption of the architecture. At architecture level, different FFT architectures are analyzed and compared with respect to number of complex multipliers, complex adders and memory. Further, the design choice of FFT algorithm and architecture for OFDM systems is discussed. At arithmetic level, the hardware implementation of the twiddle factor multiplication is presented. Initially, the implementation of twiddle factor multiplication using general complex multiplication is discussed and then, the twiddle factor multiplication architecture based on constant multiplications are investigated.

Based on the FFT analysis, two architectures are proposed: i) fixed length (64point) FFT for IEEE 802.11a WLAN application and ii) variable-length (16/32/64/128point) FFT for IEEE 802.15.4-g WPAN application. For fixed-length FFT, novel pipelined single-path delay feedback (SDF) architectures are proposed for radix- $2^{2}$ and radix- $2^{3}$ algorithms using modified complex constant multipliers. These architectures
result in low hardware complexity and consumes low power compared to earlier FFT architectures.

For variable-length (16/32/64/128-point) FFT, a SDF architecture is proposed based on mixed-radix algorithm to reduce the number of complex multipliers. It employs a configurable complex constant multiplier (CCCM) structure instead of fixed constant multiplier to perform variable-length twiddle factor multiplication. A hardware-sharing mechanism is introduced to reduce the memory space requirements of the proposed FFT computation scheme. Both Field Programmable Gate Array (FPGA) and Application Specific Integrated Circuit (ASIC) targeted synthesis results of the proposed variable-length processor are presented.
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## Chapter 1

## Introduction

The discrete Fourier transform (DFT) is the most widely used tool in digital signal processing (DSP) systems. It has indispensable role in many applications, such as speech, audio and image processing, signal analysis, communication systems, and many others. It maps time domain sequence to a frequency domain sequence of the same length, while the inverse discrete Fourier transform (IDFT) performs the opposite. The bruteforce computation of the DFT of length $N$ requires $O\left(N^{2}\right)$ multiplications. Due to such high computational requirement, it was not possible to use that for real-time and online DSP applications until 1965, when Cooley and Tukey [1] developed the famous fast Fourier transform (FFT) algorithm. It could be possible to reduce the operation count of DFT from $O\left(N^{2}\right)$ to $O\left(N \log _{2} N\right)$, for a DFT of length $N$. During the last 50
years, the innovations in algorithms and architectures have made remarkable progress in the efficiency of computation of the FFT.

This chapter is organized as follows: In Section 1.1, the specifications of DFT and its computational complexity are presented. The basic technique, namely the divide and conquer approach (FFT algorithm) that reduces the computational complexity of DFT is presented in Section 1.2. The motivation of the thesis is discussed in Section 1.3. This chapter further discusses the main objectives and organization of the thesis in Sections 1.4 and 1.5, respectively.

### 1.1 Discrete Fourier Transform:

The $N$-point DFT/IDFT are, respectively, calculated as

$$
\begin{equation*}
X(k)=\sum_{n=0}^{N-1} x(n) W_{N}^{n k}, \quad k=0,1,2, \ldots, N-1, \tag{1.1}
\end{equation*}
$$

and

$$
\begin{equation*}
x(n)=\frac{1}{N} \sum_{k=0}^{N-1} X(k) W_{N}^{-n k}, \quad n=0,1,2, \ldots, N-1, \tag{1.2}
\end{equation*}
$$

where $n$ is the time index and $k$ is the frequency index. The twiddle factor $W_{N}^{n k}$ can be represented as:

$$
\begin{equation*}
W_{N}^{n k}=e^{-j 2 \pi n k / N}=\cos \left(\frac{2 \pi n k}{N}\right)-j \sin \left(\frac{2 \pi n k}{N}\right) \tag{1.3}
\end{equation*}
$$

In equations (1.1) and (1.2), the data sequence $x(n)$ may be complex while the $k^{\text {th }}$ spectral component $X(k)$ is always complex. These two equations differ only in the $\operatorname{sign}(-)$ of the exponent of the twiddle factor $W_{N}$ and the scale factor $1 / N$. Therefore, the algorithms for efficient computation of DFT could be applied for the efficient computation of IDFT [2] by simple and straightforward modifications.

## Significance of the DFT

To illustrate the significance of DFT let us consider a 4 -point DFT of samples of a sinusoidal signal of 10 Hz which is expressed as:

$$
\begin{equation*}
x(t)=\sin (2 \pi \cdot 10 \cdot t) \tag{1.4}
\end{equation*}
$$

For this sine wave, the fundamental period $T_{0}=0.1 s$ as shown in Fig. 1.1. Let us take the sample rate $f_{s}=40 \mathrm{~Hz}$ i.e. the input is sampled at every $1 / f_{s}=T=0.025 \mathrm{~s}$. Because $N=4$, we need 4 input sample values which could be obtained as follows:

$$
x(n)=x(n T)=\sin (2 \pi \cdot 10 \cdot n T)=\sin \left(\frac{n \pi}{2}\right)
$$



Figure 1.1: A sine wave.

$$
\begin{aligned}
& \text { at } n=0, x(0)=\sin (0)=0 \\
& \text { at } n=1, x(1)=\sin \left(\frac{\pi}{2}\right)=1 \\
& \text { at } n=2, x(2)=\sin (\pi)=0 \\
& \text { at } n=3, x(3)=\sin \left(\frac{3 \pi}{2}\right)=-1
\end{aligned}
$$

The finite-length sequence of $x(n)$ is shown in Fig. 1.2(a), where $x$-axis represents the values of $n$ and $y$-axis represents the amplitude. The twiddle factors for $N=4$ are defined as:

$$
\begin{equation*}
W_{4}^{n k}=\cos \left(\frac{2 \pi n k}{4}\right)-j \sin \left(\frac{2 \pi n k}{4}\right) \tag{1.5}
\end{equation*}
$$

where $n k=0$ to $N-1$ i.e., 0 to 3 . From equation (1.5), $W_{4}^{n k}$ values are: $W_{4}^{0}=$ $1, W_{4}^{1}=-j, W_{4}^{2}=-1, W_{4}^{3}=j$.


Figure 1.2: Illustration of the DFT for $N=4$ of a sine wave. (a) Finitelength sequence $x(n)$ (b) DFT magnitude. (c) DFT phase.

The general equation for the 4 -point DFT could be written as

$$
\begin{align*}
& X(k)=\sum_{n=0}^{3} x(n) W_{4}^{k n} \\
& =x(0) W_{4}^{(k)(0)}+x(1) W_{4}^{(k)(1)}+x(2) W_{4}^{(k)(2)} \\
& +x(3) W_{4}^{(k)(3)} \quad 0 \leq k \leq 3 \tag{1.6}
\end{align*}
$$

The DFT output values are obtained for $k=0,1,2,3$ as

$$
X(k)=\left[\begin{array}{llll}
0 & -2 j & 0 & 2 j
\end{array}\right]
$$

From the DFT output values, the sinusoidal signal can be plotted in terms of its magnitude and phase as shown in Fig. 1.2(b) and 1.2(c), respectively. The value $X(k)$ is said to provide information about the $k^{\text {th }}$ frequency bin.

The frequency resolution can be obtained as:

$$
\begin{equation*}
\Delta f=\frac{1}{T_{0}}=\frac{1}{N T}=\frac{f_{s}}{N} \tag{1.7}
\end{equation*}
$$

As the fundamental period of a sinusoidal signal is 0.1 s , so the frequency resolution is 10 Hz . From equation (1.7), one can observe that to increase the frequency resolution, the number of points of data $N$ must be increased [3].

### 1.1.1 Computational complexity of DFT

Computation of each DFT component directly using equation (1.1) requires $N$ complex multiplications and ( $N-1$ ) complex additions. Therefore, to compute all the $N$ values of DFT requires a total number of $N^{2}$ complex multiplications and $N(N-1)$ complex additions.

The DFT of $N$-point complex-valued input sequence, $x(n)$ then can be expressed as

$$
\begin{align*}
X(k)= & X_{R}(k)+j X_{I}(k) \\
= & \sum_{n=0}^{N-1}\left[x_{R}(n)+j x_{I}(n)\right]\left[W_{R N}^{k n}+j W_{I N}^{k n}\right] \\
= & \sum_{n=0}^{N-1}\left[\left(x_{R}(n) W_{R N}^{k n}-x_{I}(n) W_{I N}^{k n}\right)\right] \\
& +j\left[x_{R}(n) W_{I N}^{k n}+x_{I}(n) W_{R N}^{k n}\right] \tag{1.8}
\end{align*}
$$

where $k=0,1,2, \ldots \ldots, N-1$. Assuming that each complex multiplication in equation (1.8) is realized by 4 real multiplications and 2 real additions, while each complex addition is realized by 2 real additions, the direct computation of equation (1.8) requires $4 N^{2}$ and $2 N(N-1)$ number of real multiplications and real additions, respectively [4]. Moreover, the computation of DFT also requires a number of indexing and addressing operations to fetch the input values, intermediate results, and complex coefficients $W_{N}^{k n}$ and to store the final results. For large values of $N$, the arithmetic complexity of DFT is very high. Therefore, different algorithms have been proposed to reduce the arithmetic complexity for fast and efficient computation of DFT.

### 1.2 Fast Computation of DFT: A Historical Perspective

The computational complexity of DFT is substantially reduced by using the following trigonometric symmetry and periodicity of the twiddle factor $W_{N}^{k n}$ :

$$
\begin{gather*}
W_{N}^{k+\frac{N}{2}}=-W_{N}^{k}(\text { Symmetry Property })  \tag{1.9}\\
W_{N}^{k+N}=W_{N}^{k}(\text { Periodicity Property }) \tag{1.10}
\end{gather*}
$$

These properties were known for a long time even before the inception of digital computation. Heideman et al. [5] have traced the first appearance of the FFT back to Gauss in the year 1805. Gauss developed an algorithm to calculate the DFT which is equivalent to one of the Cooley-Tukey algorithm. However, Gauss never published his algorithm outside his collected works. A prior work of Danielson and Lanczos [6] referred to Runge [7] for their doubling algorithm in X-ray scattering problems. Their algorithm showed how to reduce a DFT in $2 N$ points to two DFTs on $N$ points with only slightly more than $N$ operations. The complexity of these algorithms was much less than $N^{2}$ but more than $N \log _{2} N$.

The early discoveries of the FFT not noticed till the publication of Cooley and Tukey's article in 1965 [1]. This article presented an efficient algorithm based on divide
and conquer approach in order to compute the DFT. Divide and conquer approach was applied to the DFT recursively, such that a DFT of any size $N=N_{1} N_{2}$ computed in terms of smaller DFTs of sizes $N_{1}$ and $N_{2}$. If $N$ can be factored into $N=N_{1} N_{2}$, the indices $n$ and $k$ in equation (1.1) for $N$-point DFT can be rewritten as:

$$
\begin{align*}
& n=N_{2} n_{1}+n_{2}\left\{\begin{array}{l}
0 \leq n_{1} \leq N_{1}-1 \\
0 \leq n_{2} \leq N_{2}-1
\end{array}\right. \\
& k=N_{1} k_{2}+k_{1}\left\{\begin{array}{l}
0 \leq k_{1} \leq N_{1}-1 \\
0 \leq k_{2} \leq N_{2}-1
\end{array}\right. \tag{1.11}
\end{align*}
$$

The index representation of equation (1.11) can be used in equation (1.1) to write $X(k)$ as:
where $0 \leq k_{1} \leq N_{1}-1$ and $0 \leq k_{2} \leq N_{2}-1$.
The calculation of $X(k)$ according to equation (1.12) can be carried out in three steps: (i) compute $N_{1}$-point DFT, (ii) multiply by twiddle factors, and (iii) finally compute $N_{2}$-point DFT. The above three-step procedure can be carried out successively till $N_{1}=2$. The computational complexity of the DFT by this recursive divide and conquer approach is reduced from $O\left(N^{2}\right)$ to $O\left(N \log _{2} N\right)$ operations [1]. This was the
major turning point for real-time DSP applications of the DFT.

### 1.2.1 Applications of FFT

The fast Fourier transform finds limitless applications in the general areas of signal/image processing. It plays a key role in many applications of digital signal processing, including frequency and phase estimation [8], and to perform operations such as convolutions or multiplying large integers $[9,10]$. Accurate frequency and phase estimation are required in many applications such as speech recognition, speech coding, determining the object position in radar systems, biomedicine, multimedia systems etc.

FFT is used in medical imaging for image filtering, image analysis and image reconstruction [11]. In the Fourier representation of images using FFT, spectral magnitude, and phase tend to play different roles. Correlation between phase-only versions [12, 13] of the two images to be aligned is used for image matching. Some of the important applications based on the FFT-based image matching include face recognition, iris recognition, palm print recognition, finger print matching and waveform matching.

FFTs are also extensively used in multi-carrier transmission systems, specifically for applications in Orthogonal Frequency Division Multiplexing (OFDM) systems,
such as Digital Broadcasting [14, 15], Worldwide Interoperability for Microwave Access (WiMAX) [16], IEEE 802.11 standards [17], and Long Term Evolution (LTE) [18].

### 1.3 Motivation

The FFT algorithm reported by Cooley-Tukey in 1965, named as radix-2 algorithm was shortly followed by its extension to higher radices which include, radix-4 [19], radix-8 [20, 21], and radix-16 [22] algorithms. Higher radix algorithms involve significantly less computational complexity in terms of the number of complex multiplications, but the implementation of these algorithms is not simple. Among numerous further developments, the FFT introduced by Duhamel and Hollmann [23] demonstrated a reduction in the number of multiplications at the cost of input and output mapping. The complexity issue has been studied detail in [4], and showed that the split-radix algorithm requires low arithmetic complexity. However, the implementation of split-radix algorithm is difficult, owing to its irregular structure.

Later in 1996, He and Torkelson [24] proposed a radix- $2^{2}$ algorithm using index decomposition technique. It has exactly the same number of complex multipliers as radix-4 algorithm, but has a butterfly structure similar to that of radix-2 algorithm. This led to, radix- $2^{3}[25]$, radix- $2^{4}[26]$, modified radix- $2^{4}[26]$, radix- $2^{5}[27]$, modified radix- $2^{5}$ [27] and radix- $2^{i}$ [28] FFT algorithms being proposed by various researchers using the same index decomposition technique, in order to further reduce the number
of multiplications. The main advantages of the generalized radix- $2^{i}[28]$ algorithm are high throughput and low latency with less area and less power consumption. This makes radix- $2^{i}$ algorithms more attractive for different applications in communication systems [28].

Twiddle factor multiplication requires both memory and complex multipliers. The implementation of complex multipliers has a large impact on the accuracy, speed, complexity, and power consumption of the design as well. A complex multiplier can be realized by different approaches such as direct implementation of the complex multiplier [29], and algorithms based on constant multiplication [30, 31]. In all these implementations, there is a trade-off between the complexity and the accuracy of the twiddle factor multiplication. In FFT designs the scenario of twiddle factor multiplication is distinct, and impacts the selection of algorithm and architecture. The main aim of this thesis is to select an appropriate FFT algorithm and architecture and to optimize twiddle factor multiplication in the FFT for IEEE $802.11 a$ and IEEE 802.15.4-g standard OFDM systems.

### 1.4 Objectives of the Thesis

The FFT used in OFDM system is the most complex and power hungry block. As this system is used mostly in the battery driven wireless applications, low power
consumption is desired. This thesis aims at designing ASIC and/or FPGA FFTs for OFDM systems. The main objectives of this thesis are as follows:

- To choose the best FFT algorithm and an appropriate architecture with less hardware complexity suitable for IEEE $802.11 a$ and IEEE 802.15.4-g standard OFDM systems.
- Modify designs at basic processing elements (adder, multiplier and delay buffers) to achieve enhanced performance.
- Simulate the proposed FFT architectures to verify the correctness of the functionality.
- Synthesize the FFT architectures to obtain ASIC and/or FPGA implementation and compare its performance with recent implementations in the literature.


### 1.5 Organization of the Thesis

The thesis is organized as follows.

Chapter 2 introduces the advancements of FFT Algorithms and provides their overview from a mathematical perspective. These algorithms include complex-valued FFTs, real-valued FFTs and special cases of FFTs.

Chapter 3 is a survey of architectural techniques for creating hardware efficient and low-power implementations of the FFT. These architectures include memory-based and pipelined architectures. The important design choices and considerations are also discussed and investigated here.

Chapter 4 discusses various possibilities to implement twiddle factor multiplication and its hardware. It includes general complex multiplication and constant multiplication.

Chapter 5 introduces the design consideration of a 64 -point FFT for OFDM based IEEE $802.11 a$ standard system. A novel area-efficient and low power 16 -bit wordwidth 64 -point radix- $2^{2}$ and radix- $2^{3}$ pipelined Single-path Delay Feedback (SDF) FFT architectures are presented based on modified complex constant multiplier. The remainder of this chapter describes the implementation details and comparisons with recent implementations in literature.

Chapter 6 presents a novel $16 / 32 / 64 / 128$-point pipelined SDF FFT architecture based on mixed-radix algorithm for IEEE 802.15.4-g standard system. Both FPGA and ASIC targeted synthesis results are presented. The comparison of this structure with other published results is provided at the end.

Chapter 7 concludes with a summary of total contributions of this thesis. It also discuss and made suggestions for future research possibilities using the optimized twiddle factor multiplication.

## Chapter 2

## Advancements in FFT Algorithm

### 2.1 Introduction

The basic principle of divide and conquer approach leads to a variety of efficient algorithms. As these algorithms improves the performance in terms of computation time, these are known as fast algorithms or fast Fourier transform algorithms. In this chapter, we have classified the FFT algorithms as complex valued FFTs (CFFTs), real-valued FFTs (RFFTs) according to the input values and special cases of FFTs. Finally, this chapter concludes with comparison of FFT algorithms that can be helpful to choose the best algorithm for OFDM applications.

### 2.2 Complex-valued FFT Algorithms

In this subsection, we discuss the popular FFT algorithm followed by some algorithms that can improve the computational speed and reduce the hardware complexity.

### 2.2.1 Radix-2 FFT algorithms

The basic FFT algorithms are decimation-in-time (DIT) and the decimation-in-frequency (DIF) radix-2 algorithms. These algorithms are applicable to compute the DFT of integer power of 2 lengths.

## i) Decimation-in-Time Radix-2 FFT Algorithm

This algorithm decomposes the time domain sequence $\{x(n)\}$ into successively smaller subsequence. Therefore, it is called as decimation-in-time algorithm [32].

The principle of radix-2 DIT FFT algorithm is illustrated in the following by considering $N=2^{M}$, where $M=1,2,3, \ldots$. Since $N$ is an even integer, the $N$-point input data can be split into two ( $N / 2$ )-point sub-sequences $\left\{x_{1}(n)\right\}$ and $\left\{x_{2}(n)\right\}$, which correspond to the even and the odd-indexed samples of the input $\{x(n)\}$, respectively,
that is,

$$
\begin{align*}
& x_{1}(n)=x(2 n) \\
& x_{2}(n)=x(2 n+1), n=0,1,2, \ldots ., N / 2-1 \tag{2.1}
\end{align*}
$$

Now the $N$-point DFT can be derived from two half-length DFTs by the decimation-in-time process as follows:

$$
\begin{align*}
X(k)= & \sum_{n=0}^{N-1} x(n) W_{N}^{n k} \\
= & \sum_{n=0}^{\frac{N}{2}-1} x(2 n) W_{N}^{2 n k}+\sum_{n=0}^{\frac{N}{2}-1} x(2 n+1) W_{N}^{(2 n+1) k} \\
= & \sum_{n=0}^{\frac{N}{2}-1} x(2 n) W_{N / 2}^{n k} \\
& +W_{N}^{k} \sum_{n=0}^{\frac{N}{2}-1} x(2 n+1) W_{N / 2}^{n k} \tag{2.2}
\end{align*}
$$

Similarly, the ( $N / 2$ )-point DFTs can be computed from a pair of ( $N / 4$ )-point DFTs. The decimation process is continued till it contains only two-point DFTs. For a power of two length sequences, decomposition of $N$-point DFT into 2-point DFTs could be completed in $M=\log _{2} N$ steps of decimation.

Figure 2.1 shows the decomposition of 4-point radix-2 DIT FFT using the simplified butterflies which involves 2 stages, each with 2 butterflies per stage. The input data to this is in bit-reversed order and the DFT output is in normal order.


Figure 2.1: Length-4, DIT Radix-2 FFT.

## ii) Decimation-in-Frequency Radix-2 FFT Algorithm

This algorithm is based on computing the DFT by decomposition of the sequence of DFT coefficients $X(k)$ s into smaller subsequences, hence called as decimation-infrequency algorithm [32].

In case of radix-2 DIF FFT, the DFT computation is split into two parts such that the first part involves the first $N / 2$ data points and the second part involves the next $N / 2$ data points, as follows:

$$
\begin{equation*}
X(k)=\sum_{n=0}^{\frac{N}{2}-1} x(n) W_{N}^{n k}+\sum_{n=\frac{N}{2}}^{N-1} x(n) W_{N}^{n k} \tag{2.3}
\end{equation*}
$$

Since $W_{N}^{n k}=e^{-j 2 \Pi k / N}$ and $W_{N}^{k N / 2}=(-1)^{k}$, equation (2.3) is simplified as:

$$
\begin{equation*}
X(k)=\sum_{n=0}^{\frac{N}{2}-1}\left(x(n)+(-1)^{k} \cdot x\left(n+\frac{N}{2}\right)\right) \cdot W_{N}^{n k} \tag{2.4}
\end{equation*}
$$



Figure 2.2: Length-4, DIF Radix-2 FFT.

The radix-2 DIF algorithm rearranges equation (2.4) into even-indexed and oddindexed frequency bins as

$$
\begin{gather*}
X(2 k)=\sum_{n=0}^{\frac{N}{2}-1}\left(x(n)+x\left(n+\frac{N}{2}\right)\right) \cdot W_{N / 2}^{n k}  \tag{2.5}\\
X(2 k+1)=\sum_{n=0}^{\frac{N}{2}-1}\left(\left(x(n)-x\left(n+\frac{N}{2}\right) \cdot W_{N / 2}^{n k}\right) \cdot W_{N / 2}^{n k}\right) \tag{2.6}
\end{gather*}
$$

According to equations (2.5) and (2.6), the even-indexed and odd-indexed frequency outputs $X(k)$ can be computed by a pair of $N / 2$-length DFTs. The entire process involves $M=\log _{2} N$ stages of decimation, where each stage involves $N / 2$ butterflies. Figure 2.2 shows the flow graph of radix-2 DIF decomposition of a 4 -point DFT computation. In this flow graph the input is in normal order and the DFT output is in bit-reversed order. To compute the 4 -point DFT, it requires 4 complex multiplications and 8 complex additions.

The computation of $N$-point DFT via the DIF or DIT FFT algorithms require ( $N / 2$ ) $\log _{2} N$ and $N \log _{2} N$ number of complex multiplications and complex additions, respectively. For a radix-2 algorithm the operation count can be further reduced by realizing each complex multiplication by 3 real multiplications and 3 real additions (a $3 / 3$ algorithm) [33]. When $3 / 3$ algorithm is used for complex multiplications the arithmetic complexity of radix- 2 FFT could be given by:

$$
\begin{align*}
R_{M} & =\frac{3 N}{2} \log _{2} N-5 N+8  \tag{2.7}\\
R_{A} & =\frac{7 N}{2} \log _{2} N-5 N+8 \tag{2.8}
\end{align*}
$$

where $R_{M}$ and $R_{A}$ are the real multiplications and real additions to compute an $N$ point DFT, respectively.

### 2.2.2 Radix-4 FFT algorithm

It can be used when the DFT length $N$ is a power of 4 (i.e., $N=4^{M}$ ). Unlike the radix- 2 FFT algorithm in the radix- 4 algorithm during every step, decimation is carried out by a factor of 4 [19].

In the first step of radix-4 DIT FFT, the input $N$-point data is split into four subsequences as $x(4 n), x(4 n+1), x(4 n+2)$, and $x(4 n+3)$, where $n=0,1, \ldots, N / 4-1$.


Figure 2.3: Radix-4 FFT butterfly.

Then

$$
\begin{align*}
X(k)= & \sum_{n=0}^{N-1} x(n) W_{N}^{n k} \\
= & \sum_{n=0}^{\frac{N}{4}-1} x(4 n) W_{N / 4}^{n k}+W_{N}^{k} \sum_{n=0}^{\frac{N}{4}-1} x(4 n+1) W_{N / 4}^{n k} \\
& +W_{N}^{2 k} \sum_{n=0}^{\frac{N}{4}-1} x(4 n+2) W_{N / 4}^{n k} \\
& +W_{N}^{3 k} \sum_{n=0}^{\frac{N}{4}-1} x(4 n+3) W_{N / 4}^{n k} \tag{2.9}
\end{align*}
$$

As the FFT length of a radix-4 is $N=4^{M}$, it requires $M=\log _{4} N=\frac{\log _{2} N}{2}$ stages of decimation where each stage involves $N / 4$ butterflies. The radix- 4 FFT butterfly structure is shown in Figure 2.3. The decimation process of each stage is similar to radix- 2 algorithm. Since $W_{N}^{0}=1$, each radix-4 butterfly involves 3 complex multiplications and 8 complex additions [34]. Therefore, the number of complex multiplications
is $\frac{3 N}{4} \log _{4} N$. Comparing with the radix-2 approach, this requires less number of complex multiplications, although it uses the same number of complex additions. The total operation count for $N$-point radix-4 FFT is [4]:

$$
\begin{align*}
& R_{M}=\frac{9 N}{8} \log _{2} N-\frac{43 N}{12}+\frac{16}{3}  \tag{2.10}\\
& R_{A}=\frac{25 N}{8} \log _{2} N-\frac{43 N}{12}+\frac{16}{3} \tag{2.11}
\end{align*}
$$

### 2.2.3 Radix- $2^{i}$ and Higher radix FFT Algorithms

The twiddle factor multiplicative complexity can be reduced by using higher radices like radix- 8 [20] or radix- 16 [22]. But, the implementation complexity grows as the radix becomes higher. In 1996, He and Torkelson [24] discussed about radix- $2^{2}$ and radix- $2^{3}$ FFT algorithms. These algorithms have the same number of non-trivial ${ }^{1}$ multiplications as radix-4 and radix-8 algorithms, respectively. However, these algorithms differ in the twiddle factors at different FFT stages, but maintain the same butterfly structure of radix-2 algorithm. Followed by He and Torkelson [24], several radix- $2^{i}$ [28] algorithms are developed for higher radices that include radix- $2^{4}$ [26], modified radix- $2^{4}[26]$, radix- $2^{5}$ [27], and modified radix- $2^{5}$ [27] algorithms. The idea of these radix- $2^{i}$ algorithms is to get simpler butterfly structure with less multiplicative complexity. The following subsection explains the derivation of the radix- $2^{2}$ algorithm,

[^0]which can be extended for higher radices.

## i) Radix- $2^{2}$ Algorithm

In [24], the authors have proposed a radix- $2^{2}$ algorithm using index decomposition technique. To illustrate the derivation of this algorithm, the time and frequency indices for $i=2$ are decomposed as follows:

$$
\begin{align*}
& n=\frac{N}{2} n_{1}+\frac{N}{4} n_{2}+n_{3}\left\{n_{1}, n_{2}=0,1, n_{3}=0 \sim \frac{N}{4}-1\right\} \\
& k=k_{1}+2 k_{2}+4 k_{3} \quad\left\{k_{1}, k_{2}=0,1, k_{3}=0 \sim \frac{N}{4}-1\right\} \tag{2.12}
\end{align*}
$$

Substituting equation (2.12) in (1.1) we can get the following expression:

$$
\begin{align*}
& X\left(k_{1}+2 k_{2}+4 k_{3}\right) \\
&= \sum_{n_{3}=0}^{\frac{N}{4}-1} \sum_{n_{2}=0}^{1} \sum_{n_{1}=0}^{1} x\left(\frac{N}{2} n_{1}+\frac{N}{4} n_{2}+n_{3}\right) \\
& W_{N}^{\left(\frac{N}{2} n_{1}+\frac{N}{4} n_{2}+n_{3}\right)\left(k_{1}+2 k_{2}+4 k_{3}\right)} \\
&= \sum_{n_{3}=0}^{\frac{N}{4}-1} \sum_{n_{2}=0}^{1}\left\{B_{N / 2}^{k_{1}}\left(\frac{N}{4} n_{2}+n_{3}\right)\right\} \\
& W_{N}^{\left(\frac{N}{4} n_{2}+n_{3}\right)\left(k_{1}+2 k_{2}+4 k_{3}\right)} \tag{2.13}
\end{align*}
$$

where

$$
\begin{equation*}
B_{N / 2}^{k_{1}}\left(\frac{N}{4} n_{2}+n_{3}\right)=x\left(\frac{N}{4} n_{2}+n_{3}\right)+(-1)^{k_{1}} x\left(\frac{N}{4} n_{2}+n_{3}+\frac{N}{2}\right) \tag{2.14}
\end{equation*}
$$

The decomposition of common twiddle factor in equation (2.13) is the key difference from the decomposition of the radix-2 algorithm, which can be expressed as

$$
\begin{equation*}
W_{N}^{\left(\frac{N}{4} n_{2}+n_{3}\right)\left(k_{1}+2 k_{2}+4 k_{3}\right)}=(-j)^{n_{2}\left(k_{1}+2 k_{2}\right)} W_{N}^{n_{3}\left(k_{1}+2 k_{2}\right)} W_{\frac{N}{4}}^{n_{3} k_{3}} \tag{2.15}
\end{equation*}
$$

Substituting equation (2.15) in (2.13) the components of $N$-point DFT could be obtained from four DFTs of length $N / 4$ as follows:

$$
\begin{equation*}
X\left(k_{1}+2 k_{2}+4 k_{3}\right)=\sum_{n_{3}=0}^{\frac{N}{4}-1}\left\{B_{N / 4}^{k_{1} k_{2}}\left(n_{3}\right) W_{N}^{n_{3}\left(k_{1}+2 k_{2}\right)}\right\} W_{\frac{N}{4}}^{n_{3} k_{3}} \tag{2.16}
\end{equation*}
$$

where

$$
\begin{equation*}
B_{N / 4}^{k_{1} k_{2}}\left(n_{3}\right)=B_{N / 2}^{k_{1}}\left(n_{3}\right)+(-1)^{k_{2}}(-j)^{k_{1}} B_{N / 2}^{k_{1}}\left(n_{3}+\frac{N}{4}\right) \tag{2.17}
\end{equation*}
$$

An $N$-point DFT is now decomposed into four DFTs of length- $(N / 4)$ DFTs, according to (2.16). Each DFT of length $N / 4$ can be further decomposed in the same way until length- 2 or length-4 DFTs are reached.


Figure 2.4: Signal flow graph of 16 -point radix- $2^{2}$ DIF FFT.

Figure 2.4 shows a flow graph of 16 -point radix- $2^{2}$ DIF FFT. It requires the trivial multiplication by $W_{16}^{4}=-j$ in the first and the third stages, whereas it requires nontrivial multiplications in the second stage. This flow graph is different from that of radix-2 algorithm in which non-trivial twiddle factors are needed at the outputs of every stage (except the last one). This algorithm has a great structural advantage compared to other algorithms (radix-2 and radix-4) when they are implemented in pipeline architectures [26].

## ii) Higher Radix Algorithms

The linear index decomposition scheme of radix- $2^{2}$ algorithm can be extended for higher radices, e.g, radix- $2^{3}$, radix- $2^{4}$, modified radix- $2^{4}$ (Radix- $M .2^{4}$ ), radix- $2^{5}$ and modified radix- $2^{5}$ (Radix- $M \cdot 2^{5}$ ). The $N$-point FFT computation with radix- $2^{i}$ algorithm involves $\log _{2} N$ stages. Table 2.1 shows the twiddle factor at each stage to compute the $N$-point FFT for various radix- $2^{i}$ algorithms (Number of stages are shown upto 8 in Table 2.1, which can extend to $\log _{2} N$ stages). These algorithms have the same butterfly structure but the twiddle factor multiplication structure is varied with the exponent $i$. The twiddle factor multiplications are classified into trivial ( $W_{4}$ which is multiplication by $-j$ ), and other multiplications are non-trivial[28].

From Table 2.1, one can observe that radix- $2^{3}$ [24] algorithm requires trivial multiplication at first stage, and non-trivial multiplications at the second and third stages. This type of sequence is repeated for every three stages in order to obtain radix- $2^{3}$ algorithm. Radix- $2^{4}$ includes trivial multiplication at first stage, and non-trivial multiplications in the next three stages. In [26], a modified radix- $2^{4}$ algorithm have been proposed, which requires less number of multiplications. In the modified algorithm of [26], the twiddle factor of third stage $W_{16}$ is transfered to the second stage. A modified radix- $2^{5}$ algorithm is suggested in [27], which is a combination of two decomposition methods of radix- $2^{5}$ algorithm. In [28], the authors have presented the decomposition

Table 2.1: Twiddle factor at each stage to compute $N$-point FFT

| Stage | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Radgorithm |  |  |  |  |  |  |  |  |
| Radix $-2^{2}$ | $W_{4}$ | $W_{N}$ | $W_{4}$ | $W_{N / 4}$ | $W_{4}$ | $W_{N / 16}$ | $W_{4}$ | $W_{N / 64}$ |
| Radix $2^{3}$ | $W_{4}$ | $W_{8}$ | $W_{N}$ | $W_{4}$ | $W_{8}$ | $W_{N / 8}$ | $W_{4}$ | $W_{8}$ |
| Radix $-2^{4}$ | $W_{4}$ | $W_{8}$ | $W_{16}$ | $W_{N}$ | $W_{4}$ | $W_{8}$ | $W_{16}$ | $W_{N / 16}$ |
| Radix $-M .2^{4}$ | $W_{4}$ | $W_{16}$ | $W_{4}$ | $W_{N}$ | $W_{4}$ | $W_{16}$ | $W_{4}$ | $W_{N / 16}$ |
| Radix $-2^{5}$ | $W_{4}$ | $W_{8}$ | $W_{16}$ | $W_{32}$ | $W_{N}$ | $W_{4}$ | $W_{8}$ | $W_{16}$ |
| Radix $-M .2^{5}$ | $W_{4}$ | $W_{8}$ | $W_{32}$ | $W_{4}$ | $W_{N}$ | $W_{4}$ | $W_{16}$ | $W_{4}$ |

of radix- $2^{i}$ algorithm which further reduces the number of multiplications. The radix$2^{i}$ algorithms have the advantages of lower multiplicative complexity and structural advantage to be used in pipeline architecture.

### 2.2.4 Split-Radix FFT

The split-radix FFT (SRFFT) algorithm was introduced in [35], but this was clearly described in [23]. The split-radix algorithm decomposes an $N$-point DFT into one $N / 2$-point DFT and two $N / 4$-point DFTs as:

$$
\begin{align*}
X(k)= & \sum_{n=0}^{N-1} x(n) W_{N}^{n k} \\
= & \sum_{n=0}^{\frac{N}{2}-1} x(2 n) W_{N / 2}^{n k}+W_{N}^{k} \sum_{n=0}^{\frac{N}{4}-1} x(4 n+1) W_{N / 4}^{n k} \\
& +W_{N}^{3 k} \sum_{n=0}^{\frac{N}{4}-1} x(4 n+3) W_{N / 4}^{n k} \tag{2.18}
\end{align*}
$$



Figure 2.5: Split-Radix FFT.

This algorithm makes use of both radix-2 and radix-4 (radix-2/4) behaviour simultaneously on upper and lower half of the signal flow graph as shown in Figure 2.5. The arithmetic complexity of SRFFT algorithm is given by [23]:

$$
\begin{gather*}
R_{M}=N \log _{2} N-3 N+4  \tag{2.19}\\
R_{A}=3 N \log _{2} N-3 N+4 \tag{2.20}
\end{gather*}
$$

The SRFFT algorithm [23] requires less number of multiplications and additions compared to radix-2 and radix-4 algorithms. Followed by the SRFFT algorithm of [23], many split-radix algorithms $[36,37,38,39]$ were suggested by researchers to further reduce the number of complex multiplications and additions over the radix-2, radix-4 or any higher radix-based algorithms.

Table 2.2: Number of real multiplications to compute a length- $N$ Complex DFT

| $N$ | Radix-2 | Radix-4/ <br> Radix-2 | Split Radix |
| :---: | :---: | :---: | :---: |
| 16 | 24 | 20 | 20 |
| 32 | 88 | - | 68 |
| 64 | 264 | 208 | 196 |
| 128 | 712 | - | 516 |
| 256 | 1800 | 1392 | 1284 |
| 512 | 4360 | - | 3076 |
| 1024 | 10248 | 7856 | 7172 |

Table 2.3: Number of real additions to compute a length- $N$ Complex DFT

| $N$ | Radix-2 | Radix-4/ <br> Radix-2 | Split-Radix |
| :---: | :---: | :---: | :---: |
| 16 | 152 | 148 | 148 |
| 32 | 408 | - | 388 |
| 64 | 1032 | 976 | 964 |
| 128 | 2504 | - | 2308 |
| 256 | 5896 | 5488 | 5380 |
| 512 | 13566 | - | 12292 |
| 1024 | 30728 | 28336 | 27652 |

### 2.2.5 Computational Complexity for Complex-Valued FFT

## Algorithms

Table 2.2 and Table 2.3 shows the comparison of the number of real multiplications and real additions to compute an $N$-point DFT. From these tables one can observe that, the split-radix FFT requires less number of arithmetic operations compared to
the other algorithms. However, the flow graph of this algorithm results in an irregular structure due to the mix of FFTs of different lengths in different parts.

### 2.3 Real-valued FFT Algorithms

When the input sequence $x(n)$ is real-valued, the DFT components exhibit conjugate symmetry behavior, i.e., $X(k)=X^{*}(N-k)$. Therefore, we need to compute only half the number of DFT components in this case. But the FFT algorithms for the computation of complex-valued input cannot be used directly to reduce the computational complexity to half, when we want to compute the DFT of real-valued input. FFT of real-valued data and FFT of complex-valued data are generally referred to as real-valued FFT (RFFT) and complex-valued FFT (CFFT), respectively.

Moreover, efficient realization of RFFT has received great attention due to its several important and emerging applications in the area of bio-medical engineering and health-care, audio and video processing, time-series analysis, and many others [40]. Several algorithms are therefore proposed for the RFFT computation. Realvalued FFTs [20] provide area and speed improvement over the CFFTs. The RFFT algorithms are generally tailored for real-valued data by using the trigonometric symmetries and periodicities [20]. In the following sub-section, initially we discuss different approaches for the computation of FFT of real-valued data.

### 2.3.1 Computation of the RFFT using the CFFT

The simplest way of using the CFFT algorithm to compute the RFFT is to set the realvalued sequence into the real part of complex-valued input and to set the imaginary part of the input values to zero [3]. This approach does not provide significant saving of computation over the CFFT since the intermediate results become complex-valued just after the first stage, when the complex twiddle factors are multiplied. Therefore, doubling algorithm and packing algorithm are proposed to compute the RFFT [3].

## i) Doubling Algorithm

In this algorithm a pair of real-valued input sequence is used at a time [27]. The first real-valued data sequence is used as the real part and the second real data sequence as the imaginary part of the complex-valued input sequence of the CFFT. The complex input values thus obtained is expressed as:

$$
\begin{equation*}
x(n)=p(n)+j \cdot q(n) \tag{2.21}
\end{equation*}
$$

where $p(n)$ and $q(n)$ are elements of two real-valued data sequences. An $N$-point CFFT of complex input $\{x(n)\}$ is then obtained as:

$$
\begin{equation*}
X(K)=P(K)+j \cdot Q(K) \tag{2.22}
\end{equation*}
$$

Since $p(n)$ and $q(n)$ are real-valued data, the following symmetry holds

$$
\begin{align*}
& P^{*}(N-k)=P(K) \\
& Q^{*}(N-k)=Q(K) \tag{2.23}
\end{align*}
$$

hence follows the output sequence as:

$$
\begin{equation*}
X^{*}(N-k)=P(K)-j . Q(K) \tag{2.24}
\end{equation*}
$$

By using equations (2.22) and (2.24), $P(k)$ and $Q(k)$ can be obtained as:

$$
\begin{align*}
& P(k)=\frac{1}{2}\left(X(k)+X^{*}(N-k)\right) \\
& Q(k)=\frac{j}{2}\left(X^{*}(N-k)-X(k)\right) \tag{2.25}
\end{align*}
$$

In order to separate $P(k)$ and $Q(k)$ according to equation (2.25), 2(N-1) extra additions over the normal complex FFT are required. Using the $3 / 3$ algorithm for complex multiplication, the RFFT requires $\frac{1}{2} M N-\frac{3}{2} N+2$ multiplications and $\frac{3}{2} M N-$ $\frac{1}{2} N$ additions [41]. This algorithm requires almost half of the arithmetic complexity of the CFFT algorithm.

## ii) Packing Algorithm

This is another approach to compute $N$-point FFT of real-valued input using $N / 2$ point CFFT [41]. It uses the odd and even indexed samples of the $N$-point realvalued input sequence to form the $(N / 2)$-point complex data. This is called packing algorithm, since it packs the $N$-point real-valued sequence into ( $N / 2$ )-point complex valued sequence. The real-valued data can be represented in the form of a complex data as:

$$
\begin{equation*}
x(n)=x(2 n)+j \cdot x(2 n+1) \tag{2.26}
\end{equation*}
$$

where $n=0,1,2, \ldots, N-1$.

Let $p(n)=x(2 n)$ and $q(n)=x(2 n+1)$, then the DFT output $X(K)$ can be obtained by using CFFT as in doubling algorithm. Therefore, this also requires $2(N-$ 1) extra additions to separate the outputs of the CFFT as in the case of doubling algorithm. Moreover, it requires an additional stage to compute the outputs of the RFFT. The corresponding RFFT requires $\frac{1}{2} M N-\frac{5}{4} N$ multiplications and $\frac{3}{2} M N-$ $\frac{1}{4} N-4$ additions by using $3 / 3$ algorithm for complex multiplications [41].

### 2.3.2 FFT of Real-Valued data

The reduction in the arithmetic complexity can be obtained by using specific algorithms such as DIT FFT algorithm for the computation of the RFFT. This can be achieved by applying the conjugate symmetric property, and computing only one half of the intermediate outputs in each stage, since the others can be obtained by conjugating those intermediate values. This results with less arithmetic complexity for the radix-2 DIT FFT algorithm [40]. By assuming a $3 / 3$ algorithm, radix-2 DIT FFT for a real-valued sequence require $\frac{3}{4} M N-\frac{5}{2} N+4$ multiplications and $\frac{7}{4} M N-\frac{7}{2} N+6$ additions.

The radix-4 and higher radix algorithms [42] for real valued inputs can be obtained in the way similar to that of the radix-2 DIT FFT. As the split-radix algorithm is more efficient in terms of arithmetic complexity than higher radix algorithms. It requires only $\frac{1}{2} M N-\frac{3}{2} N+2$ multiplications and $\frac{3}{2} M N-\frac{5}{2} N+4$ additions [40]. However, these algorithms are not valid for the DIF decomposition of the FFT because it is not possible to apply the conjugate symmetry at each stage. In [43], an alternative algorithm is proposed to obtain the same savings for the DIF decomposition. In [44], the authors have proposed a modified radix-2 algorithm for the computation of the RFFT which solves the irregularities of the RFFT. This approach is valid for both DIT and DIF decompositions and could be generalized for any number of points, which is power of 2. In [45], the computation of RFFT was based on a modified
radix-2 algorithm which removes the redundant operations from the flow graph. This modified flow graph contains only real data paths instead of complex data paths in a regular flow graph. In [46], a mathematical formulation was presented for removing the redundancies in the radix-2 DIT RFFT. This formulation regularizes the flow graph in order to compute folded RFFT with a simple control unit.

### 2.3.3 Fast Hartley Transform

The DFT of real-valued data could be computed from the Discrete Hartley Transform (DHT) [47] of the same data. The DHT of a real valued input sequence is defined as:

$$
\begin{equation*}
X(k)=\sum_{n=0}^{N-1} x(n)\left[\cos \left(\frac{2 \pi k n}{N}\right)+\sin \left(\frac{2 \pi k n}{N}\right)\right] \tag{2.27}
\end{equation*}
$$

for $k=0,1,2 \ldots \ldots . N-1$.

Unlike the DFT, the DHT takes real-valued input and provides real-valued output. The absence of complex arithmetic makes the DHT faster than the DFT. Algorithms similar to the radix-based FFT can also be applied to DHT computations called as Fast Hartley Transform (FHT) algorithm. Generally, FHT algorithms involve the same multiplications and ( $N-2$ ) more addition compared to the corresponding FFT


Figure 2.6: Quick Discrete Fourier Transform
algorithm. The split-radix FHT algorithm requires $\frac{2 N}{3} \log _{2} N-\frac{19 N}{9}+3+\frac{(-1)^{M}}{9}$ multiplications and $\frac{4 N}{3} \log _{2} N-\frac{14 N}{9}+3+(-1)^{M} \frac{5}{9}$ additions.

An $N$-point DFT of real-valued data can be computed from the DHT of the same data as follows:

$$
\begin{align*}
\operatorname{Re}(D F T(k)) & =\frac{D H T(k)+D H T(N-k)}{2} \\
\operatorname{Im}(D F T(k)) & =\frac{D H T(k)-D H T(N-k)}{2} \tag{2.28}
\end{align*}
$$

Table 2.4: Number of real multiplications to compute the DFT for a realvalued input

| $N$ | CFFT <br> Direct | CFFT <br> Packing | CFFT <br> Doubling | Radix-2 <br> RFFT | Split-radix <br> RFFT | FHT | Quick <br> DFT |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 16 | 20 | 12 | 10 | 12 | 10 | 12 | 11 |
| 32 | 68 | 40 | 34 | 44 | 34 | 42 | 37 |
| 64 | 196 | 112 | 98 | 132 | 98 | 124 | 105 |
| 128 | 516 | 288 | 258 | 356 | 258 | 330 | 273 |
| 256 | 1284 | 704 | 642 | 900 | 642 | 828 | 673 |
| 512 | 3076 | 1664 | 1538 | 2180 | 1538 | 1994 | 1601 |
| 1024 | 7172 | 3840 | 3586 | 5124 | 3586 | 4668 | 3713 |

### 2.3.4 Quick Discrete Fourier Transform

This algorithm computes the DFT via Discrete Cosine Transform (DCT) and Discrete Sine Transform (DST). It decomposes the $N$-point DFT into $(N / 2+1)$-point DCT and $(N / 2-1)$-point DST. The Quick DFT for 16-point data is shown in Figure 2.6. This computes the DCT and the DST seperately by taking the complex operations at the last stage. The arithmetic operations required by this algorithm to compute the $N$-point DFT are as follows:

$$
\begin{align*}
R_{M} & =\frac{N}{2} \log _{2} N-\frac{11}{8} N+1  \tag{2.29}\\
R_{A} & =\frac{7}{4} N \log _{2} N-3 N+2 \tag{2.30}
\end{align*}
$$

Table 2.5: Number of real additions to compute the DFT for a real-valued

| $N$ | CFFT <br> Direct | CFFT <br> Packing | CFFT <br> Doubling | Radix-2 <br> RFFT | Split-radix <br> RFFT | FHT | Quick <br> DFT |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 16 | 148 | 88 | 88 | 62 | 60 | 64 | 66 |
| 32 | 388 | 228 | 224 | 170 | 164 | 166 | 186 |
| 64 | 964 | 556 | 544 | 442 | 420 | 416 | 482 |
| 128 | 2308 | 1308 | 1280 | 1082 | 1028 | 998 | 1186 |
| 256 | 5308 | 3004 | 2944 | 2586 | 2436 | 2336 | 2818 |
| 512 | 12292 | 6780 | 6656 | 5978 | 5636 | 5350 | 6530 |
| 1024 | 27652 | 15100 | 14848 | 13658 | 12804 | 12064 | 14580 |

### 2.3.5 Computational Complexity for Real-Valued FFT Algorithms

Although most of the FFT algorithms are developed for complex-valued inputs, by taking the advantages of redundancies and trigonometric symmetries, the computational complexity is reduced in all of these RFFT algorithm. The number of real multiplications and real additions required for the operation of real-valued are shown in Table 2.3 and Table 2.4, respectively. If a CFFT is used directly for real inputs, it requires more arithmetic complexity. The packing and oubling algorithms involve more additions than a Split-radix RFFT algorithm [40] for a real-valued input.

Split-radix FHT requires less number of multiplications and additions than radix-2 RFFT for $N$ greater than 16. However, it requires more number of multiplications and additions than split-radix RFFT. The Quick DFT algorithm requires more real multiplications than the doubling algorithm.

### 2.4 Special cases of the FFT algorithms

The FFT algorithm could be optimized for some special cases, e.g., when only a part of the output is desired or when there are a large number of zeros in the input or when the input is non-power of two or multidimensional inputs. In this subsection, we discuss some special cases of FFT algorithms that are useful for specific applications like, Third Generation Partnership Project (3GPP) Long-Term Evolution (LTE) [18], and modern microscopy [48], and radar signal processing.

### 2.4.1 FFT Pruning

If the data sequence contains $2^{l}$ non-zero data points out of $2^{m}$ data points, where $m>l$, then the corresponding FFT can be computed by means of the pruned FFT which accomplishes time saving. A slight modification to radix-2 DIT algorithm allows a time-saving of approximately $(m-l) / m$ where $2^{m}$ points are transformed of which only $2^{l}$ are non-zero [49].

The FFT pruning for $l=2, m=3$ is shown in Figure 2.7. There are four non-zero data points and three stages. Pruning is applied to first stage, but second and third stages cannot be pruned [49]. When pruning is applicable, we compute only the partial butterflies instead of entire butterflies. In general, if there are $2^{l}$ non-zero data points in a set of $2^{m}$ data points, then the number of stage(s) where pruning can be applied


Figure 2.7: FFT pruning.
$(m-l)$ stages. FFT pruning is used when there are a large number of zero's that are known in the input. However, it only allows $l$ to be a power-of-two. The asymptotic run-time of the pruned FFT is $O(N \cdot \log a)$, where $N$ is the FFT length and $a$ is the number of non-zero inputs. The main drawback of pruning is that the data sequence is to be known in advance, so that one can find the non-zero input values.

### 2.4.2 Fast Fourier Transform of Sparse Input

The computation time of DFT generally corresponds to its size $N$. However, in most of the applications like spectrum sensing and radar signal processing, only a few selected output of the FFT is used. An algorithm to compute those coefficients of its Fourier
transform is called Sparse FFT (SFFT) [50], whose runtime is sublinear in the signal size $N$.

In [51], the first sublinear algorithm was presented, which is followed by several other sublinear algorithms [52,53,54] were developed for Fourier transform over the complex input. There are several versions of SFFT algorithms described in [50]. A hardware implementation of SFFT algorithm is recently published in [55]. However, it is implemented for a specific signal size. Therefore, in [56], the authors have presented the hardware implementation of a million-point SFFT design, that can provide configurable parameters. Robust Sparse Fourier Transform (RSFT), which is a modification of Sparse Fourier Transform (SFT) is presented in [57] that extends the SFT advantages which are useful for short-range radar signal processing. It is shown that the RSFT is robust in detecting frequencies when exact knowledge of signal sparsity is not available. It has further investigated the trade-off between detection performance and computational complexity [57].

### 2.4.3 Scaled DFTs

In certain applications like orthogonal frequency division multiplexing demodulation and modern microscopy [58], the input length of DFT is length- $q * 2^{M}$, where $q$ is a odd number. However, fast algorithms for such sequence lengths generally require complex computational structure and are less efficient than that of power-of-two length DFTs.

Zero-padding technique was often used to get the DFT of such sequence lengths. However, this technique requires more computations. Therefore, a scaled DFT has been proposed in [58], which can be flexibly used for length- $q * 2^{M}$ DFTs. Several algorithms $[39,58,59,60]$ have been proposed thereafter, in order to further reduce the arithmetic complexity for scaled DFT computation.

### 2.4.4 Multidimensional FFTs

The multidimensional fast Fourier transforms (FFTs in 2D or more dimensions) are used in many applications such as image processing, applied physics etc. These applications require large amount of computations.

The general form of the multidimensional FFT is as follows:

$$
\begin{align*}
X\left(u_{1}, u_{2}, \ldots \ldots, u_{m}\right)= & \sum_{v_{1}=0}^{N_{1}-1} \sum_{v_{2}=0}^{N_{2}-1} \ldots . \sum_{v_{m}=0}^{N_{m}-1} W_{N_{1}}^{u_{1} v_{1}} W_{N_{2}}^{u_{2} v_{2}} \ldots . . \\
& W_{N_{m}}^{u_{m} v_{m}} x\left(v_{1}, v_{2}, \ldots ., v_{m}\right) \tag{2.31}
\end{align*}
$$

where $W_{N_{k}}=\exp \left(\frac{-2 \pi j}{N_{k}}\right), u_{k}=0,1, \ldots ., u_{k}-1 ; u_{k}$ is the length of the $k^{\text {th }}$ dimension $k=1,2, \ldots, m$ and $x\left(v_{1}, v_{2}, \ldots ., v_{m}\right)$ are the complex input data sequences.

Equation (2.31) is converted into $m$ one-dimensional FFTs in order to simplify the computation as follows:

$$
\begin{equation*}
X\left(u_{1}, u_{2}, \ldots \ldots, u_{m}\right)=\sum_{v_{1}=0}^{N_{1}-1} W_{N_{1}}^{u_{1} v_{1}} \sum_{v_{2}=0}^{N_{2}-1} W_{N_{2}}^{u_{2} v_{2}} \ldots . . \sum_{v_{m}=0}^{N_{m}-1} W_{N_{m}}^{u_{m} v_{m}} x\left(v_{1}, v_{2}, \ldots . ., v_{m}\right) \tag{2.32}
\end{equation*}
$$

This provides the simplest algorithm where each one-dimensional FFT can be computed by the Cooley-Tukey FFT [1], so this algorithm is known as row-column algorithm [61].

Several algorithms have been proposed for the multidimensional FFTs such as the vector-radix algorithms, the polynomial transform algorithms and the split vectorradix algorithms $[62,63,64]$. These algorithms reduces the complexity over rowcolumn algorithm. In [65], a fast algorithm has been derived based on vector coding for multidimensional integral points. This algorithm has reduced the multiplication complexity and the number of recursive stages without increasing the number of additions. However, the most popular one among these algorithms is the row-column decomposition algorithm, due to its simple structure and easy to program.

### 2.4.5 Quantum Fourier Transform

The Moore's law [66] has been consistent for several decades, but sustaining the pace of scaling has become increasingly difficult in recent years. To meet the performance
and power requirements of exa-scale systems, quantum computers may be one of the alternatives which possibly could offer exponential speedup for certain types of calculations.

The Quantum Fourier Transform (QFT) is used in Quantum computers, which is similar to FFT [67] . But the QFT operates on quantum bits instead of operating on vector elements. If $2^{p}$ elements are considered for both transforms, these can take $p 2^{p}$ operations and $p(p+1) / 2$ operations to compute FFT and QFT, respectively. By comparing the quantity of operations, it is evidenced that the QFT is efficient than the FFT. Nowadays, significant attention is given for research to implement the QFT algorithms $[68,69,70]$.

Basic quantum computers are developed in many labs across the world. Companies such as Microsoft, IBM and Google are all developed their own prototypes [71]. However, these prototypes are very simple with only a small number of qubits. The Quantum hardware emulation is also critical in developing practical QFT algorithms before large-scale quantum computer becomes viable. Therefore, a comprehensive methodology to perform accurate mapping of quantum algorithm for FPGA emulation purposes have been demonstrated through the emulation of QFT hardware in [68, 69, 70, 72].

### 2.5 Conclusion

This chapter briefly reviewed three classes of FFT algorithms that comprises of complex valued FFTs, real-valued FFTs and special cases of FFTs. In complex valued FFTs, the radix-2 DIT and DIF algorithms have simple structure that makes easy to implement and is suitable for generic FFT implementation. However, these algorithms require large memory to store data at inner stages, which increases the hardware complexity for implementation. The radix-4 or higher radix algorithms require less multiplications than radix-2 algorithm. However, this algorithm is suitable only when $N$ is a power of 4 . This chapter also discussed radix- $2^{2}$ and higher-radix algorithms using index decomposition technique. The radix $-2^{2}$ algorithm has the same multiplicative complexity as radix-4 algorithm, but retains the butterfly structure of radix-2 algorithm, which is very suitable for ASIC implementation. As compared to radix-based algorithms, the split-radix FFT algorithm require less number of multiplications and additions. However, the FFT implementation is difficult due to its irregular structure.

In real-valued FFTs, the RFFT computations can be obtained by using the CFFT (doubling algorithm and packing algorithm) based on complex conjugate symmetry. In the direct use of CFFT for RFFT computation, the complexity increases as the imaginary part of CFFT is considered by making it as zero. In the other CFFT based techniques (doubling algorithm and packing algorithm), the arithmetic complexity is much less than the direct computation of CFFT. This chapter also discussed specific
algorithms for the computation of RFFT based on radix-2 and split-radix algorithm. Among these split-radix requires fewer operations than a radix-2 or even for higher radix algorithms.

Further we have discussed the special cases of the FFT algorithms based on some constraints. FFT pruning is considered when the data sequence contain large number of zeros. However, the data sequence has to be known in advance. By using sparse FFT, where fewer than $N$ inputs are required and the data sequence does not known in advance. Scaled DFTs are preferred only for length- $q * 2^{M}$ DFTs. Multidimensional FFTs are required for 2-D or higher dimensional FFTs. A brief description about Quantum Fourier Transform is also discussed which are going to be implement in future. These are the special cases of FFT algorithm that further reduces the hardware complexity of the algorithm. However, these algorithms are considered only for specific applications.

Nowadays, based on literature research, either radix- $2^{i}$ or combination of radix- $-2^{i}$ algorithms are most suitable for FFT implementation of OFDM system. This thesis is constrained to design FFT for OFDM system. So, more detailed analysis is discussed in the next chapter 3 combined with architecture choice.

## Chapter 3

## FFT Architectures and Design

## choice for OFDM systems

The key to high performance in FFT hardware is to have the computational elements organized in such a way that they match the structure of the computational algorithm. In chapter 2, FFT algorithms were discussed particularly about the optimization of the number of operations. In real implementations, often the number of operations is not as important as the amount of resources required and the utilization of those.

The FFT architecture generally consists of one or more processing elements (PEs) that includes butterflies and twiddle factor multipliers with memory and data management circuits. Each butterfly comprises of adder and subtractor, which is usually
reused to compute several butterflies of the FFT algorithm. Similarly, complex twiddle factor multipliers can be reused to perform several twiddle factor multiplications. This reuse of the processing element reduces the area of circuit.

After the Cooley and Tukey's publication along with various FFT algorithms, several different architectures came into existence for implementing those FFT algorithms. The most common FFT architectures are the Pipelined architectures and the Memory based architectures. Among them, the selection of the algorithm depends on the signal processing specifications such as accuracy, application specifications such as latency and throughput, and hardware device specifications which include area and power consumption. In Section 3.1, we discuss about various memory based architectures. Further, we explain different types of pipelined architectures in Section 3.2. At the end of this chapter, we discuss about the design choice (FFT algorithm and architecture) for OFDM based applications.

### 3.1 Memory based Architectures

Memory based architectures consists of processing elements that calculate all butterflies and twiddle factor multiplication of the algorithm. This requires one or more memories to store the value. For large size FFTs, this is an efficient architecture with less hardware. In this section, we discuss about the single memory, dual memory, array memory and cached memory architectures.


Figure 3.1: Single memory architecture.

### 3.1.1 Single Memory

In chapter 2, Figure 2.1 shows the traditional 4-point DIT radix-2 FFT flow diagram with two stages. This can be implement by using single memory architecture as shown in Figure 3.1. This architecture contains a processor (an arithmetic block for processing the data) and a memory (to store inputs or outputs) connected to a bi-directional data bus. We can see that for each of the two stages, two butterfly calculations are required and the whole data are read and written back to the main memory in every stage. As the FFT size increases, the number of stages also increases. As a result, the data movement will cause much power consumption and long execution time. In this architecture single memory is used for storing the inputs and the processed outputs which takes more execution time.

### 3.1.2 Dual Memory

The problem that arises in single memory can be solve by adding extra memory for storing the incoming data. The dual memory structure connects the processor with two memory blocks as shown in Figure 3.2. The data inputs from one memory are


Figure 3.2: Dual memory architecture.
passed through the processing element to another memory and vice versa till the transform is completed. At first, the data is read from the first memory and it is processed in the arithmetic block. Later, the data are written to the other memory. The data are now read from the second memory block and are written into the first memory block. In a pipelined way, the next data are read from the first memory block and processed. The same process repeats for the next stage till the transform is completed. The Honeywell DASP processor [73] use the dual-memory architecture.

### 3.1.3 Array Memory

The whole processing of an array memory architecture is shown in Figure 3.3, which is divided into a number of independent processing elements with local buffers. They are connected through a network. This architecture is mainly used for large number of data processors. This architecture has high throughput and low latency, but the hardware cost is increased as compared to single memory architecture. The Cobra FFT processor [74] uses an array architecture with multiple chips where each chip contains one processor and one local buffer. The FFT processor by O'Brien et al.,


Figure 3.3: Array memory architecture.
[74] uses an array-style architecture on a single chip with four data paths and four memory banks.

### 3.1.4 Cached Memory

The cached memory architecture $[75,76]$ is similar to single memory architecture except that a small cache memory is present in between the processor and the memory to reduce the number of main memory access as shown in Figure 3.4. In conventional FFT, architecture data and identical twiddle factors are stored in main memory itself. If the number of points of a FFT is increased, the size of the memory is increased, and simultaneously the speed of the processor is reduced. To overcome this problem, data and identical twiddle factors are stored in cache memory. The size of the cache memory is very small compared to main memory and the speed of the cache memory is very fast compared with main memory. Cached memories architectures are mainly used


Figure 3.4: Cached memory architecture.
for reducing the power consumption, since the frequent access of the main memory are reduced.

### 3.2 Pipelined Architectures

A Pipeline implementation of the FFT was first proposed in [77] by Groginsky. In Pipelined architectures, each stage has its own set of processing elements. Each stage reads a series of FFT samples, processes them sequentially and gives the outputs to the next stage. All stages are computed as soon as the data are available. At the input stage all the processing is done in serially, therefore the memory requirement is low to store input data. Furthermore, by adding registers it is possible to increase the clock frequency to divide the critical path. Hence the architectures are suitable for real time applications. In [24], He and Torkelson have been classified the pipeline architectures into two categories: Delay Feedback and Delay Commutator. These architectures are discussed briefly in the subsequent sub-sections.


Figure 3.5: Basic building blocks of R2SDF architecture.

### 3.2.1 Delay Feedback Architectures

### 3.2.1.1 Single-path Delay Feedback (SDF)

The Single-path Delay Feedback architecture contains a butterfly processing element and a feedback shift register (SR) at each stage. The input and output data of each stage share the same shift register. This makes the shift registers that are more efficiently used in the Radix-2 SDF (R2SDF) and Radix-4 SDF (R4SDF) architectures.

The SDF architectures are either designed based on the DIF FFT algorithm or can be re-designed based on the DIT FFT algorithm. Now we describe, the R2SDF architecture that uses a simple strategy to schedule the computations of the DIF FFT signal flow graph of Figure 2.2. The basic building blocks of this architecture are shown in Figure 3.5. The block diagram comprises of


Figure 3.6: R2SDF 4-point DIF FFT architecture.

1. Butterfly module using radix-2 (BMR2) which performs the addition and difference operation.
2. A complex multiplier which performs multiplication of the twiddle factor and the input comes to it.
3. Shift registers to store the intermediate data.
4. Multiplexers to pass the input data into the shift register without any computation or to pass the input data into the butterfly module to perform the computation.

The R2SDF implementation of the 4 -point DIF FFT is shown in Figure 3.6. It requires two butterfly modules (BF1 and BF2), three shift registers (G1, G2 and G3) and a complex multiplier. For simplicity multiplexers are not shown in Figure 3.6. It also shows different nodes (Node A, Node B, Node C, Node D), in order to explain the data output order of this architecture as shown in Table 3.1.

Table 3.1: Data output order of the R2SDF pipelined architecture for 4-point FFT

| Cycle | Node A | G1 | G2 | Node B | Node C | G3 | Node D |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | - | - | $x(0)$ | - | - | - | - |
| 2 | - | $x(0)$ | $x(1)$ | - | - | - | - |
| 3 | $x(0)$ <br> $x(2)$ | $x(1)$ | $x(0)-x(2)$ | $x(0)+x(2)$ | - | - | - |
| 4 | $x(1)$ <br> $x(3)$ | $x(0)-x(2)$ | $x(1)-x(3)$ | $x(1)+x(3)$ | - | $x(0)+x(2)$ | - |
| 5 | - | $x(1)-x(3)$ | - | $x(0)-x(2)$ | $x(0)+x(2)$ <br> $x(1)+x(3)$ | $X(2)$ | $X(0)$ |
| 6 | - | - | - | $x(1)-x(3)$ | - | $x(0)-x(2)$ | $X(2)$ |
| 7 | - | - | - | - | $x(0)-x(2)$ <br> $-j x(1)+$ <br> $j x(3)$ | $X(3)$ | $X(1)$ |
| 8 | - | - | - | - | - | - | $X(3)$ |

Basically the operation of R2SDF architecture is as follows. In the first two cycles, the first butterfly (BF1) module allows the inputs $x(0)$ and $x(1)$ to pass unchanged into the shift registers G1 and G2. In the third cycle at node A, the data $x(0)$ in shift register G1 and the incoming data $x(2)$ are inputs to butterfly (BF1) which computes a 2-point DFT. Then, the output $x(0)+x(2)$ is sent to the complex multiplier which multiplies with the twiddle factor, while $x(0)-x(2)$ is sent back to the shift register G2. In the fourth cycle, the second butterfly (BF2) module allows the input $x(0)+x(2)$ to pass unchanged into shift register G3, while BF1 computes the inputs $x(1)$ and $x(3)$ and the outputs $x(1)+x(3)$ and $x(1)-x(3)$ which are computed and sent to the complex multiplier and to the shift register G2 respectively. In the fifth cycle, the second butterfly (BF2) module computes the inputs $x(0)+x(2)$ and $x(1)+x(3)$, where the DFT result $X(0)=x(0)+x(2)+x(1)+x(3)$ appears at the output node D , while $X(2)=x(0)+x(2)-x(1)-x(3)$ is sent to shift register G3. In the next three


Figure 3.7: $N$-point R2SDF Architecture.
consecutive cycles, the remaining DFT outputs $X(2), X(1)=x(0)-x(2)-j x(1)+x(3)$ and $X(3)=x(0)-x(2)+j x(1)-j x(3)$ are obtained in the bit-reversed order.

The number of pipeline stages can be extended to $N$-point DFT as shown in Figure 3.7. For radix-2, multiplexers of first stage switch their position after $N / 2$ clock cycles and for every $N / 4$ clock cycles in the consequent stages. Likewise, the memory requirement is only $N-1$ as it requires $N$ cycles to provide first output. In general, a R2SDF architecture for FFT is considered as an optimal choice in terms of the hardware cost and performance for many applications.

## Radix-4 Single-path Delay feedback (R4SDF):

This architecture [78] is a radix-4 version of R2SDF. A 64-point DIF R4SDF FFT architecture is illustrated in Figure 3.8. It comprises of butterfly module using radix-4 (BMR4), three shift registers per butterfly with various lengths and complex multipliers. Since radix-4 algorithm is used, the number of multipliers are reduced to $\left(\log _{4} N\right)-1$ compared to $2\left(\left(\log _{4} N\right)-1\right)$ for R2SDF. However, the hardware requirement of R4SDF is more compared to R2SDF.


Figure 3.8: Length-64, R4SDF Architecture.


Figure 3.9: Length-64, R2²SDF Architecture.

## Radix- $2^{2}$ Single-path Delay Feedback (R2 ${ }^{2}$ SDF):

$\mathrm{R} 2^{2} \mathrm{SDF}$ architecture is based on radix- $2^{2}$ algorithm which is shown in Figure 3.9. By using a pair of modified radix- 2 butterflies, this architecture reproduces the radix- 4 butterfly elements. In Figure 3.9, BU1 is a standard BMR2, which is similar in the R2SDF pipeline. The BU2 element is slightly modified, that allows selected inputs to be multiplied by ' $-j$ '. This architecture requires non-trivial multipliers at every second stage, whereas in R2SDF it requires at every stage as shown in Figure 3.7. Thus, this architecture reduces the number of multipliers required compared with the R2SDF architecture.


Figure 3.10: Multi-Path Delay Feedback Pipelined FFT Architecture.

### 3.2.1.2 Multi-path Delay Feedback (MDF)

Multi-path Delay Feedback pipelined FFT architectures are also referred as parallel feedback architectures. These architectures have parallel SDF pipelined FFT architectures for processing the input samples [79, 80, 81, 82]. The MDF architecture utilizes $50 \%$ of butterflies. Therefore, parallelism does not improve the utilization ratio. As this architecture process the input samples parallely, it has high throughput at the expense of hardware cost.

MDF architectures can use different radices, such as radix-2 [80], radix- $2^{2}$ [82], and radix- $2^{4}$ [79]. Figure 3.10 shows the radix- $r$ MDF architecture. This architecture contains radix- $r$ butterfly blocks which are used to compute $r$-point FFTs. As shown Figure 3.10, it requires complex multipliers in each path for twiddle factor multiplication. In order to reduce the number of complex multipliers, this architecture uses the specified constant multipliers that are based on sharing the same complex multiplier. Furthermore, shift registers are used in the feedback loop, which feed the samples to butterfly stages according to data flow requirements of the circuit.


Figure 3.11: R2MDC 4-point FFT architecture.

### 3.2.2 Delay Commutator Architectures

### 3.2.2.1 Multi-path Delay Commutator Architectures

The most straight forward implementation of FFT algorithms are Radix-2 Multipath Delay Commutator (R2MDC) [83] and Radix-4 Multi-path Delay Commutator (R4MDC) [84] pipelined FFT architecture. These architectures operates by rescheduling the butterfly inputs through delay elements, therefore they are known as the feed-forward FFT architectures. The main difference compared to delay feedback architectures is that, these architectures do not have any feedback loop.

The MDC architectures can also be designed based on DIF FFT algorithm or DIT FFT algorithm. As Figure 3.11 illustrates the architecture of an 4-point R2MDC DIF FFT that consists of two butterfly modules, delay elements, a complex multiplier, a de-multiplexer and one commutator (direct pass/ cris-cross switches).

when control =' $0^{\prime}$


Figure 3.12: Operation of the commutator in R2MDC architecture.

The butterfly module performs the addition and subtraction operations. The delay elements are used to schedule the data properly to the butterflies for proper computation. Complex multiplier performs the complex multiplication of twiddle factors and the complex input data arrives to it. The de-multiplexer is used to send half of the input data to the delay element and remaining half data to the butterfly, which provides correct input order to the butterfly. The operation of the commutator which uses dynamic switches are shown in Figure 3.12. When control=' 0 ', the switch is in the direct pass mode till the upper branch outputs are shifted into the delay elements. The switch is toggled to criss-cross mode when control $=1$ ' ', providing the correct ordered input pairs to the next butterfly stage.

The step-by-step process of the R2MDC architecture is shown in Figure 3.13. The input data is considered as $0,1,2$, and 3 . As data arrives to the R2MDC architecture, the first two input data ( $0 \& 1$ ) are de-multiplexed to the top-left delay elements which are delayed by two samples and the next two data directly to the butterfly. In this way, the first two data ( $0 \& 2$ ) and the next two data ( $1 \& 3$ ) arrives to the butterfly


Figure 3.13: Step-by-step process of an 4-point R2MDC FFT architecture.
for processing as a correct pair. Then, the upper branch output of the butterfly is sent directly to the commutator, while the lower branch output is passed through the complex multiplier with one delay sample to the commutator as shown in Figure 3.13. The switch is in the direct pass mode till the first output data is shifted to the delay element, and then the switch is toggled to criss-cross mode thereby providing the correct data to the next butterfly with one unit of delay. Finally, the first two outputs are arrived at the output of the butterfly after processing. In the next cycle, the remaining two outputs also arrive.

The 4-point MDC pipeline structure can be extend to $N$-point FFT architecture as shown in Figure 3.14. As the architecture computes the input data samples in parallel, it can provide higher throughput compared to SDF architecture but, the hardware cost is more.

The architecture of R4MDC [84] is similar to R2MDC, where the input data are separated by 1-to-4 de-multiplexer and $3 N / 2$ delay elements at the first stage. A four-path delay commutator is used between two stages. The computation takes place


Figure 3.14: R2MDC $N$-point FFT architecture.


Figure 3.15: Length-16, R4MDC Architecture.
only when the last part of the data is multiplexed to the butterfly. A length-16 DIF Radix-4 Multipath Delay Commutator (R4MDC) FFT is shown in Figure 3.15. Each stage (except the last stage) has 3 multipliers and this architecture requires in total $3\left(\log _{4} N-1\right)$ multipliers for an $N$-point FFT which is more than the R2MDC or R2SDF. Moreover the memory requirement is $5 N / 2-1$, which is the large compared to R2SDF and R2MDC. From the view of hardware and butterfly utilization, it is not a good structure.

### 3.2.2.2 Single-path Delay Commutator Architectures

In [85], G. Bi and E. V. Jones proposed a simplified radix-4 butterfly, which produces one output when compared to four in the conventional butterfly of R4MDC.


Figure 3.16: Length-64, R4SDC Architecture.

To provide the same four outputs, the butterfly works four times instead of just once. Furthermore, the simplified butterfly needs additional control signals, and so do the commutators. This architecture requires only $2 N-2$ memory elements by using combined delay commutators when compared to R4MDC that requires $5 \mathrm{~N} / 2-1$ memory elements. The architecture of a 64 -point DIF Radix- 4 Single-Path Delay Commutator (R4SDC) FFT is shown in Figure 3.16. The main drawback of SDC architecture is low throughput compared to MDC architecture.

### 3.3 Design choice for OFDM systems

The basic block diagram of FFT based OFDM system is shown in Figure 3.17. The serial input data stream is converted into parallel data stream and mapped to symbols from constellation mapper (Binary Phase Shift Keying/Quadrature Phase Shift Keying/Quadrature Amplitude Modulation). Then these symbols are given to IFFT that generates a digital OFDM symbol with $N$ orthogonal subcarriers. The output of the IFFT is serialized and converted to analog signal using Digital to Analog converter


Figure 3.17: Block diagram of FFT based OFDM system .
(DAC). The complete OFDM symbol is transmitted through the channel. On receiver side this OFDM symbol is converted back to parallel stream and converted to digital signal using Analog to Digital Converter (ADC). An FFT is used to decode the OFDM subcarriers and then mapped to constellation demapper. Finally, the received signal is serialized to get the output data. The implementation of FFT and IFFT blocks in OFDM systems require more hardware and also consumes more power. Therefore, there is a need to implement FFT/IFFT block with less hardware and consumes low power.

An FFT processor for OFDM systems (IEEE 802.11a and IEEE 802.15.4-g) can be implemented by using either memory based architecture or pipeline architecture. The memory based architecture is the one that requires less hardware resources; there is a lot of resource sharing, and the data must be carefully directed to the correct

Table 3.2: Comparison of the number of complex multipliers, adders, and memory units for various pipelined architectures

| Architecture | Complex Multipliers | Complex Adders | Memory |
| :--- | ---: | ---: | ---: |
| R2SDF | $2\left(\log _{4} N-1\right)$ | $4 \log _{4} N$ | $N-1$ |
| R4SDF | $\log _{4} N-1$ | $8 \log _{4} N$ | $N-1$ |
| R2 $^{2}$ SDF | $\log _{4} N-1$ | $4 \log _{4} N$ | $N-1$ |
| R2 $^{3}$ SDF | $\log _{4} N-1$ | $4 \log _{4} N$ | $N-1$ |
| R4SDC | $\log _{4} N-1$ | $3 \log _{4} N$ | $2 N-2$ |
| R2MDC | $2\left(\log _{4} N-1\right)$ | $4 \log _{4} N$ | $3 N / 2-1$ |
| R4MDC | $3\left(\log _{4} N-1\right)$ | $8 \log _{4} N$ | $5 N / 2-1$ |
| R23MDC | $2\left(\log _{4} N-1\right)$ | $2 \log _{4} N$ | $3 N / 2-1$ |
| SRMDC | $4\left(\log _{4} N-1\right)$ | $12 \log _{4} N-8$ | $3 N / 2-1$ |

functional units. It also require higher clock frequency to perform all the required butterfly operations along with complex multiplications which consumes more power. Therefore, pipeline architectures can process the FFT at the sampling rate, and exhibit low power consumption.

Table 3.2 tabulates the resource requirements of each of the pipelined FFT architectures discussed. It includes information on complex multipliers, complex adders, and memory requirements. The complex multipliers perform twiddle factor multiplications which require more hardware to implement than complex adders. Therefore, various possibilities to implement complex multipliers will be discussed in the next chapter 4. From Table 3.2, one can observe that, due to the efficient use of shift register elements, SDF architecture has the minimum memory requirement of ( $N-1$ ) words. The MDC architecture can provide higher throughput than SDF pipelined architecture, as it can compute several samples in parallel at the cost of hardware.

Based on this information, the SDF architectures are better because of the reduced hardware requirements for IEEE $802.11 a$ and IEEE 802.15.4-g standard OFDM systems.

### 3.4 Conclusion

The most common FFT architectures are explained in this chapter, which includes memory based and pipelined architectures. The memory based FFT architecture requires the least amount of hardware resources. However, the memory requirement is more and also consumes more power. Furthermore, two popular styles of pipelined hardware architecture for FFT implementation are discussed in this chapter, which comprises of delay commutator and delay feedback architectures. These architectures have their own merits and demerits based on different approaches.

The delay feedback architecture is always efficient than their corresponding Commutator architecture in terms of the memory requirement and the utilization, since the butterfly utilizes the same delay element for the storage of the incoming and outgoing samples. Therefore, delay feedback architectures are considered an optimal choice in terms of the hardware cost and performance for many applications. The butterfly structure of the radix- $2^{i}$ architectures is simpler than the radix- 2 butterflies.

Therefore, the radix- $2^{i}$ processing elements are better utilized. Also the radix- $2^{i}$ single path architectures utilize the multiplier in efficient manner as compared to their corresponding radix-2 single path architectures.

In chapter 2 , it is discussed that radix- $2^{i}$ algorithms are the best option with respect to the number of operations. In this chapter, it is shown that SDF architectures are better choice in terms of resources required and its utilization. From these observations, the $\mathrm{R} 2^{i} \mathrm{SDF}$ can be concluded as the ideal choice for OFDM systems (IEEE 802.11a and IEEE 802.15.4-g).

## Chapter 4

## Twiddle Factor Multiplication and

## its Hardware

The twiddle factor multiplication can be implemented by different techniques, regardless of which FFT algorithm and architecture is chosen. These techniques include general complex multiplication and complex constant multiplication. To implement complex multiplier in FFT hardware, fixed-width multiplier is required in order to prevent the result from growing in size after every multiplication. Based on the tradeoff between the hardware cost and the accuracy of the output signals, all the input signals and twiddle factor coefficients have to be considered fixed-width of data. The complex constant multipliers are multiplier-less implementations, where shifters and adders are used to implement the twiddle factor multiplication.


Figure 4.1: General complex multiplier.

In this chapter, Section 4.1 presents the implementation of general complex multiplier with different approaches. Further, we discuss various fixed-width multiplier designs in the literature. In Section 4.2, we present two types of constant multiplications that are single and multiple constant multiplications.

### 4.1 General Complex Multiplication

The block diagram representation of a general complex multiplication is shown in Figure 4.1. This consists of a memory to store the real and imaginary parts of the twiddle factor coefficients and a complex multiplier. The twiddle factor multiplication of a complex input $(x+j y)$ and twiddle factor $\left(W_{N}=c+j s\right)$ can be calculated as:

$$
\begin{align*}
(x+j y) \cdot W_{N} & =(x+j y)(c+j s) \\
& =x \cdot c+j \cdot x \cdot s+j \cdot y \cdot c+j^{2} \cdot y \cdot s \\
& =(x \cdot c-y \cdot s)+j(x \cdot s+y \cdot c) \\
& =X+j \cdot Y \tag{4.1}
\end{align*}
$$



Figure 4.2: Approach I with four multipliers and two adders.
where $X$ and $Y$ are the real and imaginary parts of the result.

Approach I: The common approach of implementing equation (4.1) is by using four real multipliers and two real adders. The direct implementation of the complex twiddle factor multiplication is shown in Figure 4.2. However, this approach require more hardware due to 4 real multipliers.

Approach II: The twiddle factor multiplication in equation (4.1) can be rewritten in the following approach as:

$$
\begin{align*}
(x+j y)(c+j s) & =[x \cdot(c+s)-(x+y) \cdot s]+j[x \cdot(c+s)+(y-x) \cdot s] \\
& =X+j \cdot Y \tag{4.2}
\end{align*}
$$

This approach requires three real multipliers instead of four as in Approach I, but the number of real adders are increased to five. The structure of equation (4.2) is shown


Figure 4.3: Approach II with three multipliers and five adders.
in Figure 4.3.

Approach III: Another approach to rewrite the twiddle factor multiplication (4.1):

$$
\begin{align*}
(x+j y)(c+j s) & =[(x+y) \cdot c-x \cdot(c+s)]+j[(x+y) \cdot c+y \cdot(s-c)] \\
& =X+j \cdot Y \tag{4.3}
\end{align*}
$$

Based on equation (4.3), the implementation structure is depicted in Figure 4.4. It requires three multipliers and three adders, therefore this is called as a $3 / 3$ algorithm. However, it needs to store $c+s, c-s$ and $c$ coefficients in memory. In most of the FFT applications this approach is considered as this reduces the hardware complexity of twiddle factor multiplication.


Figure 4.4: Approach III with three multipliers and three adders.

### 4.1.1 Fixed-width Multiplication

Multipliers play a key role in designing the FFT architectures, as it takes more hardware resources to implement. In literature there are various types of multipliers that include Baugh-Wooley multiplier, Wallace tree multiplier, Booth's multiplier, Modified Booth's multiplier, Vedic multiplier, serial multiplier and serial-parallel multiplier [86, 87, 88, 89, 90, 91, 92]. In general, the multiplication operation of two operands doubles the result when compared with the input bits. In pipelined FFT architectures as discussed in chapter 3, each stage performs twiddle factor multiplication that results with increasing the number of bits at each stage. Therefore, the output of multiplication result need to be truncated or rounded to lower the number of bits. The selection of the number of bits mainly depends on the hardware cost and the accuracy of the output signal.


Figure 4.5: Partial product array for $n \times n$ unsigned multiplication.

By directly truncating $n$-bit Least Significant Part (LSP) partial product array of a full width multiplier, a fixed-width multiplier can be obtained. However, directly truncating the Least Significant Part (LSP) partial product array of the multiplication product leads to truncation error [93]. In order to mitigate this truncation error, many error compensation methods have been proposed in the literature. In $[94,95,96]$, simplest techniques are used by compensating the truncation errors with a fixed bias. The accuracy of truncated multiplier is significantly improved in [97, 98, 99, 100, 101, 102, 103, 104, 105, 106, 107], where an error compensation circuit is obtained by adaptive correction method to estimate sum of the LSP terms. In [97, 98], Swartzlander et al. proposed a variable correction method for fixed-width multiplication as shown in Figure 4.5. In this multiplier, $n_{e q}=n-h$ where $n$ represents the number of multiplier bits and $h$ is the design parameter that range from 0 to $n$. This multiplier sums partial product bits by keeping $n+h$ most significant
columns of the partial products to obtain the final product for fixed-width multiplications. There are also different error compensation methods are available in literature $[89,108,109,110,111,112,113,114]$ for fixed-width multipliers to optimize error performance. The designer has to choose the trade-off between the accuracy and area of the fixed-width multiplier. However, it is quite difficult to conclude that a particular method is suitable for FFT application. The selection can be made based on circuit complexity, speed, and error performance of the fixed-width multiplier.

In [112], the authors have presented a method for compensating the truncation error of fixed-width booth multipliers in contrast with the 128-point FFT. Most of the existing research $[115,116]$ is using complex Booth multipliers for the twiddle factor multiplication. However, if the twiddle factor has a small number of coefficients, then the complex constant multiplier can be useful for the twiddle factor multiplications. The complex constant multiplier requires less area compared to complex Booth multiplier.

### 4.2 Constant Multiplication

A constant multiplication can be used when one of the operands is already known, for example the twiddle factor coefficients are already known in advance before the twiddle factor multiplication in the FFT architectures. The implementation of constant


Figure 4.6: General constant multiplier.
multiplication can be done by using shifters, adders and subtractors, instead of using general multipliers. Therefore, it is called as a multiplier-less implementation.

Adders and subtractors have the same arithmetic complexity in the implementation of complex multiplier. Therefore, the term adder can be used for both adders and subtractors in the entire circuit implementation. As shifters does not have any effect on hardware cost, the numbers of adders have to be reduced for an optimal implementation of constant multiplication.

### 4.2.1 Single Constant Multiplication (SCM)

Figure 4.6 shows the constant multiplier block diagram for the multiplication of a variable $x$ by a known constant number (91). The straight forward single constant multiplication [117] implementation is by translating 1's binary representation of the constant 91 into shifts and adds up the shifted inputs as follows:

$$
\begin{align*}
f=91 x & =01011011_{2} x \\
& =(x \ll 6)+(x \ll 4)+(x \ll 3)+(x \ll 1)+x \tag{4.4}
\end{align*}
$$



Figure 4.7: Constant multiplier using shifters and adders.

The implementation of above equation (4.4) require four adders as shown in Figure 4.7. However, this direct implementation require more adders which can be reduced by using canonical signed digit (CSD) technique [118].

CSD can reduce the number of non-zero bits in the constant value. It is a useful technique that can reduce the area of hardware implementation of constant multiplier. It includes some properties as follows:

- Represents the constant number in the form of 0,1 and $\overline{1}(-1)$.
- The number of non-zero bits are minimal and unique.
- No two consecutive numbers are non-zero.


Figure 4.8: Optimized constant multiplier.

Using CSD, the previous example in equation (4.4) can be represented as follows:

$$
\begin{align*}
f=91 x & =01011011_{2} x \\
& =10 \overline{1} 00 \overline{1} 0 \overline{1}_{2} x \\
& =(x \ll 7)-(x \ll 5)-(x \ll 2)-x \tag{4.5}
\end{align*}
$$

Based on equation (4.5), the structure is shown in Figure 4.8. This technique reduces the numbers of adders from four to three compared to straight forward implementation. This reductions helps to reduce the hardware and also power consumption of the multiplier design.

### 4.2.2 Multiple Constant Multiplication (MCM)

A variable can be multiplied by a given set of fixed-point constants using a multiplier block that consists exclusively of additions, subtractions, and shifts. The generation of a multiplier block from the set of constants is known as the multiple constant multiplication. In equation (4.1), $c$ and $s$ are the known twiddle factor coefficients in the FFT architecture. It can be seen that these constants are multiplied by unknown values $x$ and $y$. In [119], the authors have proposed an algorithm for obtaining MCM with two constants. A general block diagram of the complex multiplier using MCM is shown in Figure 4.9. This contain two blocks, where constant value of $c$ and $s$ is implemented by shifters and adders. To obtain twiddle factor multiplication two more


Figure 4.9: Constant multiplier using MCM.
additional adders are used. The complexity of the twiddle factor multiplication based on MCM depends on the accuracy requirement of a particular application. The CSD representation can also be used in the MCM blocks to reduce the hardware complexity of the implementation. In $[26,120]$ twiddle factor multiplier for $\left\{W_{8}, W_{16}\right.$, and $\left.W_{32}\right\}$ using constant multiplication were proposed. The hardware implementation of these constant multipliers require less area compared to complex Booth multipliers.

### 4.3 Conclusion

This chapter briefly presented different possibilities to implement the twiddle factor multiplication. These include general complex multiplication and constant multiplication. It described that the general complex multiplication can be realized by different approaches. Among these, a $3 / 3$ algorithm (Approach III) is used in most of the FFT architectures with less number of real multipliers. Further, we have discussed about various types of fixed-width multipliers that are in the literature.

Finally, in this chapter we have presented constant multiplication that uses shifters and adders. That includes single constant multiplication and multiple constant multiplication. In the next chapters 5 and 6, the pipeline FFT architectures are proposed, which uses an optimized MCM approach using sharing mechanism.

## Chapter 5

## Pipeline FFT Architecture Design <br> for an OFDM-based IEEE 802.11a

In this chapter, an area-efficient and low-power 16 -bit word-width 64 -point radix- $2^{2}$ and radix- $2^{3}$ pipelined SDF FFT architectures for an OFDM-based IEEE 802.11a wireless LAN baseband are presented. Based on the analysis discussed in chapter 2 and chapter 3, the designs are derived from radix- $2^{i}$ algorithm and adopts a SDF architecture for hardware implementation. To eliminate the complex multipliers and memory in twiddle factor multiplication, the proposed 64-point FFT employs a CSD complex constant multiplier (CCM) using adders, and shifters.

Rest of this chapter is organized as follows. In Section 5.1, the design consideration for 64 -point FFT is presented. Section 5.2 presents the pipelined radix- $2^{i}$ SDF FFT
architectures with modified CSD complex constant multipliers. The comparison and performance evaluation of various FFT architectures are then discussed in Section 5.3. Conclusions are given in Section 5.4.

### 5.1 Design consideration of the FFT for 64-point

Now-a-days, the demand for wireless devices are increasing rapidly that requires less hardware and low power FFT architecture. According to IEEE 802.11a standard, the required sampling frequency $\left(f_{s}\right)$ is 20 MHz and the total number of subcarriers is 64 , which determines the FFT size [121]. The FFT has to be computed within $3.2 \mu s$, which is the multiplication of the inverse of sampling frequency with FFT size $\left(T_{F F T}=64 \frac{1}{f_{s}}\right)$. To meet these design constraints, pipelined architectures are suitable as these can take less hardware and consumes low power.

In general, the FFT computation require complex multipliers in order to multiply the twiddle factor with input signals and also read-only memory (ROM) to store the required twiddle factors, that takes large area and power consuming. Chu Yu et.al. [108] proposed a ROM-less pipelined FFT to reduce the hardware of the design. However, the design uses a reconfigurable complex multiplier that takes more area. In [121], the authors have presented a ROM-less and multiplier-less FFT using shifters and adders. As the proposed architecture is targeted at the IEEE 802.11a based OFDM system, the main design challenge is to reduce the complexity of multipliers.

Table 5.1: Base number of twiddle factor at each stage to compute 64 -point

| FFT |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Algorithm | 1 | 2 | 3 | 4 | 5 |  |
| Radix-2 | $W_{64}$ | $W_{32}$ | $W_{16}$ | $W_{8}$ | $-j$ |  |
| Radix-2 $2^{2}[24]$ | $-j$ | $W_{64}$ | $-j$ | $W_{16}$ | $-j$ |  |
| Radix-2 $2^{3}[122]$ | $-j$ | $W_{8}$ | $W_{64}$ | $-j$ | $W_{8}$ |  |
| Radix $-2^{4}[123]$ | $-j$ | $W_{16}$ | $-j$ | $W_{64}$ | $-j$ |  |

### 5.2 Proposed Modified FFT Architectures

An 64-point FFT computation with radix- $2^{i}$ algorithm is composed of 6 stages. The radix- $2^{i}$ algorithm retains the structure of radix- 2 algorithm and it has the same butterfly structure regardless of $i$. However, the twiddle factor multiplication position is different for different values of $i=2,3$ and 4 . Table 5.1 describes the sequence of 64-point FFT twiddle factor computation at each stage for radix- 2 and radix- $2^{i}$ FFT algorithms.

Figure 5.1 shows the architectures of the Radix- $2^{i} \mathrm{SDF}\left(\mathrm{R} 2^{i} \mathrm{SDF}\right)$ pipelined FFT, where $k=2,3$ and 4 , for $N=64$. The implementation uses two types of butterfly units ( $B U 1$ and $B U 2$ ), several delay buffers of various lengths and multiplexers for data shuffling to get proper data at the butterfly input. The symbol $\odot$ represents the modified CSD complex constant multipliers (CCM1, CCM2 and CCM3). A 6bit counter is used to switch the butterfly units between different modes and also to provide a proper twiddle factor multiplication, which is not shown in Figure 5.1. In


Figure 5.1: Radix-2 ${ }^{i}$ pipelined SDF 64-point FFT : (a) R2 ${ }^{2}$ SDF , (b) R2 ${ }^{3}$ SDF, and (c) R2 ${ }^{4}$ SDF
the next sections, the functions of the butterfly units and the modified CSD complex constant multipliers are explained in detail.


Figure 5.2: Butterfly units BU1


Figure 5.3: Butterfly units BU2

### 5.2.1 Butterfly unit

In the pipelined architectures of Figure 5.1, two types of butterfly units (BU1 and BU2) [124] are used as illustrated in Figure 5.2, and Figure 5.3, respectively. Butterfly
unit performs complex addition and complex subtraction with the delayed input. In Figure 5.2, $R_{\text {in }}$ and $I_{\text {in }}$ are the real and imaginary input data, $R_{\text {out }}$ and $I_{\text {out }}$ are the real and imaginary output data after processing the input data. Similarly $D R_{i n}$, and $D_{-} I_{\text {in }}$, are real and imaginary inputs to delay buffers, $D_{\_} R_{\text {out }}$, and $D_{-} I_{\text {out }}$ are real and imaginary outputs of delay buffers. At each stage of BU2 unit, it has to compute the multiplication by $-j$ and 1 . Therefore, multiplication by $-j$ is obtained by just swapping the real and imaginary parts and changing the sign by using 2 's complement as shown in Figure 5.3.

### 5.2.2 Modified CSD Complex Constant Multipliers

In general, the output data values from the butterfly unit need to be multiplied by the non-trivial twiddle factors. The twiddle factors $W_{N}^{q}=e^{-j 2 \Pi q / N}=X_{q}+j Y_{q}$, where $q=0$ to $N-1$ are divided into eight types. Here, $X_{q}$ and $Y_{q}$ are the real and imaginary parts of the twiddle factors. By utilizing the symmetry property of twiddle factor only $(N / 8)$ sets of constant values, i.e., $W_{N}^{q^{\prime}}=X_{q^{\prime}}-j Y_{q^{\prime}}$, where $q^{\prime}$ is from 0 to $(N / 8)$ in Type1 are needed for the twiddle factor multiplication.

The Type1 operation is represented as follows:

$$
\begin{equation*}
\text { Type1: }\left(R_{i n}+j I_{i n}\right) W_{N}^{q}=\left(R_{i n}+j I_{i n}\right)\left(X_{q^{\prime}}-j Y_{q^{\prime}}\right), 0<q \leq N / 8 \tag{5.1}
\end{equation*}
$$

The twiddle factors of other types can be obtained by mapping $q$ to a number $q^{\prime}$ in Type1, as follows:

Type2: $\left(R_{\text {in }}+j I_{i n}\right) W_{N}^{q}=\left(R_{\text {in }}+j I_{i n}\right)\left(Y_{q^{\prime}}-j X_{q^{\prime}}\right)$,

$$
\begin{equation*}
N / 8<q<N / 4 \tag{5.2}
\end{equation*}
$$

Type3: $\left(R_{i n}+j I_{i n}\right) W_{N}^{q}=\left(R_{i n}+j I_{i n}\right)\left(-Y_{q^{\prime}}-j X_{q^{\prime}}\right)$,

$$
\begin{equation*}
N / 4<q \leq 3 N / 8 \tag{5.3}
\end{equation*}
$$

Type4: $\left(R_{i n}+j I_{i n}\right) W_{N}^{q}=\left(R_{i n}+j I_{i n}\right)\left(-X q^{\prime}-j Y_{q^{\prime}}\right)$,

$$
\begin{equation*}
3 N / 8<q<N / 2 \tag{5.4}
\end{equation*}
$$

Type5: $\left(R_{i n}+j I_{i n}\right) W_{N}^{q}=\left(R_{i n}+j I_{i n}\right)\left(-X q^{\prime}+j Y_{q^{\prime}}\right)$,

$$
\begin{equation*}
N / 2<q \leq 5 N / 8 \tag{5.5}
\end{equation*}
$$

Type6: $\left(R_{i n}+j I_{i n}\right) W_{N}^{q}=\left(R_{i n}+j I_{i n}\right)\left(-Y_{q^{\prime}}+j X_{q^{\prime}}\right)$,

$$
\begin{equation*}
5 N / 8<q<3 N / 4 \tag{5.6}
\end{equation*}
$$

Type7: $\left(R_{i n}+j I_{i n}\right) W_{N}^{q}=\left(R_{i n}+j I_{i n}\right)\left(Y_{q^{\prime}}+j X_{q^{\prime}}\right)$,

$$
\begin{equation*}
3 N / 4<q \leq 7 N / 8 \tag{5.7}
\end{equation*}
$$

Type8: $\left(R_{\text {in }}+j I_{i n}\right) W_{N}^{q}=\left(R_{i n}+j I_{\text {in }}\right)\left(X_{q^{\prime}}+j Y_{q^{\prime}}\right)$,

$$
\begin{equation*}
7 N / 8<q<N \tag{5.8}
\end{equation*}
$$

Based on the eight operation types (Type1-Type8), the complex multiplications for $N$-point FFT will be reduced to the computation of $(N / 8)$ sets of constant values.


Figure 5.4: Proposed modified CSD multiplier for CCM1 and CCM2

This reduces the number of twiddle factors to compute the FFT. In [108], the authors have designed a reconfigurable complex constant multipliers that reduces the size of ROM using these $(N / 8)$ sets of constant values for twiddle factor multiplication. However, this design uses complex multiplier that takes more area. Some simplification scheme has been presented in [121], by using CSD based constant multipliers instead of complex multipliers. However, this design requires more adders to design complex constant multiplier. Therefore, we employ CSD representation and common subexpression sharing methods for complex constant multiplier in order to reduce the area cost.

Figure 5.4 shows the proposed modified CSD complex constant multiplier. Here, $a$ and $b$ are the inputs to the constant multiplier that are obtained based on the select signal S1. The outputs of the constant multiplier units are $c, d, e$ and $f$. These output are the product of the complex input and the twiddle factor constants of the constant


Figure 5.5: CSD complex constant multiplier for CCM3
multiplier units. The final complex multiplication output is obtained by the selection of the signals S 2 and S 3 .

For a 64-point FFT, various complex constant multipliers (CCM1, CCM2 and CCM3) are required as shown in Figure 5.1. Here, the non-trivial type of operations for CCM1 structure can be obtain by using $C C M_{-} W_{64}$ multiplier unit of Figure 5.6 as a constant multiplier and similarly CCM2 can be obtain by using $C C M_{-} W_{16}$ of Figure 5.7 multiplier unit as a constant multiplier in Figure 5.4. The trivial type of operations can be obtain without selecting the $C C M_{-} W_{64}$ or $C C M_{-} W_{16}$ multiplier units in Figure 5.4. The CSD complex constant multiplier for CCM3 is shown in Figure 5.5 , it can be designed by less hardware compared to CCM1 and CCM2. The detailed description of these constant multipliers is described in the next subsections.

Figure 5.6: Block diagram of $C C M_{-} W_{64}$ multiplier unit

### 5.2.2.1 $C C M_{-} W_{64}$ multiplier unit

In [121] for 64 -point FFT, it is stated that 49 non-trivial constants $\left(W_{64}^{q}\right)$ are to be multiplied to the intermediate results. As the twiddle factors have $1 / 8$ symmetric property, only eight sets of non-trivial constant values are required for the multiplication operation. They are $(0.9952,0.0980),(0.9808,0.1951),(0.9569,0.2903),(0.9239$, $0.3826),(0.8819,0.4714),(0.8315,0.5556),(0.7730,0.6344),(0.7071,0.7071)$, where, in each set, the first entry corresponds to real part $\left(X_{q^{\prime}}\right)$ and the second one corresponds to the imaginary part $\left(Y_{q^{\prime}}\right)$ in the expansion of $W_{64}^{q}$.

The eight sets of constants can be represented in CSD form as shown in Table 5.2. Furthermore, hardware-less realization of $C C M_{-} W_{64}$ constant multiplier can be achieved by utilizing the common sub-expression sharing of the eight sets of constants. In Table 5.2, one of the term "-10-1" as enclosed by black ellipses is used as one of the common sub-expression. The remaining seven terms " 0 ", " 1 ", "-1", "101", " $10-1$ ", " -101 ", and "100-1" are also used to realize the common sub-expression sharing block. Exploring the advantage of presence of such common sub-expressions, a hardware efficient $C C M_{-} W_{64}$ multiplier structure is given in Figure 5.6. The sharing block consisting of shifters, adders and two's complement are shown in Figure 5.6 within dashed line box. The square boxes represents right shifted values of the input given to it. These shifters are realized using simple hardware connections. For one among the eight twiddle factor constant multiplications, six 8-to-1 multiplexers are used to
Table 5.2: CSD representations of eight sets constant values for composing twiddle factors

| Set | Constant value | CSD representation of real part |  |  |  |  |  |  |  |  |  |  |  | Constant value <br> of the imaginary | CSD representation of imaginary part |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $2^{0}$ | $2^{-1}$ | $2^{-2}$ | $2^{-3}$ | $2^{-4}$ | $2^{-5}$ | $2^{-6}$ | $2^{-7}$ | $2^{-8}$ | $2^{-9}$ | $2^{-10}$ | $2^{-11}$ |  | $2^{0}$ | $2^{-1}$ | $2^{-2}$ | $2^{-3}$ | $2^{-4}$ | $2^{-5}$ | $2^{-6}$ | $2^{-7}$ | $2^{-8}$ | $2^{-9}$ | $2^{-10}$ | $2^{-11}$ |
| 1 | 0.9952 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | -1 | 0 | -1) | 0 | 0.0980 | 0 | 0 | 0 | 1 | 0 | -1 | 0 | 0 | 1 | 0 | 0 | 0 |
| 2 | 0.9808 | 1 | 0 | 0 | 0 | 0 | 0 | -1 | 0 | -1 | 0 | 0 | 0 | 0.1951 | 0 | 0 | 1 | 0 | -1 | 0 | 0 | 1 | 0 | 0 | 0 | -1 |
| 3 | 0.9569 | 1 | 0 | 0 | 0 | -1 | 0 | 1 | 0 | 1 | 0 | 0 | -1 | 0.2903 | 0 | 0 | 1 | 0 | 0 | 1 | 0 | 1 | 0 | 0 | 1 | 0 |
| 4 | 0.9239 | 1 | 0 | 0 | 0 | -1 | 0 | -1 | 0 | 0 | 1 | 0 | 0 | 0.3826 | 0 | 1 | 0 | -1 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 |
| 5 | 0.8819 | 1 | 0 | 0 | -1 | 0 | 0 | 0 | 1 | 0 | 0 | -1 | 0 | 0.4714 | 0 | 1 | 0 | 0 | 0 | -1 | 0 | 0 | 0 | 1 | 0 | 1 |
| 6 | 0.8315 | 1 | 0 | -1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | -1 | 0 | 0.5556 | 0 | 1 | 0 | 0 | 1 | 0 | 0 | -1 | 0 | 0 | 1 | 0 |
| 7 | 0.7730 | 1 | 0 | -1 | 0 | 0 | 1 | 0 | -1 | 0 | 0 | 0 | 1 | 0.6344 | 0 | 1 | 0 | 1 | 0 | 0 | 0 | 1 | 0 | 1 | 0 | -1 |
| 8 | 0.7071 | 1 | 0 | -1 | 0 | -1 | 0 | 1 | 0 | 1 | 0 | 0 | 0 | 0.7071 | 1 | 0 | -1 | 0 | -1 | 0 | 1 | 0 | 1 | 0 | 0 | 0 |

Table 5.3: Selection of the Twiddle Factors in CCM1

| Twiddle <br> Control Signals Factors | 1 | $W_{64}^{1}-W_{64}^{8}$ | $W_{64}^{9}-W_{64}^{15}$ | $-j$ | $W_{64}^{17}-W_{64}^{24}$ | $W_{64}^{25}-W_{64}^{31}$ | -1 | $W_{64}^{33}-W_{64}^{40}$ | $W_{64}^{41}-W_{64}^{47}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| S1 | 0 | 0 | 0 | 1 | 1 | 1 | 0 | 0 | 0 |
| S2 | 0 | 1 | 1 | 0 | 1 | 1 | 0 | 1 | 1 |
| S3 | 0 | 0 | 0 | 3 | 2 | 2 | 1 | 1 | 1 |
| CCM1_s1 | x | $0-7$ | $7-1$ | x | $0-7$ | $7-0$ | x | $0-7$ | $7-0$ |
| CCM1_s2 | x | 0 | 1 | x | 1 | 0 | x | 0 | 1 |

get the appropriate result.

The multiplication operations of the complex inputs and the twiddle factors are conducted using five control signals as given in Table 5.3. The S1, S2 and S3 are the control signals in Figure 5.4 and CCM1_s1, CCM1_s2 are the control signals of the $C C M_{-} W_{64}$ multiplier unit in Figure 5.6, which is used as a constant multiplier in Figure 5.4. Here, 'x' denotes the don't care value. The trivial type of operations $(1,-j,-1)$ can be obtained by selecting only three control signals S1, S2 and S3. The non-trivial type of operations can be obtained by proper selecting the five control signals as shown in Table 5.3.

The procedure of complex multiplication can be explained as follows. If the complex input $\left(R_{i n}+j I_{i n}\right)$ is to be multiplied with $W_{64}^{1}$ (Type1) constants 0.9952 and 0.0980 (real and imaginary part of the first set of non-trivial constant). The output
of the CCM1 module is

$$
\begin{gather*}
R_{\text {out }}=R_{\text {in }} \times 0.9952+I_{\text {in }} \times 0.0980  \tag{5.9}\\
I_{\text {out }}=-R_{\text {in }} \times 0.0980+I_{\text {in }} \times 0.9952 \tag{5.10}
\end{gather*}
$$

In order to obtain the complex multiplication output, the control signal S1 is selected as 0 that passes the $R_{i n}$ and $I_{i n}$ to $a$ and $b$ respectively. The constants 0.9952 and 0.0980 are decomposed in terms of power of 2 as $\left(1-2^{-8}-2^{-10}\right)$ and $\left(2^{-3}-\right.$ $2^{-5}+2^{-8}$ ) respectively. The outputs of the constant multiplier units are $a \times 0.9952$, $a \times 0.0980, b \times 0.9952$ and $b \times 0.0980$ represented as $c, d, e$ and $f$ respectively. These outputs are obtained by selecting the constant multiplier control signals CCM1_s1 and CCM1_s2 as 0 and 0 respectively. The final real and imaginary outputs of the CCM1 module are obtained as shown in equations 5.9 and 5.10 , by selecting the control signals S2 and S3 as 1 and 0 respectively. Thus with the CSD representation and common sub-expression sharing block, the multiplication of $\left(R_{i n}+j I_{i n}\right)$ with these constants effectively turns into additions or subtractions of a series of right shifted values.

### 5.2.2.2 $C C M_{-} W_{16}$ multiplier unit

In the similar way of utilizing symmetric property of complex sinusoidal functions for $W_{16}^{q}$, both real and imaginary parts of twiddle factors can be derived from two sets of non-trivial constant values, $(0.9239,0.3826)$ and (0.7071, 0.7071). In Table 5.2, Set4 and Set8 represents the CSD form of these two sets of constants respectively. The constant multiplier operation in terms of power of 2 can be expressed as

$$
\begin{gather*}
\text { out } 1=a \times 0.7071=a \times\left\{1-2^{-2}-2^{-4}+2^{-6}+2^{-8}\right\}  \tag{5.11}\\
\qquad \begin{array}{c}
\text { out } 2=a \times 0.9239=a \times\left\{1-2^{-4}-2^{-6}+2^{-9}\right\} \\
\text { out } 3=a \times 0.3826=a \times\left\{2^{-1}-2^{-3}+2^{-7}\right\}
\end{array} \tag{5.12}
\end{gather*}
$$

The three multiplication operations can be obtained by simply using seven additions and six shift operations as shown in Figure 5.7. The twiddle factor selection in CCM2 with control signals are given in Table 5.4. In order to select the two sets of twiddle factor multiplications, two 2-to-1 multiplexers are used in the $C C M_{-} W_{16}$ multiplier unit. If CCM2_s=0, the two multiplexers selects the multiplication operation of the input ' $a$ ' and the first set of constants 0.9239 and 0.3826 . If CCM2_s=1, it selects the multiplication with the second set of constants 0.7071 and 0.7071 . The area cost of the $C C M_{-} W_{16}$ multiplier unit is much less than the area cost of $C C M_{-} W_{64}$, as it can be realized using two sets of constants.


Figure 5.7: Block diagram of $C C M_{-} W_{16}$ multiplier unit

Table 5.4: Selection of the Twiddle Factors in CCM2

| Control Signals | 1 | $W_{16}^{1}$ | $W_{16}^{2}$ | $W_{16}^{3}$ | $-j$ | $W_{16}^{6}$ | $W_{16}^{9}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| S1 | 0 | 0 | 0 | 1 | 1 | 1 | 0 |
| S2 | 0 | 1 | 1 | 1 | 0 | 1 | 1 |
| S3 | 0 | 0 | 0 | 0 | 3 | 1 | 1 |
| CCM2_s | x | 0 | 1 | 1 | x | 1 | 1 |



Figure 5.8: Block diagram of $C C M_{-} W_{8}$ multiplier unit

### 5.2.2.3 $C C M_{-} W_{8}$ multiplier unit

This multiplier unit requires only one set of constant value $(0.7071,0.7071)$ for multiplication operation. Figure 5.8 shows the $C C M_{-} W_{8}$ multiplier unit for CCM3 in Figure 5.5. In CCM3, the multiplication operations of the complex input and the twiddle factors, $1, W_{8}^{1},-j$ and $W_{8}^{3}$ can be obtained by using two control signals

Table 5.5: Selection of the Twiddle Factors in CCM3

| $\underbrace{\substack{\text { Twiddle } \\ \text { Factors }}}_{\text {Control Signals }}$ | 1 | $W_{8}^{1}$ | -j | $W_{8}^{3}$ |
| :---: | :---: | :---: | :---: | :---: |
| CCM3_s1 | 0 | 1 | 0 | 1 |
| CCM3_s2 | 0 | 0 | 1 | 1 |

$C C M 3 \_s 1$ and CCM3_s2 as shown in Table 5.5. By employing this multiplier unit, CCM3 can be designed using only eight adders and six multiplexers.

### 5.3 Comparison and Experimental results

Table 5.6 compares the hardware requirement and performance of the proposed $\mathrm{R} 2^{i} \mathrm{SDF}$ architectures to other pipelined architectures for the computation of a 64 -point FFT. The hardware requirement is measured in terms of number of complex multipliers, CSD constant multipliers, complex adders and memory. The performance is represented by critical path delay, latency and throughput. The critical path delay is defined as the path in the pipelined architecture with the maximum delay. Latency is the number of clock cycles that the architecture takes to process an input sequence by considering a continuous flow of data. Finally, the throughput indicates the number of samples processed by the architecture per clock cycle.

The proposed architectures does not require any complex multipliers, as the multipliers are realized with the modified CSD complex constant multiplier unit. The

Table 5.6: Comparison of the proposed $\mathrm{R} 2^{i} \mathrm{SDF}$ architectures to other architectures for the computation of a 64 -point FFT

| Architecture | Complex <br> Multipliers | CSD <br> Constant <br> Multipliers | Complex <br> Adders | Memory | Critical <br> path delay | Latency | Throughput |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| R2SDF [125] | 4 | - | 12 | 63 | $T_{M}+2 T_{A}+T_{M U X}$ | 127 | R |
| R4SDF [125] | 2 | - | 24 | 63 | $T_{M}+3 T_{A}+T_{M U X}$ | 127 | R |
| R4SDC [125] | 2 | - | 9 | 126 | $T_{M}+3 T_{A}+T_{M U X}$ | 127 | R |
| R2²SDF [125] | 2 | - | 12 | 63 | $T_{M}+2 T_{A}+T_{M U X}$ | 127 | R |
| R2 $^{3}$ SDF [126] | 1 | 2 | 20 | 63 | $T_{M}+2 T_{A}+2 T_{M U X}$ | 127 | R |
| R2SDF [108] | 1 | 2 | 12 | 63 | $T_{M}+3 T_{A}+5 T_{M U X}+2 T_{C}$ | 127 | R |
| R8SDC [121] | 0 | 3 | 48 | 171 | $9 T_{A}+2 T_{M U X}$ | 64 | 8 R |
| Proposed <br> R2 2 | 0 | 2 | 12 | 63 | $5 T_{A}+5 T_{M U X}+3 T_{C}$ | 127 | R |
| Proposed <br> R2 $^{3}$ SDF | 0 | 3 | 12 | 63 | $5 T_{A}+6 T_{M U X}+3 T_{C}$ | 127 | R |
| Proposed <br> R2 ${ }^{4}$ SDF | 0 | 2 | 12 | 63 | $5 T_{A}+5 T_{M U X}+3 T_{C}$ | 127 | R |

Table 5.7: Comparison of number of adders for $C C M_{-} W_{64}$ multiplier unit

| $C C M_{2} W_{64}$ <br> multiplier unit | Adders |
| :---: | :---: |
| $[121]$ | 54 |
| Proposed | 14 |

hardware complexity of the proposed architectures is reduced by adopting the multiplication units using CSD representation and common sub-expression sharing. Table 5.7 shows the comparison of the number of adders required for the proposed modified CSD complex constant multiplier with the constant multiplier in [121]. The proposed modified constant multipliers requires less adders, that reduces the total area of the FFT design.

From Table 5.6, even though the number of complex adders are less for R4SDC architecture, but the memory requirement is more and also control unit is complex.

The number of complex adders and memory requirement is more in [121]. The proposed modified architectures requires the same number of complex adders and memory compared to that of other SDF architectures with simple control.

The critical path delay [127] of the proposed designs is $5 T_{A}+5 T_{M u x}+3 T_{C}$, and $5 T_{A}+6 T_{M u x}+3 T_{C}$ for $\mathrm{R}^{2} \mathrm{SDF}$ and $\mathrm{R} 2^{3} \mathrm{SDF}$, respectively, where $T_{A}, T_{M u x}$ and $T_{C}$ are computation time of an adder, multiplexer and two's complement, respectively. The proposed architecture latency and throughput is same as the other SDF architectures $[108,121,125]$. From Table 5.6, it can be observed that R2 $2^{2}$ SDF and R2 ${ }^{4}$ SDF have the same hardware complexity. Therefore, we have considered only $\mathrm{R} 2^{2} \mathrm{SDF}$ and $\mathrm{R} 2^{3} \mathrm{SDF}$ for implementation.

To have a more generalized comparison, the word length is chosen as 16 -bit in the proposed implementations. Before the hardware implementation, a proper twiddle factor word length of the proposed architectures is determined by a fixed-point simulation using MATLAB. Figure 5.9 shows the Signal-to-Quantization-Noise Ratio (SQNR) evaluation versus word length of the twiddle factor inputs. It can be observed that the SQNR increases as the word length of the twiddle factor increases from 8 to 12 bit, after that increasing the word length does not improve the performance. Therefore, the twiddle factor word length of 12 -bit is selected for both $R 2^{2} \mathrm{SDF}$ and $\mathrm{R} 2^{3} \mathrm{SDF}$ architectures.

The functionality of the proposed FFT architectures is verified using MATLAB


Figure 5.9: SQNR versus twiddle factor word length for $\mathrm{R}^{2}{ }^{2} \mathrm{SDF}$ and R2 ${ }^{3} \mathrm{SDF}$

Table 5.8: Comparison of various 64-point FFT architectures

| Design | Word <br> Length | Gate <br> Counts | Technology | Power | Normalized <br> Power |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $[121]$ | 16 | - | $250 \mathrm{~nm}, 1.8 \mathrm{~V}$ | 41 mW <br> $@ 20 \mathrm{MHz}$ | 9.88 |
| $[128]$ | 16 | - | $180 \mathrm{~nm}, 1.8 \mathrm{~V}$ | 68.95 mW <br> $@ 50 \mathrm{MHz}$ | 6.65 |
| $[109]$ | 16 | - | $130 \mathrm{~nm}, 1.2 \mathrm{~V}$ | 2.27 mW <br> $@ 5 \mathrm{MHz}$ | 4.92 |
| $[99]$ | In: 12, Out: 20 | 38,168 | $350 \mathrm{~nm}, 3.3 \mathrm{~V}$ | 507.85 mW <br> $@ 150 \mathrm{MHz}$ | 4.85 |
| $[108]$ | 16 | 33,590 | $180 \mathrm{~nm}, 1.8 \mathrm{~V}$ | 9.79 mW <br> $@ 20 \mathrm{MHz}$ | 2.36 |
| $[129]$ | 12 | - | $180 \mathrm{~nm}, 1.8 \mathrm{~V}$ | 21.43 mW <br> $@ 50 \mathrm{MHz}$ | 2.06 |
| Proposed <br> $R 2^{2} S D F$ | 16 | 28,880 | $180 \mathrm{~nm}, 1.8 \mathrm{~V}$ | 7.86 mW <br> $@ 20 \mathrm{MHz}$ | 1.89 |
| Proposed <br> $R 2^{3} S D F$ | 16 | 28,826 | $180 \mathrm{~nm}, 1.8 \mathrm{~V}$ | 7.89 mW <br> $@ 20 \mathrm{MHz}$ | 1.90 |

and the models are converted into Verilog by HDL coder. Then the proposed models are synthesized using Synopsys Design Compiler with TSMC 180 nm , 1.8 V Standard Cell Library. Power dissipation is estimated from the synthesis netlists by feeding them into Synopsys Prime Time to perform full transistor-level power simulation.

The performance comparison of the proposed architectures with various recent 64-point FFT architectures is summarized in Table 5.8. To have meaningful comparisons among the different implementations, the gate count and normalized power, irrespective of frequency and FFT size are considered as comparison parameters. The normalized power per FFT is considered as follows [108]:

Normalized power per FFT $=\frac{\text { Power }}{(\text { Voltage })^{2} \times(\text { FFTsize }) \times \text { Frequency }} \times 1000$

With respect to normalized power under the same process technology, the power consumption of the proposed $\mathrm{R} 2^{2} \mathrm{SDF}$ and $\mathrm{R} 2^{3} \mathrm{SDF}$ implementations is around 1.08 times lower than the design in [129]. As the proposed $\mathrm{R} 2^{2} \mathrm{SDF}$ and $\mathrm{R} 2^{3} \mathrm{SDF}$ architectures adopt modified CSD complex constant multiplier, the gate count is lesser compared to the architectures proposed in [99] and [108]. The maximum operating frequency of the proposed architectures is up to 125 MHz . The operation speed can be further improved by proper placement of pipelined registers in the design. These features show that though it has been developed primarily for application in the IEEE $802.11 a$ standard, it can be used for any application that requires less hardware as well as low power consumption.

### 5.4 Conclusion

In this chapter, we have proposed $\mathrm{R} 2^{2} \mathrm{SDF}$ and $\mathrm{R} 2^{3} \mathrm{SDF}$ pipelined 64 -point FFT architectures that are suitable for OFDM based IEEE $802.11 a$ wireless systems. The proposed architectures employs radix- $2^{i}$ algorithm and pipelined SDF architecture that provides lower multiplicative complexity and less hardware. The hardware cost of the architectures is further reduced as the complex multiplier is realized by using modified CSD complex constant multipliers. The implementation results show that at 20 MHz frequency the proposed $\mathrm{R} 2^{2} \mathrm{SDF}$ and $\mathrm{R} 2^{3} \mathrm{SDF}$ architectures require 28.8 K total gates and dissipates only 7.86 mW and 7.89 mW respectively. As the proposed design is cost-effective with low power consumption, it can be also useful for many other OFDM based wireless systems like IEEE $802.11 b / n / a c$. However, the proposed design is suitable only for a fixed length of 64 -point FFT and it is not suitable for variable-length FFTs. Therefore, in the next chapter, we propose a modified constant multiplier that can be suitable for variable-length FFTs.

## Chapter 6

## Variable-Length FFT Architecture

## for MR-OFDM

A fixed length of 64 -point FFT is presented in chapter 5. In this chapter, we present a $16 / 32 / 64 / 128$-point SDF pipeline FFT architecture targeting the Multi-Rate MultiRegional (MR)-Orthogonal Frequency Division Multiplexing (OFDM) physical layer of IEEE 802.15.4-g. In the following sub-sections, Section 6.1 provides a brief description about IEEE 802.15.4-g standard systems. In Section 6.2, we give an introduction to the decomposition of four different FFT lengths for $N=128,64,32$, and 16 and their FFT twiddle factors. Section 6.3 presents the proposed FFT architecture for the SUN applications. The hardware requirements and performance evaluation of various

FFT architectures are discussed in Section 6.4. Finally, Section 6.5 concludes this work.

### 6.1 Introduction

Currently, manual or semi-manual operation is performed for remote-metering of electricity, water, gas, etc. To improve service efficiency with cost effectiveness, the utility service providers need more intelligent metering systems. Automatic Meter Reading (AMR) [130] Radio Frequency (RF) modules are combined with smart meters to eliminate the expense of human meter readers. In 2012, IEEE released an amendment to the IEEE 802.15.4 standard, which is named as IEEE 802.15.4-g [110]. This amendment addresses the needs of Smart Utility Networks (SUN), in the context of Low Rate (LR) Wireless Personal Area Network (WPAN). The standard is designed to achieve data rates up to 800 kbps and works in several frequency bands, from 450 MHz to 2.4 GHz. The standard proposes three Physical Layers named as Multi-Rate and MultiRegional (MR) orthogonal frequency division multiplexing (OFDM), MR frequency shift keying (MR-FSK) and MR offset quadrature phase shift keying (MR-OQPSK).

MR-FSK [110] provides good transmitter power efficiency due to the constant envelope of the transmitted signal. It supports the data rates from 5 kbps to 400 kbps . It is a simple solution for applications requiring hardware simplicity, at the expense of compromised system performance. The MR-OQPSK [110] uses Multiplexing Direct

Sequence Spread Spectrum (MDSSS) or Direct Sequence Spread Spectrum (DSSS). This supports multiple data rates ranging from 6 kbps up to 500 kbps . Nowadays wireless systems require high data rate and robustness against frequency selective fading channels. In this regard, MR-OFDM [110] provides attractive technical advantages, at the expense of a more complicated circuit design. This can support data rate from 50 kbps up to 800 kbps . The MR-OFDM is a suitable candidate for SUN applications operating in challenging environments with severe fast fading degradation. In urban environments where obstructions and reflectors are the major cause of a lossy propagation channel, MR-OFDM can prove to be an ideal solution.

The key cores in the MR-OFDM are fast Fourier transform and inverse fast Fourier transform (IFFT). The MR-OFDM physical layer can operate in four modes, each with different FFT sizes as $128,64,32$ and 16 , with modulation schemes binary phase shift keying (BPSK), quadrature phase shift keying (QPSK) and 16-quadrature amplitude modulation (QAM). Table 6.1 summerizes the main parameters for four operation modes. The implementation of an FFT processor is one of the most difficult parts in the realization of MR-OFDM systems as its hardware complexity is very high. Many FFT algorithms and architectures evolved in order to reduce hardware complexity with high speed.

The main area to be concentrated in FFT architectures is twiddle factor multiplication. In [131], the input stage of an $N$-point decimation-in-frequency (DIF) Radix-2 SDF FFT unit of an OFDM transmitter is designed based on pass logic. It

Table 6.1: MR-OFDM parameters

| Parameters | Option 1 | Option2 | Option 3 | Option 4 |
| :---: | :---: | :---: | :---: | :---: |
| Sampling Rate <br> (MSamples/s) | 1.333 | 0.666 | 0.333 | 0.166 |
| FFT Size | 128 | 64 | 32 | 16 |
| FFT Duration <br> $(\mu \mathrm{s})$ | 96 | 96 | 96 | 96 |
| Dta Rate <br> $(\mathrm{kbps})$ | $100 \sim 800$ | $50 \sim 800$ | $50 \sim 600$ | $50 \sim 300$ |

is used for specific OFDM applications with BPSK and QPSK modulation. However, this design results in high hardware cost because of large Read-only memory (ROM) used to store the required twiddle factors. Therefore, to remove the ROM for area-efficient consideration, in [132] the authors proposed an efficient ROM-less 64-point FFT/IFFT processor. However, the hardware cost because of the multipliers used is high. In chapter 5, a modified complex constant multiplier using common sub-expression sharing block is proposed to reduce the hardware cost of multipliers. However, these architectures [131, 132] are not suitable for variable-length FFTs.

The main motivation of the proposed work is to design an alternative architecture for FFT computation that satisfies the standard IEEE 802.15.4-g with less area and low power consumption. Therefore, we propose an efficient SDF pipeline FFT with variable lengths using a hardware sharing mechanism. The important contributions of this proposed work are:

- A mixed-radix (radix- $2^{2}$ and radix-2) FFT algorithm is adopted to reduce the complexity of twiddle factor multiplications for the proposed design.

Table 6.2: Decomposition of four different FFT lengths

| $N$ | 1 | 2 | 3 | 4 |
| :--- | :--- | :--- | :--- | :--- |
| 16 | $2^{2}$ | $2^{2}$ |  |  |
| 32 | $2^{2}$ | $2^{2}$ | 2 |  |
| 64 | $2^{2}$ | $2^{2}$ | $2^{2}$ |  |
| 128 | $2^{2}$ | $2^{2}$ | $2^{2}$ | 2 |

- A configurable complex constant multiplier (CCCM) is proposed for twiddle factor $W_{32}, W_{64}$ and $W_{128}$ multiplications, as it is required for variable-length FFT.
- A hardware-sharing mechanism is employed to reduce the memory space requirement for the proposed variable-length FFT.


### 6.2 Decomposition and Twiddle Factors at each stage of FFT

According to IEEE 802.15.4-g standards, four FFT lengths are required $N=$ 128, 64, 32, and 16. Although radix- $r$ (where $r$ is power of 2) FFT algorithms are often adopted to reduce the FFT computation complexity, it still needs large amount of twiddle factor multiplications. Therefore, in this chapter, a hardware-efficient mixedradix (radix- $2^{2}$ and radix-2) FFT algorithm is employed to reduce the number of complex multiplications. The decomposition of four different FFT lengths is shown in Table 6.2. Here, we fold the four FFT lengths using radix- $2^{2}$ butterflies as many


Figure 6.1: Radix- $2^{2}$ butterfly constructed from two Radix-2 butterflies

Table 6.3: Sequence of the $16 / 32 / 64 / 128$-point FFT twiddle factor computation for mixed-radix FFT Algorithms

| $N$ | 1 | 2 | 3 |
| :--- | :--- | :--- | :--- |
| 16 | $W_{16}$ |  |  |
| 32 | $W_{16}$ | $W_{32}$ |  |
| 64 | $W_{16}$ | $W_{64}$ |  |
| 128 | $W_{16}$ | $W_{128}$ | $W_{8}$ |

times as possible. From Table 6.2, one can observe that the first two stages of the four FFT lengths can share the same hardware. The last two stages are configurable for both radix- $2^{2}$ and radix- 2 computation. Therefore, the proposed design can perform variable-length FFT computation using multiplexer switches at stage 3 and stage 4 . The Radix- $2^{2}$ (R-2 $2^{2}$ ) butterfly is constructed from two Radix-2 (R-2) butterflies, separated with a trivial multiplication $(-j)$, as shown in Figure 6.1. Here ' $b$ ' denotes the delay buffer length. Another two sub-stages are formed for a single Radix- $2^{2}$ butterfly.

Table 6.3 shows the sequence of twiddle factors for $16 / 32 / 64 / 128$-point FFT in Table 6.2. At stage 1 and stage 3 , it requires $W_{16}$ and $W_{8}$ multipliers respectively that can be designed by using constant multipliers. $W_{128}$ multiplier is a non-trivial multiplier so far designed by using complex Booth multipliers. We have designed a
novel configurable constant $W_{128}$ multiplier that can acts as $W_{128}, W_{64}$ and $W_{32}$ multiplier. The detailed description about configurable multiplier is discussed in section 6.3. Note that the proposed design shares $W_{16}$ and $W_{128}$ multipliers at stage 1 and stage 2 respectively and $W_{8}$ multiplier at stage 3 such that it obtains variable lengths of FFT. Sharing the multipliers can reduce the total hardware of the design.

### 6.3 Proposed Architecture

The SDF pipeline 16/32/64/128-point FFT architecture proposed for 802.15.4-g standard is shown in Figure 6.2. This architecture uses the radix- $2^{2}$ and radix-2 butterflies for mixed-radix FFT computation. Here, the first four stages are four radix-2 butteries and are common for $16 / 32 / 64 / 128$ computation. The last three stages are configured using multiplexers and switched depending on FFT computation requirement. So, the architecture has seven stages (ST1-ST7). As radix- $2^{2}$ contain two radix- 2 butterfly structures, the number of stages considered seven (ST1-ST7) including the last stage with radix- 2 .

The proposed architecture comprises of two butterfly units (marked as BU1 and BU2 which are similar to Figures 5.2 and 5.3), several delay buffers of various lengths (indicated by numbers enclosed in rectangles), six 4-to-1 multiplexers (data shuffling), four 2-to-1 multiplexers (to select variable-length FFT) and three complex constant

Figure 6.2: Proposed 16/32/64/128-point SDF pipeline FFT architecture

Table 6.4: Selection of variable-length FFT

| $N$ | s1 | s2 | s3 | s4 | s5 | s6 | s7 | s8 | s9 | s10 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 16 | 3 | 3 | 3 | 3 | x | x | 1 | 1 | 1 | 1 |
| 32 | 2 | 2 | 2 | 2 | 2 | x | 0 | 0 | 1 | 1 |
| 64 | 1 | 1 | 1 | 1 | 1 | 1 | 0 | 0 | 0 | 1 |
| 128 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |

multipliers (CCM1, CCM2 and CCCM using shifters and adders). In the next subsections, the description about multiplexer switchings and the design of configurable constant $W_{128}$ multiplier are explained in detail.

### 6.3.1 Multiplexer switching to perform variable-length FFT

The proposed design performs 16/32/64/128-point FFT computations using the seven butterfly unit stages by means of multiplexer switching is shown in Figure 6.2. Several delay buffers of various lengths and multiplexers (MX1-MX6) with select lines s1-s6 are being used for data shuffling to get proper data at the butterfly input. The outputs of the variable lengths of FFTs are separated by one de-multiplexer (DMX7) and three multiplexers (MX8-MX10) located in the last four stages with select lines s7-s10.

For an 128-point computation, the multiplexer select lines are selected as shown in Table 6.4. A 128-point FFT computation is performed using the seven butterfly stages ST1-ST7, in which the sizes of the delay buffers in the seven butterfly stages are $64,32,16,8,4,2$ and 1 , respectively using multiplexers MX1-MX6 with select lines
as ' 0 '. The outputs of the 128 -point FFT are obtained by selecting the DMX7 and MX8-MX10 as ' 0 '. Based on the select lines as shown in Table 6.4, 64, 32 and 16-point FFT computations can also be obtained. Here 'x' denotes the don't care value. The reconfigurability of this architecture renders flexibility to perform 16/32/64/128-point FFT operations with less hardware.

### 6.3.2 Modified Complex Constant Multipliers

In [116], the authors have designed a configurable complex constant multipliers that reduces the size of ROM using ( $N / 8$ ) sets of constant values for twiddle factor multiplication. However, the FFT architecture in [116] uses complex Booth multiplier that takes up more area and it is not suitable for variable-length FFTs. In this work, we proposed a configurable constant multiplier CCCM after stage 4 as shown in Figure 6.2. This multiplier can select any one of the coefficient $W_{32}, W_{64}$ and $W_{128}$ for multiplication, which is suitable for variable-length FFT.

For $16 / 32 / 64 / 128$-point FFT, three complex constant multipliers (CCM1, CCM2 and CCCM) are employed as shown in Figure 6.2. Here, the non-trivial type of operations for CCM1 and CCCM structure can be obtained by using $W_{16}$ and $W_{128}$ multiplier units as a constant multiplier in Figure 6.3, respectively. The $W_{16}$ constant multiplier is considered as shown in Figure 5.7. The CSD complex constant multiplier for CCM2 is shown in Figure 6.4, that uses a $W_{8}$ multiplier unit which is shown in


Figure 6.3: CSD complex constant multiplier for CCM1 and CCCM


Figure 6.4: CSD complex constant multiplier for CCM2.

Figure 5.8. The $W_{16}$ and $W_{8}$ constant multipliers are considered that are described in chapter 5 in sub-sections 5.2.2.2 and 5.2.2.3 respectively. The detailed description of the $W_{128}$ constant multiplier is described below.
Table 6.5: CSD representations of 16 sets constant values for composing twiddle factors

| Set | Constant value | CSD representation of real part |  |  |  |  |  |  |  |  |  |  |  | Constant value of the imaginary | CSD representation of imaginary part |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $2^{0}$ | $2^{-1}$ | $2^{-2}$ | $2^{-3}$ | $2^{-4}$ | $2^{-5}$ | $2^{-6}$ | $2^{-7}$ | $2^{-8}$ | $2^{-9}$ | $2^{-10}$ | $2^{-11}$ |  | $2^{0}$ | $2^{-1}$ | $2^{-2}$ | $2^{-3}$ | $2^{-4}$ | $2^{-5}$ | $2^{-6}$ | $2^{-7}$ | $2^{-8}$ | $2^{-9}$ | $2^{-10}$ | $2^{-11}$ |
| 1 | 0.9988 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | -1 | 0 | 1 | 0.0490 | 0 | 0 | 0 | 0 | 1 | 0 | -1 | 0 | 0 | 1 | 0 | 0 |
| 2 | 0.9952 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | -1 | 0 | -1 | 0 | 0.0980 | 0 | 0 | 0 | 1 | 0 | -1 | 0 | 0 | 1 | 0 | 0 | 0 |
| 3 | 0.9892 | 1 | 0 | 0 | 0 | 0 | 0 | -1 | 0 | 1 | 0 | 0 | 1 | 0.1467 | 0 | 0 | 0 | 1 | 0 | 1 | 0 | -1 | 0 | -1 | 0 | 0 |
| 4 | 0.9808 | 1 | 0 | 0 | 0 | 0 | 0 | -1 | 0 | -1 | 0 | 0 | 0 | 0.1951 | 0 | 0 | 1 | 0 | -1 | 0 | 0 | 1 | 0 | 0 | 0 | -1 |
| 5 | 0.9569 | 1 | 0 | 0 | 0 | 0 | -1 | 0 | 0 | 0 | 0 | 1 | 0 | 0.2429 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | -1 | 0 | 0 | 0 | 1 |
| 6 | 0.9569 | 1 | 0 | 0 | 0 | -1 | 0 | 1 | 0 | 1 | 0 | 0 | -1 | 0.2903 | 0 | 0 | 1 | 0 | 0 | 1 | 0 | 1 | 0 | 0 | 1 | 0 |
| 7 | 0.9415 | 1 | 0 | 0 | 0 | -1 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0.3369 | 0 | 1 | 0 | -1 | 0 | -1 | 0 | -1 | 0 | 0 | 0 | 1 |
| 8 | 0.9239 | 1 | 0 | 0 | 0 | -1 | 0 | -1 | 0 | 0 | 1 | 0 | 0 | 0.3827 | 0 | 1 | 0 | -1 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 |
| 9 | 0.9040 | 1 | 0 | 0 | -1 | 0 | 1 | 0 | 0 | 0 | -1 | 0 | -1 | 0.4276 | 0 | 1 | 0 | 0 | -1 | 0 | 0 | -1 | 0 | -1 | 0 | -1 |
| 10 | 0.8819 | 1 | 0 | 0 | -1 | 0 | 0 | 0 | 1 | 0 | 0 | -1 | 0 | 0.4714 | 0 | 1 | 0 | 0 | 0 | -1 | 0 | 0 | 0 | 1 | 0 | 1 |
| 11 | 0.8577 | 1 | 0 | 0 | -1 | 0 | 0 | -1 | 0 | 0 | -1 | 0 | 0 | 0.5141 | 0 | 1 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | -1 | 0 | 0 |
| 12 | 0.8315 | 1 | 0 | -1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | -1 | 0 | 0.5556 | 0 | 1 | 0 | 0 | 1 | 0 | 0 | -1 | 0 | 0 | 1 | 0 |
| 13 | 0.8032 | 1 | 0 | -1 | 0 | 1 | 0 | 0 | -1 | 0 | -1 | 0 | 0 | 0.5957 | 0 | 1 | 0 | 1 | 0 | -1 | 0 | 0 | 0 | 1 | 0 | -1 |
| 14 | 0.7730 | 1 | 0 | -1 | 0 | 0 | 1 | 0 | -1 | 0 | 0 | 0 | 1 | 0.6344 | 0 | 1 | 0 | 1 | 0 | 0 | 0 | 1 | 0 | 1 | 0 | -1 |
| 15 | 0.7410 | 1 | 0 | -1 | 0 | 0 | 0 | 0 | -1 | 0 | -1 | 0 | 1 | 0.6716 | 1 | 0 | -1 | 0 | -1 | 0 | -1 | 0 | 0 | 0 | 0 | -1 |
| 16 | 0.7071 | 1 | 0 | -1 | 0 | -1 | 0 | 1 | 0 | 1 | 0 | 0 | 0 | 0.7071 | 1 | 0 | -1 | 0 | -1 | 0 | 1 | 0 | 1 | 0 | 0 | 0 |



Figure 6.5: $W_{128}$ configurable constant multiplier block diagram


Figure 6.6: Sharing block

### 6.3.2.1 Configurable $W_{128}$ Multiplier

In the proposed FFT architecture shown in Figure 6.2, the output data from stage 4 (ST4) will be multiplied by proper twiddle factors $W_{32}, W_{64}$ and $W_{128}$ for 32,64 and 128 -point FFT respectively. To reduce the multiplier area, a new configurable

Figure 6.7: Constant Multiplier Block1

multiplier structure for twiddle factor multiplication is considered as shown in Figure 6.3. The corresponding block diagram of a constant multiplier $W_{128}$ is shown in Figure 6.5. It contains a sharing block, two constant multiplier blocks (Block1 and Block2) for multiplication of real and imaginary coefficients with the data coming from the butterfly unit and two 2-to-1 multiplexers with select line $C C C M_{-} s 2$.

For the multiplication operation of 128 -point FFT, by considering the $N / 8$ symmetry property only 16 sets of non-trivial constant values are required. A simplified design of the multiplier unit can be done by exploiting the fact that the complex constants to be multiplied are known a priori. Table 6.5 shows the CSD representation of 16 sets of complex constant values for composing the twiddle factors. Similar to the common sub-expression sharing methods as in chapter 5 (Table 5.2), the eight terms ("0", "1", "-1", "101", "10-1", "-101", "-10-1", and "100-1") in CSD form are used to construct the common sub-expression blocks. The sharing block consisting of shifters, adders and two's complement units is shown in Figure 6.6. The square boxes in Figure 6.6 represent right shifted values of the input given to it. These shifters are realized using simple hardware connections. For one among the 16 twiddle factor constant multiplications, six 16 -to- 1 multiplexers are used in the constant Multiplier Block1 and Block2 of Figure 6.7 and Figure 6.8 respectively, to get the appropriate result. The data of each path are fed to appropriate constant $W_{32}, W_{64}$ and $W_{128}$ multipliers according to scheduling of the twiddle factor, as shown in Table 6.6. For example, $W_{128}^{1}-W_{128}^{16}$ multiplication can be obtain by selecting the multiplexer select

Table 6.6: Selection of the Twiddle Factors in CCCM

| Control Signals | 1 | $W_{128}^{1}-W_{128}^{16}$ | $W_{128}^{17}-W_{128}^{31}$ | -j | $W_{128}^{33}-W_{128}^{48}$ | $W_{128}^{49}-W_{128}^{63}$ | -1 | $W_{128}^{65}-W_{128}^{80}$ | $W_{128}^{81}-W_{128}^{95}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| S1 | 0 | 0 | 0 | 1 | 1 | 1 | 0 | 0 | 0 |
| S2 | 0 | 1 | 1 | 0 | 1 | 1 | 0 | 1 | 1 |
| S3 | 0 | 0 | 0 | 3 | 2 | 2 | 1 | 1 | 1 |
| CCCM_s1 | x | 0-15 | 14-0 | x | 0-15 | 14-0 | x | 0-15 | 14-0 |
| CCCM_s2 | x | 0 | 1 | x | 1 | 0 | x | 0 | 1 |

lines $C C C M \_s 1$ and $C C C M \_s 2$ as $(0-15)$ and ' 0 ' respectively.

Due to the recursion property $W_{N}^{2}=W_{N / 2}, W_{32}$ and $W_{64}$ twiddle factor coefficeints can be obtain from $W_{128}$. For example, $W_{128}^{2}=W_{64}^{1}$ and $W_{128}^{4}=W_{32}^{1}$, the other values can also obtain from $W_{128}$. Therefore, the entire constant multiplication calculation can be implemented using 16 sets of constant values by swapping the real and imaginary parts appropriately and choosing the appropriate sign, following the mapping table (Table 6.6).

So far, the complex constant multipliers are proposed in the literature [132, 133, 134] for the twiddle factor multiplications of $W_{8}, W_{16}, W_{32}$ and $W_{64}$. However, all of these multipliers are fixed constant multipliers that cannot be useful for variablelength FFT architectures. Therefore, we proposed $W_{128}$ configurable complex constant multiplier. It can perform the twiddle factor $W_{32}$ and $W_{64}$ multiplication, which are required for variable-length (16/32/64/128-point) selection of the proposed FFT. However, the constant multipliers are preferred for less than 256 -point FFT, as the number of non-trivial constant values increases for greater than 128-point FFT.

### 6.4 Comparison and Results

The hardware requirement and performance comparison of the proposed SDF architecture with other pipelined architectures for the computation of a 128-point FFT is shown in Table 6.7. The first column shows the type of architecture. The second, third, fourth and fifth columns show the hardware requirements for the architecture: complex adders, complex multipliers, CSD complex constant multipliers, and memory respectively. The last two columns compares the performance in terms of critical path delay and throughput. The critical path delay is defined as the maximum delay that it takes in the pipeline architecture. Finally, the throughput (R) indicates the number of samples processed by the architecture per clock cycle.

In Table 6.7, it can be observed that all SDF architectures require same number of complex adders and memory with a throughput of $R$. These architectures differ in terms of complex multipliers and critical path delay. In [24], the FFT architecture employed six complex multipliers (Booth's multiplier) for the multiplication operation which takes more area. In [131], the multiplier in the $n^{t h}$ stage of R2SDF FFT is replaced by the pass logic that reduced the area of multiplier. However, the number of complex multipliers are still high. Therefore, in $[125,135]$ the number of complex multipliers are reduced to three by using Booth's multiplier. However, most of the existing designs [24, 125, 131, 135] uses complex Booth's multiplier for the twiddle factor $W_{128}$ multiplication. In the proposed design, we have designed a CCCM for

Table 6.7: Comparison of the proposed architecture to other architectures for the computation of a 128 -point FFT

| Architecture | Complex <br> Adders | Complex <br> Multipliers | CSD <br> Constant <br> Multipliers | Memory | Critical <br> Path Delay | Throughput |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| R2SDF [24] | 14 | 6 | 0 | 127 | $T_{M}+2 T_{A}+T_{M U X}$ | R |
| R2'SDF [125] $^{2}$ R2 | 14 | 3 | 0 | 127 | $T_{M}+3 T_{A}+T_{M U X}$ | R |
| R2SDF [135] | 14 | 3 | 0 | 127 | $T_{M}+3 T_{A}+T_{M U X}$ | R |
| R2SDF [131] | 14 | 5 | 1 | 127 | $T_{M}+2 T_{A}+T_{M U X}$ | R |
| Proposed | 14 | 0 | 3 | 127 | $5 T_{A}+3 T_{C}+5 T_{M U X}$ | R |

the twiddle factor $W_{128}$ multiplication. Further, we have employed two CSD complex constant multipliers CCM1, and and CCM2 for $W_{16}$ and $W_{8}$ twiddle factor multiplication respectively. As the proposed constant multipliers does not require any complex Booth's multiplier, these can reduce the area of entire FFT design.

The critical path delay of the proposed design is $5 T_{A}+3 T_{C}+5 T_{M U X}$, where $T_{A}$, $T_{C}$ and $T_{M U X}$ are computation time of an adder, two's complement, and multiplexer respectively. The critical path delay of the proposed architecture is less compared to other architectures as it does not include the computation time of multiplier $\left(T_{M}\right)$.

At first, the proposed 128/64/32/16-point FFT architecture is modeled in simulink using MATLAB. Based on the simulation results using MATLAB, we determined the word length of the proposed FFT to be 12-bits in both real and imaginary parts in order to meet IEEE 802.15.4-g system requirements. Then the design is converted to Verilog using HDL coder. Finally, it has been implemented in Virtex-5 FPGA device XC5VLX110T-1FF1136. Table 6.8 shows the utilization report in terms of slices and DSP blocks. Compared to the architectures in [24, 131], the proposed architecture

Table 6.8: Comparison of the proposed architecture to other architectures
for the computation of a 128-point FFT

| Virtex-5 | Algorithm | Slices | DSP blocks |
| :---: | :---: | :---: | :---: |
| $[24]$ | R2SDF | 9939 | 64 |
| $[131]$ | R2SDF | 9468 | 64 |
| Proposed | Mixed-radix | 7952 | 0 |

utilizes less hardware slices and also does not used any DSP blocks. The reduction in area of the proposed design is due to the usage of complex constant multipliers.

Furthermore, the proposed architecture is implemented using UMC 90 nm CMOS Technology with a supply voltage of 1 V . The design is synthesized using Synopsis Design Compiler and Prime Time is used to calculate the power consumption. Table 6.9 compares the post-synthesis results of the proposed design to other 128-point FFT architectures reported in the literature [17, 131]. As various designs use different CMOS technologies and supply voltage, to have a meaningful comparison, the total gate count based on $2 \times 1$ NAND gates and normalized power are considered as comparison parameters. The normalized power is calculated as

$$
\begin{equation*}
\text { Normalized power }=\frac{\text { Power consumption }}{(\text { Tech. } / 90 \mathrm{~nm}) \times\left(V_{D D} / 1.0\right)^{2}} \tag{6.1}
\end{equation*}
$$

From Table 6.9, it is evident that the proposed architecture gives an advantage in terms of hardware complexity compared to the architecture in [131]. The reduction in hardware is due to CCCM structure and hardware-sharing mechanism which reduces

Table 6.9: Comparison of various 128-point FFT architectures

|  | $[17]$ | $[131]$ | Proposed |
| :---: | :---: | :---: | :---: |
| Process (nm) | 180 | 180 | 90 |
| Level of FFT length / streams | Variable/Single or Multiple | Variable/Single | Variable/Single |
| Operation Mode | $128 / 64$ | 8 to 128 | 16 to 128 |
| Wordlength (bits) | 16 | 16 | 12 |
| Voltage (V) | 1.8 | 1.8 | 1 |
| Gate Count | - | 69,665 | 22,329 |
| Power (mW) | 65 | 99.5 | 3.832 |
| Normalized |  |  |  |
| Power (mW) | 10.030 | 15.354 | 3.832 |

the memory space requirements. With respect to normalized power, the proposed design outperforms compared to the architectures reported in [17, 131].

### 6.5 Conclusion

A novel 16/32/64/128-point SDF pipeline FFT architecture based on mixed-radix algorithm has been proposed for IEEE 802.15.4-g systems. The proposed architecture is the most area-efficient architecture by employing several performance-enhancement techniques, including a reformulated radix- $2^{2}$ and radix- 2 algorithms, a new configurable complex constant multiplier and a hardware-sharing mechanism to map the memory. The FPGA implementation results of the proposed architecture shows that it is more area-efficient compared to the earlier reported design. Furthermore, ASIC implementation of the proposed design reveals that it reduces the total gate count and power consumption.

## Chapter 7

## Conclusions and Future Work

In this thesis, the possibilities to improve complexity and performance of the twiddle factor multiplications in FFT at algorithmic, architecture and arithmetic level were investigated. Based on the optimization of the number of multiplication operations at algorithmic level, it is shown that either radix- $2^{i}$ or mixed-radix algorithm is most suitable for FFT implementation of IEEE 802.11a and IEEE 802.15.4 - $g$ standard OFDM systems. These FFT algorithms will have the same butterfly operations and data flow of radix-2 algorithm, but differ in the twiddle factor multiplication. The difference among these FFT algorithms lies in terms of the number of non-trivial multiplications, the coefficient memory complexity, and the accuracy, which are related to the area, power consumption and performance of the circuit.

Different FFT processor architectures are compared on the architecture level and it is found that SDF architecture is the ideal choice for OFDM based IEEE 802.11a and IEEE 802.15.4-g systems with regard to the memories and arithmetic blocks utilization. Important FFT architecture choices and considerations are also examined and concluded.

The thesis also investigated two types of techniques to implement twiddle factor multiplication, which includes general complex multiplication and constant multiplication. Among these techniques, the constant multiplication is preferred for lower twiddle factor coefficients (less than 256-point FFTs), as it is achieved by using shifters and adders with less area than the general complex multiplication.

Based on the analysis of FFT at various levels, $\mathrm{R} 2^{2} \mathrm{SDF}$ and $\mathrm{R} 2^{3} \mathrm{SDF}$ pipelined 64-point FFT architectures are proposed that are suitable for IEEE 802.11a OFDM systems. The proposed architectures focus on improving the efficiency of complex multipliers for non-trivial twiddle factors. It takes small-area and consumes low-power for IEEE $802.11 a$ systems. The functionality of the proposed FFT architectures are verified and ASIC based synthesis results are presented.

For MR-OFDM physical layer of IEEE 802.15.4-g system, a 16/32/64/128-point SDF pipeline FFT architecture is proposed. To reduce the area of the architecture, it employed a mixed-radix algorithm, a new configurable complex constant multiplier and a hardware sharing mechanism. Both ASIC and FPGA based synthesis results
are provided for the proposed variable-length FFT architecture. The results show that the proposed FFT architecture takes less area and consumes low power by considering modified constant multipliers.

### 7.1 Future Work

This thesis has focused on the SDF FFT architecture with twiddle factor multiplications implemented using shift-and-add. The SDF architecture was chosen due to its serial nature for low data rate applications. However, it is possible to apply this method to parallel pipelined architectures for high throughput applications. The hardware complexity increases for high throughput applications, therefore there is a scope to reduce the hardware complexity by using the modified constant multipliers in FFT architectures.
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[^0]:    ${ }^{1}$ Twiddle factor multiplication by $1,-1, j$ and $-j$ are trivial and other multiplications like $W_{8}^{1}, W_{16}^{1}$ are non-trivial.

