CHAPTER 1

INTRODUCTION

1.1 Background

The ever increasing demand for higher bandwidth tduthe popularity of the Internet and
other bandwidth intensive applications such as temmdormation access, video-on-demand,
video conferencing, on-line banking and multimealgplications has put a major challenge
for network engineers to comply. A continuous dedhah high capacity networks at low
cost has motivated the search for alternativesraditional electronic networks. Optical
networks became the logical choice to meet suchadds) owing to huge bandwidths of the
order of 25 THz along with very low channel losgsaip.2 dB/km. In order to explore the
huge bandwidth offered by optical fibers, opticawslength-division multiplexing (WDM)
systems have been deployed in many telecommunisatetworks as backbone link. In
WDM networks, channels are created by dividing tmndwidth into a number of
wavelength or frequency bands, each of which caradmessed by the end-user at peak
electronic rates [Chatterjee 1999]. In order tacedhtly utilize this bandwidth, we need to
design efficient transport architectures and pra®based on state-of-the-art optical device
technology. Basically different optical transport methodologlesve been implemented to
fulfill the demands of various generations of ogticommunication technology starting from
the first generation to the modern optical netwgMekherjee 1997].

The first generation optical network architectucesisist of several point-to-point links, at
which all the incoming traffic into each node fran input fiber is dropped and converted
from optics to electronics, and all outgoing traffs converted back from electronics to
optics for transportation to the outgoing fiber.isTdropping, conversion and adding of the
entire traffic at every node in the network incsignificant overhead in terms of switch
complexity, delay and data transmission cost, @adrly if the majority of the traffic in the
network happens to be a bypass traffic. In ordeminimize such complexity, all-optical

add-drop devices are used to avoid optical eledtaptical conversion and related issues.



Second-generation optical network architectures based on wavelength add-drop
multiplexers (WADM) [Alferness 2000], where traffican be added and dropped at the
WADMSs location. WADMSs can terminate only selectdthionels from the fiber and let other
wavelengths pass through untouched resolving theess of unnecessary processing of
bypass traffic. In general, the amount of bypaaHitrin the network is significantly higher
than the amount of traffic that needs to be dropgea specific node. Hence, by using
WADM, we can reduce overall cost of node by drogpamly the wavelengths whose final
destination is same as the current node, and altpwall other wavelengths to bypass the
node. WADMs can serve as a basis for switching, rethethe WADMSs is remotely
configured to drop any wavelength to any port withmanual intervention. We can perform
circuit, or point-to point switching in the opticdbmain with a WADM. The WADMSs are
mainly used to build optical WDM ring networks whiare expected to be deployed mainly
in the metropolitan area network.

Third-generation optical network architectures #&@sed on all-optical interconnection
devices comprising gbassive routemandactive switchfabrics[Mukherjee 2000]. There are
mainly three types of all-optical transport methlodees, namely, wavelength routing,
optical packet switching and optical burst switchin

In wavelength routed WDM networks, end users comopate with one another via all
optical WDM channels, which are referred to astjpgiths [Chlamac 1992]. A lightpath is
used to support a connection in a wavelength roll®&M network and may span multiple
fiber links. In the absence of wavelength convsrter lightpath must occupy the same
wavelength on all the fiber links through whichtridverses to reach the destination. This
property is known as th&avelengthcontinuity constraintGiven a set of connections, the
problem of setting up lightpaths by routing andgssag a wavelength to each connection is
called the routing and wavelength assignment (RWQblem. Typically, connection
requests may be of two typesatic and dynamicWavelength-routed connections are fairly
static and they may not be able to accommodatenitjfidy variable and bursty nature of
internet traffic in an efficient manner. In ordermeet the growing bandwidth demands in a
metropolitan or a long-haul environment, transpodthodologies supporting fast resource
provisioning to handle bursty traffic have beconieust area in the field of optical

communication network research. Also, the rapiddaase in data traffic in all-optical WDM



networks have become attractive to handle diver@ict demands of the next-generation
networks [Bonani 2007][Wason 2009] employing capabl switching at sub-wavelength
granularity. Optical burst switching (OBS) and optipacket switching (OPS) have emerged
as two such promising methods for transportingfitradirectly over a bufferless optical
WDM network [Yao 2000][Yao 2001][Yao 2003][Qiao 199

Optical packet switching is capable of dynamicallipcating network resources with fine
packet-level granularity while offering excellent catability [Yao2001][Mahony
2001][Hunter 2000][Callegeti 1999][Jourdan 2001jcB networks can be classified into two
categories: slotted (synchronous) and unslottegn@@msonous) networks. In a slotted
network, all the packets are placed together withheader inside a fixed time slot, which
has a longer duration than the packet to providedytime. In an unslotted network, the
packets may or may not have the same size, angableets arrive and enter the switch
without being aligned. Therefore, the packet-bykgaswitch action could take place at any
point in time leading to contention of differentcoming packets for the same outgoing
resource. Obviously, unslotted networks offer egdarcontention due to unpredictable
behavior of packet arriving. On the other hand,lattesd networks are cheaper, easier to
build, more robust, and more flexible compareddttesd networks.

A possible near-term alternative to all-opticalcait switching and all-optical packet
switching is OBYQiao 1999]. In OBS, packets are concatenatedtrattsport units referred
to as bursts. The bursts are then switched throligloptical core network in an all-optical
manner. OBS networks allow for a greater degrestatistical multiplexing and are better
suited for handling bursty traffic than opticalatit-switched networks. At the same time,
optical burst-switched networks do not have as ntanlinological constraints as all-optical
packet-switched networks.

Circuit and packet switching have been used for yngears for voice and data
communications respectively. However the burst dviilg [Haselton 1983][Amstutz
1983][Amstutz 1989] has not been exploited extezlgivn optical network.This switching
techniques primarily differs based on whether daitafollow switch cut-througtor store
and forward mechanism. In circuit switching, a dedicated pa#tween two stations is
necessary to establish a data path to transfetrdffec and the call is terminated to release

the channels at the end of the call . In packetchwvig, the data is broken into small packets



and transmitted to share the resources by diffesentces. The individual packets can be
individually switched or a virtual circuit can betaup to route the packets. In the first case,
the routing decision is done at a packet level avimlthe later, it is on a virtual channel level.
Individual routing may lead to out-of-order messagéivery and require proper strategy to
arrange the packets at the receiver.

Usually circuit switching is advantageous when vesréh constant data rate traffic (fixed
delays) in the network, like voice traffic; howeyér is not suitable under bursty traffic
conditions, or when circuits are idle [Hunter 199%acket switching works well with
variable-rate traffic, like data traffic, and cachave higher utilization. Prioritization of data
can also be incorporated in packet switching; harev is difficult to give quality of service
(QoS) assurances (best effort service), and packethave variable delays [Yao 2000].
Circuit Switch involves two way reservation schetingt needs coarse grained control, while
packet switching needs a fine grained switchingtr@bn OBS is designed to achieve a
balance between the coarse-grained circuit swigchimd the fine-grained packet switching.
As such, a burst may be considered as having ametiate “granularity” as compared to
circuit and packet switching. OBS uses one-way riedg®n schemes with immediate
transmission, in which the data burst follows aresponding packet without waiting for an
acknowledgment [Yoo 1999] [Hu 2001] [Turner 1999Qido 2000] [Yoo 1999]
[Ramaswami 1998]. Optical burst switching techngjaee differentiated on the basis of
how and when the bandwidth, are reserved and exlea®n consequence of such
advantages, optical burst switching has attractedhmattention to the researchers [Qiao
2000] to understand signaling, control & probinghieiques, algorithms and architectures of

appropriate switching paradigms.

Table 1 Comparison of Switching Technologies

Switching Bandwidth | Latency Optical Overload Adaptivity]
Utilization Buffering
Circuit Low High Not Required Low Low
Packet High Low Required High High
Optical Burst High Low Required Low High




Table 1 summarizes the three different types afispart paradigms used in all-optical
networks. From the table, it is obvious to note th@tical burst switching has the advantages
over both optical circuit switching (or wavelengtbuted networks) and optical packet
switching.

1.2 Contention Resolution Schemesin Optical WDM Networ k

In optical WDM networks contention occurs when mibr@n one data packet tries to reserve
the same wavelength channel on an outgoing linkel&ttronic network, contention is
resolved by buffering the contending packets. Iticap WDM network when contention
occurs, one of the contending data packets is aelfoiw reserve the channel, however other
data packets are properly handled employing thebamation of the popular contention
resolution techniques discussed below.

Wavelength domain: This strategy of contention resolution is impleneghby means of
wavelength conversion, where the burst can be@eat different wavelength channel to the
designated output line [Lee 2003].

Time domain: The contention can also be resolved by utilizingfiaar delay lines (FDL)
buffer,where a burst can be delayed until the cuditey situation is resolved. In contrast to
buffers in the electronic domain, FDLs in opticahthin provide a fixed delay and maintain
the order of the data transmitting through the Fles 2003].

Space domain: Space domain contention resolution can be obtabmedsing deflection
routing. In deflection routing, a burst is sentaodifferent output link of the node and
consequently on a different route towards its desttn node. Space domain can be
exploited differently in case where several fibars attached to an output line. A burst can
also be transmitted on a different fiber of theigiegted output line without wavelength
conversion [Lee 2003] in order to avoid network no@d through traffic management
policies [Farahmand 2004

Burst Segmentation: In burst segmentation, a portion of the burst whasterlaps with
another burst is segmented instead of droppin@mitiee burst. When two bursts contend for
the same wavelength, either the head of the comtgrmirst, or the tail of the other burst is

segmented and dropped [Bonani 1999]. Therefore spestion can be classified into head



dropping or tail dropping. The remaining segmenthaf burst is transmitted successfully to
the destination thereby increasing the packet dgfivratio. A combination of both

segmentation and deflection routing has also bemposed for contention resolution
[Vokkarane 2004].

1.3 Motivation

Extensive study have been carried out to desigrdemand develop different types of all
optical nodes that are capable to implement vatigoss of switching, buffering, routing and
control operations in order to reduce contentioowelver research and investigation of
guaranteed end-to-end bounds on the total burstpiasbability (BLP) on a path [Vokkarane
2004] [Chua 2007] has not been much emphasize@dcedly in case traffic congestion.
Generally the overall performance of a WDM netwarlestimated by the parameters like
throughput, burst loss probability, blocking proli&dg incoming traffic load distribution,
resource utilization and delay etc.

Packet contention resolution has emerged as otieeofnost important design issue in the
OPS/OBS switch design. The conventional methods rttentioned earlier are either used
alone or in combined form to implement more soptaséd congestion control techniques.
Switch architecture proposed in [Yang 2004] usdscahventional methods to resolve
contention. The conventional switch fabric triesfaovard the contending packet by using
different wavelength, by optical buffering or byfleéeting the packet on different output
port. Optical buffering has been used in many aptmacket switch implementations as
proposed by Rostami and Fiems [Rostami 2005] [Fi€2@85]. The output buffering
technique involving FDL lines for additional outppbrts has been proposed in [Mellah
2006], for contention resolution using first instirout (FIFO) queuing model but shows a
poor performance for implementation of traffic piip. The packet contention is improved
in this technique at the cost of extra FDLs usethatoutput along with complex switching
fabric.

It is observed that the existing buffering implenations require either large amount of

FDLs or complex switch architecture for better thigbput. It is envisaged that switching



hardware cost can be managed by inclusion of flexitelay lines in suitable node
architecture to show a better packet contentiooluésn.

In this thesis we have addressed the issues dictrabngestions by discussing and
implementing different contention resolution tecfues for optical WDM networks based
on OBS and OPS to estimate, analyze and to reduedosses due to traffic congestion. In
traditional OPS networks, packet loss occurs mathle to the overflow of buffers or
unavailability of required wavelength at the outputwever in OBS networks losses occur
mainly due to contention among multiple burststhia literature, congestion has either been
understood to be persistent contention losseseosithultaneous loss of large bursts. In such
cases different conventional contention resolutemhniques are discussed in literatures but
still there are scopes to improve the network garémce by reducing the traffic contention
by incorporating dynamically reconfigurable inigént node. This thesis proposes some
new techniques of contention resolution by usingcap buffering employing recirculating
fiber delay line, limited or full wavelength contible switch, deflection routing and also by

implementing segmentation burst dropping scheme.

1.4 Objective and Scope of the Thesis

As mentioned in the previous section, the perforgeant the optical networks is limited due
to traffic losses caused by contention. This pnobleads to investigate and explore some
efficient contention resolution methods to impletnen WDM routing node architecture
having appropriate switching fabric to realize tbquired switching schemes. The objectives
of the thesis can be summerized as follows:

* To estimate the traffic loss due to contentioroptical WDM networks under different
switching paradigms.

» To characterize and simulate different contentresolution mechanisms in order to
enhance the overall efficiency of the WDM networks.

 To determine the comparative performance amalymtween different contention
resolution techniques in order to help the netwdesigner to take the better option for

contention resolution.



* To simulate and analyze the performance of thdified OBS ring network using dummy

node and to find out the effects of different fiben-idealities on its efficiency.

This thesis work has been concentrated mostlyenatiea of OBS networks and partially in
OPS networks. The scope of the thesis is in tha afeetworks with advanced contention
resolution mechanisms and performance improvemectiniques. This thesis opens up
research directions in estimation, control, andlyema of contention losses in large scale

optical WDM networks and to enhance the overalfgyarance of the network.

1.5 Organization of Thesis

This thesis consists of seven chapters. The prasegatuction chapter has outlined a brief
review of the traffic congestion problems in optid&DM networks and strategies adopted in
literature to resolve such contention using différeptical switching paradigms. In the rest
of thesis, we focus on the classification and gremtince analysis of different congestion
control techniques in OBS and OPS based WDM netsvork

Chapter 2 addresses the basic architecture of OBS netwaodkadso implement different
reservation schemes under different burst scheglidigorithms. The same chapter also
briefly describes different contention resoluti@ctiniques used in OBS network. Finally a
deflection routing based intelligent OBS networls li@en proposed to handle the incoming
traffic dynamically to yield superior blocking pralbility.

Chapter 3 describes the basics of OPS network and reviewsrédift buffering schemes
used in OPS network. We have proposed a networktataagorithm under variable loop
delay scheme in OPS network for traffic resoluti®hereafter an appropriate mathematical
model has been developed to estimate the bursplogsbility in the proposed architecture
suitable for OBS network. At the later portion dketchapter, a simple node architecture
model based on media access control protocol festypdata traffic of variable time slot
duration and data rate has also been proposed aim gbacket loss probability. An
architectural model with appropriate mathematicadel has also been derived to evaluate
the performance of the proposed node architectaimegusynchronous round robin (SRR)

protocol.



Chapter 4 discusses the contention resolution in wavelemgtinain. In this context the
basic design aspects and different types of wagébtertonverters are discussed. An
appropriate mathematical model of WDM optical natwosing wavelength converters has
been presented and its performance analysis undang=C traffic has been reported.
Blocking Probability analysis of an optical WDM Nedn wavelength routed networks
(WRON) for three different cases namely no conwgrsipartial conversion and full
conversion have also been addressed.

Chapter 5 reports an architectural model which efficiengguces the network congestion in
an optical burst switching (OBS) ring network witthausing any conventional contention
resolution techniques has been presented. The taekix the proposed architecture is the
use of a dummy node to support the congested noylggoviding a path diversion. The
mathematical model predicts a significant reduciiorpacket dropping probability. In the
next section of the same chapter different standeyclaling protocols namely just-enough-
time (JET) and tell-and-wait (TAW) have also beeedito investigate the performance of
the proposed architecture. These signaling teclesique evaluated for different data rate
under the similar node and channel environment.

In existing contention resolution schemes for @dtiburst switched networks, when
contention between two bursts cannot be resolvedigin other means, one of the bursts will
be dropped in its entirely, even though the ovebapveen the two bursts may be minimal.
For certain applications, which have stringent gatequirements but relaxed packet loss
requirements, it may be desirable to lose a fevkgtadrom a given burst rather than losing
the entire burst.

Chapter 6 discusses a dropping based contention resolutemintque called burst
segmentation, in which only those packets that lagewith a contending burst will be
dropped. In the next section of the same chaptrctmparative performance analysis of
wavelength conversion and segmentation based drgppethod for contention resolution
scheme in OBS network has been presented.

Chapter 7 sumarizes the outcome and conclusions of theslasl presents the scope of the

thesis for further research.



CHAPTER 2

SPACE DOMAIN CONTENTION RESOLUTION : DEFLECTION
ROUTING

2.1 Introduction

The explosive growth of internet traffic and evercreasing demand of high speed
technology are driving the direction of researchd atevelopment towards the optical
networks employing wavelength division multiplexir§VDM) technology [Mukherjee
2000]. In WDM networks, multi-wavelength channete accessed by the end-user at peak
rates. To exploit the huge transmission capacitgufh networks, extensive research has
been done for developing efficient channel switghitechnology [Ramaswami 1994]
[Chalamtac 1993].

Obviously, the performance of such WDM networks limited by the quality and
functionality of the physical resources used tadport the data traffic from source to
destination. This requires a thorough understandiagavior of the network components and
appropriate subsystems used for the routing ofimuatvelengths. This optical traffic routing
involves both physical layer signal transport aadidal layers containing either electrical
switching or optical switching to execute the cohtoptimization of network reliability
[Ramamurthy 1998a].

Usually in WDM networks the optical switching am@rismission technologies have been
increasingly deployed employing transparent optipakely optical or hybrid components.
The main attraction of optical switching is thatemables routing of optical data signals
without the need for conversion to electrical sigrend, therefore, is independent of data
rate and data protocol. The transfer of the switghHunction from electronics to optics will
result in a reduction in the network equipmentjrammease in the switching speed, and thus
network throughput, and a decrease in the opergiiwger [Ramaswami 1998] [Chu 2002]
[Georgios 2003]. Several solutions are currentlgdarnresearch; the common goal for all

researchers is the transition to switching systeamshich optical technology plays a more
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central role The result of such efforts has led to the creatiboptical networks, where the
optical signal undergoes optical-electrical-opti@@/E/O) conversion at each intermediate
node. Two tendencies have emerged for the desigrdeployment of WDM networks. The
first trend attempts to increase transparency e rtbtwork in order to remove electronic
bottlenecks and manage a large set of heterogersggnals regardless of protocol formats,
modulation, and bit rates. The second trend lobks-aonfigurability of networks such that
bandwidth can be assigned efficiently to end-usererder to accommodate dynamically
changing traffic demands. Both trends reflect tiséon for future generation networks where
optical switching technologies play a fundamentdd and bandwidth is promptly available
to end-users.

The migration of switching functions from electrogito optics is a critical issue. It is
progressively done through several phases. The deploys wavelength routing (WR),
which offers circuit switching services at the grimity level of wavelengths [Chlamtac
1992] [Zang 1999] [Lazzez 2005]. In such circuititstved wavelength routed networks
available optical switching technologies involvartsparent configurable optical switch
fabric to route the traffic efficiently. At an opél circuit switching (OCS) network, once a
lightpath is setup, all data carried by one inpavelength will go to a specific output
wavelength. Since no O/E/O conversion of data gtiatermediate node is needed, multi-
hop transparency (in terms of the bit rate, proteool coding format used) can be achieved.
On average, the connection duration should be @wttier of minutes or longer as setting up
or releasing a connection takes at least a few fedgisdof milliseconds. Shorter duration
connections needed to accommodate sporadic dasartissions will result in a prohibitively
high control overhead. A major difference betweddSOand the other approaches is that in
OCS, no statistical multiplexing of the client datan be achieved at any intermediate node.
More specifically, in the core, bandwidth is alltexh by one wavelength at a time, which is a
coarse granularity. In practice, however, mostaufay’s applications only need the sub-
wavelength connectivity. In addition, high-bit ratemputer communications often involve
“bursts” that last only a few seconds or less.ddi@ion, circuit-switching models do not fit
well with IP packet switching.

To overcome the above deficiency of the OCS appro&/E/O conversion can be

introduced above an OCS network in the internetogmal (IP) and synchronous optical
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network (SONET) layers. The electronic switchingdes are used in such an O/E/O
approach. Here, statistical multiplexing of theewti data at the sub- wavelength granularity
is possible with electronic processing and bufigrinSince every data unit needs to go
through O/E and E/O conversion, this approach isoalable enough to support hundreds of
wavelengths, each working at 40Gbps or beyond rfgred for which is anticipated in the
near future). In addition, electronic switches &rmmwn to suffer from problems such as
limited capacity and huge power/space consumptimh laeat dissipation in addition to
requiring expensive O/E/O conversions. Note thiéfthee an optical cross connect or optical
add-drop multiplexor may also be used in conjumctiwith an electronic switch for
wavelength granularity traffic that does not needgb through the electronic switch. A
hybrid, multi-layer network consisting of such nedeach consisting of both an electronic
switch/router and an optical cross connect, iswag to combine the strength of the optics
and electronics, but certainly not the only waytoso, and in fact may not be the ultimate
long-term solution.

Since all-optical header processing will not benexoically viable in the near future due to
the immaturity of high-speed optical logic, theiogk packet switching (OPS) approach will
likely require each header to go through O/E cosiver for processing and E/O conversion
for transmission. An important difference from grevious O/E/O approach is that here, the
header can potentially be sent at a much slower tretn the data using for instance sub-
carrier multiplexing, thereby easing the speed irequent on the O/E/O conversion devices
while still maintaining a high data throughput. etheless, OPS is difficult to implement
because of its need for a large number of O/E/Ovexsion devices (one set for each
wavelength), header extraction/insertion mechanisnmas well as FDLs and packet
synchronizers. In the longer term, OPS promisesr fiswitching granularity, providing
bandwidth-efficiency, flexibility, and data managemh[Yao 2000] [Yao 2001] [ Sivalingam
2005] [Lazzez 2005] [Dogan 2006]. The achievemdrhis second phase, however, faces
major difficulties since OPS will necessitate theevelopment of a number of
component/system technologies that are still inr tegperimental stage [Yao 2000a] [Yao
2001]. Note that, an optical cross-connect or adgb-dnultiplexor can also be used in
conjunction with the OPS nodes or OBS nodes toibeudsed below if/when it is more

economic to do so.
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The third step undertakes the move toward opticastbswitching (OBS) and attempts to
minimize the header management at the internalsZg@eo 1999] [Turner 1999] [Qiao
2000] [Wei 2000] [Bjornstad 2003] [Vokkarane 20(4dhzzez 2005] [Dogan 2006] [Du
2006]. OBS is generally considered as an attrad@ahnique for supporting improved
switching granularity. Since the transmission ugita burst, OBS is more efficient than
circuit switching when a transmitted data burstsoet use a full wavelength.

In the OBS paradigm, only a few control channelg.(eone per fiber) go through O/E/O
conversion .Given that the data is switched allealyy at burst level, data transparency and
statistical multiplexing can be achieved concuiser@ince OBS takes advantage of both the
huge capacity in fibers for switching/transmissand the sophisticated processing capability
of electronics, it is able to achieve cost reducand leverage the technological advances in
both optical and electronic worlds, which makesaitviable technology for the next
generation optical internet.

At an OBS node, no synchronization/alignment ofskaiis necessary unless the switching
fabric operates in a slotted manner. In additiddl-$and wavelength converters which are
optional can help in reducing burst loss [Gauge®220 Currently, it is a challenge to
implement an OBS switching fabric with hundredspofts operating at a switching speed
which is of the order of nanoseconds. Neverthelessgoing research work has shown
promise [Xiong 2000] [Masetti 2002] [ Ramamirtha02].

2.2 Optical Switching Techniques

The practical switching techniques that are comsmlldor the deployment of all-optical
WDM networks are wavelength routing, optical packeitching and optical burst switching.
Wavelength routing technique follows the basic emts of traditional circuit-switched
networks and are usually implemented to enhancenét@ork throughput and to avoid
collision [Chlamtac 1992] [ Zang 2000] [Lazzez 2D0f a wavelength routed (WR)
network, an all-optical wavelength path, callechtgath, can be established between edges
of the network. A lightpath is created by dedicgtinwavelength channel on every link along
the chosen path. After data transfer, the lightpatieleased. A WR network is composed of
wavelength routers that provide wavelength routearording to the input port and
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wavelength. In the absence of wavelength convertersghtpath must occupy the same
wavelength on all the fiber links through whichpésses. This property is known as the
wavelength continuity constraint. Given a set ohroections, the problem of setting up
lightpaths by routing and assigning a wavelengtbéaoch connection is called the routing and
wavelength assignment (RWA) problem [Zang 2000]ijRwier 2006] [ Szymanski 2006].
The main objective of a RWA scheme is to set uptpgths and assign wavelengths in a
manner which maximizes the number of connectioas #ine established in the network at
any time; thus minimizing the amount of connectiolocking [Zang 2000] [Jue 2000]
[Pointurier 2006]. The data transmitted in a WRwuoek require no electronic/optical
conversion, no buffering, and no processing, atintermediate nodes. This makes possible
of the implementation of wavelength routed netwobesed on commercially available
switching technologies such as opto-mechanicalcked, microelectro mechanical system
(MEMS) switches, electro-optic switches, and thewptic switches [ Papadimitriou 2003]
[Yano 2005], which unfortunately are still relatiyeslow. Even as, WR technology
constitutes a significant phase towards all-optregtivorking, it suffers from low bandwidth
utilization. In fact, on any fiber link of a wavelgth routed network, no wavelength sharing
is allowed between two distinct lightpaths. Morepwwavelength-routed connections are
fairly static and may not be able to accommodagehighly variable and bursty nature of

Internet traffic in an efficient manner.

2.2.1 Optical Packet Switching

In order to overcome the abovementioned shortcosniofy the wavelength routing, a
technological breakthrough called optical packeit@dwng emerges in the literature [Yao
2000] [Yao 2001] [Sivalingam 2005] [Hsu 2002] [L&zz2005] [Dogan 2006]. In optical
packet switching technique data traffic is broketoismall packets. An optical packet
consists of a data payload and a header. Packetgracessed and forwarded hop-by-hop
until they reach their destination node. Networkorgces are dynamically allocated with
finer granularity and consequently more efficieahtwidth utilization can be ensured.
Because of store and forward nature of packet bimidg optical packets are temporarily

buffered at each intermediate node during headecegsing. An optical packet-switched
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network should be able to process and forward gadkethe optical domain, which makes
the network truly transparent. However, as all @gtprocessing is still in the experimental
stage, the packet header must be electronicallgege®d. Moreover, due to the lack of
optical memory, use of fiber delay lines (FDLs) ftier 1998] [Chlamtac 1996] [Chlamtac
2000] [Hsu 2002] [Harai 2006] is currently the mdeasible way to implement optical
buffers. In an optical packet-switched network,vilial photonic switches are combined to
form a network. Packets can arrive at the inputspof a network node at different times.
Therefore, in packet-switched networks, bit-lewgichronization and fast clock recovery are
required for packet header recognition and pac&knehation.

Optical packet-switched networks can be classifieal two categories: synchronous (slotted)
and asynchronous (unslotted) networks [Vokkarar@P@yao 2003] [Dogan 2006] . In a
synchronous or slotted network, time is slottedd grackets arrive at a core node in
synchronized and equally spaced time slots. Alkpecin a synchronous network have the
same size, and the duration of a time slot is etgutde sum of the packet size and the optical
header length (plus appropriate guard bands). larefotted or asynchronous network, the
packets may or may not have the same size, angattiests arrive at a network node at non-
synchronized instants. Therefore, the packet-bykgtagwitch action could take place at any
point in time. The impact of contention is oftennmsevere in an unslotted network because
the behavior of the packets is more unpredictable lass regulated. However, a slotted
network requires synchronization at each switcluingrhich increases the switch cost and
complexity.

As it is presented above, optical packet switchieghnology constitutes a promising
technique for next generation WDM networks thatpsup fast resource provisioning and
that handle bursty traffic. However, the deploymeft such technology faces major
difficulties due to the lack of optical processiagd the lack of efficient buffering in the
optical domain. Widely speaking, the major probleshsptical packet switching include the
difficulty of realizing optical packet synchronizerequirement of optical buffers, and
relatively high control overhead resulting from dinpayloads [Qiao 2000] [Listanti 2000]
[Hsu 2002]
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2.2.2 Optical Burst Switching

In the literature, a novel approach referred toopscal burst switching (OBS), has been
proposed by researchers [Qiao 1999] [ Turner 1999jao 2000] [Wei 2000] [Bjornstad
2003] [Vokkarane 2004] [Lazzez 2005] [Dogan 2006JJ 2006]. The incentive of this new
idea is to keep the advantages of the above pesbepproaches while eliminating their
shortcomings as much as possible. OBS technologyiges more efficient bandwidth
utilization than wavelength routing technique. Aietsame time, optical burst-switched
networks do not have as many technological comggraas all-optical packet-switched
networks. In optical burst-switched networks, aadairst consisting of multiple IP packets is
switched through the network all-optically withdoiffering. Unlike a packet, a burst is a
pure payload. Each burst is associated with a cbptacket recording burst related control
information such as burst length and routing infation. In this way, the control overhead is
alleviated. A control packet is transmitted ahe&dhe burst in order to establish a path,
reserve the needed resources, and configure switaleng the burst’s route. After a
predetermined offset time, the burst is sent oficavithout waiting for an
acknowledgement. The offset time allows for thetomnpacket to be processed and the
switch to be set up before the burst arrives atiitermediate node; thus, no electronic or
optical buffering is necessary at the intermediades while the control packet is being
processed. Thus in this case the bandwidth resemvegt a one-way process. The control
packet may also specify the duration of the burgdrder to let the node know when it may
reconfigure its switch for the next arriving burst.

Hence, the OBS paradigm supports dynamic bandwidlliocation and statistical
multiplexing of data, which mayensure en efficiaetwork resources utilization. Compared
with wavelength routing, data traffic starts tramsion without waiting for an
acknowledgement and the problem of significant &igg delay may be eliminated. In
addition, the separation between a control packdtits burst in both time and wavelength
domain can avoid buffering as well as synchronaraproblem in optical packet switching
[Qiao 2000] [Hsu 2002].

Based on the aforementioned discussions, we cérwabserve that optical burst switching

has the advantages of both optical circuit switghiand wavelength routed networks) and
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optical packet switching, while avoiding their sttmmings. According to signaling schemes,
there can be various optical burst switching prolcThe most common signaling scheme
for reserving resources in OBS networks are justigh-time (JET), just-in-time (JIT), tell-
and-go (TAG), and tell-and-wait (TAW) [Qiao 199Bjprnstad 2003] [Hsu 2002]. As JET
provides more efficient bandwidth utilization comgeé to JIT and TAW schemes, and a
better QoS compared to TAG protocol, so JET-bagaittad burst switching scheme is
widely viewed as the most promising approach ferdeployment of optical burst switched
networks [Gauge2002].

2.3 Contention Resolution

As OBS networks provide connection-less transpthr¢, bursts may contend with one
another at the intermediate nodes. Burst loss auwentention is a major source of concern
in OBS networks. Such contention losses which engpbrary in nature, can degrade the
performance at the higher layers. Contention antamegbursts occurs due to the overlap of
two bursts (in time) arriving simultaneously on twidferent links or wavelengths and
requesting the same wavelength at a given timealdotronic packet switching networks,
contention is handled by buffering. However optibaffers are difficult to implement and
also there is no optical equivalent of random ascesmory.

The conventional techniques used to resolve captefdr an incoming wavelength signal at
the core nodes are discussed below.

2.3.1 Optical Buffering

In OBS networks, optical buffers based on FDLs barused to delay packets for a fixed
amount of time [Chlamtac 1996]. Optical buffers aither single stage, which have only one
block of FDLs, or multistage which have severalckl of FDLs cascaded together, where
each block consists of a set of parallel FDLs. €gptbuffers can be broadly classified into
feed-forward, feedback and hybrid architecturesnidu1998]. If a FDL connects the output
port of a switching element at one stage to thetiport of another switching element at the

next stage it is called feed-forward architectuinefeedback architecture, the FDL connects
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the output port of a switching element at one stagbe input port of a switching element at
the previous or current stage. A hybrid architectwombines both feed-forward and

feedback architectures.

2.3.2 Wavelength Conversion

Wavelength conversion is the process of convertivg bursts on one wavelength in an
incoming link to a different wavelength in the ooitgg link. This helps to improve
wavelength reuse in which the wavelength can bdiadlyareused to carry different
connections on different fiber links in the netwok¥avelength conversion can fuether be
classified into four types: full wavelength convers limited conversion, fixed conversion,
and partial wavelength conversion. In full convensiany incoming wavelength can be
shifted to any outgoing wavelength, while in lingditeonversion, not all incoming channels
can be connected to all outgoing channels. In fie@aversion, each incoming channel may
be connected to one or more predetermined chaongisin partial wavelength conversion,
different nodes in the network can have differevels of wavelength conversion capability
[Eramo 2003].

2.3.3 Deflection Routing

This is a technique of deflecting the bursts oriteraate paths towards the destination in
case of contention for a wavelength at a core f\dtng 2000].

Basic Concept: A conceptual view of deflection routing is givenfig. 2.1. Both sendera
andB are sending bursts to receiel denoted their bursts &¢A, E)andb(B, E). Before
sending bursts, sendeksandB send control packets (denotedcé&, E) andc(B, E) on their
out-of band control channels for announcement. €SB, E)arrives at Nodé earlier than
c(A, E), the output link of Nod& towards NodeE is reserved fob(B, E) Whenc(A, E)
arrives at nodé€, the link betweerC andE is still in use byb(B, E) Node C then checks
other output links and selects the idle link betwvéz and D to deflecb(A, E) NodeD
forwardsb(A, E)via link betweenD and E based on its routing table. Since every node

performs deflection routing in this manner, thelegted burst arrives at its destination with
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some extra propagation delay, i.e., traverses akadditional nodes than the shortest path.
The idle optical links can be considered as fibaay lines for buffering the blocked bursts.
The bursts in the congested part of the networkitega distributed to other lessused parts,
thus the overall link utilization and network perfance can be improved.

The benefits of deflection routing for burst opticeetworks are discussed below. In
traditional burst optical networks, if in an intezthate node along the path a traversing burst
fails to reserve the resource (WDM channels), timstbhas to be dropped and retransmitted
again from the sender. In such a case,

a. A dropped burst wastes the bandwidth on the pigrgstablished path. If the burst data
has been injected into the network, the networkukhalo the best to forward it to the
destination, more than simply drop it. For exampleen the receiver node is 6 hops away
from the sender and the burst is dropped at thé&ph it has to be retransmitted and the total
hop distance rises to (5 + 6 = 11) hops. If defibecis available, (5 + deflection hop count) is
enough, which in most case is less than the totehber of hops with the case of
retransmission.

b. The delay becomes very large when retransmittibgpeked burst in long-distance links.
Different from the traditional concept that mairdgncerns about the processing delay in
every switching node, the transmission delay besodogninant value in high-speed and in
broad-bandwidth optical networks . For example,dbeation of the burst at 10 Gbps is only
0.8 ms for | MB bursts. On the other hand, thednaission delay over a 100 km optical fiber
link would be 0.55 ms. If the destination is 7 hepgy from the sender and a 1 MB burst is
dropped at the 3rd hop, it at least takes (0.5% Bd0ps x 2 + 0.55 ms x 4 hops + 0.8 ms=
6.3) ms with one time of retransmission to make Iiest totally reach its destination.
However, if deflection is performed at the 3rd noithe total transmission time will be (0.55
ms X 3 hops + 0.55 ms x deflection hop count +sy. If the deflection hop count is under
7 (in real case the number is actually much snjaltee total transmission delay will be
reduced. Accordingly, deflection routing decreathse waste of bandwidth and the
retransmission delay by eliminating the probabibfyburst dropping, yielding performance

improvement.
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Fig 2.1. A Conceptual View of Deflection Routing fOptical Bursts

Deflection routing also has its disadvantages.dxample, normal deflection routing is only
efficient when the traffic load of the whole netkas relatively low. However, when the
traffic load grows, the effect of deflection degea and eventually induces even higher
blocking probability than the case of no deflectidime rapid performance degradation of
deflection routing is due to its "indiscriminategfteéction procedure. Deflection routing is
based on the assumption that if the default outpktis in use, most of other links are idle
and available for deflection use. However, whentth#ic increases, this assumption begins
to break down because the number of idle linksdeflection use decreases. Moreover,
deflected traffic further lower the network capgdid process newly generated bursts. The
blocking probability increases rapidly and the retwthroughput collapses completely when
the load exceeds a certain threshold [Hsu 2002hy\2002].

2.3.4 Burst Segmentation

In burst segmentation, a portion of the burst whaghkrlaps with another burst is segmented
instead of dropping the entire burst. When two tsuontend for the same wavelength,
either the head of the contending burst, or tHeotahe other burst is segmented and dropped
[Vokkarane 2002]. Therefore segmentation can bestdlad into head dropping or tail
dropping. The remaining segment of the burst issimatted successfully to the destination
thereby increasing the packet delivery ratio. A boration of both segmentation and

deflection routing has also been proposed for cdiaie resolution [Vokkarane 2004].
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In this chapter, we focus on the contention resmhutn optical burst switching network

using deflection routing, however other technigaesdiscussed the following chapters .

2.4 Motivation and Related Work

The OBS switches can potentially perform traffiogmning in the optical domain using
tunable lasers and wavelength cross-connect (&ttadpswitches. The OBS switches would
statistically multiplex traffic from different ineoing ports and wavelengths onto a
wavelength on an egress port. The statistical plaking occurs at the burst level, each burst
consisting of numerous packets. There is a poggililat the OBS switches together with
the wavelength-division-multiplexing/dense (WDM/DWI) capability can be produced less
expensively than equipment combining ultrahigh cépacore routers, optical switches, and
WDM/DWDM. Also, the switching delay for OBS is dnoipg down to the range of tens or
hundreds of nanoseconds, which makes a good caseafbility of OBS implementation.
Although promising, OBS still has implementatioraliénges, which need to be overcome
[Sriram 2003] [Chen 2004]. These challenges incllinited optical buffering and optical
power and distortion management. The OBS implemientastrategy includes both an
electronic control processing mechanism for optibakst scheduling and an optical
transmission technology utilizing wavelength crassnects (WXCs or OXCs) together with
tunable lasers.

One of the challenging issues in the implementatibburst switching is the resolution of
contentions that result from multiple incoming hsrghat are directed to the same output
port. In an optical burst switch, various techngjukesigned to resolve contentions include
optical buffering, wavelength conversion, and dgftan routing [Gauger 2002] [Yoo 2000]
[Gauger 2002] [Hsu 2002] [Kim 2002] [Wang 2000] [14002] [Zalesky 2004]. In
comparison to other techniques, deflection routiag an advantage as it can work with fiber
delay-line (FDL) with limited bufferring capacit¥iber buffer capacity is often indeed very
limited, and a larger amount of it is needed inepluffering schemes for contention
resolution. However, deflection routing can workiwiimited optical buffering (or even no
buffering) because it deflects or reroutes the exding bursts to an output port other than
the intended output port. Thus, deflection routiaga very practical approach to resolve
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contentions, and has been examined through siroofatas well as analysis in [Hsu 2002]
[Kim 2002] [Wang 2000] [Li 2002] [Zalesky 2004]. iBr to the emergence of OBS
networks, deflection routing was first used as atewotion resolution method in optical
networks with regular mesh topologies [Borgonov®49In [Forghieri 1995] and [Bononi
1999], deflection routing is shown to provide muctproved performance as compared with
hot-potato routing in a network with high-connett{itopology, such as ShuffleNet. Chich
et. al. [Chich 2001] have presented a heuristat @mhances unslotted deflection routing to
provide similar performance level as slotted rogitiln [Castanon 1999], the concept of
priority is introduced and output ports are selgédiased on preassigned port priorities, while
considering irregular mesh topologies.

With the emergence of OBS technology, a deflectarting protocol for OBS network was
proposed in [Wang 2000] , demonstrating that daflacrouting reduces the burst loss and
the average delay as compared with the methodtafrdaeansmission from the source. Some
work about deflection routing is reported in [HS202] [Kim 2002] [Wang 2000] [Li 2002] .
The authors of [Hsu 2002] investigate the perforoga of deflection routing in OBS
networks with prioritized burst types and just-eglodime (JET) scheduling. In [Kim 2002]
[Wang 2000], it is demonstrated via simulation stadhat the blocking probability improves
when deflection routing is used as a means forertiun resolution. The authors of [Li
2002] describe how deflection routing can be usedonjunction with the self-routing
address scheme. However, these studies do notsadtiie issue of how routing to an
alternate path should be done, while consideringesperformance constraints. Deflection
routing approach resolves the congestion by exptpilternate available paths and utilizes
the resources effectively, however if contentismasolved by traditional deflection routing
then there is no guarantee that the control paskkbe able to reserve all the wavelengths
successfully up to the destination on the altermetth, especially in a high traffic load
situation. The present chapter proposes a scherdefletction routing by assigning suitable

wavelengths to various routed paths based on reegpé@ffic to be routed.
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2.5 Contention Resolution in Deflection Routed Networ k

Deflection routing is invoked to save the burstdodbpping and to redirect the contending
burst to the alternate path, which is usually lontq@n the primary one. However, the
problem of insufficient offset time may occur, besa the offset time is calculated according
to the primary route, which is as a rule the shstrome. It means that control packet needs
extra offset time to configure deflection route.eTRDL buffer could provide an additional
delay to prevent the data burst to arrive in thdenbefore the control packet configures the
optical switch in the node and reserves the outghdnnel. Since the optical buffer
technology is still immature and has not reachedleliel of its counterpart electronic buffer
considering the possible capacity and the currest, ave propose its limited appliance just
for providing an extra offset time to the deflectedst.

This chapter presents a deflection routing baseslligent optical burst switching scheme
and investigates its influence on OBS network hlogkperformance. In section 2.5.1 the
deflection routing and JET signaling scheme aresgmed. The development of the
analytical model of the deflected routed OBS neknmesented in Section 2.5.2. Numerical
results are evaluated in section 2.5.3. In se@iér a modification of the proposed network
is done to further improve the blocking probabiltgrformance. In section 2.6 we presented

some concluding remarks.

2.5.1 Deflection Routing in JET Based OBS Network

The manner in which output wavelengths are resefmedursts is one of the key features in
OBS networks. The common reservation protocolsj@sgtin-time (JIT), just-enough-time

(JET) and tail-and-go (TAG). Out of these JET is thost prevailing distributed reservation
protocol for OBS networks today because it doeseqaire any kind of optical buffering or

data burst delay at each intermediate node. Itraptishes this by letting each control packet
to carry the offset time information and make tlecalled delayed reservation for the
corresponding burst, i.e., the reservation startheaexpected arrival time of the burst. The
bandwidth is reserved for the burst starting friwa burst arrival time until it traverses to the

next switch.
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Another important feature of JET is that the blesigth information is also carried by the
control packet, which enables it to make closededndeservation. This closed-ended
reservation helps the intermediate node to takelligent decisions as to whether it is
possible to make a reservation for a new burstthod the effective bandwidth utilization
can be increased.

The process of bandwidth reservation is performredrne direction, when JET signaling
scheme, is used. So, the application of JET siggacheme does not guarantee the burst
delivering on the destination, [Myers 2001]. IP kets arriving in the same ingress node and
having common destination are assembled into a hugd. A header of a burst is sent as a
control packet along the separate channel fronbthist payload, and after the expiration of
the offset time the burst is sent. During the dftsae, the burst waits in electronic domain
while the control packet reserves switching andgnaission resources along the path.

In a conventional electronic router/switch, coni@mtbetween packets can be resolved by
buffering. However, in OBS networks, no or limitedffering is available and thus burst
scheduling and contention resolution must be dona different manner. If wavelength
conversion capability is feasible, an incoming bumsay be scheduled onto multiple
wavelengths at the desired output port. A burstedater will choose a proper output
wavelength for the burst taking into consideratiba existing reservations made on each
wavelength, and make a new reservation on the tedlechannel. Delayed reservation
schemes [Qiao 2000], allow multiple setup messémesake future reservations on a given
wavelength (provided that these reservations dawetlap in time). The output wavelength
is reserved for an amount of time in proportionhvitie length of the burst.

In JET-based OBS networks, affset time Tis necessary between the control packet and
data burst [Qiao 2000]. The control packet can esngphedelayed reservatiotechnique to
reserve the bandwidth along the predetermined pah(S D) be the source-destination
pair, H be the number of hops betweBmandD along the predetermined route, ahte the
maximum required processing time for a control packt each hop. The total delay
encountered by control packet is no greater thradH and therefore the offset tinfeshould

be at leas\. For example, Fig. 2.2.1(a) depicts a sample OB®&ork and the predefined
path betwees andD is SA-B-D, i.e.,H=3. LetT=39, the burst will arrive ab just after the

control packet is processed as illustrated in Eig.1(b). If the control packet cannot reserve
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bandwidth at some intermediate hop, Bayt may reserve FDL buffer consequently instead
of being blocked directly. However, if all FDL raggces have been allocated to other bursts,
the burst is blocked and the control packet will @ transmitted t® (Fig. 2.2.1(c)).

In order to achieve better blocking performance, may invoke thedeflection routingat
such a congested hop. Unlike the traditional dyecarouting in circuit-switched WDM
networks [Fabry-Asztalos 2000][Hsu 2001] where xedialternate or dynamic route is
reassigned betweef, (D) pair, the deflection route should be chosen betnbe congested
nodeB and the destinatioD since the control packet has arrivedBaDue to the nature of
burst transmissions, the network state changedlyapi OBS networks. As a result, it is hard
to perform dynamic calculation of deflection roul@ predefine deflection routes between
each node pair in a fixed table is a more reasenstlution. In the previous example, the
burst is blocked at nodB. Then the deflection route froBito D is looked up in the table

and the burst is forwarded to the new rdsH€-D.
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Figure 2.2.1 Possible cases of a burst f&tmD: (a) a sample network, (b)
successful transmission on p&-B-D, (c) FDL reservation
failure atB, and (d) deflection routing is triggeredBat
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There is a crucial problem when we redirect thesbtow the deflection routensufficient
offset time Let h denote the increased number of hops of deflectater If the initial offset
time T=0H and h>0, the burst will arrive at the destination nddesarlier than the control
packet is completely processed [n by dh time units. As shown in Fig. 2.2.1(d), the
deflection routeB-C-D has one more hop than the original raBB, i.e.,h=1. The burst will
reach the destinatiahtime units before the control packet is processed.

Therefore, the deflection routing will not succeeithout enough offset time[. The different
possible solutions as follows:

a) Extra offset time

If sufficient offset time is provided, &> 6 x(H+h), the burst can be successfully redirected
to the deflection route. If the offset time is @@ than & as shown in fig 2.2.2(a), the burst
will arrive atD after the control packet is processed. Howevas, litard to determine extra
offset time in the beginning. Without enough extffset time, the deflection cannot be
completed; with huge extra time, the other burstéy e affected [Yoo 2000a]. Thus, this
strategy is lack of flexibility and can not be déaginplemented.

b) Delayed-at-previous-hops

It may happen that the burst has encountered thelfye entering the congested node. There
will be no problem if total delayed time is greateano xh. Fig. 2.2.2(b) depicts such a
situation that the burst has been delayed for ntweia d at hopA. Nevertheless, this case

may not occur each time when deflection routingeguired.

c) Delayed-at-congested-node

If the burst does not have sufficient offset tinmel das not been delayed at previous hops, a
buffered delay timé xh is required at the congested hop. In Fig. 2.2.Zdelay time 06 is

enforced aB and the redirection can be performed successfully.

d) Delayed-at-next-hop
Delaying the burst at the next hop of the congestetk is also a solution. Because there is at
least one hop between the congested node and #imal®n node, the burst can be

transmitted to the next hop where the delay campdréormed without any problem. For
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example, the burst is congested at nBdand the required delay is issued at its next hop

(nodeC) in Fig. 2.2.2(d).
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Fig. 2.2.2 Approaches for keeping offset time isight: (a) extra offset time, (b) delayed-at-
previous-hops, (c) delayed-at-congested node, @ndie{ayed-at-next hop

2.5.2 Network Architecture and Modd For mulation

Deflection routing can be used in case of contentésolution. Here we model an intelligent

deflection routed OBS network which is capable ltocate wavelength dynamically. There
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areW available wavelengths on each output link outhelseW output linksN are allocated
to the deflected bursts only, hoping that its immpdatation will decrease the possibility of
multiple deflection, because this phenomenon magedigher traffic intensity and network
congestion. NumbeN is determined dynamically in compliance with thdlelted burst
traffic intensity.

In the proposed model we have assumed that thé leagths are exponentially distributed
with meanl/u, the average number of extra hops for the deflielotest areH, the maximum
processing time for the control packet at eachikapthe burst arrival at a given output port
of an OBS node is a Poisson process with mean.ydte non-deflected angh for deflected
bursts. The equivalent offered loadais: p1+ p> where non-deflected burst loadpis= A1/
and the deflected burst traffic loadis= 15/ p.

In order to estimate blocking probability we uséarkovian M/M/c/c queuing model to
construct a two-stage model of OBS node [Gross 1 $hbwn in Fig. 2.3. The first stage
represent®l wavelengths of the output fiber link allocatedhe deflected burst only in order
to avoid their multiple deflections and to decrets®e deflected burst blocking probability.
The second stage represents the remaining numlveavaengthgW-N) on the output link,
shared by both non-deflected and the deflecteddtefected from stage 1.

The first stage in fig.2.3 represents the M/M/NA$d model, in which probabilify; thatN
wavelengths are busy is given by Erlang’s loss tdam

_ py IN!

=L (2.1)
Zpizli!

wherep, is the traffic load in the first stage. The defégtbursts blocked in the first stage
are not discarded, but they are routed to sec@uye stith a mean rafig,given by

NN
Ay = Ay b2 20 (2.2)

Z Pyl
i=0

The second stage represents the multi-dimensional traffic modek #he transmission

resources are shared by the bursts with different features. luimesshat the non-deflected
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and deflected bursts are arriving according to Poisson processneiéh rates.; andy;

respectively.

I I
I |
! M N+1 !
/P || Traffic A _ R |
I Router . |
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! A Destination |
[ 1 I-stage |
| I
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Fig.2.3: Deflection Routed Intelligent OBS network

Let p; denotes the joint probability thatnon-deflected angl deflected bursts exist in the
steady state , wher@ <i < (W-N ), 0<j < (W-N) , 0< (i+])) < (W-N) Denoting the
individual non-deflected and deflected burst traffic loaghfpy 11/ 1 andp,2= A20/u it can be

shown thap; is equal to

(W-N) (W-N-i)

, /fl7'1 Pzz[ z z ,01 /022]—1 (2.3)

The blocking probability of the second stage is may be exprassed

(W-N) i (W-N-i) (W-N) W-N-i) i

P1_ P [ P Paag (2.4)

P2 = o ! W-N-i)I" = 9= it |J

The overall blocking probability for the two-stage can be wriggn

2
P1 P2 | P2P.PP

P=Ppat Py ="+ (2.5)
pra Pra
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Now these equations can be used to simulate the deflected malshblprobability and
overall blocking probability of the proposed network in the MAB_environment under the

appropriate node and traffic assumptions.

2.5.3 Simulations and Results

Simulations have been carried out to investigate the eff@dt(tdfe number of wavelengths
of the output fiber link allocated to the deflected bursts ooly)the overall blocking
probability () and the deflected burst blocking probabiliBg)( by changing a portion of
deflected burst traffic in total input traffic loaal The calculations were executed for the
several different input values of deflected burst traffic intensiy forp, =0.3a, 0.4a , 0.5a
,0.6aand0.7a. The total offered load is normalized with the number of wavéheng =
a/W), and the valuenis in the range [0.1,1]. The number of the output link e¥@ngths is
WE=64, andN is dynamically changed in the range [0,32]. The numericaltsearg obtained
for the average deflected burst blocking probabilRy, non-deflected burst blocking
probability P,4 and the overall burst blocking probabilRy for different values o, andN.
Later on comparative study has been done to verify the performanbe pfdposed OBS
network.

Fig 2.4(a) depicts the variation of deflected burst blocking préibafor different values of
output wavelengths and of incoming traffic to stage 1 i.eheadeflected path only. It is seen
from the fig. that though the traffic to the deflected burst simgecreased but the blocking
probability decreased at the same time because the number of outplengdvs are
increased. This results implies that when the amount of incotmafiic is high then the
performance of the network can be maintained satisfactorily if the numbavadfble
wavelengths are increased proportionately. But this will in tmerease the blocking
probability of the non deflected path so the extra wavelengthaitbatllocated dynamically
to the deflected burst during the high incoming traffic should Easeld when the need is
over. Fig. 2.4(b) shows the non-deflected blocking probabilitiesdifferent values of
incoming traffic with different numbers of output wavelengths. Thaitiiative variation of

blocking probabilities with incoming traffic for both the deflectew the nondeflected cases
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are almost same in nature but only difference is that the amobidoking suffered is more

in non deflected case.
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Fig 2.4(a): Deflected Burst Blocking Probability vs Normalizete@d Load
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Fig 2.4(b): Non-deflected Burst Blocking Probability vs Norized Offered Load
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Fig. 2.4(c) shows the variation of overall blocking probabitifythe network with offered
traffic load. It has been observed from fig. 2.4(c) that the ovel@tking probability of the
composite system provides the minimum blocking probabilitye result obtained in this
graph is quite interesting because when we are using the deflectiing with dynamic
resource allocation scheme. The performance of the network is imgrsignificantly for
all values trafficp, and the number of wavelengths of the output fiber allocatetheo
deflected burst only. The comparative curves of burst blockingaprles Py and P for
high traffic p,=0.7a with N=0 and32, are depicted in fig.2.4(d). It can be seen handP
have been significantly decreased in comparison to the same cuneseimnvicen dynamic
allocation scheme is not implemented, i.e. wiNetD. The result reveals that the overall
blocking performance of the OBS network can be upgradddsf adapted to the deflected
burst traffic intensity dynamically and intelligently, becauselloeking probability of the

overall network is greatly influenced by the deflected burst stage.
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Fig.2.4(d): Comparative Study of Overall Blocking Probabiiyl
the Deflected Burst Blocking Probability

Various combinations g, andN produce a strings of numerous valuesgf, P,q andP.
The obtained results indicate the benefit of the proposed dynamielemgth allocation
technique in the OBS network with deflection routing as coraemsolution scheme.

2.5.4 Modification of the Network Ar chitecture and M odel

The model proposed in sec 2.5.2 can further be modified by inctimgpin additional
stage to the deflected bursts as shown in fig 2.5. The firs¢ seggesents the FDL buffer
that provides an extra offset time for deflected bursts. The secorttlihdtage represent W
wavelengths of the output link. The second stage repreBentavelengths on the output
fiber link allocated to the deflected bursts only. The third stageesepts the remaining
number of wavelengths on the output I{vK-N), shared by both non-deflected bursts and the

deflected bursts rejected fron the second stage.
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Fig.2.5: Three stage model of OBS network

The first is represented by M/M/W/W model. The blocking prolitgh{P;) of FDL buffer
can be calculated from Erlang's loss formula

_py W

v
> py il
i=0

(2.6)

According to Markovian model the departure time distribution angadrime distribition is
identical. So, the departure from the first stage is the Poisson prnitbsmean ratd,; is

given by

Ay =1=P)4, (2.7)
The second stage represents the M/M/N/N loss model in whicbapility (P,) that N
wavelengths are busy is given by Erlang's loss formula. Thectedldursts blocked in the

second stage are not discarded, but they are forwarded torthetige with a mean raig;

given by,
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Apy =Py (2.8)

The third stage represents the multi-dimensional trffic model, sthee transmission
resources are shared by the bursts with different characteristisassumed that the non-
deflected and deflected burst arrivals are the Poisson processes withateedyand A,s. If
the individual non-deflected and deflected burst traffic load are regmésd by,= A1/u and
p23= A9/ then it can be shown that the blocking probabiftyof the third stage can be

expressed as

p, =Sl P (SO oL g 9
3 i=0 I' (\/\/_N_I)' i=0 j=0 I' JI

The average burst blocking probabiliB) for the three-stage model can be can be written as

2 —
P:Pnd+Pd :plF?i’;+p2[F?Lp3a+ (1 P]_)P2P3p23] (210)
O3

wherea= p1+ prandps= p1+ po3
2.5.5 Simulations and Result

The analytical results shown in fig 2.6 indicate that the overedtalocking probability
generally decreases Bsincreases. This is because of the greater part of the total capiacity
the output link are utilized by the deflected burst. For instatiee,improvement of the
overall burst blocking probability value f&=6 is more than one order of magnitude in
comparison witiN=0 case, for a normalized offered traffic value of 1. Moreoves, kihrst
blocking probability become 3 order lower for the same case at loffezed traffic of value

of 0.2. If we compare the overall burst blocking probability foONken it can be shown that
there is a significant improvement in the burst blocking prothgbHor example we can see
that for normalized incoming traffic value of 1 the previous modglZfB) gives a blocking
probability of almost 0.7 and reduces to almost 0.001 imtheified case (fig 2.5) for N=0
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case. This result indicates that the 3 stage modified modébpsoa superior burst blocking

probability.
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Fig. 2.6 Overall Burst Blocking Probability vs Normalized OdieTraffic
for different values olN'

2.6 Conclusion

Contention is a major concern in OBS networks and in this chapbeief introduction of
different contention resolution techniques that are applicable to ri@B&ork are discussed
with special emphasis on deflection routing. An analytical aggbrdnas also been presented
to investigate the performance of a deflected routed OBS network h&ancppability of
allocating variable output wavelength according to the intens$itgooming traffic or with
dynamic resource allocating capacity. Mathematical models have alsadéeeloped for
simulation study. It is observed that the proposed archiedtgnificantly decreases both,
overall and the deflected burst blocking probability. The armljas been extended and
modified by including one extra FDL buffer to the deflected burstsetiuce blocking

probability. Thus the implementation of the dynamic resowbecation scheme in
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conjunction with deflection routing in an intelligent OBS wetk yields a significant
improvement on the nodal routing performance. Concerning to the &@dequirements
for the implementation of deflection routing needs the limitedicap FDL buffer
incorporation in OBS network, to provide the deflected burst thighextra offset time. The
approach adopted here has been quite simple and involves basic lotertonyield a well

acceptable performance.
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CHAPTER-3

TIME DOMAIN CONTENTION RESOLUTION: OPTICAL BUFFERING

3.1 Introduction

All optical network has been proposed as a promising candidatedeiding high-speed
networking [Hui 1990] [Stern 2009] [Diao 1999] because of thgehbandwidth of the
optical channels involved. A single fiber offers low attenuatioredB/km] with huge
bandwidth and this can be exploited by using a number of indepemwavelength channels
which is referred to as wavelength division-multiplexing (WDMgv&al technologies have
been proposed to use WDM in optical networking including brasidand select, wavelength
routing, optical packet switching (OPS), and optical burstcivig (OBS)etc [Mukherjee
2001] [Mukherjee 2004]. These technologies have used the cimitgchBlg and packet
switching strategies for network traffic streaming and routing, howewtnof them optical
packet switching systems offers a solution for the future all-optetslarks to provide large
bandwidth utilization, high processing rate, and data transpafehg 1990] [Stern 2009].
For each optical packet, the routing information is encoded ihgbder, which is used by
the control unit to transfer the packet to its destined ouiptit The contention problem
exists in all packet-switching systems, when two or more packetslestined to the same
switch output at the same time. In this process only oneepaek be successfully sent out
and other packets have to be buffered for later transmission and causestioangrhe
proposed techniques for contention resolution in OPS includeabpuffering, wavelength
conversion, and deflection routing. For an electrical packet swhehcdntending packets
can be easily buffered in electrical random access memories (RAMs), howsical BAM

is not yet available with the present day technology . In dadgrcrease the buffer capacity,
wavelength conversion has been investigated to implementhetbptical buffering. Use of
wavelength converters with each fiber delay line (FDL) makes the buffsyistem capable
of carrying a number of packets on different wavelengths at the samaltn{ Diao 1999]

[ Hunter 1998].
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The effectiveness of contention resolution greatly influences netwesfirmpance in terms
of probability of packet loss, network utilization, average padkédy, and average source-
destination path length.

In this section we describe some promising buffering schemes ®rpthrpose. In the
absence of optical RAM, the fiber delay line is currently the medifichoice for optical
packet buffering. The simplest FDL packet buffer is made up of dhesfdiber, typically
several kilometers long, accommodating several packets queued in @ofirstfirst serve
(FCFS) manner. Usually the length of fiber require to store one pasketversely
proportional to the packet bit rate, high bit rates are advantageobBobuffered systems
requiring a typical 10m delay line for 100 Gbps system.

A number of node architectures can be employed that provide timmaiiocontention
resolution based on FDLs employing various combination ofs~Besign, location and
connection in the node structure. Optical node architectures picalty modeled after
making the equivalent co-relation with the structures commonly msekkctrical networks,
including input, output, and feedback (recirculation or re-entrylebng. It is therefore
worthwhile to recall this as an electronic approach to model aderstand optical nodes.

In a simple packet switched configuration each incoming packet i im@ a common
memory and then written out to its requested output line whegrline is free. The common
memory queues the contending packets while they are waitmgraiesmission on their
requested links and using a reconfigurable switch fabric these can mus®itten the node
is free.

In OPS node architecture the switch input buffering include, FPdysable of storing
multiple packets at the input ports of the switch and quethedh tn their respective FDLs
to realize an optical buffering. Generally, in input or outpufdrad systems packet-loss
performance improves with the number of buffers employed. Usuallge barffer sizes are
difficult to realize in OPS however a new approach to improve coatengisolution with a
limited number of buffers using feedback delay kmehitecture have been attemptkdthis
case, when there is contention between two incoming packet, onenofi$ directed to one
of the outbound links associated with the FDLs. By settiegswitch to recalculate the delay
required through the FDL, the buffered, packet can keep circulatisige the feedback loop
until the outbound link becomes available. This recirculatiorersehin effect creates an
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“endless” delay- in theory. In practice attenuation in the loap /an noise introduced by
amplification with in the loop degrade the quality of the optsighal every time the packet
recalculates through the switch fabric. The signal will be mutilateldttzen packet will have
to be dropped after some critical circulation delay.

Another approach involves feedback delay line in the node architesigndvith FDLs to
realize partially shared buffering (PSB) architecture. This is an obtgftgring scheme in
the sense that there is an optical buffer (called the prime buffer- esgemtssdt FDLs) for
each output line, and in addition there is an output comméerbiirDLs) that is shared
among all the outputs. Overflow packets (arriving packets that taereccommodated) that
would otherwise be blocked are now sent to the shared buffer forotermpstorage.
Simulation studies in [ Diao 1999] demonstrated that thB &S$hitecture can achieve a
higher throughput with out significantly increasing the sikzeach prime buffer or heavily
utilized wavelength converters. It is also found that the increasadket delay caused by the
PSB is very minor and the mean packet delay approaches an uppédr(immean packet
delay of an M/D/1 queue) when the prime buffer size is large enough.

The OPS nodes can be classified into output buffering, shared ibgffeecirculation
buffering and input buffering depending on the usage of bufferstgdd998] . An output-
buffered OPS node consists of a space switch with a buffer on eaalt potp where a
packet needs to be output buffered and experiences queuing delay chrgetation when
more than one packet is destined for the same output port @ntletisne.

Shared buffering is a form of out buffering, where all output buffleasesthe same memory
space and in optical domain this may be realized by using BiHtsare shared among all
output ports. Shared buffered OPS nodes are able to achieve a aiglyifreduced packet
loss performance with much smaller switch sizes and fewer FDLs tharothput buffered
counterparts [Zhang 2006h recirculation buffering, a number of recirculating optical loops
from some of the output ports are fed back into the switch jouis$. In such buffered nodes
contention is resolved by placing all but one packet intoré¢le@culating loops whenever
more than one packet simultaneously arrive at the switch inptg gestined for the same
switch output port as soon as contention clears. Recirculatiffaring helps to resolve
contention at the expense of optical signal degradation incorpornatée lwlelay units and

space switches involved.
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Input buffering involves head-of-line (HOL) blocking which occuisen the packet at the
head of an input queue cannot be forwarded to its intendedtgoipu due to existing
contention. The packet has to be stored in the input queu¢hamé is no more contention at
the intended output port. As a result, input-buffered OPS nadfésr srom a decreased
throughput and increased delay and packet loss and are seldom tieedptical networks.
Typically, optical buffers are implemented by using an array ofd-8fidifferent lengths or
SDLs. Using fibers of variable length to store variable-size oppeakets is some what
tricky since each optical delay line is of fixed length. Once a pd@®tntered the optical
delay line, it can be retrieved only a fixed time period later equle propagation delay of
the delay line. This constraint poses some limitations emdalization of optical buffers and

resource efficiency of optical variable —size packet switching netwadvieser 2008].

3.2 Motivation and Related Work

A rapid increase in the bandwidth requirement for optical netwodupmort high data rate
pits the switching speed limit for the supporting electronic teldgyy [Bawab 2002]. Thus,
we need a photonic network which can incorporate functions sudie asndultiplexing, de-
multiplexing, switching, and routing in the optical domaubstituting the electronic control
circuitry. In the recent past aggravated efforts have been made towardsidihndw
provisioning in optical domain indicating the intelligenae aptical networks. Optical
switching improves overall effective utilization of the available dvadth. A number of
research groups have reported various optical sub-wavelength switgiprmaches, among
all OPS approach attracts attention as it is capable of dynamaidigating network
resources with fine granularity and excellent scalability.

In case of a shift from message to packet level switching, rmdeitecture requires
significant modification. An OPS node has multiple inputs antput ports and consists of
an input interference, switching matrix, buffer, output interface, andlestronic control
unit. The input interface is mainly responsible for extractingapigcal packet header and
forwarding it to the switch control unit for processing. Thétdwcontrol unit processes the
header information, determines as appropriate output port and waveientjte packet, and
forward it to the switch fabric to route the packet towards degtmai routing the packet,

41



the switch may need to buffer it and/or convert it to a new wavedempe switch controller
also determines a new header for the packet, and forward it to the intepiaice. When the
packet arrives at the output interface, the new header is attachede gratkiet is forwarded
on the outgoing fiber link to the next node in its path.

In general, the various OPS node architectures proposed in the teéemetuvaried in terms
of switching fabric technology, optical buffer technology and buffacgment in the switch
design [Diano 1999] [Corazza 1999]. These switches have bedyzen on the basis of
network performance parameters and contention resolution approaches e pacickt
conflicts and throughput limitations.

The initial OPS node architecture developed by the European ACT®8E€am [Gambini
1998] is designed for slotted OPS network such that each packdyéxaste time slot. The
node consists of two stages namely buffering and switchingsfapieration, where packets
are delayed by required amount of time (integral multiple oftsta) using FDLs in order to
avoid contention at output ports of the switch. The solupimposed by KEOPS team does
not allow packet circulation to deal with packet priority. ThASPNET switch [Hunter
1999] architecture is designed for slotted OPS networks andopsieal buffers (FDLSs) to
resolve packet contention. The packet can be delayed for a finite aumbtime before
leaving to the output port in corresponding FDL set. Thecémit capable of handling traffic
priority by circulating a packet in FDLs, if required.

Optical buffering is widely used in OPS network to overcome thetenition problem
[Hunter 1998] [Callegati 2000] [Laevens 2003] [Rostami 2Q6&ms 2005] [Mellah 2006].
The solution proposed by [Fiems 2005] uses two stageabpbuffers in which packets
received at input are first routed to first stage of FDLs and then emaied to second stage
of the FDLs to avoid contention at the output of the firajst Then analysis proposed there
shows a better packet loss ratio as compared to single stage bafferdimited traffic
correlation.

The FDL structure proposed in [Laevens 2003] and [Zhang 2086jrees the length of the
FDLs are multiples of certain granularities and describes the relevbatween FDL
structure and switch for the offered traffic to resolve contention. idde architecture
proposed by Leavens [Laevens 2003] uses dedicated buffering \laitgy Assumes a shared

buffer FDL structure, for a given number of FDLs, shared bufferimfppas better than
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dedicated buffering in terms of packet loss probability as in fooage any of the free FDLs
can be utilized for any of the output port contention.

It is observed that the existing buffering implementations recgitteer large amount of
FDLs or complex switch architecture for better throughput. theckviirdware cost can be
better managed by inclusion of flexibility delay lines in ablié node architecture to show a
better packet contention resolution. The design can further be motifietlow packet
circulation in buffers or FDLs lines. The present chapter focus#iseotontention resolution
by utilizing fiber delay lines in efficient way in case of optipalcket switching (OPS) and
the next section describes the estimation of burst loss prdpdbilioptical burst switching
(OBS) scheme.

3.30PS Node Ar chitecture Design and M odel

Here we present a concept of architectural model consisting ofplaulbop delay to
increase the throughput. The simulated behavior of an optical residden realized by
usingan n x m optical switch and recirculating optical delay lines as showiigi®.1. This
investigation infers the scaling behaviors of the proposed archeetumnaintain efficient
use of the buffer under Poisson traffic loading. The analysisrafsorts the traffic handling
capacity for the given complexity of the node architectural design.

In wavelength division-multiplexing (WDM) based all opticalwetk system [Hunter 2000]
[Develder 2002] [Lin 2007] a packet that cannot be directly settig¢mutput fiber is sent
back to one of the delay lines for recirculation and after being ellay some specific time,
that packet will come out of the delay line to compete for throuighgih the newly arriving
packets. In case of unsuccessful throughput it gets back inttekde line for the next round
trip with additional delays.

In the proposed model a node has been considered with more irgouteth than output
channels and the maximum capacity of this node is decided by dfalde output channel.
It is assumed that arriving packets are destined to their respecttieatiess based on first
come first serve (FCFS$cheduling policy In this way we can avoid the continuous

recirculation of some packet in the delay line. Packets that arrittee meantime are also
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sent to delay line. The node includes finite capacity buffer arltipheudelay lines arranged
in synchronized mode.

The packet switching has its own (unique) issues in optielorks. In an optical packet-
switched network, contention occurs due to unavailability of tregput wavelength. In
electrical packet-switched networks, contention is resolved with sthee-and-forward
technique, which requires the packets losing the contentibe siored in a memory bank
and to be sent out at a later time when the desired outpub@autnes available. This is
possible because of the availability of electronic random-access m¢ERAM).There is
no equivalent optical RAM technology; therefore, the optical paskéthes need to adopt
different approaches for contention resolution. Meanwhile, WDM nesvorivide one new
additional dimension namely wavelength, for contention resolufibere have been studies
in literature for utilizing the three dimensions of contention{tggin schemes: wavelength,
time, and space.

Here we explore the contention resolution based on time and propose acheduling
algorithm for prioritizing the packets within the node. The agitbuffers basically delay the
incoming signal by making it to travel a small distance, stogwovide some time to the
processor for serving them in case the service is not availaliédlyniNow this delay can be
provided in fixed quanta’s only. This unique feature of opticdfers (unlike their electronic
counterpart which ‘store’ a packet) makes it necessary to have @uminfixed delay once
the packet has entered into the fiber delay line (FDL). Traditiondley buffer is
implemented such that once the packet has entered into the FDifeisshe delay and
comes out after that time. The packet might be served if necessargeanents had been
made or otherwise dropped. This architecture provides a single chasesvéy it thus
resulting in high packet loss. Ideally the packet should béadimiat all times at output after
having entered the FDL (like equivalent electronic memory) so thaan be served
whenever the resources are available. Our new buffer architecture attemptszeo thesl
objective by giving delays in steps of small granulabtyjtSec) which allows the packets to
be processed if the resource at output is available otherwise reflectetblthekFDL for

multiple reflections as per the control algorithm.
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Fig.3.1: Recirculating Delay Lin®ptical Buffer

It is already assumed that the number of output chanmglis (ess than the number of input
channels rf) and therefore the queuing system has a fair chance of packet contehgon. T
buffer works with a first-come first-served (FCFS) scheduling polidyianmplemented by
means of FDL'’s with reflection.

In the proposed buffer architecture, when the packet arrives, ibevéent to the output node
but if all output nodes are busy then it will be placed badke first loop of the FDL having
a delay ofD,, after completion of the delay the packet competes for outpytfpibirig this it
will again be reflected back intbe second delagf D, and so onThe maximum delays that
can be provided by using FDL’s are assumed to have different valwsayf such as a
constant, arithmetic or a geometric progressive delay.

The flow chart for the packet servicing algorithm involving migtigelays in the proposed
node architecture is presented in fig. 3.2. Obviously as a packetsaatvthe node and the
server is idle it is served immediately but these are queued if ther $&wusy. Usually the
delays are kept finite by means of the FDL'’s, due to the lintited resolution related to the
granularity and the new packet is going to be delayed atdgast amount ob for one loop
circulation. Also it is not possible to make the packet fieeceinfinite number of times due
to loss of energy at each reflection and hence is limited by accepited

Thus the packet is dropped after K reflections, which is modeledrinstof acceptable

quality g and reflection loss as a function ofog (g-). Considering the evolution of buffer
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contents over time, we can identify three important variablesoviter of bursts arrival, the
packet inter arrival time (IAT) having Poisson distributdd) (and the intermittent time

between the R arrival and the next one.

Packet
arrives at
time ‘t’

Find the link
with
maximum
delayed
packets
\ 4
Find packet
suffered
Cou_nt the_ numbers of maximum
recirculation already delay
sufferec
v
Start
Is count servicing the
higher packet
than K?
Drop the Pack
v
Wait till the
Send to the next packet is
delay loop served

Fig. 3.2: Flow Chart for Node Performance Analysis

This system is modeled for a random input, having an expahsatvicewith N sources, an
infinite number of prospective customers and a maximum queue lefdgth oSystem

probability for [ call is expressed in term of packet arrival vagad packet lengtty, as:
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j
P (A) = PO(A)AJ_—I for 0<j<N (3.1)

Al .

WherePy (A) is used to make the sum of P’s to unity assumiagit,. FurthePy(A) can be

written as:

NOAT AN A
Po(A) = | X T NT 2 N (3.3)

In the proposed algorithm an incoming packet will be blocked thal servers are busy &
queue is full. However the packet will be delayed if the servers a ltut queue is not

completely full. The probability thgN+L) incoming packet is delayed can be written as
P=>YP(A (3.4)

Further a packet will be serviced immediately if there are lessNhaeckets in the system
and the probability of immediate service of packet is expressed as

P s = ,Z;o P;(A) (3.5)

The waiting time distribution for the incoming traffic can be expresssadg the standard

equation [Allen 1990] as

L-1 i«
P=P,(A)Y 'Oj—' jx‘e‘xdx (3.6)
L

Nt
tm
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This dictates the probability that an arriving packet will bEaged more than t before getting
serviced.
In our model this delay is in discrete amount De.After giving delayD it is checked
whether a server is idle. If not than that packet is given a furtllay B. This sequence is
repeated until the packet has been serviced or it has been a deltigea Which is the
maximum number of times it can be sent in FDL. This parameter depam the loss
properties of the fiber because as we send a packet in a FDL it losse®ftits power. So
in successive repetition its power reduces & there is some minimawerpwhich is
necessary in the packet to transmit it.
The model analysis is as follows:
() At the first node there are three events that can occur: immeeéiatees dropping and
Delaying. There corresponding probabilities can be calculated frenalibve mentioned
equations.
(i) At the second node there is only two possibilities sergiain further delaying. Now
probability that a packet will get serviced afieris equal to 1 minus probability that it will
have to wait more thahbefore getting service. Similarly after successivich iteration
probability that it will get service is

P (service after k iteration) = 1 - P(>iD)
(i) At the iy, stage probability that this packet will be delayed further is

P (further delay after i iteration) = P(>iD)
(iv) At the last stage i.e. atk if it is not getting service than it will be dropped i.e.
probability that after going into FDL k times A packet is qreg is

P(dropping after k iteration) = P(>kD)
(v) Probability of service after kD delay is

P(service after kD delay) = 1 — P(>kD)

Average Delay Analysis

Since in this model a packet can experience delay in discrete anoountsnultiples ofD.

So average delay calculation can be carried out based on weighteceadfetfamydelay
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Zk:iD[l— P(>iD)]
Average Delay=-'= (3.7)
2. [1-P(>iD)]

These equations have been used in throughput diomulan the MATLAB environment

under the appropriate node and traffic assumptions.

3.3.1 Simulation and Results

Traffic throughput of the offered traffic that gepsocessed through the node has been
estimated under various node design parameterreartst This traffic has been evaluated

using equations (3.2-3.6) for the proposed nodeabge under traffic resolution algorithm.

... for increasing delay
" 'forfixed delay

6T Cure 12 for N=7

Curve 3.4 for N=5

Curve 5,6 for N=3
5L i

Carried Traffic

Offered Traffic

Fig.3.3 Plot of Carried Traffic vs Offered Traffic for different valuedg\bf
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Fig 3.3 presents the carried traffic correspondiagincoming offered traffic with the
variation of number of delay linedN) involved. The simulated curve shows a linear
dependence of the carried traffic on the offeredfitr only upto a specific input load but
beyond that it deteriorates owing to the rise i bhocking probability. Moreover increased
incoming traffic results a crowded node forcingrégect the excess traffic. This qualitative
behavior is also supported by the simulation cwskiewing a rejection beyond a critical

offered traffic.

5 T T T T T

k=3 for curve 1.4 i
k=5 for curve 2.5

k=T for curve 3,6 Ftae ]
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".... for increasing delay o

4.
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2 25 3 35 4 44 5

Offered Traffic
Fig.3.4: Carried traffic vs Offered traffic for é&frent values of 'k’

The fig. 3.4 reveals better throughput is availabline delay is varied for different passes
instead of keeping it constant for all passes. &#lyi if the delay is increased in every
recirculation by a certain amount then it requiess number of recirculation comparing the
fixed delay case to achieve a same particular atrmfuselay. As we have already discussed
that recirculation of optical signal in the fibegldy line causes attenuation of signal power,
insertion of different noises which ultimately afte the throughput of the network so it is
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better to have less number of recirculation to eahibetter output. It may also be inferred
from fig. 3.4 that the region of offered trafficrfavhich the throughput is very high or the
length of the high throughput region is greatecase of fixed delay network comparing to
the variable delay system.

The fig. 3.5 depicts that, as the holding time @ases the throughput decreases for all types
of delay systems. Holding time corresponds to thecgssing speed and it increases for
slower processing speed. Delay line will provideaamount of delay to the signals which are
in the queue of getting served. Fast servicing prtivide lesser processing time which in
turn reduces the number of recirculation in theagdbop. From fig. 3.5 it is also seen that
the spreading of the linear region is greater isecaf fixed delay loop comparing to the

variable delay loop.
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Fig 3.5: Plot of Carried Traffic vs Offered Traffior different values of holding time

The analysis has been made more general by ingwgeometrical progressing delay loop
in addition to arithmetic progressive and consthetay lines. The corresponding throughputs
have been presented in fig 3.6. The fig reveals tia throughput improves as the delay
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increases which is expected but the incrementroutsthput will sustain upto a certain value
of incoming traffic, after which the output decreasmeans the packets which are coming
further are being completely rejected.

From fig.3.6 we can also infer that the insertidnmmre delay in the loop will increase the
cost and complexity of the system as well and iblsrable upto a certain limit. Thus this

investigation will help the network designer to da#t decision on the possible maximum

throughput and the complexity of node architectiesign.
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Fig.3.6: Plot of Carried Traffic vs Offered Traffior different types of delay

3.4 Burst Switching Model and Analysis

In optical burst switching (OBS) networks, the mad is configured in the form of data

bursts and kept in the optical domain. Each opticakt has an associated control packet
(CP). CP is sent in a separate control channel @modessed electronically in order to

schedule a pending data burst to an output poedQB99] The scheduling algorithm may

be first-fit (FF), latest available unscheduled rofel (LAUC), first-fit with void filling
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(FFVF) or latest available unscheduled channel wilkd filling (LAUC-VF) [Xu 2003].
They differ in bandwidth utilization and computatéd complexity. Another key
characteristic is that OBS uses one-way reservatien an optical data burst (DB) starts
transmission with an offset period after the cdnpacket is sent, without waiting for
positive acknowledgement of the end-to-end pathpseDue to the one way reservation
mechanism, burst contention resolution is very irtggd to improve network performance.
In general, burst loss can be categorized intotfyes in OBS networks: (a) control packet
loss; a control packet may be lost on the routeontrol packet congestion may occur in the
outgoing control channel or inside the control magkrocessor; (b) congestion occurs in the
output port of data channels. Most existing rededocus on the second type of loss and
assume there is no control packet loss or congeslio resolve this type of burst loss, three
major options can be applied (i) wavelength domainwhich a node with wavelength
conversion capability is considered [Ramamirthan®3}Q(ii) space domain, in which a
contending data burst can be sent along a diffexarie to the destination using deflection
routing [Chen 2003] (iii) time domain, in which lstirsegmentation drops the contending
portion of the data burst to improve the bandwidliization [Detti 2002] [Vokkarane 2002]
[Vokkarane 2003]. Another time domain solutionasuse FDLs to delay the arrival of data
bursts in order to resolve contention. Here, weusoon using FDLs to resolve burst
contention in OBS networks. Although optical bu$fere not mandatory in OBS networks,
some studies have shown limited FDLs in OBS netwockn effectively improve the
network performance [Yoo 2000a] [ Lu 2004] [Tan 3P0 Xiong 2000]. In [Qiao 1999]
[Yoo 2000], FDLs are used to improve the extendiget time based Quality of service
(QoS) scheme. Rather than considering FDL one ley [ 2003] partitions FDLs into
groups and simplifies the scheduling algorithms R@04] develop analytical models to
evaluate the performance of a single node with FDhgTan 2003] burst rescheduling is
proposed in which a simple nonvoid filling schedgli algorithm is used to achieve
performance comparable to the more complex voihdilalgorithm. At the same time, FDLs
are used to reschedule bursts to resolve bursewrtomns. However, FDL assignment is
limited to bursts which traverse the last hop. linegisting research mentioned above, each

node is assumed to have enough FDLs to provide bantention resolution and there is no
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contentions in FDLs. Xiong in [Xiong 2000] illustess another possible node structure with

FDLs, but it only shows the impact of the maximuBlLFdelay on the network performance.

3.4.1 Nodewith Short FDL Modd

We formulate a model to characterize the perforrmant an optical burst switching
architecture employing FDLs; we assume that théirdegon output port of a given arriving
burst is uniformly distributed. Thus, it suffices model the behavior of a typical output port
of the optical switching matrix. Each output poonsists ofk wavelength channels. Thus,
each physical FDL can provide up to virtual buffers, one corresponding to each
wavelength. We shall assume that the total numbeirtoial buffers is given byn=kF. The
JET signaling protocol and the LAUC scheduling alipon are used to schedule DBs for
transmission on outgoing wavelength channels [Cap@009] [ Dutta 2011].

Bursts are assumed to arrive according to a Poiggoness with a mean rate af
bursts/second. The duration of a DB is an expoakytdistributed random variable. We
shall further assume that the variable-delay FDeseanployed and are capable of providing
any real-valued delay in the ranQdo T. The base offset time between the BHP and DB is
assumed to be constant among all bursts. Undee thestwo assumptions, the LAUC and
LAUC-VF scheduling algorithms are equivalent.

In the regime of short FDLs, i.€l,=0, it is more likely for a burst to be blocked, besa the
waiting time W is greater tha, than for the burst to be blocked because thezenat
enough available FDLs. Here we will assume thaFBi is always available when it is
needed. In this context, an incoming burst arrivahggme can enter a wavelength in an FDL
if there is at least one wavelength available, #wedwaiting time of this burst is less thén
otherwise, the burst is blocked. Lgtandy,; , i>0, be the burst-generation rate and the burst-
service rate, respectively, when the system ss¢atelf k be the wavelengths available at the
output port then foi<k there is no burst loss, since in this case, tbenmng DB can always
find an idle channel to carry it. However, undege ttAUC scheduling algorithm, when all
channels are busy, i.exk, a burst is lost if the earliest available timeatifwavelengths is

greater thant+T. Let us also assume that the burst is lost if moenber of service
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completions within the time duratidnis less thamk+1. Let Py,; be the burst-loss probability
when the system is in state

Then we have
Ai=A(1- Ry). (3.8)

Clearly Py =0, for i<k. Fori>k, the probability of no loss in stake(1- P, ) is equal to the
probability that there are at legsk+1) service completions within time. Thus, we have

P, =1-P.[i - k+1]

T (i-k)
zl—Je_kuXkﬂMd
0

X
(i — k)!
i—k ) kuT j
:1—.0ek”% (3.9)
= I
If we define,
a  j-1 A. .
M,=01+> 1] - — (3.10)
j=0 i=0 i
--HO(H 1) i>1 (3.11)
- K kuT
P = Zk ZO o (T)” = ) (3.12)
i !

3.4.2 Node with Long FDL Model

In the regime of long FDLs, i.€T»>0, it is more likely for a burst to be blocked doddck of
available FDLs than for the burst to be blockedalnse the waiting timé/ is greater thai.
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In case of long FDLs, each virtual buffer can pdevany delay that might be required in
order to schedule an incoming DB. Since therekasavelength channels ama=kF virtual
buffers, the buffer behavior can be approximatedmyW/M/k/k+m queuing model. This is
precisely the approximate model for FDLs proposadier in [Turner 1999] [Yao 2003].
Using the M/M/k/k+m model, the burst-loss probdliin the regime of long FDLs is given
approximately by

1 ] om j (3.13)

wherer= kuT

Overall burst loss probability is

o kim. H
Pb=ZHJ P+ on j (3.14)

3.4.3 Node with Non-ideal FDL

The packets are considered to arrive at the nod®@isson process with an average arrival
rate of ‘A’ packets per second having average packet durafion,’ oseconds to provide
traffic intensity p as Arp. The blocking probability of a WDM node changesthwthe
processing speed of the nodg)( process variablen), and other node parameters like
which is defined as processing factor for the natiech takes into account non-idealities in
nodes, fibers and the bandwidth loss caused berdift protocols. It may be assumed as
unity for an ideal system when node parametersatraffecting the traffic throughput but is

always less than one for a real system. The blgcgiobability increases with node delay
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(o). Similarly the blocking increases with the in@gean the traffic to cause a lower data
throughput, however the throughput improves with iticrease in the packet duration owing
to enhanced probability of packet processing. Weehassumed the process parameter
dependence otp as an exponential function as this varies fromyuta zero with the delay

variation from a negligible value to a large val&®. considering all the above factors, the

process variable n can be modeled with an expalatgpendence on traffic intensity as

n = exp( —(Z—D)p) (3.15)

P

A network is supposed to be transparent to the abipgr data rate, but the architectural
design of the node limits the performance of thdenfsom unity to a model parameterThe
ideality factor can be modeled in terms of bandiwidtilization factor ), incoming data rate
(R) and available bandwidW by the following expression:

« = exp( - %) (3.16)

The bandwidth utilization factor is well controlldny the burst propagation timdg(),
reservation mapping tim@y) and the burst transmission timg)( This can be expressed as:
b = 7/(Tero + Tm +1p). The ratio of average packet duratieg) (0 average node delag) is
denoted by variablea’.

All the above factors are considered to find owt thodified burst loss probability of the
FDL's in OBS network.

3.4.4 Simulation and Result

Fig. 3.7 shows the simulation results for burstlpsobability vs increasing traffic intensity
under different values of available wavelengtk 4t the output port. The curves a & b
represents the variation fke=2 and 4 respectively when the effect due to differesde non-
ideality factors are not considered. Curves ¢ &pgresents the same variation by considering

the non-ideality factors for sankevalues. The result reveals two interesting faot if the
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number of available wavelengths at the output Eorhcreased then burst loss probability
increases for both the cases. Secondly, if theerdifft non-ideality factors are considered

then the burst lossprobability variation is obtaimeore accurately for all values kof

Burst loss probability

—El—a:
107 L ——b|d
—e—c| ]
—+—d|]
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Traffic intensity

Fig. 3.7: Traffic intensity vs Burst loss Probatyilcomparative plot for both

considering(c,d) and not considering(a,b) practeabmeters for different values &

The burst loss probability is plotted for differardlues of variabled in fig. 3.8. We have
simulated three cases by varyirgj from 0.5 to 1.5 as shown in the fig. It is intstiag to
note that the simulation curves are qualitativatyilar with some quantitative difference due
to system parameters difference. It may be infethed the burst loss probability improves
with ‘a’ and this result is obvious because as the patikettion increases, the influence of
the delay decreases and the processor improvésiteeloss probability.

Fig. 3.9 represents the burst lossprobability wemmafor different values ok. The results
infer that if the available wavelength at the otitpart increases the burst loss probability
decreases sharply for all possible values of inogntraffic but the burst loss probability

changes more sharply with the incoming traffic msi€y for higher values .
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3.5 Modeling and Performance Analysis of FDL Based Optical WDM
Node Architecture using SRR Protocol

In order to enhance the data transport capabilitg averall throughput of an optical
wavelength length division multiplexed (WDM) systemproper node architecture design is
necessary. Limitations in the state-of-the-art @gtnetworking technologies, in particular,
the lack of optical random access memory, and hlaeacteristics of the internet traffic, such
as variable size packets, packet arrival burstness;uniform traffic distribution patterns,
and volatile traffic patterns make the transporindérnet traffic in WDM rings that perform
OPS challenging. A ring is a shared medium for Whieographically distributed nodes
compete. Thus, a node can disturb the transmissibother nodes. Moreover, because of
ring symmetry, depending on the position in thegrsome nodes may get better than-
average access opportunities while some others gety worse-than-average access
opportunities.

Medium access control (MAC) regulates access teeshmedia to provide nodes distributed
geographically with efficient, fair access oppoiti@s. The MAC function belongs to the
data link layer in the traditional network layeringpdels. There are many MAC protocols for
packet switching ring networks. These protocolsveefrom the following media access
techniques: token passing, time slotting, buffeention, and contention. A brief description
of different protocols are given below.

Empty slot contention/collision avoidance (ESCA)h[@n1995] is the MAC protocol
designed for the Pipeline network. ESCA is a stbtiag with destination removal protocol,
and it uses slot-synchronization across the chanriRéquest/Allocation protocol (RAP)
[Summe 1997] [Frans 1998] is a contention-freetstbting protocol designed to regulate
access in the MAWSON (Metropolitan area wavelersytitched optical network) network .
A source node that wishes to transmit to a pasdicdéstination node must request bandwidth
from that destination explicitly. Only after an adhtion confirmation returns, the source
node can transmit.

Carrier sense multiple access with collision avoata (CSMA/CA) [Shrik 2000b] is the
MAC protocol developed for the HORNET (Hybrid optectronic ring network) network.
There are two versions of CSMA/CA namely, slottésMR/CA with multiple slot sizes and
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unslotted CSMA/CA with back-off. The multitoken émarrival time (MTIT) protocol [Cal
2000] is designed to regulate access in single fimulti-channel ring networks consisting of
nodes and a node can transmit and receive oneatldata channels simultaneously.

In the present discussion a simple node architecnodel based on medium access control
protocols for bursty data traffic of variable tirslet duration and data rate has been proposed
to decrease the packet loss probability and toeas® the efficiency of an optical WDM
system. In this section an architectural model heen developed using synchronous round
robin (SRR) protocol. Appropriate mathematical modeas been derived to evaluate the
performance of the proposed node architecture.agt been observed that the network
performance is well controlled through implementeddel and the corresponding network

design parameters.

3.5.1 Synchronous Round-Robin (SRR) Protocol

Synchronous round robin (SRR) is an almost optiotdlision-free access scheme for all-
optical packet network based on WDM multi-channielg rtopologies providing slotted
channels for transmissions to disjoint subsetsestidation nodes. Only a channel inspection
capability and local status information are reqdiia¢ nodes in order to implement the access
protocol.

Designed for networks that follow the tunable traitter—fixed receiver (TT-FR)
configuration, SRR builds on slotted ring with desation removal to provide random,
collision-free access to the medium [Salvador 2008]achieve almost optimal access, SRR
employs a global scheduling that, under heavy toafic conditions, forces the behavior of
the network to that of time division multiplexingaess (TDMA) networks with static
assignment of slots.

Let N be the number of network nodes a@dbe the number of wavelength channels.
Assuming thatN is an integer multiple o€, D = N/ C nodes share the same reception
channel. Each channel can be divided ibtéogical partitions, each comprising/ D = C
adjacent nodes. The nodes are equally spaced apodsdd within each partition in a
sequence that reflects their reception channelt iBh#éheD nodes sharing thieth reception

channel, with &< i < C, are in positionsi|+dC |y, with 0<d < D. Only the first node of a
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partition can receive and transmit on the chanssbaated to that partition; the others node
can transmit, but not receive on that channel. BigQ illustrates the SRR network topology
of an eight-node, four channel ring. Fig. 3.11gthates the logical partitioning of channel O,
the reception channel assigned to node 0 and node 4

As a consequence of ring symmetry, some nodes hetter-than-average access to the ring,
while some nodes have worse-than-average accegsbketaing. In other words, when
transmitting to a nodg a nodd has priority|i - j|n, Whereas 1 is the highest priority aNd

is the lowest priority.

SRR uses virtual output queuing (VOQ) to avoid hekline (HOL) blocking. Each node
maintains one queue per each possible destinabide. in an arbitrary time slot identified by
a labels, nodei schedules for transmission the HOL packet fromaireue destined to node
[i+k+1| N, wherek =| s .1. If the corresponding queue is empty, the schedaiempts
transmission of the longest queue’s HOL packetwti or more longest queues exist, the
scheduler selects the lowest priority queue. Inegitase, transmission can occur only if the
slot is empty.

Synchronous round robin (SRR) is an empty-slot M@g@Gtocol for unidirectional WDM
ring network with fixed size time slots and dedtioia stripping. Each node is equipped with
one tunable transmitter and one fixed-tuned rece(V@-FR), where the transmitter is
assumed to be tunable acrossVdivavelengths on a per-slot basisNIf= C each node has
its own home wavelength channel for reception.dsecofN > C, each wavelength is shared
by multiple destination nodes.

Priority O
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)
Partition 1 data

~, ’,
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[ ] Transmitter only

Fig. 3.10: Network Topology Fig.3.11 Logical Partitioning
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For uniform traffic, SRR asymptotically achieves bandwidth utilization of 100 %.
However, presence of unbalanced traffic leads tstedh bandwidth due to nonzero
probability that a priori access strategy selectgaelength channel whose slot is occupied
while leaving free slots unused. Posteriori acatsgegies avoid this drawback, resulting in
an improved throughput-delay performance at theerge of an increased complexity. SRR
achieves good performance requiring only localimfation on the backlog of VOQs, which
also avoid the well-known head-of-line (HOL) bloegi problem. On one hand, owing to
destination stripping, slots can be spatially reusaises fairness control problems,
particularly under non-uniform traffic. A node tchigh a large amount of slots is directed
generates a large amount of free slots, and node®diately downstream are in a favorable

position with respect to other nodes.

3.5.2 Model of the Proposed SRR Based Node Ar chitecture

The proposed model for the SRR based node is siowig. 3.12. The node is capable to
upload the data traffic of a desired data rate mm\ailable wavelength in a specified time
slot to be decided by the used service protocothénmodel the encoder block may encode
the tunable sources at a given data rate for the stack of, on the given wavelengtii)(as
decided by the control circuitry. This node mayae data on a specifig by switching the
respective tuned source in a specified time slactordance with the control algorithm. This
combination may also implement the series data atparallel data by encoding the
incoming bits onl; , 4, and/3; on alternate timeslots and using the delay lines$ @ptical
circulators all thels time slots can be made parallel. Thus providesoaes of variable time
stacking and data multiplexing.

In SRR, each node h&k1 separate first-in / first-out (FIFO), virtual outipgqueues (VOQSs),
one for each destination. SRR uses a priori actestegy. Specifically, each node cyclically
scans the VOQs in a round-robin manner on a pémbsks, looking for a packet to transmit.
If such a deterministically selected VOQ is nongmiite first (oldest) packet is transmitted
provided the current slot was sensed to be emptyhd selected VOQ is empty the
transmission of the first packet from the longeséup of remaining VOQs is sent, again

provided the current slot is unused. In any casgansmission in an occupied slot is not
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possible (because it would cause a channel callisithe next VOQ is selected for the
transmission attempt in the subsequent slot agogrtth round-robin scanning of SRR. In
doing so, under heavy uniform load conditions wlainVOQs are nonempty the SRR

scheduling algorithm converges to a round-robin TAOM

Control

<>
circuit
Tp \ 4 \ 4 A

Tunable
J_|_|_|_|_|_ Source

Slot FR T
Selection
VOQs T
1 v v
5 Access Control
N-1

Fig. 3.12: ProposeNode ArchitectureModel

Obviously the node consisted of different intelliggorogrammable components such as
optical add and drop multiplexer (OPADOM), fixecceever (FR), tuned transmitter (TT).
The cumulative loss, delay and processing timegHernode can be modeled on the basis of
characteristics of the used components and onadbie decision software and hardware
capabilities. Thus the traffic throughput beyond titode may be linearly dependent to the
arriving data rate until it is much below the ndaendling capacity but becomes a complex
function of the node, traffic and network parametdt is envisaged that a node with a
maximum capacityC can loose a capacity due to non idealities of the node system and the
throughput remains linear for a trafidesser than the process- able capa€tL) referred

to as communicative capacitgd] of the node. The packets are considered to aaivibe
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node in Poisson process with an average arrivalaafl’ packets per second having average
packet duration ofry’ seconds to provide traffic intensityasiz,.

The differential throughput with respect to thefetiéntialchange in arriving traﬁi(‘(ﬁ) for
dp

a WDM node increases with tipeocessing speed of the nodg)( This can be modeled in
terms of process variablen], available capacity of the nodec(- p) and other node

parameters to result in a expression given as:
9 _ 4an(c-c,-p) (3.17)
o,

Herea is defined as processing factor for the node whagles into account non-idealities in
nodes, fibers and the bandwidth loss caused bgrdiit protocols. It may be assumed as
unity for an ideal system when node parametersatraffecting the traffic throughput but is
always less than one for a real system. The thqoutgecreases with node deléy) as
more the delay lesser the number of packets predeSsmilarly the blocking increases with
the increase in the traffic to cause a lower dataughput, however the throughput improves
with the increase in the packet duration owingnbance probability of packet processing.
We have assumed the process parameter dependensasoan exponential function as this
varies from unity to zero with the delay variatibom a negligible value to a large value. So
considering all the above factors, the processabén can be modeled with an exponential

dependence on traffic intensity as

‘0 p) (3.18)
P

n = exp( - (£

From egns.(3.17) and (3.18), we get

ST sy exp(~(22)p)(C - C; - p) (3.19)
P Tp
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The total throughpufT) at trafficp can be evaluated by integrating eqn. (3.19) ancea

expressed as :

T = pyx [Xp(2)p)(C - Cr ~2)dp (3.20)
0 P D

Further simplification of eqn.(3.20) yields the exgsion for total throughpuT) beyond the

processing node:

T=p,a :—P{[ 1- exp(—(j—D)p)](c —Cr -4 p exp(—(j—D)p)} (3.21)

D P Tp P

Now the above equations can be used in throughpuidation in the MATLAB environment

under the appropriate node and traffic assumptions.
3.5.3 Simulations and Results

The simulations are carried out for a general aptieetwork node configuration for a
generic traffic with a specific node architectueevimg a fixed node-processing factor. In the
present architecture each of the subsystem candpenty modeled to evaluate the system
delay for estimation of node throughput for a giwata time slot. Thus we can investigate
the influence of time slot duration over data tlgimout across a node for a given normalized
node capacity. Firstly we evaluate these performaint Case 1 and then may proceed to test
the node for a given traffic under the provisiorvafying capacity as discussed in Case 2.

Case 1. The throughput is plotted for different valuestoé ratio average packet duration to

average node delaye), denoted by variables,” while keeping the capacity of the system a

o
constant at a normalized unit of communicative capdcc) as unity. We can simulate four

cases by varying' from 0.2 to 2.0 as shown in Fig. 3.13.
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It is interesting to note that the simulation cunae qualitatively similar to the reported
results but with some quantitative difference dusyistem parameters difference. Obviously
as the packet duration increases, the influencth@fdelay decreases and the processor
improves the throughput. It may be inferred that tlode throughput improves witpy ‘and
thus requires a faster processor and this maythbuaed to either the increase of packet
duration or to the decrease of the node delay.& hes/es also reveal that a faster processor
maintains a linear relation with the significant@ming traffic range; however this gets
truncated to a lower speed or a value and opem®@edor a proper decision for a node

designer.
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Fig.3.13: ThroughpuftT) vs Traffic Intensity 4) for different values ofd=( 7/ 7p)’

Case 2. In the second case, the rate is kept a constant and throughput of the node is
estimated for different values of available netweodpacity. In the present situation node
performance is visualized for four different comnuative capacities by keeping fixed time
slot to node delay ratio. Fig. 3.14 shows the satioih results for throughput of the node
with respect to increasing traffic under differ@atues ofcc. The general shape of the curve
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is as expected for a WDM node and shows a decremelynamic slope of the curve as the

traffic intensity increases and ultimately satusdieyond a given traffic for a gives.
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Fig.3.14: ThroughputT) vs Traffic intensity 4) for different values ofcc

It may be noted that for a lower value of''the node throughput increment is insignificant
and reaches hardly upto 10% of the normalizeditrddtit this becomes significant upto
nearly 65% as the capacity is enhanced to 2.0. derethe traffic throughput and traffic

intensity relation is maintained for larger traffange as the¢' of the node is enhanced.

The inferences drawn from the above analysis mayskee in traffic grooming and network
management through proper resource utilization. Teework delay and bandwidth

utilization are prime resources to be carefullysidared for a proper design.

3.6 Conclusion

Contention is a major problem in optical WDM neti®ffor both switching paradigms like

optical packet switching network (OPS) as wellrasptical burst switching network (OBS).
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In this chapter the possible solution for the peoiblof contention in packet switched WDM
networks using recirculation optical delay lines l&en dicsussed. The proposal is based on
the priority to the packets which have suffered mmaxn delay on the link during processing
under the proposed contention resolution algorithm.

There after an analytical approach has been prdposevaluate the performance of an OBS
network with FDLs. The analytical model and appm@ations yield important insights into
the delay characteristics of OBS system performaveg the entire range of FDL lengths,
particularly in the regimes of short and long FDIke simulation results reveal that the use
of FDLs can significantly reduce the burst-lossbadaility. An appropriate mathematical
expression is also developed to incorporate theaainpf different node non-ideality factors
on FDL performances. Numerical results suggest ¢dmy a small number of unit FDL
delays is needed to achieve the performance afldaized variable-delay FDL.

The discussion has further been extended to imadstithe performancef FDL based
optical WDM node architecture using SRR protocdheTstudy is mainly focused on the
architectural design and modeling of a WDM nodéiecture. A simple node architecture
model based on media access control protocolbusty data traffic of variable time slot
duration and data rate has been proposed to decthaspacket loss probability. This
approach enhances the efficiency of an optical WEfstem using synchronous round robin

protocol.
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CHAPTER 4

WAVELENGTH DOMAIN CONTENTION RESOLUTION:
WAVELENGTH CONVERTERS

4.1 Introduction

In Wavelength division multiplexing (WDM) [Brackettt990] technique multiple
independent channels are multiplexed to accommodiatmilar data formats, including
some analog and some digital, within certain limlisus, WDM utilizes the huge bandwidth
(~50 THz) of a single-mode optical fiber and at theme time maintains the routing
capability for respective destinations based onliegprouting protocols. The use of
wavelengths to route data is referred tavaselengthrouting, and a network which employs
this technique is known as wavelength-routednetwork [Mukherjee 1997]. Such a
wavelength routed network consists of wavelengtiing switches (or routing nodes) which
are capable to interconnect different optical fiber route the network traffic through the
assigned light path between source & destinatiaameSs routing nodes (referred to as
crossconnects) are attached to access station® wlaé from several end-users could be
multiplexed on to a single fiber. An access statso provides optical-to-electronic (O/E)
conversion andvice versato interface the optical network with conventioreéctronic
equipment. A wavelength-routed network which carréata from one access station to
another without any intermediate O/E conversiorefsrred to as aall-optical wavelength-
routed network. In an all optical network, signaésnain in the optical domain from the
source to the destination, thereby eliminating #iectro-optic bottleneck. While this
approach allows information transfer rates to appihathose allowed by optical devices, and
significantly beyond the rates possible in an etett network, it also introduces several
challenges in the network design. Two popular aechiires have been evolved as candidates
for all-optical networks [Ramaswami 1993]. An attr@e architecture for a local area
network (LAN) with a small number of users is thmadcast-and-seleatetwork. Here,
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nodes are connected through an passive broadeastlsis, the signal transmitted by any
node is received by all nodes. Since all connestioee a single optical hop, routing,
management, and control of such connections adeidtively simple solutions. The
broadcast-and-select architecture is inadequata vade area network (WAN) due to power
budget limitations and lack of wavelength reusethBaf these weaknesses can be remedied
by the introduction of suitable wavelength routiatgorithms supported by appropriate
hardware switches. Such all-optical wavelengthedubhetworks have been proposed for
building large wide-area networks [Bracket 1998]ofder to transfer data from one access
station to another, a connection needs to be sat the optical layer similar to the case in a
circuit-switched telephone network. This operatisnperformed by determining a path
(route) in the network connecting the source statio the destination station and by
allocating a common free (or idle) wavelength dnoélthe fiber links in the path. Such an
all-optical path is referred to adightpathor aclear channel The entire bandwidth available
on this lightpath is allocated to the connectiomimy its holding time and at that time the
corresponding wavelength cannot be allocated tcoimgr connection. When a connection is
terminated, the associated lightpath is torn doamg the wavelength becomes idle once
again on all of the links along the route and bes®ravailable for further allotment to
incoming traffic .

An optical network architecture that appears pramgidor wide area backbone networks
(WANs) is the one based on the concept of wavelergiting. Wavelength routing is a form
of circuit switching and it intends to combine thest features of optics and electronics to
reroute the desired wavelength beyond the proagsside controlled by electronic circuitry.
Multicast network has the ability to transmit infwation from a single source node to
multiple destination nodes. Many bandwidth inteasipplications, such as worldwide web
browsing, video conference, e-commerce, and videdamand services, require multicast
services for efficiency purposes. Multicast hasnbegtensively studied in the parallel
processing and electronic networking community, &ad received much attention in the
optical networking community recently [Yang 199Mang 1998] [ Zhang 2000] [Yang
2000].

Development of WDM networks, require realizatiorn amplementation of WDM switching

fabrics or switching network which comprises of froc switches withN full-duplex ports.
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Each of these ports of such switches can conneenyoother without optical-electrical-
optical (O/E/O) conversion [Qin 2002] [Ali 2000] §Rkaj 1999] [Tridandapani 1997].
These network switching and traffic managing skt include add-drop multiplexers
(ADMs), routers, or cross-connects. These netwankmonents meet the requirements of
traffic demand for multicast is increasing with maandwidth-intensive applications [Zhou
2002] [Wang 2002] [Chen 2002]. A connection orghtpath in a WDM switching network
is an ordered pair of ports corresponding to trassion data from source to destination .
Multicast communication involves transmitting imoaition from one source port to multiple
destination ports, and such a connection are egfelas multicast connection. It is required
that the optical switches with multicast light-$jitig capability should be properly designed.
In this chapter some study on multicast commurocatn WDM switched networks have
been carried out to propose a node model basedwvelength conversion techniques.

The blocking performance of such wavelength routigM networks with dynamic traffic
has received a considerable attention by the relser [Barry 1996] [Kova 1996] [Birman
1996] [Subramaniam 1996] [Yates 1996] with a goadpkasis on the inclusion of
wavelength converters. Different degrees of wawglenconversion capabilities [Gerstel
1997] are reported in the literatures. Full wavgtanconversion capability implies that any
input wavelength may be converted to any other Vesngth while the limited wavelength
conversion indicates that each input wavelength beagonverted to any of a specific set of
wavelengths. Realistic wavelength converters detnatesl in laboratories to date are of
limited conversion capablity . That is, low degseavelength conversion is likely to be far
easier to realize in practice than higher degreevesion [Gerstel 1997] [Tripathi 2000]
[Sharma 2000] [Qin 2002].

A wavelength converter has conversion degtdé < d < k) if an input wavelength can be
converted tad — 1 different output wavelengths in addition to th@ubhwavelength itself,
where'k' is the number of fixed tuned optical receiveeath output port. Clearlg, = 1is
the case of no conversion, athd k is the case of full conversion. Obviously alliogt full
wavelength conversion is particularly difficult tmplement [Green 2001], however the
limited wavelength conversion is relatively easemplement.

Although the benefit of using wavelength convergmnbvious since it reduces the blocking

probability by eliminating or reducing of thveavelength continuity constraintof for light
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path establishment. However the introduction ofel@ngth conversion to WDM switching
node architecture will certainly increase its desmpmplexity and cost. Therefore, it is
important to establish the precise advantages esfféy wavelength converters to improve
the network performance. It is also necessaryrfetwork designers to determine the degree
of wavelength conversion at the design stage ftieréint types of applications, or QoS

requirements.

4.2 Motivation and Related Work

A wavelength converter can change the wavelengtla dfansit circuit from any given
incoming wavelength to an required outgoing wavgilen Wavelength convertibility resolve
wavelengths conflicts of the lightpaths on a comntiok to reuse wavelengths thereby
improving performance. It minimizes congestion e tinks and supports higher loads.
Extensive study of load in ring networks is avdealn [Gerstel 1998] [Gerstel 1997]
[Gerstel 1997a] [Gerstel 1998a] [ Ramaswami 19B€&fouting is much easier in the case of
network nodes equipped with wavelength convertatsibbecomes robust to channel, link
and node failures. The lower bound on the numbevadelengths required in a wavelength
convertible network is reduced.

A review of the impact of wavelength conversion WiDM networks is presented in
[Ramamurthy 1998] [Gerstel 1997a] have explored rtteximum traffic load that can be
supported , as a function of the amount of wavelermgnversion provided in the network
under a model where no blocking is allowed . Tcaféi characterized by its maximum load
L, which is the maximum number of light paths thext be presented on any link at any time.
Wavelength conversion is characterized by the csiwe degreed; d=1, corresponds to
fixed; with d=2 each wavelength can be converted to two other lagths at node d=W,
corresponds to full wavelength conversion, wherel&lotes the number of wavelengths on
each link. For ring networks, a simple greedy apphosupports lightpath request sets with
load L < [(W+1)/2] without wavelength conversioh, < (W-1)with limited conversion and
L=W for full wavelength conversion in static lightpa#stablishment. In the dynamic
lightpath establishment where light path requests/ea but never get deleted, supports
lightpath request sets with lodd < [(W+2)/3] without wavelength conversion anid <
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[(W+d)/2] with d limited range conversion. In dynamic lightpathaedishment with deletion
of lightpaths, the load supported is much smaltecannot support a load greater tHar
[2W/ logN] without conversion, anlbg L+4L <W for d=3 which is independent &, where

N is the number of nodes [ Gerstel 1997b].

In [Lee 1993], an unconstrained routing algorithnthwexhaustive wavelength search over
the wavelength set is used to reduce the numbearon¥erters. Blocking probability is
reduced with the use of wavelength convertersthmitime complexity of the algorithm is O
(n*w?), where n is the number of wavelength routerswarislthe number of wavelengths per
fiber link. A faster algorithm of time complexityorf the same problem is developed in
[Banerjee 1996]. In [Barry 1994] Barry et al.,dexva lower bound on the number of
switching states in a circuit switched network witiavelength converters. In [Chan1994],
each switching node in the network has a limitechber of wavelength converters to resolve
wavelength conflicts in multihop paths. Wavelengtimverters cause insignificant reduction
in blocking probability at light loads where as raedium loads, the gain is significant.
Alternate routing with random wavelength assignm@dari 1997] with wavelength
conversion reduces blocking probability.

Barry et al.,, [Barry 1996] investigated the impaaft wavelength converters using a
probabilistic model. Smaller path length, smalleitsh size and larger interference length
(the expected number of hops shared by two cororectvhich share atleast one hop) reduce
blocking probability. They conclude that minimizitige network diameter and employing
the minimum hop routing are reasonable heuristicsnétwork without wavelength routers
for reducing the blocking probabilities. Path ldngt a key design parameter for networks
without wavelength routers for reducing the blogkiprobabilities. Path length is a key
design parameter for networks without wavelengthveoters. In order to keep blocking
probability low, path length must be kept smalicginit is less likely to find a free wavelength
on all the hops of a path with the increase in tinbenber of hops, i.e., the number of
interfering connections on a path tends to incredtethe number of hops. Chlamtac et al.,
[Chalmtac 1996] proposed an efficient algorithmoftimally route lightpaths taking into
consideration both the cost of using the wavelerggthlinks and the cost of wavelength

conversion.
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In [Kovacevic 1996], an approximate analytical mlofite a static routing circuit switched
network of arbitrary topology with and without camers is studied. The results show that
benefits of wavelength converters are modest fer ring network while the gains are
significant in a large mesh network. The wavelengtimverters are effective when the
network load is low and when the number of wavetleng substantial. In an arbitrary dense
WANSs , the connectivity and the number of wavelbésgire much more important that the
availability of the wavelength converters.

Subramaniam et al., [Subramaniam 1996][ Subramarii@f86a] proposed a probabilistic
model to estimate the performance of optical neteavith sparse wavelength conversion. It
has been shown that a small number of convertersudficient to obtain a certain level of
performance or that conversion does not offer aifsogint advantages. The benefits of
conversion are dependent on the network load, tingber of available wavelengths and the
connectivity of the network. In a dense networle, ¢ffect of wavelength converters diminish
and in a sparse network, calls do not mix well gapa load correction in successive links.
In [Subramaniam 1997] , an attempt is made to sthdyeffect of wavelength conversion
under dynamic non-Poisson traffic input. The mqgaeldicts that traffic peakedness plays a
critical role in determining the blocking perfornte and the wavelength conversion in
insensitive to traffic peakedness over a large eamg [Gerstel 1997c] [Ramaswami 1997],
the impact of limited wavelength conversion in WDMg networks to support higher loads
is examined. In [Gerstel 1997d] methods to recdken channel failures, link failures and
node failures in a WDM ring network with limited welength conversion capabilities at the
nodes is presented. Tripathis et al. [Triphathi2)9tave computed the approximate blocking
probabilities in wavelength routed all-optical netks with limited range wavelength
conversion. Bala et al., [Bala 1997] have examitiesl benefits of minimal wavelength
converters in WDM rings. Wauters et al., [Waute®97] observed that there is a reduction
blocking probability by partitioning the network thiwavelength converters. An efficient
algorithm for placement of wavelength convertersaihitrary topologies are developed in
[Thiagrajan 1999].

Multifiber solution as an alternative to wavelengiimversion is explored in [Jeong 1996].
The analysis is an extension of the work in [BatB96] In this approach, the number of

fibers to be minimized are more important thatribenber of wavelengths. It is observed that
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mesh network has higher utilization than a rindubly connected network. In [Yates 1996]
[Sharma 1998], limited wavelength conversion basadFWM has been investigated. It
assumes link load and wavelength independence.cdheersion efficiency drops with the
increasing range. In [Subramaniam 1998], placenséntavelength converters in a path

under uniform and non-uniform loads has been ingat&d.

4.3 WDM Node Architecturewith Wavelength Converter

In the present chapter an appropriate model of W@cal network using wavelength
converters [Barry 1996] has been developed to estints traffic servicing performance
under Erlang-C traffic model. The particular sitaatconsidered here (shown in fig.4.1) can
be described like, one access station A requesession to station B over some path of a
mesh network havingd hops from A to B on this path. In such networkache session
requires a full wavelength of continuity along ttteosen lightpath and in the present analysis
and there areF available wavelengths . For simplicity, we assuimg A and B are not
currently active at the time of the session req(festinstance, each station may only contain
one light source). Therefore, there are no busyeleagths on the access or exit fiber and, in
particular, a session cannot enter the requestidgtanodeH + 1. However, sessions may
enter or exit the path at each of the fiisintermediate nodes, provided that no two sessions
on the same fiber use the same wavelength. Anyosessich uses at least one of tHe
fibers on any wavelength is termed an interferiegseon With wavelength converters at
every node, this is a conventional circuit-switcmedwork. In this case, the request between
A and B is blocked only if one of the fibers is full, (a fiber is full when it is supporg F
sessions on different wavelengths). Without anyeile@vgth converters, the session must use
the same wavelength on each hop of the path. Tdrered request can be honored on this
path only if there exists a free wavelength, eewavelength which is unused on each of the
H fibers. Note that there is the possibility in suetworks that requests will be blocked even
if all links are supporting less thak sessions. For instance, suppose tHaF and
wavelengthi is used on hop only. Then each fiber along this path has only angve

session but there is no wavelength available todfaest [ Barry 1996].
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This model intends to follow a wavelength resexvafprotocol which facilitates reservation
of a particular wavelength from the source nodelfitsthus annulling possibility of

wavelength conversion. Though under heavy traffieditions, it is difficult to always

> 7,
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Fig.4.1: An H hop request

reserve a particular wavelength before packet tnésson, this brings in the necessity for
wavelength conversion. To cope up with such scesawhen there are no particular
wavelength available at all nodes, we have constler wavelength assignment scheme
[Shimizu 2006]. This scheme uses a center waveiefogta long hops connection and edge
wavelength for short hops connection, each conmeatequest is assigned to wavelength
according to its hop number. Evidently, the noisd delay introduced by multiple channels
accumulate to deteriorate the SNR in multiplexeticap networks. Therefore, the objective
should be to transfer information over an opticatwork with minimum number of
wavelength conversions. In fact, the network pen®rsatisfactorily below a number of
wavelength conversions [Mukherjee 2004] [Dutta J06arther, dispersion, attenuation and
cross-talk characteristics of the multiplexed cl@srensure that all the channels are not
equally efficient. Legal and operational constraiatso make the traffic distribution in the
channels non-uniform. Even there is a specific bahdwavelengths over which the
transmission of packets is efficient. Moreover ctical wavelength converters also have few

constraints.

4.3.1. Mathematical M odel

In order to evaluate the performance of the proggdd8M optical network we need to
derive the probabilistic evaluation of the preséidM network contairM number of output

channels. Erlang C formula is derived from assuompthat a queue is used a queue is used
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to hold all request calls which cannot be immedyatessigned a channel. The Erlang C

formula is given by

M

P[Call Delayed ]= P TR (4.1)
o +|v||(1—f Z"T
izo I+

and the blocking probability is given by

M — —
P. = P — exth (4.2)
Ty

M 1_7 P
oV +MIL Z{;I

where,p is the incoming traffic t is the delay time angjis the average duration of the call.
Now let us consider the network with wavelengthwaasters which is shown in fig.4.2. The
probability P; that the session request between Node 1 to Naglgi@en by equation 4.2. As
shown in [Barry 1996] a measure of the benefit ab@length converters can be expressed in
terms of the increase in the gain of the networktie same blocking probability.

7\.1 )\1

A2 V\ Ao

Node 1 N N Node 3
3
N \Node 2 N \

Link 1 Link 2

Fig.4.2 Wavelength conversion at node 2

Consider networks with wavelength changers. Théadvdity that the session request is
blocked isPR,. Letq be the achievable utilization for a given blockprgbability in networks

with wavelength converters, H is the number of hapd F is the number of wavelengths,
then
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— [1_ (1_ Pb‘)l/H ]l/F ~ (%)UF (43)

where the approximation is valid for smaﬁﬂ

Now consider a network without wavelength changéns.the absence of wavelength
changers, iP, be the probability of blocking anulbe the achievable utilization for a given

blocking probability in networks without wavelengtbnverters i.e,
p=1-1-P'F )" »~ —%In(l— P'") (4.4)

where the approximation is valid for largleand RY" not too close to one.
As a measure of the benefit of wavelength changlefie the gaic = q / pas the increase

in utilization for the same blocking probabilityet®ngP, = P, and solving foig/p,

The gain can be written as

M J— J—
[1- (- P o xexp (M P)t)l/H]l/F
oM +M!(1_LZL T4
|
G = v = (4.5)
1- (1—( P v i x exp Mt)llF)l/H
oM 1 M !(1—£ Z Fa
M
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G~ H -@F) ( )Z:‘) i! (4.6)
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The gain comes at the cost of increased hardwanesel equations have been used in
blocking probability and gain calculation for difémt network parameters in the MATLAB

environment under the appropriate node and trafsumptions.

4.3.2. Simulation and Results

The simulations are carried out for a proposedcapswitching configuration for a generic
traffic with specific node architecture, having raéte traffic routing factor. Here we have
analyzed the network performance for various pateradike different incoming traffic rate,
different numbers of available output channels tredeffect of hop numbers on the network
gain. The blocking probability variation of the wetrk for incoming traffic of 3 and 5 Erlang
have been shown in fig 4.3 and fig 4.4 respedtiveEarlang is a very common traffic
measurement parameters in case of communicatianesrgng. The qualitative variation of
blocking probability of standard Earlang C traffimdel due to change in traffic intensity can
be visualized by considering these two cases.elfviidue of the incoming traffic changes in
any case then there will be quantitative variataty.
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Fig. 4.3: Blocking Probability vs Traffic Arrival &e for different values of ‘M’
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Fig. 4.3 reveals that the blocking probability m@ses with increasing incoming traffic for all
values ofM, and this result is quite obvious because as imurmaffic intensity increases
the congestion and blocking probability increasdse change is more prominent for less
number of available output channels and this chamgémost exponential in nature. But it is
interesting to note here that the blocking probgbithanges almost linearly with the
increment of incoming traffic. For example we camnsider the network with available
output channels equal to 9 where the blocking fribaof the network reaches to 5.5x10
and 8x1C for 3 and 5 Erlang of incoming traffic respectizeThe same blocking probability
changes if the number of available output chanastschanged. This result shows that the
blocking probability of a network is almost equatlgpendent on the number of available
output channels as on the incoming traffic rate.

Fig. 4.4 shows the same variation of blocking pholts with incoming traffic for maximum
traffic intensity of 5 Earlang. As we have alreadgntioned that the qualitative behavior of
Erlang C traffic model will remain almost same ftbfferent traffic intensity value and the
same nature is revealed by fig. 4.4. Only the inddavalues of blocking probability has
changed significantly as the traffic intensityngieased. The important point to note that at
low incoming traffic intensity the blocking is velgw and almost independent of number of
output channels.

Gain is a very important quantity to differentisite efficiencies between a network with and
without wavelength converter. As gain is the ratiaitilization probability with wavelength
converter to that of without converter and gairaisneasure of the benefit of wavelength
changers. Increased gain means network with lebsmrking probability or greater
utilization probability and higher efficiency.

Fig. 4.5, 4.6 and 4.7 shows how the gain of thevast is dependent on number of the
available wavelength per channel and number of .Hogtsus first consider gain as a function
of the number of hops . Basically each hop contaimsvelength converter so more number

of hops means more available wavelength converters.
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Notice that for large, the gain is almost linearti'e number of hops because blocking
probability of a network with wavelength converisr nearly independent dfi and the
blocking probability of a network without wavelehgtonverter is inversely proportional to
H. Fig. 4.5 depicts that the maximum gain offeredhsy network is almost equal to 3, 6 ,9
and 11 foH =5, 10,15 and 20 respectively. This resultisigmthat the gain increases very
sharp at lower value ¢ but at higher values ¢ the change of gain becomes monotonic in
nature. The possible reason of this behavior is @hanigher value oH means there are
sufficient amount of converters and the efficieradythe network reaches to maximum

achievable value. From this inference the necesditymited range wavelength conversion

instead of full conversion arises.
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Fig. 4.6: Network Gain vs number of wavelengthsdiéferent values of 'H’

Notice thatG = 1 if eitherH = 1 orF = 1 since in either of these cases there is rerdifice
between a system with or without wavelength chag&o, for instance, wavelength
changers are useless in two-stage (one hop) switametworks. Ag- increases, the gain
increases untiG peaks somewhere negr10 ( ~ 0.5) for all cases shown. As can be seen

from the figures, the maximum gain is closéH@. After peak, the gain slowly decreases for
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the simple reason that large trunk groups are mafireient. The convergence is extremely
slow since the convergencemis extremely slow.

It's interesting to note that even for a moderatenber of wavelengths, we seem to be
operating in a regime where there is diminishingnres for the use of wavelength changers.
That is, as we increase the number of wavelengflesnode complexity increases and the
benefit of the hardware decreases. Now congilas a function of the number of hdgst
can be shown thaB is never more thas < H*™P. Therefore, interestingly, for a two

wavelength systent; grows more slowly than.
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Fig. 4.7: Network Gain vs number of Wavelengthsdiéferent values of 'H’

The same observation is true for fig 4.6 and 4. interesting to note here that for a fixed
value ofH gain increases linearly with increase of M. Foaraple we can see from fig 4.5,
4.6 and 4.7 that a=20, G=11 for M=7, G=13 for M=10 and,G=14.5 forM=13. All the
observation indicates that the gain of the netwawgends not only on the number of hops
but also on the available output channels. It ghaiso be highlighted here that gain is
changing sharply when the number of output channeleases from 7 to 10 but the change
not so fast whe increases from 10 to 13. So as the number of owulpannels increases

beyond a certain value the gain becomes almodd\stea
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In summary, for a moderate to large number of wenvgths, the benefits of wavelength
changers increase with the number of hops and asereith the number of wavelengths.
The benefits also increase as the blocking proibalkiécreases; however the effect is small
as long as blocking probability is small.

4.4 WDM Node M odel with Wavelength Routed Networ ks

A network with wavelength converters is more fldgiband has a smaller blocking
probability. In [Kovacevic 1996] [Ramamurthy 1998Biman 1996] simple analytical
models for blocking probability for the cases ofamal full wavelength conversion(WC) has
been proposed. The technology for manufacturing®@has made rapid progress in recent
years, the all-optical WC has emerged, but becatifee limit of the technology, the cost of
WC is expensive, so it directs our interest totheeWC as few as possible. Some researches
show that the performance of optical network inahhall nodes are equipped with WC can
be achieved by equipping WC in some nodes [Subreamah996][Harai 1999].

Previously published simulation and analytical sgadGao 2003] [Sharma 2000] [Iness
1999] [Lee 1993] mainly focus on the overall bloukiof networks with (full or limited) or
without wavelength conversion, however, the blogkierformance of the individual routing
nodes has not been considered. Blocking has tonHerstood as the fact that an intended
connection cannot be established because it needgtacal wavelength which is already
being used. Anyway, blocking is due to the alreegisting traffic. Here we focus on the

blocking performance of the node level.

44.1 Mode for the Analysis of Blocking Probability

The main function of a wavelength router is to sfzarently switch optical channels from its
input fiber to the output fibers. We assume forginity that each node hasincoming and

N outgoing unidirectional fibers. For the rest ofstipaper the number of input and output
fibers (N ) will be considered identical, and the number @ivelengths per fibem{ will
also be considered the same for all the fibers,sand wavelength router node will have a

theoretical maximum capaci€y= N - w optical channels or connections.
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For the architecture shown in the Figure 4.8 , wapsse that the optical Switch idNa w by

N - w crossbar-like switching fabric and is non-blockiingm a space-switching point of
view. The realistic wavelength converters, only éndlre capability of limited wavelength
conversion. Moreover, low conversion degree islyike be far easier to realize in practice
than higher degree conversion. Assume that a kinitavelength converter has conversion
degreed (for some integed ,1 < d <w) if an input wavelength can be converteddtel
different output wavelengths in addition to theuhpvavelength itself. We refer to thede
output wavelengths as the set of available wavdtengf input wavelength;. Apparently,

the case ofl = 1 is the no conversion, and the casd=oWv is the full conversion.
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Fig.4.8: AN xN Routing Node Structure with/ Wavelengths
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For a node with limited wavelength conversion ofi@e threed= 3), incoming wavelength

A (0<i<w-1) can be converted to outgoing wavelenfggth , 2 and 4;,,,. We assume

that a wavelengthcan be converted to its adjacavelgngths on either side of the input
wavelength. For example, wher3, incoming wavelengtly; can be converted to outgoing

wavelengthsl, ,,, & and 4, i.e. O ={4; ., 4,459}

Now we suppose that the model keep to the follovaisgumptions:

* Point-to-point traffic is considered.

* Requested connections are considered random mifemly distributed from any input
and wavelength to all of the outputs.

» Once a connection is active, the used input veagth will not be requested anymore.

» The capacity is the same for all the connectionthe device. Each call requires a full
wavelength.

» Existing calls cannot be reassigned different elawgths to accommodate the new

requests. Calls that cannot be routed in the rareblocked and lost.

Notice that the probability that a wavelengdtis used on an interfering fiber link is not the
probability that is used on a requested fiber linkhe former is by definitiop. To calculate
the latter probability; , notice that because the access link is assudhe@t the time of the
request/ is used in other access fiber linksllis not used in a requested access fiber link,

then it will be used in other interfering links wiprobability (:=1/ N). Therefore
pi =P {/ free in requested fiber linki |busy in other fiber links} a(l—%) 4.7)

Let P, be the blocking probability that a connection rexjdeom incoming link (with at least

one wavelength available) to outgoing link (with lagst one wavelength available) is
blocked. DefineR, be the blocking probability that a connection msgfufrom incoming link

to outgoing link is blocked, including the caseseweéhthere is no free wavelength on

incoming or outgoing link. So:
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Pb' =[p" + L= p")]+A-p")R,

- [(pa—%»w +l- (p(l—%»““) (p(l—%»““] +Q- (p(l—%»wm 4.8)

Define P, and P, as internal blocking probability and external Wdiog probability
respectively, we will pay more attention on theemtl blocking probability?, because it
can better obtain the effect of wavelength coneersin the node performance. However, to
calculate the internal blocking probability, we Matst gain the external blocking probability
P', , and then obtain the internal blocking prob&pH, by using the equation (4.8).

Define EV, to be the event that a connection commencing witorning wavelengthi; is
blocked. Then the probability}, that a connection request from incoming link tdgoing
link is blocked is given by:

R, = P{1,NEV} (4.9)

We need to consider three cases in the following
No Wavelength Conversiond = 1

No wavelength conversion is one of the extremesésethe node model. In the absence of

wavelength converters, different wavelengths dointgract with each other, therefore for
i# (0<i, j<w-1), eventsEV; andEV, are independent, and the blocking probabiRyis the

probability that each wavelength is used eitheth@nsource link or on the destination link,
that is

. . (4.10)
= {2p(1—ﬁ) —[p@- W)]Z}vv

l 1 29w 1 w 1 2w l wy 2
R ={{2p0-1) -1l {2 p(A—I" ~[p A=} Al-[p (A=} (4.11)
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Limited Conversion 2 <d <w —1

A connection request commencing on wavelenigthis blocked either if input; itself is
being used, or if all the available output wavetesgfi; (i.e., all wavelength in séb, )are
occupied. Define the eveit is that input wavelength is being used and I&; be the event

that all wavelengths in s€; are occupied. Accordingly, we can get
. w-1 w-2 w-2
Ry =PLNEV} = P(EV,., (M EV} = P{(%,, U®,)N(N EV)) (4.12)

Note that in the above mathematical induction daion, we used in the fact that event

w-2
xS independent of both eventﬂ EV, } and ®

i=0

but dependency exits between events

w-1?

w-2

{ ﬂ EV, } and ®, ,, due to the limited wavelength conversion cappbili
i=0

w-11

ForN=20 andw=4 the above equation reduces to the following cldsech expressions

(1409 /20)* ~32019p /20)° +24(190 /20)° ~ 8190 /20)" + 209 /20)°]

a2 ord=1
[1- Q90 /20)7]

- [819p /20)° (1- (1910 2/20))2] for d=2 (4.13)
[1- A9 /20)°]

[409 /20 - 9 /20)*]  for =3
[1- a9 120)']°

Full Wavelength Conversion d =w
Full wavelength conversion is another of the extrarase for the node model. With it, there

IS no restriction on how wavelengths can be assigm@ connection. A connection request is

blocked when allv wavelengths on the source link or on the destindtitk are being used,
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that isP,=0. Therefore in terms of internal blocking probailia node with full wavelength

conversion capability is always non blocking.

4.4.2 Simulation and Result

The general form of our blocking probability modeid two interesting special cases are
presented in previous Section. To perform the difie simulations, the wavelength routing
node has been considered working in the steadg-stgtme. That the arrivals of connection
requests follow a Poisson stochastic process isaagal and that connection holding time is
exponentially distributed with unit time is defingalso we assume that traffic is uniformly
distributed across all source-destination pairsyemeer random wavelength assignment
algorithms is considered.

Blocking probability

10 1 1 1 1 1 1 1 T
0.1 0.2 0.3 04 0.5 0.6 0.7 0.8 0.9 1

Utilization probality

Fig 4.9: Blocking Probability vs Utilization Probisity for different degree of conversion
In Fig.4.9 the simulation results for wavelengtlutieg node with 4 wavelengths for the

dimension of N=20 under different degrees of wavelength conversisnplotted. As

conversion degree increases, the wavelength cbomtabecome greater, thus leads to the
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inaccuracy of the model. Also, as is evident frdra plots, with the same value of network
utilization, blocking probability reduces as corsien degree increases for a given number

of wavelengths w per link.

45 Conclusion

In this chapter we have analyzed traffic perforneant an Optical WDM network with
wavelength converter under Erlang C traffic comditi Traffic parameters like number of
output channels, number of wavelengths and numieogs, are considered for the analysis.
Performance of the network has shown a significkegiendency on the number of output
channels and hops. Simulation studies have bedarped in due consideration of traffic
parameter values used in practical purposes. Talysas presented here is useful to predict
the traffic throughput range of an all-optical netkwwith wavelength converter and relevant
design parameters.

In the second part of this chapter we have propasadodel in which the degree of
wavelength routing node is considered. The simuhatiesults revealed that a significant
improvement in the blocking performance of the node be achieved by using wavelength
conversion with small conversion degree (alg= 2,3,4 ). It may also be inferred that
utilization limited wavelength conversion with sinabnversion degrees is efficient and cost-
effective choice. This model presented in thisisaatan be used to the study of performance

of all-optical wavelength router.
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CHAPTERS

CONTENTION RESOLUTION IN OBS RING NETWORK

5.1 Introduction

The ever increasing size of data over the intehast lead to an unprecedented rise in the
demand for high speed and high capacity networkss Tas been the motivation for the
development of optical transmission systems basedpmical packet switching and the
optical burst switching networks [Jue 2005][Qia®9P

Optical packet switching (OPS) [Green 1996] promite provide an efficient and effective
solution for carrying the huge volume of trafficnmetro area networks (MANS). Usually in
OPS the switches are expected to switch in nanasglscbowever this strategy reduces the
expected speed for O/E/O based conversions anthgh@®S unrealisable with present day
requirements. Nevertheless, with the available rteldgy it is not possible to practically
implement OPS in MANs or backbone networks as tiegd a large number of fiber delay
lines (FDLs), sub carrier multiplexing (SCM) headstraction and insertion schemes as
well as packet synchronizers and O/E/O conversemicds [Yao 2000a].

Optical burst switching (OBS) [Chen 2004][Yoo 19@ipo 1999] is being proposed as an
alternate way of implementing OPS in MANs bypassioge of the potential technological
bottlenecks of the latter. In OBS each node maistalectronic buffers to store data destined
to be delivered to specific nodes. When these gatkets are processed, they are first
assembled into data bursts. Then a control heaol#iaioing all the control information
corresponding to the data burst is generated amdrritted over the control channel, thereby
reserving resources for the upcoming data burse d@&ta burst is thus transmitted all
optically through the reserved resources and finthlé received bursts are disassembled at
the destination node. In OBS only the control p&ckaoving through the control channel
undergo O/E/O conversion which is short in time domas compared to OPS case and are

less prone to the collision .
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As the data bursts get transmitted all opticallgath intermediate node thus OBS provides
higher bandwidth efficiency than OPS networks aanl lse implemented at the optical layer
avoiding high speed electronic switches to corttielwhole data traffic in the OPS case. So
obviously OBS provides an effective all-optical wetk architecture that is practically
possible with present day technology. In recentrgjegarious researchers have proposed
OBS implementations in WDM ring networks [Xu 20QBlmagalli 2003] [Arakawa 2004][
Peng 2009] [Peng 2008]. In [Xu 2003], the authargplemented OBS in WDM ring
networks where the network consistedMiodes, and each node had a dedicated home
wavelength for transmission. The nodes in the vigge FT-TR (fixed transmitter, tunable
receiver) systems. As each node had a dedicateeleveyth to transmit, this protocol
successfully prevented channel collisions. Howetfier occurrence of destination collision
still prevailed as two source nodes might transimithe same destination node. In such
circumstances only one of the randomly selected batst is received and the rest colliding
bursts are dropped and hence lost. As some ofutstsbmay be lost, so the FT-TR systems
are bandwidth inefficient. Moreover, such an OB®Ilementation in ring networks fails to
provide a scalable and bandwidth-efficient solutifox MANs since each individual
wavelength is dedicated to the burst transmissibiits associated node.

Efficient signaling in a network is an importantsug as this influences the network
throughput performance considerably. However sigsaling issues becomes more critical
for optical burst switched networks due to the rremiance of suitable time separation
between a data burst and the related control irdom. The transmission of a pure payload
data burst through an optical burst switched ndtwequires the strict follow-up of control
information established during signaling step sashburst arrival time, burst length, burst
priority, etc. Due to contention problems, a strespect of the original control information
cannot be maintained. Thus, signaling messages lmeugénerated and sent to all remainder
nodes on a path each time an unexpected event lpengt dropping, burst segmentation,
wavelength conversion, burst buffering, etc.) takdace. If downstream nodes are
uninformed of a new situation, then their actistiwill be based on false information. This
may lead to false decisions, particularly duringnteation, and thereby limits the

performance of the network.
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There are several variants of burst switching, tgdased on the length of the offset to
implement the switching control logic on the OBSleoln the burst switching scheme called
tell-and-go (TAG) [Widjaja 1995], the burst is teamitted immediately after the control
packet. That is, the offset is only the transmisgime of the control packet. This scheme is
practical only when the switch configuration tinrelahe switch processing time of a control
packet are very short. At the other extreme, thieated wait (TAW) scheme requires the
offset to be at least equal to the time requiredetmeive an acknowledgement from the
destination. TAW is equivalent to circuit switchimgthat it incurs a round-trip delay to set
up the transmission, and since the control pads#rves resources, delivery of the burst is
guaranteed. Another advantage of TAW is that melates receiver collisions by sending a
return acknowledgement for the burst to be acceptedintermediated burst switching
scheme, known as just enough time (JET) [Qiao 19€8lgcts the offset in a manner that
takes into account the processing delays of théralopacket at the intermediate switches.
JET signaling protocol is commonly considered as itost promising approach for the
deployment of optical burst switched networks. Whil may provide better bandwidth
utilization compared to other schemes, the JETadigg protocol need to be extensively
improved towards a JET-like-based optical burstaved network able to support emerging
applications with different QoS requirements whd&fering more efficient bandwidth
utilization.

Various burst scheduling algorithms to deal withdicomplexity and burst loss have been
reported in literature. These scheduling algorithoam be categorized as unscheduled
channels with void filing or without void fillingDozer 2001] [Ljolje 2005]. Representative
of without void filling algorithms are first fit ,lstheduled channel (FFUC) [Dozer 2001]
[Ljolje 2005] [Xiong 2000][Yoo 2000a]. Latest avallle unused channel (LAUC) [Yoo
2000] and that of void filling algorithms are: tirt unscheduled channel with void filling
(FFUC-VF) [Ljolje 2005], latest available unusedaohel with void filling (LAUC-VF)
[Yang 2001] [ Xu 2003] and minimum end void (Min-EXu 2003].
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5.2 Motivation and Related Work

Xu et al. [Xu 2002] proposed an OBS ring architeeteonsisting ofN OBS nodes
connected by optical fibers, with+1 wavelengths. The ring can be a metropolitan area
network (MAN) serving as the backbone that interemmis a number of access networks .
Each of the OBS nodes has a fixed transmittericsene of theN wavelengths called the
home wavelength, and a tunable receiver so tlantreceive bursts along the transmission
wavelengths of the other nodes. In addition, eacthe OBS nodes is equipped with a
secondary pair of a fixed transmitter and a fixedeiver, set to the separate control
wavelength, in order to communicate control infotioraalong the ring.

The data waiting for transmission is organized opteues according to their destination. The
transmit queues are served in a round-robin fashiorthis OBS ring architecture, it is
possible for two OBS nodes to send bursts, oveigpip time, toward the same destination.
Consequently, these bursts will contend for thellm receiver of the destination node and
one of them will have to be dropped. Xu et al. [2@02] proposed various access protocols
to alleviate burst contention problem and analytheit performance in terms of throughput,
packet delay, throughput fairness and delay fagnes

Vishwas et al. [Puttasubbappa 2004], extended thesess protocols to the case where
different types of traffic such as HDTV, SAN datadabest effort data is transported over the
ring. Traffic classes like real-time variable kate (class 1), variable bit rate with no stringent
end-to-end delay constraints (class 2) and besttéifaffic (class 3) have been used for
simulations. The access protocols serve to minirbizest contention in the OBS ring. In
destination-reservation free protocol, the nodemnsmit bursts without making any
reservations at the receiver node. Hence, ther® iguaranteed acceptance of transmitted
bursts. Tokens are used to resolve receiver amiissfor class 1 bursts in token protocol. All
the nodes can transmit bursts only if they possesstoken to transmit. A request and
acknowledgement mechanism is employed in ack pobtloe class 1 traffic. Token-token
protocol is a collision free protocol for class fdaclass 2 bursts. Nodes use the token
mechanism to ensure that the bursts belongingasstl or class 2 categories are received
without receiver conflict. Ack-ack protocol ensuggaranteed reception both for class 1 and

class 2 bursts through acknowledgements.
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Jong [Jong 2002] proposed several access protdoolsnulticasting in an OBS Ring
network. A new architecture called the light ringshbeen proposed by Fumagalli and
Krishnamoorthy [Fumagalli 2003] with multi-tokengbocol to prevent contention among
bursts. Each node can transmit on any of the wag#tis as long as it has the token
associated with that particular wavelength. Sevieuast assembly and transmission (BAT)
strategies which deal with simultaneous assembty soheduling of bursts are proposed.
Packets from different flows can be assembled theosame burst so as to achieve lower
latency of real-time packets. Bouabdallah et aby&bdallah 2003] proposed a collision
avoidance MAC protocol for a metropolitan bus-basetical access network. Analytical
models were developed to calculate the mean acdkayg of each node in such a shared-
medium system. Fairness issues were also investigat

A distributed OBS metro ring architecture, desigddight ring, was reported in [Fumagalli
2003]. The light ring multi-token media access colntMAC) protocol is designed to reserve
bandwidth to ensure the bandwidth-efficient andsdfsee transmission of data bursts.
Several burst assembly and transmission (BAT) egjfas capable of simultaneously
assembling and scheduling bursts have been propdsedOPADM architecture uses the
same burst to transmit packets intended for diffeegress nodes by transmitting the burst
with a high-level data link control (HDLC) encodirigr each packet in the burst and uses
MPLS tags for each packet’s destination. This apgmoensures a lower latency in
transmitting data bursts. Receiver collision praidecan be resolved by allowing each
OPADM node to equip with one fixed-tuned receivad ane fixed-tuned transmitter for
each data wavelength. However, this architectuseti@a drawback of increasing the overall
cost of the network. Furthermore, in optical riegery burst must go through O/E and E/O
conversion at each of the intermediate nodes. Tdrereoptical ring is not sufficiently
scalable to support hundreds of wavelengths sinegjuires more O/E/O conversion devices
(i.e. one set for each wavelength) [Qiao 1999].

In the OBS ring network of tunable transmitter efixreceiver (TT-FR) systems in [Arakawa
2004][Yutaka 2004], nodes were capable of trangmgiton any wavelength but could
receive only from the home wavelength. As each medeived bursts only from the home
wavelength, this implies that there were no destinacollisions. To solve the source

contention, tokens were used. So only channel stotli was to be addressed and a
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segmentation scheme was used to arbitrate aftennehacollision. In [Lin 2008] a
synchronous method was used to guarantee collisé@noperation at the expense of lower
network throughput.

In all the above mentioned methods it is found thase are mainly reactive mechanisms and
require extra hardware and /or software comporetrgach core-node that increases the cost,
complexity and scalability issues. In this chapgesimple and cost effective solution to
resolve contention has been proposed with apptepnede and network architectures. The
important feature of the proposed model is theaiskimmy node which helps the congested
nodes to diverse their traffic through the dummye@and as a result the throughput of the

network is increased significantly

5.3 Design of a M odified Optical Burst Switched (OBS) Ring Networ k

An analytical model of an optical burst switchedgrinetwork capable to handle WDM
traffic intelligently has been presented here. Hfificient node architecture and network
operating protocol enhances the data throughpatdongested network. Here we propose a
node architecture to ease the traffic congestioa img network involving a dummy server
connected to backbone of the ring topology to dlasdraffic flow into the ring by diverting
the packets under the congestion situation. A goitibaic model for the proposed node
architecture in case of ring topology has been ldpeel employing packet queuing control
to estimate the average number of packets and weing time in the buffer for different

incoming traffic.

5.3.1 Node Architecture M odel

Figure 5.1 shows the OBS-node architecture congisif N nodes which are appropriately
connected to a WDM link. A unidirectional ring netmk is assumed here, in which data are
transferred in the same direction for all destwragi Each WDM link consists of\( + 1)
wavelengths, of whichV are for data transfer and the remaining one isréarsfer of control
packets. As a signaling scheme, the just enougl (I&T) method [Qiao 1999], which is
superior in wavelength use efficiency, is usedJ&T, the control packet contains the offset
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time until the initiation of transmission of thersusignal and the burst signal length. At the
relay node, the time of arrival of the burst sigisagstimated and the wavelength is reserved
only for the time needed for transfer. Each nodessis of a fixed wavelength transceiver to
transmit and receive the control packets, a vagialdvelength transmitter for transmission
of data, and a fixed wavelength receiver for reiogiwdata. The scheme of assigning a fixed
receiving wavelength is architecture without rea@ptcompetition, since several burst
signals do not arrive simultaneously at a receitzach node is connected to several access
networks and has a capability to generate buraatsgntended for the edge router. A packet
arriving at the node from the access network iseston the buffers (VOQs: Virtual Output
Queues) installed at each destination edge routéhe basis of the destination information.
When the VOQ satisfies the conditions for burstegation, the packet stored in the VOQ is
transmitted as a burst signal. As a condition teegate the burst, a method based on the time
and length is used [Vokkarane 2002]. When the V@&Zhes a certain length, or otherwise
if a certain time is exceeded after the head paaketes, a burst signal is generated. When
the burst signal is transmitted, the control padketransmitted first using the control
wavelength. After a time interval called an offeets elapsed, the burst signal is transmitted
[Singh 2004].
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Fig.5.1: OBS ring network and node architecture
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5.3.2 Modified OBS Ring Network : Mathematical Model

In the present analysis the OBS ring network is iffextl for congestion control using a
dummy node as shown in fig. 5.2. In this modifiedymetwork dummy node is connected to
the n number of nodes in the network, where5 in this case. Dummy node is physically
connected to all the nodes by a two ways connection. It is also coratetd one extra node
by one way link, as packets from frad®b can go td\6. Every time when there is congestion,
the congested node sends a request asking theeseofithe dummy node. Now, the dummy
gets logically connected to the node and startarstill the timeout. The dummy timeout is
calculated in such a manner, that, no packet isgdest [Dutta 2012].

At any instance of time, we assume thatodes are in the state of congestion, and all have
made a call to dummy to reduce their queue sizé¢p seduce congestion. The total time
taken by a node to completely fill its queue sigiven by the following equation:

B
t,=———— (5.1)
tO -4
The service rate of the system (the particular naxi@ the dummy) is equal to twice the
service rate of that particular node, assuming#heice rate of the dummy to be same as that
of that particular node. The time taken by the dynmmde to reduce its queue lengtB{d-
&@)] is given by equation (5.2).

& 5.2
" [2u-A0)] |

Here(a) is the processing factor taken which signifiesftiaetional part of the queue to be
cleared.

The total time taken by the dummy node to serventbengested nodes is distributed in such
a way that it is equal to the time taken by thdipalar node to fill its queue to its threshold
value. As a result, till the time queue gets corgbyefilled for the particular node, the

dummy node has taken one complete full cycle torneto serve that particular nodeand
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this can be computed by measuring the summatioral dhe t resulting into { value as

shown in egn. (5.3)

O
b2 )

Fig.5.2: Modified Ring Network Using Dummy Node

Instantanous traffic intensig(t) can be expressed by the following expression

a(t) = 20 (5.4)
7

Using equations (5.3) and (5.4), we get a relabbnn’ congested nodes with the traffic

intensity.

no_ 2-at) (5.5)
S(a[a(t) 1]

Now, this equation can be used to find the maxinmumber of ' congested nodes which a

dummy can handle for the particular value of taffitensitya(t) and &(a). Each node is

having a buffer (Qqueue) of lengt packets, i.e.B packets can be stacked in a buffer. We

have assumed that packet length is same for dllepmand of equal buffer length. The mean

arrival rate and mean service rate of each nodange. Congestion is uniform in the part of
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the network where the dummy node is serving. Dumioge does not need a buffer to store
because the stacked packets would be lost aftemgutimeout. Packet arrival rate is in
Poisson process with an average arrival igtacket per second and a constant service time
K . We have assumed the propagation delay from ode to the other as negligible and the
loss of packet to be zero while the call is beiregdmfrom the node to the dummy. Latbe

the traffic intensity at the time of congestionagparticular section of the proposed network
.We have assumeii>a>0 for the proposed network. The control circuitry [IC&f the
network will decide the number of congested nodewtiich dummy can be connected. We
apply single server model to the node not beingeseby the dummy. In this case, the server
is the node itself and queue is the node bufferapfdy two server models to the node being
served by the dummy. In this case, as shown inréi§2, nodeN2 andP are two servers.
NodeNL1 forwards a packet only if the nodN or dummyP is ready to accommodate. The
last location in the buffer dl2, which has named as ’'flag packet’ indicates ifendi2 is
ready to accommodate or not. If the buffeN&is full, the flag packet acts as a red signal to
a nodeN1 indicating not to send any packetN@. And if the buffer ofN2 has a single space
to accommodate, then Flag Packet acts as a grgeeal 8N 1 asking to send a packet.

Casel: Letn be the number of congested nodes which a dummipaadie A(t) be the mean
arrival packet ratgu, be the mean service raihe the buffer length (packets) aigg be the
threshold buffer length(packets).Traffic intensi/be defined ag/p.

Consider the probability that a packet is dropped aode being served by the dummy is

calculated by usingM /M /2: FCF§Bjar] model

aB

PD=(§EIJ% (5.6)

Po=Probability that the buffer is empty and can bpregsed by the following expression:

a’{1- (%)Y
P =[l+a+—%—]";where a=2 (5.7)
2@—2)
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a a
[L-(B-1)(1)**+(B-2)(,)*"IR,
NP — a3[ 2 2

] (5.8)
a,»
41— 5)

Where,Np =Average number of packets in a buffer

NP
Tp=——
[A@-F)]

(5.9)
7p = Average waiting time of packets in a buffer
Case-l1: Now, considering the case when the dummy nodetisised to serve the congested

node. In that case, the probability that packelrepped at node which is not being served is
calculated by usingM /M /1: FCFSBle] model

P, =a’P, (5.10)

Where P, = %;where a=l (5.11)
—-a

a , [(B+Da™]

N = 512
(1— a) [1-a®"] (5.12)
WhereN= Average number of packets in buffer
- N-al-R) (5.13)
Al-PR,)

Thus, the average number of packets in a buffangtinstant is,
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A2 A g1
[1—(5—1)(5) +(B—2)(§) 1R,

3 a , [(B+Da®"] (n-1)
N, = - o 5.14
n={la e ) e b 619
2
Average waiting time of packets in a buffer is givwy,
7o ={ No  N-al-R) (n_l)} (5.15)

[A1@-Py)In AQ-Py) n

The above equation are used to evaluate the peafarenof the proposed netwoi¥ gives
the average number of packets in a buffer and equéi.15) gives the average waiting time

after employing dummy node. MATLAB simulation todlave used for this purpose .

5.4 Network Performance Evaluation Under Reservation Protocols

Signaling is a critical aspect that can signifitaatffect the performance of a network. For
OBS networks, signaling is even more importantceithe core is (usually) bufferless and
any contention for resources during signaling et lto data loss. In this section, we aim to
find out the performance of the proposed networkcbwysidering all design parameters

before opting for a particular signaling technique.

a. Just-Enough-Time (JET)

In JET method A reservation request is sent in @arsge control packet on a different
channel while the actual transmission of the datestbis delayed by a certain offset. This
basic offset enables the intermediate nodes toepsocontrol information and prepare
themselves for accommodating the data burst thktamnive there shortly. Figure 5.3(a)
illustrates the JET signaling technique. As shoaisource node first sends a burst header
packet (BHP) on a control channel toward the dastn node. The BHP is processed at
each subsequent node in order to establish arptdiab data path for the corresponding data

burst. If the reservation is successful, the swiidh be configured prior to the burst's
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arrival. Meanwhile, the burst waits at the source the electronic domain. After a
predetermined offset time, the burst is sent offyican the chosen wavelength [Li 2004]
[Jueand 2005]. The offset time is calculated bamedhe number of hops from source to
destination, and the switching time of a core nolleat any intermediate node, the
reservation is unsuccessful, the burst will be desp The unique feature of JET when
compared to other one-way signaling mechanismslaydd reservation and implicit release.
The information necessary to be maintained for edwnnel of each output port of every
switch for JET comprises of the starting and theshing times of all scheduled bursts,
which makes the system rather complex. On the dthed, JET is able to detect situations
where no transmission conflict occurs, althoughdtaet time of a new burst may be earlier
than the finishing time of an already accepted thues a burst can be transmitted in between
two already reserved bursts. Hence, bursts cacdepted with a higher probability in JET.

b. Tell-and-Wait (TAW)

In the TAW approach, the data burst must be delayeshch node in order to allow time for
the burst header to be processed and for the switche configured, instead of pre-
determining this duration at the source and incating the delay in the offset time. Figure
5.3(b) illustrates the TAW signaling technique TIAW, the “SETUP” BHP is sent along the
burst’s route to collect channel availability infeation at every node along the path. At the
destination, a channel assignment algorithm is @eeg and the reservation period on each
link is determined based on the earliest availabknnel times of all the intermediate nodes.
A “CONFIRM” BHP is sent in the reverse directiorrqgfin destination to source), which
reserves the channel for the requested duratieaddt intermediate node. At any node along
the path, if the required channel is already ocadipa “RELEASE” BHP is sent to the
destination to release the previously reserveduress. If the “CONFIRM” packet reaches
the source successfully, then the burst is seotti core network.

If we compare TAW and JET, the disadvantage of Ti&Whe round-trip setup time, i.e., the
time taken to set up the channel; however in TAW dhata loss is very low [Dutta 2012a].
Therefore TAW is good for loss-sensitive trafficn @he other hand, in JET, the data loss is

high, but the end-to-end delay is less than TAWTAW, it takes three times the one-way
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propagation delay from source to destination ferlihrst to reach destination, whereas in the

case of JET, the delay is just the sum of one omgpvopagation delay and an offset time.

There is no signaling technique that offers theilfidity in both delay and loss tolerance

values.

A network node is supposed to be transparent topleeating data rate, but the architectural

design of the node limits the performance efficierithe bandwidth utilization factor for a

given signaling protocol is well controlled by tharst propagation timerT§,), reservation

mapping time Tn) and the burst transmission timg)( The non ideality factore) can be

modeled in terms of bandwidth utilization factds),(incoming data rateR) in Mbps

available band widthw) by the following expression:

Hence the expression for carried traffic can beiffrestiand written as

T (-P-a) T (-TP-a)
Cr=wpo ——{[1-e ™ J(C-—")+ae ™ }

To Tho

Intermediate Nodes

Source Destination

- ]

SETUP &
CONFIRM
PHASE

TRANSMISSION & RELEASE
PHASE

Fig. 5.3(a): JET Signaling Technique
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Fig. 5.3(b): TAW Signaling Technique

5.5 Simulations and Results

Average numbepackets in a buffer and average waiting time okptcin a buffer for the
proposed modified ring network, employing differealues ofB vs packet arrival rate has
been investigated with MATLAB. In fig.5.4 the conmpive performance analysis of optical
burst switching ring network with and without emyltg dummy node have been shown for
B=20.B represents the length of a buffer in terms of neind$ packets it can accommodate.
For a particular value d® the nature of the curves of both networks areitaizle similar
but in case of modified ring network (with dummypde) as the path from source to
destination is deflected so this network will accootate larger no of packets in its buffer
for a given packet arrival rate. For example if eansider the packet arrival rate of 240
packets per unit time then the network with dumroglencan accommodate 5 no packets in
its buffer where as the normal ring network canvyate only 4 packet. As a result of this
increased buffering capability of modified ring wetk the packet dropping probability

decreases significantly and correspondingly thrpuglf the network increases.
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Fig.5.4 :Average no of Packets in a Buffer vs Aatikate for B=20
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Fig.5.5 (a):Average Waiting Time of a Packet inwfBr vs Arrival rate for B=10
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In fig. 5.5(a) and 5.5(b) the average waiting timebuffer for both types of networks has
been depicted foB=10 andB=20 respectively. The graph shows that the averagéngai
time increases for the network with dummy node fnmdonger buffer length as well. The
result is quite obvious because if the dummy nodlenected between the source and the
destination node then the packet has to travehgelodistance so the waiting time will also
increase. For example we can see that the aveirageig less than 0.001lpsec for packet
arrival rate of 240 packets per unit time for ringtwork without dummy node but same
value increase to 0.01 psec for the ring networth Wummy node. The waiting time value
increases significantly for both types of netwowksenB=20 This result is quite interesting
in network application because without adding aostly and complex additional hardware
the incoming packets could be retained in the budffelonger time thus the packet blocking
probability or packet loss probability will be deased significantly.
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Fig.5.5 (b):Average Waiting Time of a Packet inwaffBr vs Arrival rate for B=20
Fig. 5.6 depict the characteristics of the propasedified OBS ring network for different

values ofB. Fig 5.6 shows that the average waiting time qfaaket in buffer is almost

independent of the packet arrival rate upto a cesalue of the incoming packet rate after
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that the waiting time varies with B. At low traffiarrival rate the use of the buffer is
negligibly small so the average waiting time isa@pdndent of buffer size. But as packet
arrival rate is increased beyond a certain val@s ttole of buffer becomes significant. A
buffer with long length can accommodate a packetldager times. So the length of the

buffer becomes important factor for high packeivatrate or high speed network.
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Fig. 5.6 :Average Waiting Time of a Packet in afBui/s Arrival Rate for

different values of 'B'

The amount of carried traffic equation (eqn. 5.kk7used to evaluate the performance of a
given signaling technique by choosing appropriaé@dowidth utilization and data rates.
Evidently the channel bandwidth has a significampact on the network control and
transmission performance as is implicit from theivaa expression. Obviously the network
seems to be robust against channel noise, dispessid other channel or node non-linearity
at a lower traffic but faces performance degradatind excessive delay. These constraints
needs a larger channel capacity, faster node wogesfficient bandwidth utilization and
appropriate signaling technique. In the presentyaiaJET and TAW signaling techniques

have been attempted to investigate their feasibiht network traffic management. The
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developed model is equally applicable to any otheliable signaling protocols by
appropriately considering the involved node paramand channel utilization factor. The

amount of carried traffic for a JET signaling tecjue has been evaluated with respect to the
increasing traffic intensity for a giveR
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Fig 5.7(a): Carried TrafficGr) vs Offered Traffic(a) of JET Signaling
Technique for Different Data RateR)(

Fig. 5.7(a) presents simulation results for a netwwith bandwidth of 20 GHz and at
different incoming data rateR)in the units of Mbps. The curve corresponding® Mbps
data rate shows a significant larger amount ofi@artraffic as compare to the case for a
higher data rate of 5000 Mbps and this may bebatid to the system capacity limitation.
The linear nature of the curve is also sensitivéhodata rate and gives a larger range and
slope at lower traffic speed but reverses the tecyléor a higher data rate. Similar amount
of carried traffic analysis for TAW signaling techune has been presented in fig. 5.7(b). This
signaling technique is evaluated for different dte under the similar node and channel
environment. These curves are qualitatively sinmtitathat of the curves obtained in case of

JET but with a quantitative higher value becausegderior bandwidth utilization in the
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latter case. The analysis presents a superiorilyAW protocol over JET protocol in terms
of traffic loss sensitivity. Evidently the modelrche used to simulate the performance of
different protocols by estimating the node paramsetén a realistic high speed WDM
network accumulated channel noise and node noarfliyecauses bandwidth limitation, time
jitter and synchronization problem to influence tipeocessing decisions and node

parameters.
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Fig 5.7(b): Carried Traffic@y) vs Offered Trafficg) of TAW
Signaling Technique for different data rats(

5.6 Conclusion

This chapter addresses the problem of network atiogein an optical burst switching ring
network when the packet arrival rate is more ttet the service rate of the node. To resolve
the problem we have proposed a modified ring topphith adaptive service provisioning
to cater varying traffic demands. The chapter repar brief introduction of OBS ring
network involved in contention resolution followbg an analytical model of a ring network

which is modified with dummy node and capable hiexgdicontention in OBS network.
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Appropriate mathematical model is also developedcticulate average waiting time and
average number of packets in a buffer for diffeqgaxtket arrival rate. The model has further
been extended to evaluate the impact of differearidard signaling protocols like JET and
TAW on the throughput performance of proposed ndtwSimulations are performed for

different network parameters like buffer lengthnéaidth utilization factor and data rate etc
to evaluate the network performance. It is shovat gnoposed model significantly improves
the average waiting time of an incoming burst whiehturn reduces the burst dropping
probability. It has also been observed that chabhaertlwidth has a significant impact on the
network transmission performance as is implicitrfrthe derived expression. The proposed
model can also be used to simulate the performbelkavior of different signaling protocols

by estimating corresponding network parameters.

112



CHAPTER 6

CONTENTION RESOLUTION : SEGMENTATION BASED DROPPING

6.1 Introduction

The amount of enhanced raw bandwidth on fiber olmics through wavelength division
multiplexing (WDM) has provided a cost-effectiveligmn to IP traffic over all-optical
transport layer. This transport method must be ableandle asynchronous bursty traffic by
quickly provisioning resources with the minimumeusf optical buffers. Optical burst
switching (OBS) is one such method for transporsagh traffic directly over a bufferless
optical core network [Qiao 1999].

In an optical burst switched network, bursts ofadabnsisting of multiple packets are
switched through all-optical network. A control raage is transmitted ahead of the burst in
order to configure the switches along the bursbiste. The data burst follows the header
after some offset time without waiting for an ackhedgment for the connection
establishment. The offset time allows for the heddée processed at each node while the
burst is buffered electronically at the source;sthuo fiber delay lines are necessary at the
intermediate nodes to delay the burst while thedbeas being processed. The control
message may also specify the duration of the lmirstder to let a node know when it may
reconfigure its switch for the next burst, a teciug known as just enough tireT).

A major concern in optical burst switched networkscontention, which occurs when
multiple bursts contend for the same link. Contamin an optical burst switched network is
particularly aggravated by the highly variable busizes and the long burst durations.
Furthermore, since bursts are switched in a catigin mode rather than a store-and-forward
mode, optical burst-switched networks generallyehaery limited buffering capabilities.
Existing contention resolution schemes for photopacket networks are conventionally
based on deflection routing and buffering techngguwever some additional schemes are
also implemented in order to combat high contensdnations and to improve network

utilization.
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In [Yoo 2000], an offset scheme was proposed folatghg classes of bursts, such that low
priority bursts do not cause contention losseshigh-priority bursts. In such resolution
schemes sometimes fixed and variable fiber delag buffers are also utilized to further
reduce the blocking. Some proposals presented éydbkearchers in the literature [Yoo
2000a] [Turner 1999] also reduces the contentiontbizing additional capacity in the form
of multiple wavelengths using wavelength conversioapacity. While such optical
wavelength conversion has been demonstrated imdedyyg environments, the technology is
not yet mature, and the range of possible convessmsomewhat limited [Turner 1999]

Most of the current literature deals with approachke® minimize burst losses rather than
packet losses. In existing contention resolutidmestes for optical burst switched networks,
when contention between two bursts cannot be redothirough other means, one of the
bursts will be dropped in its entirety, even thotigh overlap between the two bursts may be
minimal. For certain applications, which have gjant delay requirements but relaxed
packet loss requirements, it may be desirablegde fofew packets from a given burst rather
than losing the entire burst.

To overcome some of the practical limitations ofiegd burst switching, we introduce the
concept of burst segmentation in this chapter. Gurst is divided into basic transport units
called segments. Each of these segments may cofgistingle packet or multiple packets,
and the segments define the possible partitionmigte of a burst when the burst is in the
optical network. All segments in a burst are itiyigransmitted as a single burst unit.
However, when contention occurs, only those segsneih& given burst which overlap with
segments of another burst will be dropped, [Vokkard001] and the remaining segments

will be scheduled. In this way the bandwidth usition efficiency increases significantly.

6.2 Burst Segmentation

In a burst segmentation, the burst is divided ib&sic transport units called segments
consisting of a variable number of packets. Eadmsat consists of a segment header

containing fields for synchronization bits, erroormection information, source and

destination information, and the length of the segtin the case of variable length segments
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followed by a payload which may carry any type afaj such as IP packets or ATM cells.
The fragment structure of burst segmentation isgaed in (fig.6.1).

i Segl | Seg2 ' Seg3
1 1 1

egdS |, Seg5
1

Guard Payload Seg Segment Chaeuok
Bits Type Id Length

Segment Header

Fig 6.1: Segments Header Details

The choice of the segment length becomes a kegmyparameter. The segment can be
either fixed or variable in length. If segments &red in length, synchronization at the
receiver becomes easier; however, variable-lengtfments may be able to accommodate
variable-length packets in a more efficient manfdre size of the segment also offers a
tradeoff between the loss per contention and theuainof overhead per burst. Longer
segments will result in a greater amount of dats leehen segments are dropped during
contention; however, longer segments will also lteisuless overhead per segment, as the
ratio of the segment header length to the segnaytbad length will be lower.

Another issue in burst segmentation is the decisfowhich burst segments to drop when a
contention occurs between two bursts. When comtendccurs, only those segments of a
given burst which overlap with segments of anothanst will be dropped, as shown in fig.
6.2. If switching time is non-negligible, then atilminal segments may be lost when the
output port is switched from one burst to anotfiérere are two approaches for dropping
burst segments when contention occurs betweensbdise first approach is to drop the tail
of the first burst, and the second approach isrop dhe head of the contending burst. A
significant advantage of dropping the tail segmeftsursts rather than the head segments is
that there is a better chance of in-sequence dglokepackets at the destination, assuming

that dropped packets are retransmitted at a liater. t
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One issue that arises when the tail of a burstdppkd is that the header for the burst, which
may be forwarded before the segmentation occutkstili contain the original burst length;
therefore, downstream nodes may not know that tinst lnas been truncated. If downstream
nodes are unaware of a burst’s truncation, thenpossible that the previously truncated tail
segments will contend with other bursts, even thoingse tail segments have already been

dropped at a previous node. These contentions esajtiin unnecessary packet loss.

Dropped Burst

Segments
Original Burst //// ///
Contenting : ' E
Burst | !
>
' Contention  Switching
Region Time

Fig 6.2: Selective Segment Dropping for Two Contegdursts

If a tail-dropping policy is strictly maintainedrtbughout the network, then the tail of the
truncated burst will always have lower priority,dawill never preempt segments of any
other burst. However for the case in which tailpgjriog is not strictly maintained, some
action must be taken to avoid unnecessary packse$o A simple solution is to have the
truncating node generate and send out a trailingralb message to indicate when the
truncated burst ends. In this policy, the offseiMeen the trailer packet and the end of the
truncated burst is similar to the offset betweentibader and the start of the burst.

In a head-dropping policy, the head segments ofctr@ending burst will be dropped. A
head-dropping policy will result in a greater likelod that packets will arrive at their
destination out of order. Also, the control messafghe contending burst would need to be
modified and delayed. The advantage of head-drgpisirthat it ensures that, once a burst
arrives at a node without encountering contentiloern the burst is guaranteed to complete its

traversal of the node without preemption by latensks [Vokkarane 2001].
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In addition these there are a number of additiesgles and challenges which arise when
implementing burst segmentation in practical systef@ome of important issues like
switching time, segmentation boundary detection taader creation are discussed here in
brief to understand the functionality and proposestieling of JET based OBS modes.

6.2.1 Switching Time

Since the system does not implement buffering grather delay mechanism, the switching
time is a direct measure of the number of paclatisduring reconfiguring the switch due to
contention. This implies that a slower switchingnei results in higher packet loss. While
deciding which burst to segment, we consider theareing length of the original burst,

taking the switching time into account. By incluglirswitching time in burst length

comparisons, we can achieve the optimal outputtdargiths for a given switching time
[Vokkarane 2002].

6.2.2 Segment Boundary Detection

In the optical network, segment boundaries of thestare transparent to the intermediate
nodes that switch the burst segments all-optic#ltythe network edge nodes, the burst is
received and processed electronically. Since thetbs made up of many segments, the
receiving node must be able to detect the staeach segment and identify whether or not
the segment is intact. If each segment consistarofEthernet frame, detection and
synchronization can be performed using the prearfielé in the Ethernet frame header,
while errors and incomplete frames can be deteayedsing the CRC field in the Ethernet
frame [Vokkarane 2001].

6.3 Motivation and Related Work

Optical burst-switching (OBS) [Qiao 1999] [Qiao AQ0[Tumer 1999] is one of the
promising optical switching paradigms which haverb@roposed in order to efficiently use

the raw bandwidth available at the optical (WDMyda OBS takes into consideration the
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limitation of the existing all-optical technologg terms of processing power limitation, the
lack of efficient buffering techniques, and theited number of wavelengths. [Chan 1998].
In OBS networks, the ingress nodes generate copéickets that are sent into the network an
offset time ahead of macro-packets. The macro-pgaciemed data bursts (DB) are made up
of various upper layers’ packets (e.g. IP pack&BM cells, Frame Relay frame). The
control packets configure the fabric switch of tt@e nodes and reserve the necessary
network resources to accommodate the upcominghdatts. For various reasons the control
packet may fail to reserve the full/part of theawwses needed to establish an all-optical
transmission path for its corresponding DB. Consetjy the burst is blocked and discarded
in an intermediate node. In order to reduce thstdoss probability, many approaches were
considered based on different techniques, suclhesige of deflection routing to resolve
contention presented by Hsu et al. [Hsu 2002] aimd &t al. [ Kim 2002]. Other promising
techniques for partial burst dropping (that redutlkes packet loss probability) were
introduced, based on the concept of burst segmentaiptical composite burst switching
(OCBS) proposed by Detti et al. [Detti 2002], sugjgdhat if all the resources are occupied
at the time of the burst arrival, then only thaiatipart of the burst is dropped. The final part
of the burst is transmitted once the needed reesibecome available.

Similarly, based on the concept of burst segmeaartatinother technique was proposed by
Vokkarane et al. [Vokkarane 2002] to reduce thekpttoss probability. In this technique
designed upon just- enough-time (JET) architedilio® 1997], the data burst is broken into
multiple segments that consist of a single packeimaltiple packets. Combined with
deflection routing, the authors showed that thppraach performed better than the “entire-
burst-dropping” policy used by the standard OBS

In optical burst switching (OBS) network, traffiortention can be resolved in time (optical
buffering), wavelength (wavelength conversion), apéice domains (deflection routing).
Deflection routing [Kim 2002] is an efficient tedaqme to reduce burst in optical burst
switched networks. The first three techniques, h@arerequire additional resources in the
network and/or nodes. In case, additional resouactesnot available, or are scarce, it is
beneficial to resolve contention using the burstpging scheme [Haridos 2002] [ Sarwar
2008]. To improve bandwidth utilization and effiegy, segmentation method was proposed

in order to pass packets as many as possible tlsnfyfagmented resources. In this chapter
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initially a brief discussion of segmentation bas#rdpping scheme has been presented
followed by mathematical model to determine thecking probability of an OBS network
using the above mentioned dropping scheme in gedréthe next section of this chapter a
comparative performance analysis between wavelecgtiersion and segmentation based
dropping schemes has been presented . Appropmattematical models have been
developed to calculate blocking probability andl cannection probability for both the
techniques ( details discussion of wavelength caiee based contention resolution scheme
has been presented ch.4) . Performance of the mtmteresolution techniques have been
evaluated in terms of call connection probability mcoming traffic for different set of

network parameters.

6.4 Design and M odeling of JET Based OBS Nodes

In this section, we discuss some analytical mod#dscribed in the literature, to model the
burst blocking probability of OBS core nodes. Resulf burst blocking probability for
different analytical models are also presented. fidll®ewing assumptions are made for
modeling the core node. For a given output pod abre node, the burst arrival process is
Poisson with mean rate The burst lengths are distributed with méan Let No represents
the number of output links and each output linktaors W, data wavelength channels. If the
wavelength conversion is availablejs a multiplication of the number of output linkad

the number of data channels in an output link, i1@tNoWo.

6.4.1 Blocking Probabilities

Let we assume that for a given output port at acéwihe burst arrival process follows a
Poisson process, the number of wavelengths usedcét output port ia. and if we have
only one priority class and the remaining offsetdiis equal for each burst at any switch
then the JET based OBS systems can be modeled\sMAoss system [Vu 2002]. In such
systems either a burst is accepted or rejected ledelyy The burst blocking probability of
OBS core node can be obtained by using the Erlasgyformula [Dolzer 2001] as follows:
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whereA is the accumulated traffic of n channels, ne, In this model, Erlang loss formula
assumes the infinite number of input channels. Hemean OBS JET node has a limited
number of input channel®NEWe) thus, the behavior of JET core node can be mddahel
evaluated as M/M/n/n/fWe queuing model [ Kleinrock 1975]. This analyticabde! is
expected to represent the real JET core node nooreaely and corresponding expression

for Piet(Finite Input channeig@n be written as:
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The JET segmentation-based dropping core nodemadeled as M/G# to calculate the
packet loss probability [Neuts 2002], where n agal rchannels out of infinity output
wavelength channels, while remaining being the ggethannels. When a burst arrives at
core node it is assigned to a real channel. lthalreal channels are busy, the newly arrived
burst is assigned to a pseudo channel. As soonbassa has finished its transmission in a
real channel, and that becomes available to seanc¢her burst, the remaining part of the
burst from pseudo channel can be transmitted dvatr rieal channel. In this model, the

number of input channels is assumed to be infifibe packet loss probability is given by,

-A

Zi.An+i ( € -)I
= n+i)!
Piereeg = - A (6.3)

If we consider the limited number of input channelghe core node of JET segmentation-
based OBS, it can be modeled as M#BIeWEe. The packet loss probability is given by,
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Now these equations can be used to evaluate thampance of an OBS network employing
burst segmentation based dropping technique asemion resolution scheme. The
performance of the OBS network is usually measuradrms of blocking probability under
the appropriate node and traffic assumptions. & gresent analysis egns (6.1)-(6.4) have
been used to estimate the blocking probability. Hugations have been simulated in
MATLAB in the following subsections.

6.4.2 Simulation and Results

Egn. no 6.1-6.4 have been used to carry out thelatians to evaluate the performance of
the segmentation based dropping scheme for differestwork parameters. Blocking
probability as a function of offered load has bgeesented in Fig. 6.3, which reveals that
JET segmentation-based burst dropping systemsrpesoperior to JET systems.
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Fig: 6.3 Blocking probability vs Normalized offerézhd
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For example we can see that upto almost normalifsaed traffic value of 0.3 the JET
segmentation based dropping scheme provides nagligolocking probability. The

gualitative nature of blocking probability curves fall four systems are alomost similar but
with a quantitive difference. Hence JET segememriabiased dropping scheme with finite

input is the better dropping technique among the fliscussed.
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Fig 6.4: Packet Loss Probability vs Incoming Traieeping
fixed output channels for segmentation dropping

We have analyzed the performance of segmentatmppdrg scheme for different values of
input channels keeping the number of output chano@hstant as shown in the fig 6.4. The
plot of packet loss probability verses incomingficashows that as the numbers of input
channels are increasing the amount of packet adation is also increasing which results a
huge number of bursts formation in the network. &oumber of bursts in a network will
obviously increase the contention probability amds tfact can be observed from the
simulation result as is depicted in fig 6.4. Letassume that the number of input channels
are 30 and if the number of output channels are tkan input channels (here 10) then

obviously there is congestion in the network. Hiwat congestion has been tried to resolve
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by using segmentation dropping approach. Fig 6odvsithat burst loss probability is almost
same for low incoming traffic for any number of utpchannels. This result is expected
because at low incoming traffic intensity probdiiliof congestion is very less and
application of any contention resolution is mereassary. But as the incoming traffic

intensity is increasing effect due to congestiomee prominent.
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Fig 6.5: Packet Loss Probability vs Incoming Traieeping

fixed input channels for segmentation dropping

Fig 6.5 represents the burst loss probability fged input channels but different output
channels. In the previous figure we have shownvtm&tion of blocking probability as a
function of input channels but in this fig blockimgobability has been presented as a
function of output channels. It is interesting toten that the simulation curves are
gualitatively similar but with some quantitativeffdrence due to system parameters
difference. Obviously as the number of output cledsndecreases, the influence of
congestion is more which increases the blockingalndity. It may be inferred that the node
blocking probability improves withn" and thus requires more number of output chantaels

get better network performance.
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6.5 Contention Resolution in Optical Burst Switching (OBS) Network

In Optical Burst switching (OBS) networks, the bawdih reservation is a one way process
in which a burst starts its transmission withouiting for the reservation acknowledgment
and for this it requires OBS nodes to resolve fbssontention.

The currently used contention resolution schemes lma classified into the following
domains:

» The space domain, such as deflection routing.

* The time domain, such as buffering with fiberayeline (FDL).

» The wavelength domain, such as wavelength cororers

» The burst domain, such as segmentation dropping.

Although these schemes perform well, but they haherent problems such as; that
deflection routing makes setting the time lag betwea burst header packet and the
corresponding data burst i.e. offset time at thgeenbde a hard problem because the exact
transmission path of the burst is not known, amdsitheme usually sets the offset time under
the worst case; that fiber delay line technologl intrease data latency and also introduce
complexity for the network, and is not mature erfotg be used in network engineering at
present; that optical burst segmentation is noty déascarry out in the physical layer
nowadays; and that the control scheme increasescdhmplexity of implementation too
much. Full wavelength conversion is the most effitiway to solve the burst contention
problem, full wavelength converters are expensivet @mplex devices at present. So there
should be a comparative analysis depending on fitieat issues of different contention
resolution techniques.

In this section a deterministic algorithm for waagth conversion in an all optical network
(AON) has been presented. Necessary mathematicalysis for computing thecall
connection probability of an all optical networking wavelength conversion (details of
wave length conversion has been presented in ¢tiag)been provided in the subsequent
section. The analysis has further been extendéddeout the call connection probability of

the network under the environment of segmentat@setl dropping. Finally a comparative
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analysis between wavelength conversion and segtmntzased dropping scheme has been

presented.

6.5.1 Wavelength Conversion Based Contention Resolution

Consider an optical network with nodés|inks andW wavelengths available. At any time
each wavelengtiy 4, ....... ,Aw) Will be busy in any link with probability; (i=1,2,.....,W)
then the probability that the wavelendilis free in any link isl- pi. Now assume a network
configuration with a constraint on the maximum nembf allowed wavelength converters
let satC (0<C<L) to make a upper limit of the permitted wavelengpinversions . The call

blocking analysis for such networks are perforndlie two following cases.

Case 1. Anyonelinkin the path is completely blocked because all wavelengths are busy in
that link

Suppose a call has to be made from Nbde NodeN. when no wavelength conversion is
allowed in the network. In this case the call vii# blocked on any wavelengthif the
wavelength is busy in any one link in the path. §ithe call blocking probability on any one
wavelengthi;is given by,

Pi= P @i is busy in L links) +PJ is busy in L-1 links) +P)X is busy in L-2 links) +...... +P
(A is busy in 1 links) (6.5)

Here ring network is considered so the number desdN is related to the number of links L

as L=N-1. Now, the wavelength can be busy in k out of L links ihC, ways. So, the
probability that\; is busy in k out of L links is given by

P =PQ is busy in k links and free in L-k links)
="C(p)@-p)-" (6.6)

Using (6.6) the (6.5) is modifies to

P="CL(p) +"Cu(p) " @-p)+C,(p) 2@-p)° + .. +Ci(p)L-p) 6.7)
L v
= "Cu (p) Q- p)

k=1
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Thus the total call blocking probability for alleiW wavelengths is given by

Ps = (P)(P)(Pg)eee.n. (Py)= ﬁ P, (6.8)

So the total call connection probability is given b

P o1 ﬁ P (6.9)

i=1

So the probability that one or more links out.dinks are blocked is given by
PB1 =P(1 link is blocked)P(2 links are blocked)®3 links are blocked) +--P{L links are
blocked) =PB,1+PB,2+PB,3+. . .PB, L.

PBl1=) '"C,(Py) (1-Py)"" (6.10)

Case 2: All thelinks areindividually free, but a wavelength is busy in more than C linksin

the network, thereby necessitating more than C wavelength conversions

Let us take case 2. In this case the call is bldakea wavelength is busy in more thé@n
links. Now a wavelength can be busykiout ofL links in “C, ways. So, the probability that

a wavelength is busy klinks is given by

P="Cy(p) @-p)- " (6.11)

The probability that a call will be blocked on wamgthi is given by
Pi =P (A is busy inC+1 links) 4P (Al is busy inC+2 links) + - -- P(Ai is busy inL links)

L

P = Z LCK (Pi)K (l_Pi)L_K (6.12)

K=C+1
So, the probability that a call will be blocked @hthe wavelengths is given by

PB2 =P (the call is blocked ohl) xP (the call is blocked ok2) x --- ® (the call is blocked

oniw),
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PB2=]] P (6.13)

Hence the total call blocking probability in theseaof a network with a wavelength

conversion constraint is given by

PB = PB1+PB2-PB1xPB2 (6.14)
So the call connection probability is

PC = 1-PB (6.15)
This expression provides the overall call conn@cpombability in a network.

6.5.2. Segmentation Based Dropping for Contention Resolution

If we consider that there are limited number @iunchannels to the of JET segmentation-

based OBS network then the segmentation basegidgpprobability can be modeled as
M/G/o/NgWEe system [Neuts 2002]. The packet loss probabsitgiven by

(%"
P:NEWE K-n NgWe! M
el N KH(N W = k)! A+ i)NEWE ;NeWe>n  (6.16)

Here the burst arrival process is Poisson with nragei.. The burst lengths are distributed
with mean 14. Let L represents the number of output links aacheoutput link contains W
data wavelength channels, n is the multiplicatidrth@ number of output links and the
number of data channels in an output link, thah#tW. NgWEe is the number of input

channels. In this case
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PBl1=) '“C(Py)' (1-Pg)"" (6.17)

k — N_W_)C
PB2= 3 (G e ) (6.18)

The net blocking probability remains the same dsrbewhich is

PB = PB1+ PB2 - PB1xPB 2 (6.19)

This equation simply is a union of the 2 call blimgkprobabilities obtained due to 2 different
factors.

The Call connection probability is given by:

PC =1- PB (6.20)

The above equations are used to find out the calhection probability for optical burst

switching network using wavelength conversion agghsentation burst dropping scheme.

6.5.3 Simulation and Results

Equation (6.15) has been used to find out theamalhection probability in a WDM network
based on the wavelength conversion scheme. Weplatted the call connection probability
against traffic density for different number of vedength multiplexed in each link. Further
the graphs also reveal the effect of the numbewaielength converters on the network
performance.

Fig. 6.6 plots the call connection probability the given number of linkdj between the
source and the destination equal to 5 and the nuafleavelengths multiplexed in each link
(W) is 4. It is evident that the call connection pabitity falls quickly with increasing traffic
density in the system without wavelength conver(€rs0) as compared to the links having
wavelength converters. This result is greatly ieflaed by inclusion of WCs. As for example

call connection probability of the network withoWC reaches to zero earlier than the

128



networks with WCs. So the improvement of the nekwmerformance is achievable by using
optimum number of WCs. Now if we compare the parfance for different number of WCs
then we can see that the performance is improvenig @xpected but at the same time cost
and complexity is also increasing. So instead ahgdor full wavelength conversion,
network designer can go for partial wavelength epsion. Use of partial conversion will

provide significant improvement of the node perfanoe with lesser cost and complexity.

Call Connection Probablity for L=5,W=4 and Different C=0,2.4 values

Call Connection Probablity
S A -
(] (%] = [Ea] =31 - (=} (1=} —
T T T T T
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o

| | | | |
0 0.1 0.2 0.3 04 0.5 0.6 0.7 0.8 0.9 1
Traffic Intensity

=

Fig. 6.6 Call Connection Probability vs Traffic émsity for L=5 and W=4

The similar study is extended in fig. 6.7 by irasi|mg the number of links from 5 to 10.
Obviously the call connection probability will beskser compared to the case reported in fig.
6.6. It is to be observed in fig. 6.6 that nearbpa/ traffic intensity yields nearly 95% call
connection probability for C=4. Fig. 6.7 shows tl9&% call connection probability for
traffic intensity of nearly 40% for the san@ Even this probability is satisfactory for 10
links.

In fig. 6.8 the performance of the network has bewerestigated for increased value of
W(W=6) i.e, the number of different wavelength multigexin the WDM system. As per

the basic concepts of wavelength division multipigxthe network performance should be
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increased if more number of wavelength can be plaked simultaneously. This basic

theory is verified in this figure.

Compare Call Connection Probablity for L=10,W/=4 and Different C=02 4 values
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Fig 6.7 Call Connection Probability vs Traffic Inwty for L=10 and W=4

Call Connection Probablity for L=10,W/=6 and Different C=0,2.4 values
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Fig: 6.8 Call Connection Probability vs Traffic émisity for L=10 and W=6
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As compared to fig 6.7 it is noticed that the catinnection probability is improving
significantly for all values of WCs. Off-course tetresult is available for higher number of
W(Cs. It is interesting to note that for all the €aghether changing the number of WC3M\r

or L the qualitative nature of the graphs remain saitie avquantitative difference. It can be
inferred that these network parameter will not geathe basic operation mechanism of the
network but only changes the relative performance.

We have extended the proposed algorithm to findlmeifperformance of an optical network
using segmentation based dropping scheme. Necedsanges are made in the mathematical
model to incorporate the properties of segmentatioopping. Eqn. 6.20 gives the call

connection probability for the proposed scheme.

Call Connection Probablity Comparison for C=4,L=10 and Different \W=6,8,10 values

#1.2 & 3 W.L conversion for
WW=6,8 & 10 respectively
#a,b & c for segmentation
based drapping for W=6,8 &
10 respectively

09+
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0.7F

06

05F
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Call Connection Probablity
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Fig. 6.9 Comparative Call Connection ProbabilityTvaffic Intensity for
wavelength routed & segmentation dropping networkC=4 and L=10

Fig. 6.9 gives the comparative performance analystbe of an optical network employing
wavelength conversion and segmentation based drgpheme respectively keeping all
other network parameters unchanged. This analydishelp the network designer to take
right decision regarding the type of contentionoheson to be used for a given set of
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network parameters to get optimum performancernmgeof call connection probability. As
in case of segmentation based dropping scheme relevayth converters are used so the
varying parameters ateandW. In this figure the value o is 4,L is10 and W as 6,8,9 have
been taken. The result suggests that the netwdhkW(Cs will provide better call connection
probability for lesser incoming traffic at all valsi of W, but as the incoming traffic rate
increases, segmentation dropping scheme perfortter bdt is necessary to note here that
the performance of the network will changes sigaifitly with the number of wavelength
converters used.

Fig 6.10 depicts the call connection probability @=2. This figure shows that faz=2 for

all values ofW the segmentation based dropping scheme will geteebresult. This result
highlights that the call connection probability ogas significantly in case of wavelength
converted network for decreasing the number of Vesgth converters. Actually even if a
few portion of the burst is dropped in segmentafoocess still this process can provide
better result than partially wavelength convertieshould be noted here that if the degree of
wavelength conversion increases and approachesdswe full conversion then that should
be best possible contention resolution schemetlmvery difficult to implement.

Compare Call Connection Probablity for C=2,L=10 and Different VW values
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Fig 6.10 Comparative Call Connection ProbabilityTvaffic Intensity for

wavelength routed & segmentation dropping schemens
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6.6 Conclusion

A major concern in optical burst switched networkscontention, which occurs when
multiple bursts contend for the same link. Contamin an optical burst switched network is
particularly aggravated by the highly variable busizes and the long burst durations.
Furthermore, since bursts are switched in a caiin mode rather than a store-and-forward
mode, optical burst-switched networks generallyehaery limited buffering capabilities.
While existing contention resolution schemes forotphic packet networks, such as
deflection and buffering, may be utilized in optidaurst switched networks, additional
schemes may also be necessary in order to comjgatcbntention rates and to achieve high
network utilization.

In this chapter a dropping based contention remwiitgcheme has been discussed. The basic
mechanism behind this technique has been descrddedg with the appropriate
mathematical model to evaluate the overall blockangbability and to understand insight
information of network operation. In the next seotof this chapter a comparative analysis
between wavelength conversion and segmentationdbasepping scheme has been
presented. The comparison is done in terms ofamalhection probability for the case of
OBS network.

Finally the result and discussion section showsvtr&tion of call connection probability vs
incoming traffic intensity for various network paraters like number of input to output
links, number of wavelength converters used, ablElavavelengths etc. Results obtained
from this discussion provides an idea to the netwaesigner about type of contention
resolution scheme that should be useful for giveh a&f network parameter values.
Qualitative studies have been performed in dueideration of segmentation dropping and

wavelength conversion scheme.
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CHAPTER 7

CONCLUSIONS

This thesis addresses different contention resoiutchniques in wavelength routed optical
WDM networks to enhance its performance. The peréorce improvement has been
measured in terms of blocking probability, throughpesource utilization, average waiting
time, burst loss probability, call connection prbiisy etc. Unavailability of optical RAM to
support very high speed of optical data transmissespecially in case of optical packet
switching and optical burst switching networks,adabngestions become a major challenge
for researchers and network developer. Consequgpmae this extensive research, efforts
are put in this field and various methods are psegdoin the literature to combat with this
ever increasing network congestion problem. Thepg@roemployment of contention
resolution schemes is still a big challenge forrgsearchers. In this thesis efforts have been
made to develop few architectural models to useatfa@lable standard contention resolution
schemes to realize some new node architecturangoatgorithm and protocols to achieve
better contention resolution.

This chapter summarizes the major contributions enadd also point out some possible
future extension of the proposed methodology.

There are mainly four different types of contenti@solution schemes available for an
optical network. The space domain method is catlelection routing, in time domain
network congestion can be controlled by employibgr delay line while the wavelength
domain counterpart is known as wavelength conversiowever if packet or burst dropping
is unavoidable due to heavy congestion in netwiek tinstead of dropping the entire packet
or burst only a segment of the burst is droppedlttain minimum loss to realize a
segmentation based dropping scheme. The last dresisally a dropping based contention
resolution scheme. In this thesis different typksamgestion control techniques are studied
elaborately towards their congestion control capggbivith a view to develop proper
mathematical model and corresponding simulationsstablish qualitative and quantitative

observations of congestion resolution.
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In Ch.2 an intelligent deflection routed OBS nethvdias been proposed to allocate
wavelength dynamically. In the proposed madalf W wavelengths on each output link are
allocated to the deflected bursts to decrease tssilmlity of multiple deflection. This
phenomenon may cause higher traffic intensity aetlvork congestion. NumbeN is
determined dynamically in compliance with the detiéel burst traffic intensity. In order to
evaluate the impact of the dynamic allocation sahaemn the OBS node performance, an
analytical model for an OBS node with deflectiomting scheme has been developed to
estimate the average burst blocking probability.tidenatical equations have also been
developed to characterize the behavior of the megamode architecture and the results are
validated with proper simulations. It is shown thhe proposed model significantly
decreases both, overall burst blocking probabiliyd the deflected burst blocking
probability. The proposed model has further beemnlifieal by incorporating an additional
stage to the deflected bursts. This additionalestagresents the FDL buffer to provide an
extra offset time for the deflected burst thatumtdecreases the burst blocking probability
significantly. For example it can be seen thahatmalized incoming traffic value equal to 1
the previous model gives a blocking probabilityamost 0.7 which reduces to almost 0.001
in the modified case for N=0 as reported in fig.2-nce the implementation of the
dynamic resource allocation scheme in conjunctiah weflection routing in an intelligent
OBS network yields significant improvement on tloelal performance.

Several approaches have been proposed to managptite traffic through WDM network
involving optical circuit switching, optical packstvitching or optical burst switching with
appropriate routing algorithms. WDM technology ajomith optical packet switching has
changed the static usage of WDM network into aelligent optical network capable of
efficient routing and switching. However one of tkey problems in application of packet
switching in optical domain is the handling of peckontentions. In Ch.3 an attempt to
explore the contention resolution in time domainprapch has been made and an
architectural model consisting of multiple loopaleto increase the throughput is proposed.
In the proposed model a node has been considertedmare input channels than output
channels and the maximum capacity of this nodeecsded by the available output channel.
It is assumed that arriving packets are destindtidw respective destinations based on first

come first serve (FCFS) scheduling policy, packietd arrive in the meantime are also sent
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to delay line. The node includes finite capacityfé@uand multiple delay lines arranged in
synchronized mode. Here we have assumed that thenkeis time slotted and the packets
arrive at the interconnect at the beginning of tstogs, and the duration of an optical packet
is one time slot. Under these assumptions, thercot@ect operates in a synchronized
manner. The advantage of such a synchronized schentkeat it has better resource
utilization than non synchronized schemes. Thdid¢raf unicast, i.e., each packet is destined
to only one output fiber. The performance of thgoathm has been evaluated using
MATLAB simulation to establish a better contenti@solution using a varied delay lines at
the nodes.

In the next section of the same chapter an analygipproach has been used to evaluate the
performance of an optical burst switched (OBS)woek involving FDLs. The analytical
model and suitable approximations yield importarsights into the delay characteristics of
OBS system operations over the entire range of EDgths, particularly in the regimes of
short and long FDLs. The simulation result revehb the use of FDLs can significantly
reduce the burst-loss probability. An appropriatéthematical model is also developed to
incorporate the impact of different node non-idgafactors on FDL performances. The
discussion has further been extended to investipat@erformancef fiber delay line based
optical WDM node architecture using an almost opticollision-free media access control
protocol known as synchronous round robin (SRR)tgma. An appropriate node
architecture model based on media access contoibgols for bursty data traffic of variable
time slot duration and data rate has been propdgathematical expressions are developed
to find-out the throughput performance of the prsmgabarchitecture. The results are validated
with proper simulations.

In Ch.4 wavelength converters are used to redueedhtention in an WDM network. In the
first part of the chapter we have analyzed trgfiicformance of an optical WDM network
with wavelength converter under Erlang C traffiai@idion. Traffic parameters like number
of output channels, number of wavelengths and numibleops, are considered. Performance
of the network has shown large dependency on th#&eu of output channels and hops. The
analysis presented here is useful to predict thffidrthroughput range of an all-optical
network with wavelength converter and relevant glegiarameters. In the second part of the

chapter, we have proposed a model in which theedegf wavelength routing node is
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considered. Simulation result shows that a sigaificimprovement in the blocking
performance of the node can be achieved by usingelemagth conversion with small
conversion degree (e.d.= 2,3,4 ) as depicted in fig.4.9. These curves ssigthat for no
conversion case, the blocking may go upto 0.1 wher®r d=2 & 3 the value drops to 0.001
and 0.0005 respectively for same utilization piolity of 1. Moreover we see that
utilization limited wavelength conversion with sinabnversion degrees and using small
number of fiber link ports with big number of wagebth per link in a node is more effective
choice. This model presented in this section candssl to the study of performance of all-
optical wavelength router.

In Ch.5 we have suggested an architecture whictiexftly reduces the network congestion
in an optical burst switching (OBS) ring networktlraut using any conventional contention
resolution techniques. The backbone of our architeas the use of a dummy node which
helps the congested nodes to diverse their tréfficugh it. In this process, it decrease the
packet dropping probability, hence increasing tireughput. A logical modification of the
existing ring topologies for improved throughputdatess network congestion can be
achieved by using dummy node. In the present ilgeggin an attempt has been made to
model the proposed modified topologies providingc@pe for better traffic utilization.
Appropriate mathematical model is developed in daerse to calculate average waiting
time and average number of packets in a bufferdifierent packet arrival rate. The
mathematical model has been verified by varyinffitr@onditions. The simulation results
shows that the use of dummy node in an OBS ringraréit has significantly increases the
average waiting time of an incoming burst and buffg capacity as well, which in turn
reduces the burst dropping probability.

In the next section of the same chapter we hawbduextended the study to investigate the
performance of the network under different standamghaling protocols namely Just-
Enough-Time (JET) and Tell-And-Wait (TAW). Thesgrsaling techniques are evaluated for
different data rate under the similar node and rnbbenvironment. It has also been observed
from the analysis that channel bandwidth has afsignt impact on the network control and
transmission performance as is implicit from therivalel expressions. The curves
corresponding to TAW as depicted in fig. 5.7(b) qualitatively similar to that of the curves
obtained in case of JET as depicted in fig. 5.B(d) with a quantitative higher value because
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of better bandwidth utilization in the latter caBer example it is observed that for same data
rate (R=500 Mbps) and offered traffic (0.9) the ammtocarried traffic is only 40% in case of
JET where as this improves beyond 50% for the cAs&@ AW switching technique. The
analysis conferms a superiority of TAW protocol oJ&T protocol in terms of traffic loss
sensitivity. Evidently the model can be used to udate the performance of different
protocols by estimating the node parameters. Ireaistic high speed WDM network
accumulated channel noise and node non-linearigesa bandwidth limitation, time jitter
and synchronization problem to influence the precegsdecisions and node parameters.

In existing contention resolution schemes for @dtiburst switched networks, when
contention between two bursts cannot be resolvedigin other means, one of the bursts will
be dropped in its entirety, even though the ovebegveen the two bursts may be minimal.
For certain applications, which have stringent gatequirements but relaxed packet loss
requirements, it may be desirable to lose a fevkgtacrom a given burst rather than losing
the entire burst. In Ch.6 we have discussed apiingased contention resolution technique
called burst segmentation, in which only those p&ckhat overlap with a contending burst
will be dropped. Mathamatical model has been deezldo findout the blocking probability
for JET and JE&q It is concluded from the simulation result th&iTdg offers almost 25%
better blocking probability performance than nornd@8T (fig. 6.3).In the consecutive
section of the same chapter attempt has been noadentpare the contention resolution
efficiency of wavelength conversion and segmentabased dropping scheme in case of
OBS network. Qualitative studies have been perfdrmedue consideration of segmentation
dropping and wavelength conversion scheme. Resblimned from this discussion shows
that for partial wavelength conversion with lesanter of wavelength converters show
poorer performance in comparison to segmentatioopping scheme(fig. 6.10). This
conclusion provides an idea to the network desigmut type of contention resolution

scheme that should be useful for given set of nétywarameter values.

Futur e Scopes

Areas for future work include developing an analftimodel for an OBS network with burst
segmentation. Introducing the wavelength dimenaiwh buffering into the simulation model

will provide more options for contention resolutioAnother area for future work is the
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investigation of combined segmentation/ defleciohemes in which deflection is performed
before segmentation when a contention occurs. Jdgment dropping and deflection
policies can also be implemented with prioritiesiofties would be based on a burst’s
tolerance for segmentation, deflection, and losssigh of efficient scheduling algorithms
and analyzing the guarantees provided by the stdresuanother challenging issue in OBS
networks. Since the one-way reservation mechanised uin OBS networks can be fairly
modeled with advanced reservation systems, guasnteterms of the number of bursts
serviced per unit time would be of great use invéeing guaranteed throughput of bursts at
the core nodes. So far most of the literature an dksign and analysis of scheduling
algorithms tried to improve only the time complgxiiut not the throughput of the algorithms

which is also an important measure to ensure aagteed loss rate.
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