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## PREFACE

This book is designed for students who, after an introductory course on calculus based on the geometrically and intuitively perceived notion of the Continuum, desire to proceed to a course preparatory to a serious study of the purely arithmetical theory of functions of real variables in its completely general aspects and is based on the lectures which the author has, from year to year, been delivering to the students preparing for the M.A. (Mathematics) examination of the Punjab University.

The treatment of the various topics is essentially rigorous; at the same time an attempt has been made to present the subject in a clear, lucid and intelligible manner.

The book contains a large number of examples some of which have been solved.

I have been, during my study of the subject influenced by the works of a large number of authors including Goursat, Carslaw, Pierpont, Courant, Landau, Kowalewski and Perron and I feel deeply grateful to them all.

I take this opportunity of also thanking the publishers and the frinters who did all they could to give the book the best form possible under the present very difficult circumstances.

## SHANTI NARAYAN

May, 1945.
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## CHAPTER I

## agGregate of real numbers

1. The modern Theory of Functions, also known as Analysis, is a development of the notion of number. Its concepts and results along with the proofs of their correctness may be suggested by intuition or by some physical experience-in Cact this suggestion is almost always there-but their actual description and their statements must be given strictly in terms of numbers. Some of the concepts which are so suggested, are Length, area, betzeen, inside, etc., but before they can become the subject of discussion in analysis, they have to be adequately and properly defined in terms of numbers. In general, the same word is used to denote the two similar and corresponding concepts, one physical and the other analytical, but this ambiguity causes no confusion and rather proves helpful and suggestive.
$\mathbf{1} \cdot \mathbf{1}$. In the course of development of mathematics, the notion of number has been subjected to a series of extensions. The system of numbers consisting of positive integers only has been extended so as to contain positive fractions, negative fractions including negative integers, and the system thus obtained is called the system of rational numbers-cvery rational number being of the form $p / q$, where $p, q$ are integers, positive or negative; $p$ may be zero but not $q$. From the system of rational numbers, we pass on to the system of real numbers and then again to the system of complex numbers.

The treatment of rational numbers in Elementary Arithmetic proceeds along concrete lines and employs notions foreign to pure mathematics and does not, therefore, satisfy the demands of modern Analysis.

In Elementary Arithmetic a positive fraction $p / q$ is introduced so as to denote $p$ of the $q$ equal parts in which any given unit magnitude is divided and a negative rational number, $x$, where $x$ is positive, is introduced so as to denote a loss of $r$ r rupees as against a profit of $x$ rupees which is denoted by $x$. The same concrete aspect is employed in Elementary Arithmetic in order to define and to determine the laws of the operations of addition, subtraction, multiplication, and division.

In this connection it is interesting to recall the manner in which the truth of the proposition

$$
4 \times 5=5 \times 4
$$

is established in elementary arithmetic.
Consider 4 rows each consisting of 5 cross signs. Now $5 \times 4$,
$x \times \times \times x$
$x \times x \times x$
x $x \times x \times$
$x \times x \times x$

* Analytical discussion of the theory of rational numbers is not, however, within the scope of this book. It will be assumed here that the reader is familiar with rational numbers and with the laws of manipulation with them. Some properties of the aggregate of rational numbers, reference to which is important from our present point of view, will be given in the next section.

The treatment of real numbers, as given in books on Elementary mathematics, is also far from satisfactory; in fact the satisfactory accounts of the theory $o$ ! real numbers have only recently been given by Dedekind, Cantor and Weierstrass. The account as given by Dedekind, with some modifications of details, will be considered here.

The treatment of complex numbers is not included in the scope of this book, dealing as it does with functions of real variables only.
2. Some properties of the Aggregate of rational numbers. In the following $a, b, c$; etc., denote rational numbers.
$\sim$ I. The aggregate is ordered. This means that if the rational numbers $a, b$ are different, then either $a>b$ or $a<b$.
$\sim$ Also, if $a<b<c$, then $a<c$. In this case $b$ is said to lie between $a$ and $c$.
-II. The aggregate is dense. This means that between two different rational numbers there lie an infinite number of rational numbers.
III. The aggregate is invariant with respect to the four operations of addition, subtraction, multiplication and division; the division by zero being the only meaningless operation. This means that the four operations are always possible, so that if $a, b$ be two rational numbers, then $a+b, a-b, a . b, a / b$ are also rational.
[The student may easily see that the aggregate of positive integers is not invariant with respect to subtraction and division and the aggregate of positive rational numbers is not invariant with respect to subtraction.]

The four operations obey the following laws:-

## Addition

(i) $a+b=b+a$, Commutative law.
(ii) $a+(b+c)=(a+b)+c$, Associative law.
(iii) If $a<b$, then $a+c<b+c$, Law of monotony.

## Subtraction

(iv) $b+(a-b)=a$.

## Multiplication

(v) $a b=b a$, Commutative law.
(vi) $a(b c)=(a b) c$, Associative lazo.

[^0](vii) $(a+b) c=a c+b c$, Distributive law.
(viii) If $a>b$ and $c>0$, then $a c>b c$, Lawe of monotony.

## Division

$$
\begin{equation*}
b \cdot \frac{a}{b}=a . \quad(b \neq 0) . \tag{ix}
\end{equation*}
$$

IV. The system is Archimedian. This means that if $a>b$, then there exists a positive integer $n$ such that $n b>a$.
3. Sections of Rational Numbers. Let the aggregate of rational numbers be divided into two classes $L$ and $R$, in such $a$ zway that
(i) each class cxists, i.e., the numbers do not all belong to the same class so that the other class contains no number;
(ii) each number has a class, i.e., no number escapes classification;
(iii) every member of $L$ is less than every member of $R$.

Such a division of rational numbers into two classes $L$ and $\mathbf{R}$ is called a section of rational numbers and is denoted as ( $L, R$ ); L is called the lower, and R , the upper class of the section.

Ex. Show that if $(L, R)$ is a section, then any rational number which is less than a member of $L$ is also a member of $L$ and any rational number greater than a member of $R$ is also a member of $R$.

## 3•1. Three types of sections.

(i) Let every rational number less than any rational number, say, $\mathbf{3}$, belong to $L$ and every rational number $\geqslant 3$ belong to $R$. Clearly the two classes $L$ and $R$ constitute a section, satisfying as they do the three characteristics of a section given above in §3.

The class $L$ has no greatest member but the class $R$ has a least member, viz., 3.
(ii) Let every rational number $\leqslant$ any rational number, say, 3 belong to L and every rational number $>3$ belong to R .

The class $L$ of this section has a greatest member, viz., 3, but the class $\mathbf{R}$ has no least member.
(iii) Let every negative rational number, zero, and every positive rational number whose square is less than 2 belong to $L$ and every positive rational number whose square is $>2$ belong to $R$.

In order to be sure that no number escapes classification, it is necessary to prove that there is no rational number whose square is equal to 2 .

If possible, let $p / q$ be a rational number such that

$$
\begin{equation*}
(p / q)^{2}=2 \text { or } p^{2}=2 q^{2} . \tag{i}
\end{equation*}
$$

We suppose that $p, q$ have no common factor, for, such factors, if any, can be cancelled to begin with.

From (i), we see that $p^{2}$ is an even number. Therefore $p$ must also be even. Let, then, $p=2 m$, where $m$ is an integer. Therefore

$$
4 m^{2}=2 q^{2} \text { or } q^{2}=2 m^{2} .
$$

Thus $q^{2}$ is also even and so $q$ is even.
Hence $p, q$ have a common factor 2 and this conclusion contradicts the hypothesis that $p, q$ have no common factor.

It will now be shown that $L$ has no greatest member and $\mathbf{R}$ has no least.

If possible, let K be the greatest member of L so that

$$
0<K \text { and } K^{2}<2 \text {. }
$$

Consider, now the positive number $(4+3 \mathrm{~K}) /(3+2 \mathrm{~K})$. We have

$$
\begin{gathered}
2-\binom{4+3 K}{3+2 K}^{2}=\frac{2-K^{2}}{(3+2 K)^{2}}>0, \text { so that }\binom{4+3 K}{3+2 K}^{2}<2 ; \\
\frac{4+3 K}{3+2 K}-K=\frac{2\left(2-K^{2}\right)}{3+2 K^{2}}>0, \text { so that } \frac{4+3 K}{3+2 K}>K .
\end{gathered}
$$

Thus the positive number $(4+3 K) /(3+2 K)$ belongs to $L$ and is greater than $K$ so that we have a contradiction.

As above it may also be shown that if $\mathbf{K}$ is the least member of $R$ so that $K^{2}>2$ then $(t+3 K) /(3+2 K)$ is a still smaller member of $\mathbf{R}$ so that we again have a contradiction.

Conclusion. Thus we see that a section (L, R) may be such that
(i) $\mathbf{L}$ has no greatest member, but $\mathbf{R}$ has a least;
(ii) $\mathbf{L}$ has a greatest member, but $\mathbf{R}$ has no least;
(iii) L has no greatest member, and $\mathbf{R}$ has no least.

In order to see that these are the only three possibilities, it is necessary to show that for no section ( $\mathbf{L}, \mathbf{R}$ ) can $\mathbf{L}$ have a greatest member and also $\mathbf{R}$ a least. This fact is easily seen to be true if we observe that in such a case the infinite number of numbers lying between the greatest member of $\mathbf{L}$ and the least member of $\mathbf{R}$ will neither belong to $L$ and nor to $R$ and thus escape classification so that the classes $\mathbf{L}, \mathbf{R}$ will not constitute a section.
3.2. Modification in the definition of a section. It will be seen that to each rational number there correspond two sections according as it is the greatest member of the lower class or the least member of the upper class. The development of the theory of real numbers is a good deal simplified if we so modify the definition of a section that to each rational number there corresponds only one section. Accordingly we modify the definition by insisting that the lower class must not have a greatest member. Thus we now say that any division of rational numbers into two classes $L$ and $R$ is a section if
(i) each class exists; (ii) each number has a class; (iii) every member of $L$ is less than every member of $R$; (iv: $L$ has no greatest n:ember.

Note. An equally suitable modification could have been that $\mathbf{R}$ has no least member but what we have done above is more usual.
3.3. The following simple theorem which can be easily established will prove very convenient for the later developments :-

Any given aggregate of rational numbers can form the lower class of a section if and only if it is such that
(i) all the rational numbers do not belong to it ;
(ii) it has no greatest member;
(iii) a rational number which is less than any member of the aggregate is also a member of the aggregate.

If these conditions are satisfied then all those numbers which do not belong to this aggregate form the upper class of the section in question.

Ex. What are the conditions which must be satisfied by an aggregate so that it may form the upper class of a section.
3.4. A property of sections. Corresponding to any positive number $k$, however small, there exists a member $x$ of $L$ and a member $y$ of $R$, such that

$$
y-x=k .
$$

Let $a$ and $b$ be any two members of the classes $L$ and $R$ respectively. There exists a positive integer $n$ such that (§ 2 IV), $n k>b-a, i . e ., a+n k>b$.
Consider the set of numbers

$$
a, a+k, a+2 k \ldots \ldots, a+n k .
$$

The number $a$ belongs to L and $a+n k$ to R . There must exist, therefore, two consecutive numbers $a+r k, a+(r+1) k$ of this set such that $a+r k$ belongs to L and $a+(r+1) k$ to R .

These are, then, the required numbers $x$ and $y$.

## 4. Definitions.

1. Real number. A section of rational numbers is called a real number.
2. Real rational number, irrational number. $A$ section is said to be a real rational, or an irrational number according as the upper class of the section has or does not have a least member.

If $r$ be the least member of the upper class $R$ of the real rational number ( $\boldsymbol{L}, \boldsymbol{R}$ ), then woe say that the rational number $r$ corresponds to the real rational number $(L, R)$.

Notation. The real rational number corresponding to a rational number $x$ will always be denoted as $x$.

Note. In view of the modified definition of a section, we see that to each rational number $r$ there corresponds only one real rational number ( $\mathbf{L}, \mathrm{K}$ ) where L consists of all those rational numbers which are $<r$ and $\mathbf{R}$ of those which are $\geqslant r$; also to each real rational number ( $\mathbf{L}, \mathbf{R}$ ) corresponds only one rational number, viz., the least member of $\mathbf{R}$. Thus there is a one-to-one correspondence between the aggregate of rational numbers and the aggregate of real rational numbers which is the aggregate of those sections for which the upper class has a least member.

Note. To a beginner it might appear strange to call a section, which is only a division of rational numbers into two classes, a real number. There may be several reasons for this attitude on his part. One reason may be that the
definition of a renl number as a section is abstract and the idea of magnitude is foreign to it and the reader finds it difficult to disassociate number from any idea of magnitnde which is the very basis of the manner in which he is introduced to the notion of number in rlementary Mathematics. Another reason for his difficulties may be that he is at a loss to understand as to how the notion of order and the four operations of addition, etc., can be extended to the new aggregate. This latter difficulty is only temporary and in the following sections it is shown as to how this can be removed.
5. Relationship of order between real numbers. Let

$$
a_{1} \equiv\left(L_{1}, R_{1}\right) \text { and } a_{2} \equiv\left(L_{2}, R_{2}\right)
$$

be two real numbers.
The following are the three mutually exclusive possibilities :-
(i) $L_{1}$ is a proper part of $L_{2}$, i.e., every member of $L_{1}$ is also a member of $L_{2}$ but every member of $L_{2}$ is not a member of $L_{1}$;
(ii) $L_{2}$ is a proper part of $L_{1}$;
(iii) $L_{1}$ and $L_{2}$ are identical, i.e., every member of $L_{1}$ is a member of $L_{2}$ and every member of $L_{2}$ is a member of $L_{1}$.

In case ( $i$ ) we write $\alpha_{1}<\alpha_{2}$, in case (ii) $a_{1}>a_{2}$, and in case (iii) $a_{1}=a_{2}$.

Note. Since $L_{2}$ has no greatest member, we see that if $L_{1}$ is a proper part of $L_{2}$, there exist an infinite number of members of $L_{2}$ which do not belong to $L_{1}$, and which, therefore, belong to $R_{1}$.

Ex. Show that $\alpha_{1}<\alpha_{2}$, if $\alpha_{2}>\alpha_{1}$.
Ex. Show that $\alpha_{1}>\alpha_{2}$ if and only if $L_{1}$ and $R_{2}$ have an infinite number of common members.

Some Simple Results.
5.1. If $\alpha, \beta, \gamma$ are three real numbers such that $\alpha<\beta$ and $\beta<\gamma$, then $a<\gamma$.

Let $a \equiv\left(\mathbf{L}_{1}, \mathbf{R}_{1}\right), \beta \equiv\left(\mathbf{L}_{2}, \mathbf{R}_{2}\right), \gamma \equiv\left(\mathbf{L}_{3}, \mathbf{R}_{3}\right)$.
Since every member of $L_{1}$ is a member of $L_{2}$ and cvery member of $L_{2}$ is a member of $L_{3}$, therefore every member of $L_{1}$ is a member of $L_{3}$; also, there exists a member of $L_{3}$ which does not belong to $L_{2}$ and this, again, cannot belong to $L_{1}$, for, if it did belong to $L_{1}$, it will also have to belong to $L_{2}$. Hence $L_{1}$ is a proper part of $L_{3}$. Thus $a<\gamma$.

Ex. If $\alpha=\beta$ and $\beta>\gamma$; show that $\alpha>\gamma$.
5.2. If $a_{1}$ and $a_{2}$ are two rational numbers, then
$a_{1}>a_{2}$ or $a_{1}<a_{2}$ or $a_{1}=a_{2}$, according as $\bar{a}_{1}>\bar{a}_{2}$ or $\bar{a}_{1}<\bar{a}_{2}$ or $\bar{a}_{1}=\bar{a}_{2}$, where $\bar{a}_{1}, \bar{a}_{2}$ are the real rational numbers corresponding to the rational numbers $a_{1}, a_{2}$ respectively.

Let $\quad \bar{a}_{1} \equiv\left(\mathbf{L}_{1}, \mathbf{R}_{1}\right) ; \bar{a}_{2} \equiv\left(\mathbf{L}_{2}, \mathbf{R}_{2}\right)$,
so that $a_{1}, a_{2}$ are the least members of $\mathbf{K}_{1}$ and $\mathbf{R}_{2}$ respectively.
Let $a_{1}<a_{2}$.
A rational number which is $<a_{1}$ is also $<a_{2}$ so that every member of $L_{1}$ is a member of $L_{2}$; also, the rational numbers which lie between $a_{1}$ and $a_{2}$ belong to $L_{2}$ but not to $L_{1}$. Thus $L_{1}$ is a proper part of $L_{2}$ and, therefore $\bar{a}_{1}<\bar{a}_{2}$.

Let $a_{1}>a_{2}$ so that $a_{2}<a_{1}$. From above $\bar{a}_{2}<\bar{a}_{1}$, and, therefore $\bar{a}_{1}>\bar{a}_{2}$.

The case of equality is obvious.
5.3. If $a_{1}, a_{2}$ be any two members of the classes $L, R$ respectively of the real number $a \equiv(L, R)$, then

$$
\bar{a}_{1}<\alpha \text { and } \bar{a}_{2} \geqslant \alpha .
$$

Let $\quad \bar{a}_{1} \equiv\left(\mathbf{L}_{1}, \mathbf{R}_{1}\right)$ and $\bar{a}_{2} \equiv\left(\mathbf{L}_{2}, \mathbf{R}_{2}\right)$,
so that $a_{1}, a_{2}$ are the least members of the classes $\mathrm{R}_{1}$ and $\mathrm{R}_{2}$ respectively.

Every member of $\mathbf{L}_{1}$ which consists of the rational numbers $<a_{1}$ is also a member of $L$ which contains $a_{1}$ and, therefore, also every number $<a_{1}$; also, $a_{1}$ is a member of $L$ but not of $L_{1}$. Thus $L_{1}$ is a proper part of L and, $\therefore \bar{a}_{1}<a$.

If $a_{2}$ be the least member of R , then L and $\mathrm{L}_{\mathbf{2}}$ are identical and, therefore, $a=\bar{a}_{2}$.

If $a_{2}$ be not the least member of $\mathbf{R}$, then it may also be easily shown that L is a proper part of $\mathrm{L}_{2}$ so that $a<\bar{a}_{2}$.
54. Between two different real numbers, there lie an infinite number of real rational numbers.

Let $\quad a_{1} \equiv\left(\mathbf{L}_{1}, \mathbf{R}_{1}\right)$ and $a_{2} \equiv\left(\mathrm{~L}_{2}, \mathbf{R}_{2}\right)$
be two different real numbers. For the sake of definiteness suppose that $a_{1}<a_{2}$ so that $L_{1}$ is a proper part of $L_{2}$.

There exist an infinite number of rational numbers which belong to $L_{2}$ but not to $L_{1}$ and, therefore, belong to $\mathbf{R}_{1}$. The real rational numbers corresponding to them are all less than $a_{2}$ and all, (excluding at the most one) greater than $a_{1}$. ( $\left.\$ 5 \cdot 3\right)$.

## 6. Zero, positive and negative real numbers.

The real number, 0 , corresponding to the rational number zero is called the real number zero. Thus the real number ( $\mathbf{L}, \mathbf{R}$ ) is the real number zero if 0 is the least member of $\mathbf{R}$.
$\widehat{\boldsymbol{A}}$ real number is said to be positive or negative according as it is greater or smaller than the real number zero, i.e., 0 .

It is easy to show that ( $\mathbf{L}, \mathbf{R}$ ) is positive, if $\mathbf{L}$ contains atleast one and, therefore, an infinite number of positive members; also it is negative if $\mathbf{R}$ contains at least one and, therefore, an infinite number of negative members.

Ex. 1. Show that every positive real number is greater than every negative real number.

Ex. 2. Show that $\bar{a}$ is positive or negative according as the rational number $a$ is positive or negative.
7. Sum of two real numbers. Let $a_{1} \equiv\left(L_{1}, R_{1}\right)$ and $a_{2} \equiv\left(L_{2}, R_{2}\right)$, be any two real numbers.

Let a class $L$ be formed of numbers obtained by adding every member of $L_{1}$ to every member of $L_{2}$.

Clearly, the class $L$ exists and does not contain all the rational numbers.

In order to show that L can be the lower class of a section, we have to prove that any rational number which is less than any member of $L$ is also a member of $L$. Let ' $b$ ' be a rational number less than any member ' $a$ ' of $L$ which is obtained by adding the members $a_{1}, a_{2}$ of $\mathrm{L}_{1}, \mathrm{~L}_{2}$ respectively so that $a=a_{1}+a_{2}$.

We write

$$
b=a-x=a_{1}+a_{2}-x=\left(a_{1}-x\right)+a_{2},
$$

where $x$ is a positive rational number.
The number $a_{1}-x$ which is less than the member ' $a_{1}$ ' of $\mathrm{L}_{1}$ must also be a member of $\mathrm{L}_{1}$. Thus we seè that the number ' $b$ ' can be obtained by adding the member $a_{1}-x$ of $L_{1}$ to the member $a_{2}$ of $L_{2}$ and accordingly it must belong to $L$.

Since $L_{1}$ and $L_{2}$ have no greatest members, $L$, also, can have no greatest member.

Thus we find that L can be the lower class of a section ( $\overline{3} 3.3$. The section ( $\mathbf{L}, \mathbf{R}$ ), where $\mathbf{R}$ consists of all those rational numbers which do not belong to $L$, is called the sum of ( $\mathbf{L}_{1}, \mathbf{R}_{1}$ ) and ( $\mathrm{L}_{2}, \mathbf{R}_{2}$ ) and this relationship is exhibited as

$$
(\mathbf{L}, \mathbf{R})=\left(\mathbf{L}_{1}, \mathbf{R}_{1}\right)+\left(\mathbf{L}_{2}, \mathbf{R}_{2}\right) \equiv \alpha+\beta
$$

Ex. Prove that $\alpha+\beta$ is positive if $\alpha, \beta$ are both positive and negative if they are both negative.

Some simple results. In what follows, a, $\beta, \gamma$ will denote real numbers. Also, $a \equiv\left(\mathbf{L}_{1}, \mathbf{R}_{1}\right), \beta \equiv\left(\mathbf{L}_{2}, \mathbf{R}_{2}\right), \gamma=\left(\mathbf{L}_{3}, \mathbf{R}_{2}\right)$.

7•1. $a+\beta=\beta+a$, so that the Commutative lawo holds for real numbers.

Let $a_{1}, a_{2}$ be any two members of $\mathrm{L}_{1}, \mathrm{~L}_{2}$ respectively. The result now follows from the fact that $a_{1}+a_{2}=a_{2}+a_{1}$, so that the two classes formed of numbers obtained by adding the members of $L_{1}$ to the members of $L_{2}$ and the members of $L_{2}$ to the members of $\mathbf{L}_{1}$ are identical.
7.2. $a+(\beta+\gamma)=(a+\beta)+\gamma$, so that the Associative law holds for real numbers.

Let $a_{1}, a_{2}, a_{3}$ be any three members of $\mathrm{L}_{1}, \mathrm{~L}_{2}, \mathrm{~L}_{3}$ respectively. The result now follows from the fact that the Associative law holds for the addition of rational numbers, i.e.,

$$
a_{1}+\left(a_{2}+a_{3}\right)=\left(a_{1}+a_{2}\right)+a_{3} .
$$

73 If $a>\beta$, then $a+\gamma>\beta+\gamma$.
We have $a \equiv\left(\mathbf{L}_{1}, \mathbf{R}_{1}\right), \beta \equiv\left(\mathbf{I}_{2}, \mathbf{R}_{2}\right), \gamma \equiv\left(\mathbf{L}_{3}, \mathbf{R}_{3}\right)$.
Let $a+\gamma \equiv\left(\mathbf{L}^{\prime}, \mathbf{R}^{\prime}\right), \beta+\gamma \equiv\left(\mathbf{L}^{\prime \prime}, \mathbf{R}^{\prime \prime}\right)$,
so that the two classes $\mathbf{L}^{\prime}, \mathrm{L}^{\prime \prime}$ are formed of numbers obtained by adding the members of $L_{1}$ to the members of $L_{3}$, and the members of $L_{2}$ to the members of $L_{8}$ respectively.

Since every member of $L_{2}$ is a member of $L_{1}$, therefore every member of $L^{\prime \prime}$ is also a member of $L^{\prime}$.

Let $a_{1}$ be any member of $L_{1}$ which does not belong to $L_{2}$ so that it belongs to $\mathbf{R}_{2}$. Let $a_{1}{ }^{\prime}$ be any member of $\mathbf{L}_{1}$ which is $>a_{1}$. Let $a_{1}^{\prime}-a_{1}=\epsilon$, so that $\epsilon$ is a positive rational number.

There exists a member $a_{3}$ of $L_{3}$ and a member $b_{3}$ of $\mathbf{R}_{3}$ such that $b_{3}-a_{3}=\epsilon$, ( $\$ 3 \cdot 4$ ). We have $a_{1}{ }^{\prime}+a_{3}=a_{1}+\epsilon+b_{3}-\epsilon=a_{1}+b_{3}$.

Now, $a_{1}{ }^{\prime}+a_{3}$, which is obtained by adding the member $a_{1}{ }^{\prime}$ of $L_{1}$ to the member $a_{3}$ of $L_{3}$ is a member of $L^{\prime}$; also $a_{1}+b_{3}$ which is obtained by adding the member $a_{1}$ of $R_{2}$ to the member $b_{3}$ of $R_{3}$ is a member of $\mathbf{R}^{\prime \prime}$. Thus there exists a common member of $\mathbf{L}^{\prime}$ and $\mathbf{R}^{\prime \prime}$ i.e., there exists a member of $L^{\prime}$ which does not belong to $L^{\prime \prime}$.

Thus $L^{\prime \prime}$ is a proper part of $L_{1}$. Hence the result.
74. To prove that $a+0=a$.

Let

$$
\overline{0}=\left(\mathbf{L}^{\prime}, \mathbf{R}^{\prime}\right),
$$

so that $L^{\prime}$ consists of all the negative rational numbers and 0 is the least member of $\mathbf{R}^{\prime}$.

Let $a \equiv\left(\mathrm{~L}_{1}, \mathbf{R}_{1}\right)$, and $a+\overline{0} \equiv(\mathbf{L}, \mathbf{R})$.
We have to show that the classes $L, L_{1}$ are identical.
A member of L , obtained, as it is, by adding some member $a_{1}$ of $L_{1}$ to a member of $L^{\prime}$ which is negative is essentially less than $a_{1}$ and must, therefore belong to $L_{1}$.

Let $a_{1}$ be any member of $\mathrm{L}_{1}$. Since $\mathrm{L}_{1}$, has no greatest member, there exists a member $a_{1}+k$, of $\mathrm{L}_{1}$ greater than $a_{1}$, ( $k>0$ ). The member $a_{1}$ of $L_{1}$ which can be obtained by adding the member $a_{1}+k$ of $\mathrm{L}_{1}$ to the member $-k$ of $\mathrm{L}^{\prime}$ is also a member of $L$.

Thus the classes $L$ and $L_{1}$ are identical. Hence the result.
7•5. If $a, b$ be twoo rational numbers, then

$$
\bar{a}+\bar{b}=a+b,
$$

i.e., the sum of two real rational numbers is a real rational number corresponding to the sum of the corresponding rational numbers.

Let $\bar{a}=\left(\mathbf{L}_{1}, \mathbf{R}_{1}\right), \bar{b}=\left(\mathbf{L}_{2}, \mathbf{R}_{2}\right), \bar{a}+\bar{b}=(\mathbf{L}, \mathbf{R})$.
Let $x, y$ be any members of $L_{1}$ and $L_{2}$ respectively so that $x+y$ is any member of $L$.
$\because x<a$ and $y<b, \therefore x+y<a+b$, so that every member of $L$ is $<a+b$.

Again consider any rational number $a+b-k,(k>0)$, which is $<a+b$. We write

$$
a+b-k=\left(a-\frac{1}{2} k\right)+\left(b-\frac{1}{3} k\right)
$$

Since $a-\frac{1}{2} k$ belongs to $\mathrm{L}_{1}$ and $b-\frac{1}{2} k$ to $\mathrm{L}_{2}$, therefore $a+b-k$ belongs to L .

Thus every rational number $<(a+b)$ is a member of $L$.
Hence $(a+b)$ is the least member of $\mathbf{R}$ so that $\bar{a}+\bar{b}=\overline{a+b}$.
Ex. Show that the sum of a real rational and an irrational number is necessarily irrational.
8. The negative of a real number $\alpha \equiv\left(L_{1}, \mathbf{R}_{1}\right)$. We form a class $L$ of numbers which are the negatives of all the members of $\mathbf{R}_{1}$, excepting that of the least member of $\mathbf{R}_{1}$, if there be any.

Clearly the class $L$ exists and has no greatest member.
In order to prove that $L$ can be the lower class of a section, it has to be shown that a rational number which is less than any member of $L$ is also a member of $L$.

Let $a_{1}{ }^{\prime}$ be a rational number less than any member $a_{1}$ of L .
Since $-\left(-a_{1}\right)=a_{1}$, i.e., $a_{1}$ is the negative of $-a_{1}$, therefore $-a_{1}$ belongs to $\mathbf{R}_{\mathbf{1}}$. Also

$$
\because a_{1}^{\prime}<a_{1}, \quad \therefore-a_{1}^{\prime}>-a_{1} .
$$

Thus $-a_{1}{ }^{\prime}$ is a member of $\mathrm{R}_{1}$ and accordingly $-\left(-a_{1}{ }^{\prime}\right)=a_{1}{ }^{\prime}$ is a member of $L$.

Since $\mathbf{L}$ is not to have the negative of the least member of $\mathbf{R}_{1}$, therefore it cannot have a greatest member.

The section ( $\mathbf{L}, \mathbf{R}$ ), where $\mathbf{R}$ consists of all those rational numbers which do not belong to $L$, is called the negative of ( $L_{1}, R_{1}$ ) and is denoted by $-a$ or by $-\left(\mathrm{L}_{\mathbf{1}}, \mathrm{R}_{\mathbf{1}}\right)$.

It is easy to show that $\mathbf{R}$ will consist of the negatives of $\mathbf{L}_{\mathbf{1}}$ and the negative of the least member of $\mathbf{R}_{1}$, if there be any.

## Some simple results.

8.1. To prove that $-(-\alpha)=\alpha$.

Let $a \equiv\left(\mathbf{L}_{1}, \mathbf{R}_{1}\right),-a \equiv(\mathbf{L}, \mathbf{R}),-(-\alpha) \equiv\left(\mathbf{L}^{\prime}, \mathbf{R}^{\prime}\right)$.
It has to be shown that $L_{1}$ and $L^{\prime}$ are identical.
The class $R$ is composed of the negatives of the members of $L_{1}$ and the negative of the least member of $\mathbf{R}_{1}$, if it exists, (this will be the least member of $\mathbf{R}$ also).

The class $L^{\prime}$ is composed of the negatives of the members of $\mathbf{R}$ excluding the negative of its least member, if it exists, i.e., it consists of the members of $\mathbf{L}_{1}$.

Thus $\mathbf{L}_{1}$ and $L^{\prime}$ are identical. Hence the result.
8.2. To prove that the real number -a is positive, negative or zero according as a is negative, positive or zero.

Let $a \equiv\left(\mathrm{~L}_{1}, \mathbf{R}_{1}\right),-a \equiv(\mathbf{L}, \mathbf{R})$.
Suppose that $a$ is negative so that $\mathbf{R}_{1}$ consists of an infinite number of negative members. Since the negative of a negative rational number is positive, we see that the class $L$ consists of an infinite number of positive members. Hence $-a$ is positive.

The remaining cases can be similarly disposed of.
8.3. If $a>\beta$, then $-\alpha<-\beta$.

Let $a \equiv\left(\mathbf{L}_{1}, \mathbf{R}_{1}\right), \beta \equiv\left(\mathbf{L}_{\mathbf{2}}, \mathbf{R}_{\mathbf{2}}\right),-\alpha \equiv\left(\mathbf{L}^{\prime}, \mathbf{R}^{\prime}\right),-\beta \equiv\left(\mathbf{L}^{\prime \prime}, \mathbf{R}^{\prime \prime}\right)$.
Since $\mathbf{L}_{2}$ is a proper part of $L_{1}$, therefore $\mathbf{R}^{\prime \prime}$ is a proper part of $\mathbf{R}^{\prime}$ and therefore $\mathrm{L}^{\prime}$ is a proper part of $\mathrm{L}^{\prime \prime}$. Hence the result.
8.4. The negative of a real rational number $\bar{a}$ is also a real rational and $-(\bar{a})=(\overline{-a})$.

Let $\left.\bar{a} \equiv\left(\mathbf{L}_{1}, \mathbf{R}_{1}\right),-\bar{a} \equiv(\mathbf{L}, \mathbf{R})=\overline{(-a}\right) \equiv\left(\mathbf{L}^{\prime}, \mathbf{R}^{\prime}\right)$.
Since $a$ is the least member of $\mathbf{R}_{1}$, therefore $-a$ is the least member of $\mathbf{R}$. ( $\$ 8$ ). Also, by def., $-a^{\prime}$ is the least member of $\mathbf{R}^{\prime}$. Thus $\mathbf{R}, \mathbf{R}^{\prime}$ are identical.
9. The difference of two real numbers. The difference $\alpha-\beta$ of two real numbers is defined by the equality

$$
a-\beta=a+(-\beta),
$$

so that to obtain $a-\beta$ we add, ( $(7)$, the negative of $\beta$, ( $\S 8)$, to $a$.
Ex. If $a<\beta$, show that $\alpha-\gamma<\beta-\gamma$.

## Some simple results.

9.1. To prove that $a-a=\overline{0}$.

Let $\alpha \equiv\left(\mathbf{L}_{1}, \mathbf{R}_{1}\right),-\alpha \equiv(\mathbf{L}, \mathbf{R}), \alpha-a=a+(-\alpha) \equiv\left(\mathbf{L}^{\prime}, \mathbf{R}^{\prime}\right)$.
The class $L^{\prime}$ is formed of numbers obtained by adding to the members of $L_{1}$ the negatives of the members of $R_{1}$ excepting that of its least if there be any, these latter being the members of $L$.

Now, if $a_{1}$ be any member of $L_{1}$ and $b_{1}$, any member of $\mathrm{R}_{1}$, (not the least), then $L^{\prime}$ consists of the numbers of the type $a_{1}+\left(-b_{1}\right)$ i.e., $a_{1}-b_{1}$, which are necessarily negative. Thus every member of $L^{\prime}$ is negative.

Again, if $k$ be any negative rational number, there exists a member $b_{1}$ of $R_{1}$ and a member $a_{1}$ of $L_{1}$, such that

$$
b_{1}-a_{1}=-k,(\$ 3 \cdot 4)
$$

i.e.,

$$
a_{1}+\left(-b_{1}\right)=k,
$$

so that $k$ belongs to $L^{\prime}$. Thus every negative rational number belongs to $L^{\prime}$.

From above we deduce that 0 is the least member of $\mathbf{R}^{\prime}$. Hence the result.
9.2. To prove that $\alpha+(\beta-\alpha)=\beta$.

We have

$$
\begin{aligned}
& \alpha+(\beta-\alpha)=\alpha+[\beta+(-\alpha)], \quad \S 9 \\
& =a+[(-\alpha)+\beta], \quad \text { § } 7 \cdot 1 \\
& =[a+(-a)]+\beta, \S 7 \cdot 2 \\
& =\overline{0}+\beta, \quad \text { § } 9 \cdot 1 \\
& =\beta+\overline{0}, \quad \S 7 \cdot 1 \\
& =\beta . \quad \$ 7 \cdot 4
\end{aligned}
$$

Ex. Show that $-(\alpha+\beta)=-\alpha-\beta,-(\alpha-\beta)=-\alpha+\beta$.
EX. If $\alpha=\beta+\gamma$, show that $\alpha-\beta=\gamma$.
9.3. To prove that $\alpha-\beta$ is positive or negative according as $a>\beta$ or $a<\beta$.

Let $\quad a \equiv\left(\mathbf{L}_{1}, \mathbf{R}_{1}\right), \beta \equiv\left(\mathbf{L}_{2}, \mathbf{R}_{2}\right), \alpha-\beta \equiv(\mathbf{L}, \mathbf{R})$.
Let $\alpha>\beta$ so that $L_{2}$ is a proper part of $L_{1}$, or that $L_{1}, R_{2}$ have an infinite number of members in common. Let $a_{1}, a_{1}{ }^{\prime}$ be any two such common members so selected that none of them is the least of $\mathbf{R}_{\mathbf{2}}$. Let $a_{\mathbf{1}}<a_{\mathbf{2}}{ }^{\prime}$.

Considering $a_{1}{ }^{\prime}$ as a member of $L_{1}$ and $a_{1}$ as a member of $R_{2}$, we see that the number $a_{1}{ }^{\prime}-a_{1}$ which is positive belongs to $L$.

Hence $\alpha-\beta$ is positive.
The second case may be similarly discussed.
9.4. If a, b be two rational numbers, then

$$
\ddot{a}-\bar{b}=\overline{a-b},
$$

i.e., the difference of two real rational numbers is a real rational number corresponding to the difference of the corresponding rational numbers.

Let $\bar{a} \equiv\left(\mathbf{L}_{1}, \mathbf{R}_{1}\right), \bar{b} \equiv\left(\mathbf{L}_{2}, \mathbf{R}_{2}\right), \bar{a}-\bar{b} \equiv(\mathbf{L}, \mathbf{R})$.
Let $x$ be any member of $\mathbf{L}_{1}$ and $y \neq b$, any member of $\mathbf{R}_{2}$.
$\because x<a$ and $y>b, \therefore x-y<a-b$, so that every member of $L$ is $<a-b$.

Again, consider any rational number $a-b-k,(k>0)$ which is $<a-b$. We write $a-b-k=\left(a-\frac{1}{2} k\right)-\left(b+\frac{1}{2} k\right)$. to L .
$\because a-\frac{1}{3} k$ belongs to $\mathbf{L}_{1}$ and $b+\frac{1}{2} k$ to $\mathbf{R}_{2}, \quad \therefore a-b-k$ belongs
Thus every rational number $<(a-b)$ is a member of $L$.
Hence ( $a-b$ ) is the least member of $\mathbf{R}$ so that

$$
\bar{a}-\bar{b}=\overline{a-b} .
$$

10. Between two different real numbers there lie an infinite number of irrational numbers.

Let $a, \beta$ be two real numbers and let $a<\beta$. Take $\gamma$ any irrational number.

$$
\begin{array}{lc}
\because & a<\beta, \\
\therefore & a+(-\gamma)<\beta+(-\gamma) \text { i.e., } a-\gamma<\beta-\gamma .
\end{array}
$$

Let $\bar{a}$ be any one of the infinite number of real rational numbers lying between $a-\gamma$ and $\beta-\gamma$, ( $\$ 5 \cdot 4$ ). We have

$$
\alpha-\dot{\gamma}<\bar{a}<\beta-\gamma .
$$

or

$$
a+(-\gamma)+\gamma<\bar{a}+\gamma<\beta+(-\gamma)+\gamma
$$

or

$$
a+\overline{0}<\bar{a}+\gamma<\beta+\overline{0}
$$

$$
a<\bar{a}+\gamma<\beta,
$$

so that the irrational number $\bar{a}+\gamma$ lies between $a$ and $\beta$.
11. The product of two real numbers. Let

$$
\alpha_{1} \equiv\left(\mathbf{L}_{1}, \mathbf{R}_{1}\right) \text { and } a_{2} \equiv\left(\mathbf{L}_{2}, \mathbf{R}_{2}\right),
$$

be any two real numbers.
Firstly we suppose that $a, \beta$ are both positive, so that $L_{1}$ and $L_{2}$ contain some positive rational numbers also.

Let a class $L$ be formed of $(i)$ all the negative rational numbers, (ii) the rational number zero, (iii) all those positive rational numbers which can be obtained by multiplying a positive member of $L_{1}$ with a positive member of $\mathbf{L}_{2}$.

It will now be shown that $L$ can be the lower class of a section.
Clearly the class $L$ exists and does not contain all the rational numbers.

Let ' $b$ ' be any positive rational number which is smaller than a positive member ' $a$ ' of L. Let ' $a$ ' be obtained by multiplying the positive members $a_{1}, a_{2}$ of $\mathrm{L}_{1}, \mathrm{~L}_{2}$ respectiveiy.

Let $b / a=x$ so that $0<x<1$.
We have $\quad b=a x=\left(a_{1} a_{2}\right) x=a_{1}\left(a_{2} x\right)$.
The number $a_{2} x$ which is smaller than $a_{2}$ belongs to $L_{2}$. Thus we see that ' $b$ ' is the product of the members $a_{1}$ and $a_{2} x$ of $L_{1}$ and $L_{2}$ respectively and accordingly it is a member of $L$.

Since $L_{1}$ and $L_{2}$ have no greatest members, we easily see that $L$ also cannot have a greatest member.

Thus we see that $L$ can be the lower class of a section, say, (L, R).

The section ( $\mathbf{L}, \mathbf{R}$ ) is called the product of ( $L_{1}, \mathbf{R}_{1}$ ) and ( $L_{2}, \mathbf{R}_{2}$ ) and this relationship is exhibited as

$$
(\mathbf{L}, \mathbf{R})=\left(\mathbf{L}_{1}, \mathbf{R}_{1}\right) \cdot\left(\mathbf{L}_{2}, \mathbf{R}_{\mathbf{2}}\right) \equiv \alpha . \beta
$$

or $\quad(\mathbf{L}, \mathbf{R})=\left(\mathrm{L}_{1}, \mathbf{R}_{1}\right)\left(\mathrm{L}_{2}, \mathbf{R}_{\mathbf{2}}\right) \equiv \alpha \beta$, omitting the $\operatorname{dot}$.
Let, now, $\alpha$ be positive and $\beta$ negative so that $-\beta$ is positive. Then, by def.,

$$
a . \beta=-[a .(-\beta)] .
$$

Let $\beta$ be positive and $a$ negative so that $-\alpha$ is positive. Then, by def.,

$$
a . \beta=-[(-a) \cdot \beta] .
$$

Let $\alpha, \beta$ be both negative so that $-a,-\beta$ are both positive. Then, by def.,

$$
\alpha \cdot \beta=(-\alpha) \cdot(-\beta) .
$$

Let either $\alpha$ or $\beta$ or both be zero, then, by def.,

$$
a \beta=\overline{0} .
$$

Ex. Show that for all the real numbers $\alpha, \beta$

$$
(-\alpha)(-\beta)=\alpha \beta, \alpha(-\beta),=-(\alpha \beta),(-\alpha) \beta=-(\alpha \beta) .
$$

By def., $(-\alpha)(-\beta)=\alpha \beta$, if $\alpha \beta$ be both negative.
Let $\alpha, \beta$ be both positive so that $-\alpha,-\beta$ are both negative. Therefore, by def.,

$$
\begin{aligned}
(-\alpha)(-\beta) & =[-(-\alpha)][-(-\beta)], \\
& =\alpha \beta . \$ 8 \cdot 1 .
\end{aligned}
$$

Let $\alpha$ be positivé and $\beta$ negative so that $-\beta$ is positive and $-\alpha$ negative. By def.,

$$
\begin{aligned}
(-\alpha)(-\beta) & =-\{[-(-\alpha)][-\beta]\} \\
& =-[(\alpha)(-\beta)]=\alpha \beta .
\end{aligned}
$$

Let $\alpha$ be negative and $\beta$ positive so that $-\alpha$ is positive and $-\beta$ negative. By def.,

$$
\begin{aligned}
(-\alpha)(-\beta) & =-\{(-\alpha)[-(-\beta)]\} \\
& =-[(-\alpha) \beta]=\alpha \beta .
\end{aligned}
$$

The remaining two results may be similarly proved.
Ex. Prove that the product of two numbers, both positive or both negative is positive, but if one number is positive and the other negative then the product is negative.

## Some important results.

## 11•1. To prove that

$$
a \beta=\beta a . \quad \text { (Commutative Lawe }
$$

The proof is simple and depends upon the fact that the Commutative law of multiplication holds for rational numbers.
112. To prove that

$$
(a \beta) \gamma=\alpha(\beta \gamma) . \quad(\text { Associative Lawo })
$$

The proof is simple.
11.3. To prove that

$$
a(\beta+\gamma)=a \beta+a \gamma . \quad(\text { Distributive Law })
$$

Let $a \equiv\left(\mathbf{L}_{\mathbf{2}}, \mathbf{R}_{1}\right), \beta \equiv\left(\mathbf{L}_{\mathbf{2}}, \mathbf{R}_{\mathbf{2}}\right), \gamma \equiv\left(\mathbf{L}_{\mathbf{3}}, \mathbf{R}_{\mathbf{3}}\right)$.
Let $a(\beta+\gamma) \equiv(\mathbf{L}, \mathbf{R})$ and $a \beta+a \gamma \equiv\left(\mathbf{L}^{\prime}, \mathbf{R}^{\prime}\right)$.
Firstly we consider the case when $\alpha, \beta, \gamma$ are all positive.
All the negative rational numbers and the rational number zero are necessarily members of $L$ as well as of $L^{\prime}$.

The positive members of $L$ are of the type

$$
a_{1}\left(a_{2}+a_{3}\right),
$$

and the positive members of $L^{\prime}$ are of the type

$$
a_{1} a_{2}+a_{1}{ }^{\prime} a_{3},
$$

where $a_{1}, a_{1}^{\prime}$ are any positive members of $\mathrm{L}_{1}$ and $a_{2}, a_{3}$ are any positive members of $L_{2}, L_{3}$ respectively.

Since

$$
a_{1}\left(a_{2}+a_{3}\right)=a_{1} a_{2}+a_{1} a_{3},
$$

therefore, on taking $a_{1}{ }^{\prime}=a_{1}$, we see that every positive member of $\mathbf{L}$ is also a member of $\mathrm{L}^{\prime}$.

Any member $a_{1} a_{2}+a_{1}^{\prime} a_{3}$ of $\mathrm{L}^{\prime}$ is clearly a member of L , if $a_{1}{ }^{\prime}=a_{1}$. In general, let $a_{1}>a_{1}$ so that $a_{1}{ }^{\prime} / a_{1}<1$.

We write $\quad a_{1}{ }^{\prime} a_{3}=a_{1}\left[\left(a_{1}{ }^{\prime} / a_{1}\right) a_{3}\right]=a_{1} a_{3}{ }^{\prime}$, say.
Now $\quad a_{3}{ }^{\prime}=\left(a_{1}{ }^{\prime} / a_{1}\right) \cdot a_{3}<1 . a_{3}=a_{3}$,
and therefore $a_{3}{ }^{\prime}$ belongs to $\mathrm{L}_{3}$.
Since $a_{1} a_{2}+a_{1}{ }^{\prime} a_{8}=a_{1} a_{2}+a_{1} a_{3}{ }^{\prime}=a_{1}\left(a_{2}+a_{3}{ }^{\prime}\right)$,
we see that every positive member of $\mathbf{L}^{\prime}$ is also a member of $\mathbf{L}$.
Thus L, L' are identical. Hence the result.
Before proceeding to consider the other cases, we prove that

$$
a(\beta-\gamma)=a \beta-a \gamma,
$$

where $a, \beta, \gamma$ are all positive.
Case I. Let $\beta=\gamma$
L. H. S. $=\alpha(\beta-\beta)=\alpha . \overline{0}=\overline{0} . \S 11$
R. H. S. $=a \beta-a \beta=\overline{0}$. § 9.1.

Case II. Let $\beta>\gamma$ so that $\beta-\gamma$ is positive. $\S 9 \times 3$.
We have

$$
\begin{aligned}
a \beta & =a[\gamma+(\beta-\gamma)], \S 9 \cdot 2 . \\
& =a \gamma+a(\beta-\gamma), \text { proved above }
\end{aligned}
$$

$$
\begin{aligned}
\therefore \quad a \beta-a \gamma & =a \gamma+[a(\beta-\gamma)-a \gamma] \\
& =a(\beta-\gamma) \cdot \S 9 \cdot 2 .
\end{aligned}
$$

Case III. Let $\beta<\gamma$ so that $\beta-\gamma$ is negative and $\gamma-\beta$ positive. We have proved in case II that

Now

$$
\begin{aligned}
& a(\gamma-\beta)=a \gamma-a \beta . \\
& a(\beta-\gamma)=-a\{[-(\beta-\gamma)]\}, \text { by def., } \\
&=-[a(\gamma-\beta)] . \text { Ex. after } \S!\cdot 2 . \\
&=-[a \gamma-a \beta], \text { proved above } \\
&=a \beta-a y . \text { Ex. after } \S 92
\end{aligned}
$$

We now return to the main result.
Let $a, \beta$ be negative and $\gamma$ positive and let $\beta+\gamma$ be positive.
We have $\quad a(\beta+\gamma)=-[(-a)(\beta+\gamma)]$

$$
\begin{aligned}
& =-\{(-a)[-(-\beta)+\gamma)]\} \text { § } 8 \cdot 1 \\
& =-\{(-a)[\gamma-(-\beta)]\} \\
& =-[(-a) \gamma-(-a)(-\beta)], \text { proved above } \\
& =-[-a \gamma-a \beta]=-(-a \gamma)-(-a \beta) \\
& =a \gamma+a \beta=a \beta+a \gamma .
\end{aligned}
$$

Let $a, \beta$ be negative and $\gamma$ positive and let $\beta+\gamma$ be negative.
We have

$$
\begin{aligned}
a(\beta+\gamma) & =(-a)[-(\beta+\gamma)] \\
& =(-a)(-\beta-\gamma), \text { Ex. after } \S 9 \cdot 2 \\
& =(-a)(-\beta)-(-a)(\gamma), \text { proved above } \\
& =a \beta+a \gamma .
\end{aligned}
$$

The other possibilities may be similarly discussed.
A property of positive sections. Corresponding to any rational number $k>1$ and any positive real number ( $\mathbf{L}, \mathbf{R}$ ), there exist positive members $x, y$, of $L, \mathbf{R}$ respectively such that $y / x=k$.

Let $a, b$ be any positive members of $\mathbf{L}, \mathbf{R}$ respectively.
We write $k=1+l$, so that $l$ is positive.
There exists a positive integer $n$ such that

$$
n . a l>(b-a) \text { i.e., } a(1+n l)>b .
$$

Consider the set of numbers

$$
a, a k, a k^{2}, \ldots \ldots, a k^{\mathrm{n}} .
$$

Since $a k^{n}=a(1+l)^{n}>a(1+n l)>b$, we see that $a k^{n}$ belongs to R.
There must exist two consecutive numbers $a k^{r}, a k^{r+1}$ of this set such that $a k^{r}$ belongs to L and $a k^{r+1}$ to R . These, then, are the required numbers $x$ and $y$.

## 114. To prove that

$$
\text { if } a<\beta \text { and } \gamma \text { is positive then } a \gamma<\beta \gamma \text {. }
$$

Firstly suppose that $\alpha, \beta$ are both positive.
Let

$$
\begin{gathered}
a \equiv\left(\mathbf{L}_{\mathbf{1}}, \mathbf{R}_{\mathbf{1}}\right), \beta \equiv\left(\mathbf{L}_{2}, \mathbf{R}_{\mathbf{2}}\right), \gamma \equiv\left(\mathbf{L}_{3,} \mathbf{R}_{\mathbf{3}}\right) \\
\alpha \gamma \equiv(\mathbf{L}, \mathbf{R}), \beta \gamma \equiv\left(\mathbf{L}^{\prime}, \mathbf{R}^{\prime}\right) .
\end{gathered}
$$

All the negative rational numbers and the rational number zero are neeessarily contained in $L$ as well as $L^{\prime}$.

Since every member of $L_{1}$ is a member of $L_{2}$, therefore every member of $L$ is also a member of $L^{\prime}$.

Let $a_{2}$ be any positive number which is a member of $\mathrm{L}_{2}$ but not of $L_{1}$. Since $L_{2}$ has no greatest member, there exists a member of $\mathrm{L}_{2}$, say $a_{2}^{\prime}$, which is $>a_{2}$.

The numbers $a_{2}, a_{2}{ }^{\prime}$ both belong to $\mathbf{R}_{\mathbf{1}}$.
Let $a_{2}{ }^{\prime} / a_{2}=k$, which is greater than 1 .
There exist positive members $a_{3}, b_{3}$ of $\mathbf{L}_{3}, \mathbf{R}_{3}$ respectively such that $b_{3} / a_{3}=k$.

We have $a_{2}{ }^{\prime} a_{3}=a_{2} k a_{3}=a_{2} b_{3}$.
Since $a_{2}{ }^{\prime}$ is a positive member of $L_{2}$ and $a_{3}$ a positive member of $\mathrm{L}_{3}$, therefore $a_{2}^{\prime} a_{3}$ i.e., $a_{2} b_{3}$ belongs to $L^{\prime}$. Also since $a_{2}$ is a member of $\mathbf{R}_{1}$ and $b_{3}$ of $\mathbf{R}_{3}$, therefore $a_{2} b_{3}$ belongs to $R$ and not to L. Thus every member of $L^{\prime}$ is not a member of $L$. Therefore $L$ is a proper part of $L^{\prime}$. Hence the result.

Let, now, $a, \beta$ be both negative so that $-a,-\beta$ are both positive.

Since $\quad a<\beta$, therefore $-a>-\beta$ or $-\beta<-a$. $\S 8.3$
$\therefore \quad-\beta \gamma<-a \gamma$, as proved above
or $-(-\beta \gamma)>-(-a \gamma), \S 8 \times 3$
or $\quad \beta \gamma>a \gamma$,
If $a$ be negative and $\beta$ positive then $a \gamma$ is negative and $\beta \gamma$ positive and accordingly $a \gamma<\beta \gamma$.
11.5. To prove that

$$
\text { if } a<\beta \text { and } \gamma \text { is negative, then } a \gamma>\beta \gamma \text {. }
$$

Since $\gamma$ is negative, therefore $-\gamma$ is positive.

$$
\begin{array}{rrr}
\therefore & a(-\gamma)<\beta(-\gamma) \text { or }-(a \gamma)<-(\beta \gamma) \\
\text { or } & -[-(a \gamma)]>-[-(\beta \gamma)], \text { i.e., } a \gamma>\beta \gamma .
\end{array}
$$

11.6. To prove that a. $\mathrm{I}=\alpha$.

Let $a \equiv\left(\mathbf{L}_{1}, \mathbf{R}_{1}\right), \overline{\mathbf{l}} \equiv\left(\mathbf{L}_{2}, \mathbf{R}_{2}\right), \alpha \cdot \bar{I}=(\mathbf{L}, \mathbf{R})$.
Since 1 is the least member of $R_{2}, L_{2}$ is comprised of all those rational numbers which are $<\mathbf{1}$.

Let $a$ be positive.
If $a_{1}$ be any positive member of $L_{1}$ and $a_{2}$ of $L_{2}$ then $a_{1} a_{2}$ is a member of $L$.

Since $a_{1} a_{2}<a_{1} \cdot 1,=a_{2}$, we see that $a_{1} a_{2}$ is also a member of $\mathbf{L}_{1}$. Thus every member of $L$ is a member of $L_{1}$.

Let $a_{1}$ be any positive member of $L_{1}$. Let $a_{2}>a_{1}$ be also a member of $\mathrm{L}_{1}$ Since $a_{1} / a_{2}<1$, therefore $a_{1} / a_{2}$ belongs to $\mathrm{I}_{4}$. We have

$$
a_{1}=a_{2} \cdot\left(a_{1} / a_{3}\right)
$$

so that $a_{1}$ appears as the product of a positive member of $L_{1}$ and of a positive member of $L_{2}$ and accordingly $a_{1}$ is a member of $L$. Thus every member of $L_{1}$ is a member of $L$.

Therefore $L, L_{1}$ are identical. Hence the result when $a$ is positive.

Let, now, $a$ be negative so that $-a$ is positive. As proved above, we have

$$
\begin{aligned}
& (-a) \cdot \bar{I} & =(-a) \\
\therefore & -[(-a) \cdot \bar{I}] & =-(-a) \\
\text { or } & -[-(a \cdot \bar{I})] & =-(-a) \\
\text { or } & a \cdot \bar{I} & =a .
\end{aligned}
$$

117. If $a, b$ be troo rational numbers, then

$$
\bar{a} \cdot \bar{b}=\overline{a \cdot b},
$$

i.e., the product of two real rational numbers is also a real rational number which corresponds to the product of the corresponding rational numbers.

Let $\bar{a} \equiv\left(\mathrm{~L}_{1}, \mathrm{R}_{1}\right), \bar{b} \equiv\left(\mathrm{~L}_{2}, \mathrm{R}_{2}\right), \bar{a} \cdot \bar{b} \equiv(\mathrm{~L}, \mathbf{R})$.
Let $\bar{a}, \bar{b}$ be both positive.
Let $x, y$ be any positive members of $\mathbf{L}_{1}, \mathbf{L}_{2}$ respectively so that $x y$ is a positive member of L .

$$
\because \quad x<a \text { and } y<b, \therefore x y<a b .
$$

Thus every member of $L$ is $<a b$.
Again consider any positive rational number abk which is $<a b ; k<1$.

We write $k=\frac{1+k}{2} \cdot \frac{2 k}{1+k}$.
Since $k<1$, therefore $(1+k) / 2$ and $2 k /(1+k)$ are both less than 1.

We have $a b k=\left(a \cdot \frac{1+k}{2}\right) \cdot\left(b \cdot \frac{2 k}{1+k}\right)$.
Since $a .(1+k) / \mathbf{2}<a$ and $b$. $[2 k /(1+k)]<b$, therefore $a .(1+k) / 2$ belongs to $\mathrm{L}_{1}$ and $b .[2 k(1+k)]$ belongs to $\mathrm{L}_{2}$ and accordingly their product abk belongs to L .

Thus every rational number <ab is a member of $L$.
Hence $a b$ is the least member of $\mathbf{R}$ so that

$$
\bar{a} \cdot \bar{b}=\overline{a b} .
$$

## 12. The reciprocal of a non-zero real number.

Let $\alpha \equiv\left(\mathrm{L}_{1}, \mathbf{R}_{1}\right)$ be any positive real number. Let a class $\mathbf{L}$ be formed of $(i)$ all the negative rational numbers, (ii) zero and (iii) the reciprocals of all the members of the class $\mathrm{R}_{1}$ excepting that of its least if it exists.

If $a_{1}$ be any positive member of L , then $1 / a_{1}$ must be a member of $\mathbf{R}_{1}$. Let $b_{1}<a_{1}$ be any positive rational number.

We have $1 / b_{1}>1 / a_{1}$ so that $1 / b_{1}$ belongs to $R_{1}$ and accordingly $1 /\left(1 / b_{1}\right)$ i.e., $b_{1}$ belongs to L .

It is now easy to see that $L$ can be the lower class of a section, say, (L, R).

This section ( $L, R$ ) is said to be the reciprocal of ( $L_{1}, R_{1}$ ), i.e., $a$ and is denoted as $\stackrel{*}{a}$.

If $a$ be negative so that $-\alpha$ is positive, then, by def.;

$$
\stackrel{*}{a}=-\left(-\frac{*}{a}\right)
$$

Ex. Show that $\alpha$ is positive or negative according as $\alpha$ is positive or negative.

The quotient of two real numbers. If $a, \beta$ be two real numbers and $\beta \neq \overline{0}$, then the real number $\alpha . \dot{*}$, which is the product of $a$ and the reciprocal of $\beta$, is said to be obtained on dividing $\alpha$ by $\beta$ and we write

$$
\frac{a}{\beta}=a . \beta .
$$

## Some important results.

121. To prove that

$$
\alpha \cdot \alpha=\overline{1}, \text { where } \alpha \neq \overline{0} \text {. }
$$

To start with we suppose that $a$ is positive.
Let $a \equiv\left(\mathbf{L}_{1}, \mathbf{R}_{1}\right),{ }^{*} \alpha \equiv(\mathbf{L}, \mathbf{R}), a \cdot a \equiv\left(\mathbf{L}^{\prime}, \mathbf{R}^{\prime}\right)$.
Let $a_{1}$ be any positive member of $L_{1}$ and $b_{1}$ any, but not the least, member of $R_{1}$ so that $1 / b_{1}$ is a positive member of $L$.

The positive members of $L^{\prime}$ are, therefore, of the type $a_{1} / b_{1}$. Since $a_{1} / b_{1}<1$, we see that every member of $L^{\prime}$ is $<1$.

Again, let $k$ be any positive rational number $<1$.
There exist positive members $a_{1}, b_{1}$ of $\mathrm{L}_{1}, \mathrm{R}_{1}$, such that $a_{1} / b_{1}=k$.
Since $k=a_{1} \cdot\left(\mathbf{1} / b_{1}\right)$, we see that every rational number $<1$ is a member of $L^{\prime}$.

Hence $\mathbf{1}$ is the least member of $\mathbf{R}^{\prime}$ and accordingly

$$
\left(L^{\prime}, R^{\prime}\right) \equiv \bar{I} .
$$

Let, now, $a$ be negative so that $-a$ is positive.
Also, therefore, ${ }_{a}^{*}$ is a negative and $(-\underset{\sim}{*})$ is positive.
We have, by def.,

$$
a \cdot a^{*}=(-\alpha)(-\stackrel{*}{a})=1 .
$$

12.2. To prove that

$$
\stackrel{*}{\alpha}=\frac{\overline{1}}{\alpha} .
$$

We have

$$
\frac{\overline{1}}{\alpha}=\overline{1} \cdot \stackrel{*}{\alpha}=\stackrel{*}{\alpha} .
$$

On account of this result the reciprocal $\stackrel{*}{\alpha}$ of a number $a$ is denoted as $\frac{\overline{1}}{a}$ or $\overline{1} / a$.
12.3. To prove that

$$
a \cdot \frac{\beta}{a}=\beta \text {, where } a \neq \overline{0} .
$$

We have

$$
\text { a. } \begin{aligned}
\left(\frac{\beta}{a}\right) & =a \cdot\left(\beta \cdot \frac{I}{a}\right)=\alpha \cdot\left(\frac{I}{a} \cdot \beta\right) \\
& =\left(a \cdot \frac{I}{a}\right) \cdot \beta=I \cdot \beta=\beta .
\end{aligned}
$$

12.4. To prove that if $a, \beta$ are two positive real numbers such that

$$
\alpha<\beta
$$

then

$$
\bar{I} / a>\overline{1} / \beta
$$

The proof is simple.
12.5. To prove that

$$
\frac{\bar{a}}{b}=\left(\frac{a}{b}\right)
$$

i.e., the quotient of two real rational numbers is also a real rational number which corresponds to the quotient of the corresponding rational numbers.

Let $b=\left(\mathbf{L}_{1}, \mathbf{R}_{1}\right), \frac{\overline{1}}{\bar{b}}=(\mathbf{L}, \mathbf{R})$.
Suppose that $\bar{b}$ is poistive.
Let $x \neq b$, be any positive member of $\mathbf{R}_{1}$ so that $\mathbf{1} / x$ is a member of $L$.

$$
\because \quad x>b, \quad \because \quad 1 / x<1 / b .
$$

so that every member of $L$ is $<1 / b$.
Let $k / b$, where $k<1$ be any positive number $<1 / b$.
$\because b / k>b, \therefore b / k$ is a member of $\mathbf{R}_{1}$ and therefore its reciprocal $k / b$ is a member of $L$. Thus every number $<1 / b$ is a number of $L$.

Hence $1 / b$ is the least member of $L$ and accordingly $\overline{\bar{b}}=\overline{\left(\frac{1}{b}\right)}$.
If $b$ be negative, we have

$$
\begin{aligned}
\bar{I} & =-\frac{\overline{1}}{-b}=-\left(\frac{1}{-b}\right), \text { as proved above } \\
& =-(-\overline{-1})=\overline{\left(\frac{1}{b}\right)}
\end{aligned}
$$

Finally

$$
\frac{\bar{a}}{\bar{b}}=\bar{a} \cdot \frac{\overline{1}}{\bar{b}}=\bar{a} \cdot\left(\frac{1}{b}\right)=\overline{\left(a \cdot \frac{1}{b}\right)}=\left(\frac{a}{b}\right) .
$$

13. The modulus of a real number. Def. By the modulus of a real number a is meant the real number a, - a or $\overline{0}$ according as a is positive, negative or zero and is written as $|\alpha|$.

It will be seen that the modulus of a real number cannot be negative.

Ex. Show that $|\alpha-\beta|=|\beta-\alpha|$.

## Some simple results.

13•1. To prove that

$$
|a+\beta| \leqslant|\alpha|+|\beta|
$$

Case I. Let $a, \beta$ be both positive so that $a+\beta$ is also positive. We have

$$
|\alpha+\beta|=\alpha+\beta=|\alpha|+|\beta|
$$

Case II. Let $\alpha, \beta$ be both negative so that $\alpha+\beta$ is also negative. We have

$$
\begin{aligned}
|a+\beta| & =-(a+\beta) \\
& =-a-\beta, \\
& =(-a)+(-\beta)=|a|+|\beta| .
\end{aligned}
$$

Case III. Let $a$ be positive and $\beta$ negative.
(i) Let $a+\beta$ be positive, we have

$$
|\alpha+\beta|=\alpha+\beta .
$$

Since $\beta$ is negative so that $-\beta$ is positive, we have

$$
\beta<-\beta .
$$

$\therefore \quad|a+\beta|=a+\beta<\alpha+(-\beta)=|a|+|\beta|$.
i.e., $\quad|a+\beta|<|a|+|\beta|$
(ii) Let $\alpha+\beta$ be negative.

We have

$$
\begin{aligned}
|a+\beta| & =-(\alpha+\beta)=-\alpha-\beta=-a+(-\beta) \\
& =-|a|+|\beta|<|a|+|\beta|, \because|a|>-|a| .
\end{aligned}
$$

Case IV. Let a be negative and $\beta$ positive.
This follows from Case III on interchanging $\alpha, \beta$.
13.2. To prove that

We have

$$
|a-\beta| \geqslant||a|-|\beta|| .
$$

$\alpha=\alpha-\beta+\beta$.
$\begin{array}{rlrl}\therefore & |a| & =|a-\beta+\beta| \leqslant|a-\beta| & +|\beta| \\ \text { or } & |a|-|\beta| \leqslant|a-\beta|+|\beta|-|\beta| & =|a-\beta|+\overline{0} \\ & & =|a-\beta|\end{array}$
$\therefore$
Also, $\therefore \quad|a-\beta| \geqslant|a|-|\beta|$.
$\quad|a-\beta|=|\beta-a| \geqslant|\beta|-|a|$.
Now $||\alpha|-|\beta||$ is
either $\quad=|a|-|\beta|$.
or $\quad=-\{|a|-|\beta|\}$
$\therefore \quad|a-\beta| \geqslant||a|-|\beta|=|\beta|-|a|$
13.3. If

$$
|a-\beta|<\gamma,
$$

then
If $\quad \alpha-\beta$ be positive, we have

$$
\begin{align*}
a-\beta=|\alpha-\beta| & <\gamma \\
a-\beta+\beta & <\gamma+\beta \\
a+(-\beta)+\beta & <\gamma+\beta \\
a+[(\beta+(-\beta)] & <\gamma+\beta \\
a+0 & <\gamma+\beta, i . e ., a<\gamma+\beta=\beta+\gamma \\
a & <\beta+\gamma . \tag{i}
\end{align*}
$$

$\therefore$
or
or
or
Again, since $\alpha-\beta$ is positive, we have

$$
\therefore \quad a+(-\gamma)>\beta+(-\gamma) \text { or } a-\gamma>\beta-\gamma .
$$

Again, $\because \overline{0}>-\gamma, \gamma$ being necessarily positive, ' ${ }^{\prime \prime}$
$\therefore \quad a=\alpha+\overline{0}>\alpha+(-\gamma)=\alpha-\gamma$
$\therefore$
Thus we have, from (i) and (ii)

$$
\begin{equation*}
\beta-\gamma<\alpha<\beta+\gamma . \tag{iii}
\end{equation*}
$$

Let $\alpha-\beta$ be negative. We have

$$
\begin{aligned}
|a-\beta| & =|\beta-a| \\
-(\alpha-\beta) & =-[\alpha+(-\beta)] \\
& =-[(-\beta)+\alpha]=-(-\beta)-\alpha=\beta-\alpha,
\end{aligned}
$$

we see that $\beta-\alpha$ is positive.
Since $\beta-\alpha$ is positive and $|\beta-a|<\gamma$, we have from above

$$
\begin{array}{lc} 
& a-\gamma<\beta<a+\gamma \\
\because & \beta<a+\gamma, \\
\text { or } & \therefore \beta-\gamma<\alpha+\gamma-\gamma=\alpha \\
\text { or } & a>\beta-\gamma . \\
\text { Again, } \because \beta>a-\gamma & \therefore \beta+\gamma>a-\gamma+\gamma=a \\
\text { or } & a<\beta+\gamma .
\end{array}
$$

From (iii) and (iv)

$$
\beta-\gamma<\alpha<\beta+\gamma .
$$

Hence the result.
13.4. To prove that

$$
|a \beta|=|\alpha| .|\beta| .
$$

Case I. Let $\alpha, \beta$ be both positive so that $\alpha \beta$ is also positive.
We have $\quad|a \beta|=\alpha \beta=|\alpha| .|\beta|$.
Case II. Let $\alpha, \beta$ be both negative so that $\alpha \beta$ is positive.
We have

$$
|\alpha \beta|=\alpha \beta=(-\alpha) \cdot(-\beta)=|\alpha| \cdot|\beta| .
$$

Case III. Let $\alpha$ be positive and $\beta$ negative so that $\alpha \beta$ is negative. We have

$$
\begin{aligned}
|a \beta| & =-(a \beta)=-\{-[(\alpha) \cdot(-\beta)]\} \\
& =(a) \cdot(-\beta)=|a| \cdot|\beta| .
\end{aligned}
$$

Case IV. Let $a$ be negative and $\beta$ positive.
We have

$$
\begin{aligned}
|a \beta| & =|\beta a|=|\beta| \cdot|a|, \text { Case III above. } \\
& =|a| \cdot|\beta| .
\end{aligned}
$$

13.5. To prove that

$$
\left|\frac{a}{\beta}\right|=\frac{|a|}{|\beta|} \text {, if } \beta \neq 0 .
$$

If $\beta$ be positive, then $\bar{I} / \beta$ is also positive, so that we have

$$
\left|\frac{I}{\beta}\right|=\frac{I}{\beta}=\frac{I}{|\beta|} ;
$$

if $\beta$ be negative, then $\overline{1} / \beta$ is also negative, so that we have

$$
\left|\frac{\overline{1}}{\bar{\beta}}\right|=-\frac{\overline{1}}{\beta}=-\left[-\left(\frac{\bar{I}}{-\beta}\right)\right]=\frac{\overline{1}}{-\beta}=\frac{\overline{1}}{\mid \beta T} .
$$

Finally, we have

$$
\left|\frac{a}{\beta}\right|=\left|=\left|a \cdot \frac{\overline{1}}{\beta}\right|=|a|,\left|\frac{\overline{1}}{\beta}\right|=|a| \cdot \frac{\overline{1}}{|\beta|}=\left|\frac{a}{\beta}\right| .\right.
$$

14. Sections of real numbers Dedekind's theorem. If all the real numbers be divided into two classes $L$ and $R$ such that
(i) each class exists, (ii) each real number has a class, (iii) every member of $L$ is less than every member of $R$, then
either the class $L$ has a greatest member, or the class $R$ has a least member.

We form two classes $L_{1}, R_{1}$ consisting of rational numbers which correspond to the real rational members of $\mathbf{L}, \mathbf{R}$ respectively.

Let the class $L_{1}$ have a greatest member say, $a$. The real rational number $\bar{a}$ will belong to L. It will be shown that $\bar{a}$ is the greatest member of $L$.

If not, let $a$ be a greater member of $L$.
Let $\bar{b}$ be any one of the infinite number of real rational numbers lying between $\bar{a}$ and $a$ so that we have

$$
\bar{a}<\bar{b}<a .
$$

Since $b$ is less than a member $a$ of $L$ it must itself belong to $L$ and accordingly $b$ is a member of $L_{1}$.

Also,

$$
\begin{array}{cc}
\because & \bar{a}<\bar{b}, \\
\therefore & a<b .
\end{array}
$$

Thus $b$, a member of $\mathrm{L}_{1}$, is greater than the greatest member $a$ of $L_{1}$.

This conclusion is absurd.
Hence in this case $L$ must have a greatest member.
Let the class $R_{1}$ have a least member, say, $b$. In this case $\dddot{b}$ will be the least member of $\mathbf{R}$. This may be proved as above.

Let neither $L_{1}$ have a greatest member nor $R_{1}$, a least. In this case the section ( $L_{1}, R_{1}$ ) is an irrational number a which must either belong to $L$ or to $R$.

Let $a$ belong to $L$. It will be shown that $a$ is the greatest member of $L$. If not, let $\beta$ be a greater member of $L$.

Let $\bar{a}$ be any real rational number such that

$$
\alpha<\bar{a}<\beta .
$$

The number $\bar{a}$ belongs to $L$ and therefore $a$ belongs to $L_{1}$.
Thus there exists a member $a$ of the lower class $L_{1}$ of a real number $a \equiv\left(\mathbf{L}_{1}, \mathbf{R}_{\mathbf{1}}\right)$ such that

$$
\bar{a}>a
$$

and this is absurd. §5•3.
It may similarly be shown that if $a$ belongs to $\mathbf{R}$ then it is the
least member of $\mathbf{R}$.
Note 1. The theorem is sometimes stated in the following equivalent form :-If all the real numbers are divided into two classes $L, R$ such that, ( $i$ ) each class exists, ( $i i$ ) each number has a class, ( $i i i$ ) every member of $L$ is less than every member of $\mathbf{R}$, then there exists a real number a such that every real number less than $\alpha$ belongs to $L$ and every real number greater than $\alpha$ belongs to $R$ : a itself may belong to either class.

This number $\alpha$ is the greatest member of $L$ or the least of $\mathbf{R}$ which ever may exist. Also, this number $\alpha$ is said to determine the section.

Note 2. The theorem discussed above indicates a fundamental difference bet ween the sections of rational numbers and the sections of real numbers in as much as we have seen, that if ( $L, R$ ) be a section of rational numbers it is possible that neither $L$ may have a greatest member nor $R$ may have a least, but if it were a section of real numbers, then this cannot be the case. This difference is generally described by saying that there may be a gap between the classes $L, \mathrm{l}$ of rational numbers but there is no gap between the classes $L, R$ of real numbers; the system of rational numbers has gaps while the system of real numbers has none.

Note 3. It is easy to show that any given aggregate of real numbers will form the lower class of a section if and only if $(i)$ all the numbers do not belong to it (ii) a number which is less than any member of the aggregate is also a member of the aggregate.
15. Representation of real numbers by points along a straight line. Every thinking person possesses an intuitive idea of a straight line which, further, he can easily conceive as composed of points, even though this physical notion of a straight line and that of points on it has nothing to do with Analysis as such, yet it provides a very convenient and helpful picture of the aggregate of real numbers and is olten employed in the course of study of Analysis to provide suitable language and suggest ideas. One danger, which is inherent in this use should, however, be avoided; it may be that we accept a proposition suggested by this picture, obvious as it may seem, as obviously true and this obviousness may blind us to the necessity of a rigorous proof.

We now proceed to see how a straight line can be employed to provide a picture of the aggregate of real numbers.

Representation of rational numbers by the points of a line. We consider any straight line and mark any two points $O$ and $A$ on it. The point $O$ divides the line into two parts; the part containing the point $A$ will be termed positive and the other negative.

According to the usual convention, the line in question is always drawn parallel to the printed lines of the page and the point $A$ taken on the right of $O$. Representing the rational numbers 0 and 1 by the points $O$ and $A$ respectively, we find a point $\mathbf{P}$ of the line representing any rational number $p / q,(q>0)$ by marking from $\mathbf{0},|p|$ steps each equal to $q$ th part of OA to the right or to the left of $O$ according as $p$ is positive or negative.

It is easy to see that if $a, b$ be two rational numbers and $a<b$, then the point representing $b$ lies to the right of the point reprerenting $a$.

If we call the points which represent rational numbers as rational points, we see that, since the aggregate of rational numbers is dense,
an infinite number of rational points lie between every two different rational points.

Insufficiency of rational numbers to provide a picture of straight line. Even though, as we have seen above, a line can be covered with rational points as closely as we like, there exist points of the line which are not raticnal. For example, a point $\mathbf{P}$ such that OP is equal to the diagonal of the square with side OA is one such point ( $\S 3 \cdot 1$ ). Also a point $L$ on the line such that OL is any rational multiple $p / q$ of OP cannot be a rational point. For, if possible, let L represent a rational number $m_{i} n$, so that we have

$$
\frac{p}{q} . \mathrm{OP}=\mathrm{OL}=\frac{m}{n} \text { or } \mathrm{OP}=m q / n p \text {, }
$$

which shows that OP is rational i.e., $\mathbf{P}$ is a rational point and this is a contradiction.

Thus we see that the aggregate of rational numbers is not sufficient to provide us with a picture of complete straight line.

## Real numbers.

Let

$$
a \equiv(\mathbf{L}, \mathbf{R})
$$

be any real number. The section ( $\mathbf{L}, \mathbf{R}$ ) of rational numbers determines a section of the rational points of the line into two classes A and B such that A consists of rational points corresponding to the members of $L$ and $B$ of rational points corresponding to the members of R. Every point of the class A will lie to the left of every point of the class $B$.

From our intuitive picture of a straight line and its continuity, we can convince ourselves that there will exist a point $P$ of the line separating the two classes in the sense that every point of the line lying to the left of $\mathbf{P}$ belongs to the class $\mathbf{A}$ and every point lying to the right of $\mathbf{P}$ belongs to the class $\mathbf{B}$. This point $\mathbf{P}$, we say, denotes the real number ( $L, R$ ). Thus to every real number there corresponds a point of the line.

Conversely, let $\mathbf{P}$ be any point of the line. The point $\mathbf{P}$ divides the rational points of the line into classes A and B such that the points lying to the left of $P$ belong to $A$ and those to the right of $P$ belong to $\mathbf{B}$; the point $\mathbf{P}$, if rational, belongs to $\mathbf{B}$. The classes A, B of rational points determine a section ( $\mathbf{L}, \mathbf{R}$ ) of rational numbers, which corresponds to the point $P$.

Thus to every point there corresponds a real number.
The aggregate of real numbers is called the Arithmetical Continuum and the aggregate of points on a straight line is called the linear or Geometric Continuum. In view of what has been shown above we see that there is a one-to-one correspondence between the two aggregates or continua and it may be found convenient to use the word 'point' for 'real number'.
16. Notation for real rational numbers. From above it will be seen that if $(\mathbf{L}, \mathbf{R})$ is a real rational number, then the point $\mathbf{P}$ which denotes this real number also denotes the rational number which is the least member of $\mathbf{R}$ and which, we know, is the rational
number corresponding to ( $\mathrm{L}, \mathrm{R}$ ). Thus we see that, according to the manner of representation explained above, a real rational number and the corresponding rational number are denoted by the same point of the line.

In view of this, we agree to denote, for future developments, a real rational rumber by the same symbol which denotes the corresponding rational number so that if ' $a$ ' is a rational number, then the same symbol ' $a$ ' will also, now, be used to denote the corresponding real rational number which has so far been denoted by $\bar{a}$.

The context in which the symbol may appear will fix the interpretation.

This use of a single symbol to denote two different concepts leads to no confusion, but is helpful, in as much as we have seen that a statement, which describes some relation between rational numbers, remains true when the symbols for rational numbers are interpreted as symbols for the corresponding real rational numbers.

In fact it has been shown that

$$
\begin{aligned}
& \text { if } a>b \text {, then } \bar{a}>b \text {; } \\
& \text { if } a \pm b=c \text {, then } a \pm \bar{b}=\bar{c} \text {; } \\
& \text { if } a b=c \text {, then } \bar{a} \cdot \bar{b}=\bar{c} \text {; } \\
& \text { if } a / b=c \text {, then } \bar{a} / \bar{b}=\bar{c} \text {, }
\end{aligned}
$$

where $a, b, c$ denote rational numbers.
Thus, for example, the proposition

$$
2+3=5,
$$

where 2, 3, 5 denote rational numbers, remains true even when they denote corresponding real rational numbers which have so far been denoted by the symbols $\overline{2}, \overline{3}, 5$.

An important note: In the following chapters the word ' number' will always mean 'real number' and the word 'rational number will mean 'real rational number'.

## EXAMPLES

1. Give an account of Dedekind's theory of real numbers. Show that there are gaps between rational numbers, but the continuum of real numbers, as postulated by Dedekind, is free from gaps.
(P. U., M.A., 1939)
2. In order to generalize the conception of number, what are the essential requisites which must be satisfied. Develop Dedekind's theory of real numbers, and show how far this theory satisfies these requisites.
(P. U., M.A., 1937.)
3. State and prove ' Dedekind's theorem.'
(P. U., M.A., 1940.)
4. Explain briefly the theory of real numbers and establish their correspondence with the points of a line continuum.

Define addition of irrational numbers by the use of a partition of rational numbers, and show that the Associative law of addition holds.
(P. U., M.A., 1936.)
5. Develop Dedekind's theory of real numbers. When are two numbers equal or unequal to, greater or less than, each other in accordance with this theory.
(P. U., M.A., 1038.)
6. What is Arithmetic and what is Geometric continuum. Explain under which conditions they are equivalent.

## CHAPTER II

## ELEMENTS OF THE THEORY OF AGGREGATES

-17. An aggregate or set $S$ of numbers is defined, when there is given a law or laws which determine, without ambiguity, whether any given number does or does not belong to it. An aggregate of numbers may also be spoken of as an aggregate of points.

Intervals, closed and open. The aggregate of numbers $x$ such that $a \leqslant x \leqslant b$, where $a, b$ are any two numbers, is called a closed interval $(a, b)$. The aggregate of numbers $x$ such that $a<x<b$ is called an open interval $[a, b]$. The aggregates $a<x \leqslant b, a \leqslant x<b$ are called the intervals open on the left and open on the right respectively and are denoted as $[a, b)$ and ( $a, b]$.

Sub-aggregates. An aggregate $S_{1}$ is said to be a sub-aggregate or a sub-set of another aggregate $S$, if every member of $S_{1}$ is also a member of $\mathbf{S}$.

Finite and infinite aggregates. An aggregate is finite if there exists a positive integer $n$ such that it contains just $n$ members and otherwise the aggregate is infinite.
E. G. The aggregate of all the integers between-20 and 30 is finite, but the aggregate of all the rational numbers between-29 and $\mathbf{3 0}$ is infinite.
18. Greatest and least members of an aggregate. A number $M$ is the greatest member of an aggregate $S$, if $(i) M$ is a member of S ; (ii) no member of S is greater than M. Again, a number $m$ is the least member of an aggregate S , if (i) $m$ is a member of S ; (ii) no member of $S$ is less than $m$. The greatest and least members are also respectively called the maximum and minimum members of the aggregate.

Every finite aggregate has necessarily a greatest and a least member, but an infinite aggregate may or may not have a greatest or a least member.
E. G. The aggregate of all the integers has neither a greatest nor a least member; the aggregate of positive integers has no greatest member but has a least viz., 1 ; the aggregate of negative integers has no least member but has a greatest viz., $\mathbf{- 1}$.
-1 is the greatest and 0 is the least member of the closed interval $(0,1)$; the open interval $[0,1]$ has neither a greatest nor a least member; the semi-closed interval ( 0,1 ] has no greatest member but has a least vix., ( 0 ) ; the interval [0,1) has no least member but has a greatest member, viz. ; 1 .
19. Bounded and unbounded aggregates. If there exists a number $K$ such that every member of an aggregate $S$ is $\leqslant K$, then we say that S is bounded above or that it is bounded on the right and further say that $K$ is a rough upper bound of $S$.

Similarly, if there exists a number $k$ such that every member of an aggregate $S$ is $\geqslant k$, then we say that $S$ is bounded belowo or that it is bounded on the left and further say that $k$ is a rough lower bound of S.-

An aggregate is said to be bounded if it is bounded above as well as below.

- F. G. The aggregate of all the integers is neither bounded above nor below; the aggregate of all the positive integers is bounded below but not above; the aggregate of all the negative integers is bounded above but not below.

The intervals ( 0,1 ), $[0,1],(0,1],[0,1)$ are all bounded.
Ex. 1. Show that if $K$ is a rough upper bound of an aggregate $S$ and $K^{\prime}>K$, then $K^{\prime}$ is also a rough upper bound of $S$; also give examples to show that if $K^{\prime}<K$, then $K^{\prime}$ may or may not be a rough upper bound.

State a similar result concerning aggregates which are bounded below.
Ex. 2. Show that an aggregate with a greatest member is bounded above but that the converse is not necessarily true. State a similar result for aggregates which are bounded below.

Ex. 3. Show that every sub-aggregate of a bounded aggregate is bounded.
Ex. 4. Show that for a bounded aggregate $S$ therc exists a positive number $A$ such that $|x|<A$, where $x$ is any member of $S$.

Since $S$ is bounded, there exist numbers $k$ and $K$ such that

$$
\begin{equation*}
k \leqslant x \leqslant \boldsymbol{K} . \tag{i}
\end{equation*}
$$

Let $A$ be any number greater than both $|k|$ and $|K|$ so that we have

$$
\begin{equation*}
-\mathrm{A}<k \text { and } \mathrm{K}<\mathrm{A} \text {. } \tag{ii}
\end{equation*}
$$

From (i) and (ii), we have

$$
-\mathbf{A}<k \leqslant x \leqslant \mathbf{K}<\mathbf{A} \text {, i.e., }-\mathbf{A}<x<\mathbf{A},
$$

or

$$
|x|<A
$$

Conversely, if $|x|<A$, then $-\mathbf{A}<x<\mathbf{A}$ so that the aggregate is bounded.
Ex. 5. $x, y$ are any two members of the bounded aggregates $S_{1}$ and $S_{2}$ respectively; show that the aggregates of numbers, $x+y, x-y, x y$ are also bounded.

Ex. 6. Show that the aggregate of rough upper bounds of an aggregate bounded above is bounded below. State a similar result for aggregates which are bounded below.
20. The upper and lower bounds. The two theorems obtained in this section are fundamental in the discussion of bounded aggregates.

20'1. Theorem. For every aggregate $S$ bounded above, there exists a number B such that
(i) every member of the aggregate is less than or equal to $B$;
(ii) every number less than $B$ is smaller than at least one member of the aggregate, i.e., however small the positive number may be, there is $u$ member of $S$ greater than $B-\epsilon$.

Divide all the numbers info two classes $L$ and $R$, putting a number in $L$ if it is smaller than atleast one member of $S$ and otherwise in $\mathbf{R}$.

Clearly each number has a class. Since a number less than any member of $S$ belongs to $L$ and $K$, any rough upper bound of $S$, belongs to $R$, we see that each class exists. Finally, a number which is less than a member of $L$ is necessarily less than a member of the aggregate, and accordingly it belongs to $L$. Thus the two classes $\mathbf{L}, \mathbf{R}$ determine a section of the real numbers. There exists, therefore, a number $B$ separating the two classes such that every number less than $B$ belon $\boldsymbol{T}$; to $L$ and every number greater than $B$ belongs to $R$. It will now be shown that this is the number $B$ of the theorem.

Any number $B-\epsilon,(\epsilon>0)$, which is less than $B$ belongs to $L$ and is, therefore, smaller than at least one member of the aggregate.

Also no member of the aggregate is greater than $\mathbf{B}$. For, if possible, let there be a member $B+\eta$, of the aggregate which is greater than B. $(\eta>0)$. The members of the open interval $[\mathbf{B}, \mathrm{B}+\eta]$ all belong to $\mathbf{R}$, for each of them is greater than $\mathbf{B}$; also they all belong to $\mathbf{L}$, for each of them is smaller than a member $\mathbf{B}+\eta$ of the aggregate. This is a contradiction.

Thus we have proved that the number $B$, which separates the two classes, possesses the two properties stated in the theorem.

This number B is said to be the upper bound of the aggregate $S$.

Remarks 1. It is easy to see that the upper bound B is a rough upper bound of S such that no number less than B is a rough upper bound, i.e., B is the least of all the rough upper bounds. In other words, therefore, the theorem states that the aggregate of rough upper bounds of an aggregate bounded above possesses a least nember.
2. The maximum i.e., the greatest member of the aggregate, in case it exists, is also the upper bound, and we then say that the aggregate attains its upper bound.
20.2. Theorem. For cvery aggregate $S$ bounded below, there exists $a$ number $b$ such that
(i) every member of the aggregate is greater than or equal to $b$;
(ii) hozeever small the positive number $\in$ may be, there is a member of $S$ less than $b+\epsilon$.

Its proof is similar to that of the previous theorem on upper bounds. To prove it, the real numbers will have to be divided into classes $L$ and $R$ such that a number will belong to $R$ it it is greater than at least one member of the aggregate and otherwise to L .

This number $b$ is said to the lower bound of $S$.
Remarks 1. It is easy to sec that the lower bound $b$ is the greatest of all the rough lower bounds of $S$ so that, in other words, the theorem states that the aggregate of rough lower bounds of an aggregate bounded below possesses a greatest member.
2. The minimum, if it exists, is the lower bound, and we then say that the aggregate attains its lower bound.
3. Obviously $B \geqslant b$.

Ex. 1 is the upper bound and 0 is the lower bound of each of the four intervals ( 0,1 ), $[0,1],(0,1],[0,1)$.

Ex The upper bound of the set of numbers

$$
1, \frac{1}{10}, \frac{1}{10^{2}}, \ldots \ldots, \frac{1}{10^{n}}, \ldots \ldots
$$

is 1 ; what is the lower bound?
Ex. Construct examples to show that the bounds may or may not themselves be members of the aggregate.

Ex. Show that the greatest member of an aggregate, in case it exists, is the upper bound and the least member, if it exists, is the lower bound.

Ex. The members of a bounded aggregate are all positive; show that the brunds cannot be negative.
20.3. Oscillation of a bounded aggregate. The difference $B-b$, of the bounds B, b of a bounded aggregate is called its oscillation.

## EXAMPLES

1. B, b are the bounds of an aggregate $S$ and $B_{1}, b_{1}$ are the bounds of a subaggregate $S_{1}$ of $S$; show that

$$
b \leqslant b_{1} \leqslant \mathbf{B}_{1} \leqslant \mathbf{B} .
$$

Every member of $S_{1}$ is a member of $S$ and, accordingly, it must be $\leqslant B$ and thus $B$ is a rough upper bound of $S_{1}$. The upper bound $B_{1}$ of $S_{1}$ being the least of its rough upper bounds, we have

$$
\mathrm{B}_{1} \leqslant \mathrm{~B} .
$$

In the similar manner it may be proved that

$$
\begin{array}{lc} 
& b \leqslant b_{1} \\
\text { Also, obviously } & b_{1} \leqslant \mathrm{~B}_{1} .
\end{array}
$$

2. $x$ is any member of a bounded aggregate $S_{1}$ whose bounds are $B_{1}, b_{1}$; ;how that the bounds of the aggregate $S$ of numbers $-x$ are $-b_{1},-B_{1}$.

$$
\begin{equation*}
\text { Since } x \geqslant b_{1} \text {, therefore }-x \leqslant-b_{1}, \quad \text { where }-x \text { is any member of } S \text {. } \tag{i}
\end{equation*}
$$

Let $\in$ be any positive number, however small. There exists a member $x$ of $S_{1}$ such that

$$
x<b_{1}+\epsilon,
$$

which shows that there exists a member $-x$ of $S$ such that

$$
\begin{equation*}
-x>-b_{1}-\epsilon . \tag{ii}
\end{equation*}
$$

Hence $-b_{1}$ is the upper bound of $S$.
It may similarly be shown that $-B_{1}$ is the lower bound of $S$.
(In examples 3-6 below $x, y$ denote any two members of the bounded aggregates $\mathrm{S}_{1}, \mathrm{~S}_{2}$ and $\mathrm{B}_{1}, b_{1} ; \mathrm{B}_{2}, b_{2}$, are respectively their bounds).
3. Show that the bounds of the aggregate $S$ of numbers $x+y$ are $\mathrm{B}_{1}+\mathrm{B}_{2}, b_{1}+b_{2}$.

Since

$$
\begin{gather*}
x \leqslant \mathrm{~B}_{1} \text { and } y \leqslant \mathrm{~B}_{2}, \\
x+y \leqslant \mathrm{~B}_{1}+\mathrm{B}_{3}, \tag{i}
\end{gather*}
$$

where $x+y$ is any member of $S$.
Let $\in$ be any positive number. There exist members $x, y$ of $S_{1}, S_{2}$ respectively such that

$$
x>\mathrm{B}_{1}-\frac{1}{8} \in, y>\mathrm{B}_{2}-\frac{1}{2} \in,
$$

which show that there exists a member $x+y$ of $S$ such that

$$
\begin{equation*}
x+y>\left(\mathrm{B}_{1}+\mathrm{B}_{2}\right)-\mathrm{\epsilon} . \tag{ii}
\end{equation*}
$$

Thus $\left(B_{1}+B_{2}\right)$ is the upper bound of $S$.
It may similarly be shown that $b_{1}+b_{2}$ is the lower bound of $S$.
4. Show that the bounds of the aggregate S of numbers $x-y$ are $\mathrm{B}_{1}-b_{2}$, $b_{1}-B_{2}$.
5. If the members of the aggregates $S_{1}, S_{2}$ are all positive, then show that the bounds of the aggregate $S$ of numbers xy are $B_{1} B_{2}, b_{1} b_{2}$.

The numbers $\mathrm{B}_{1}, \mathrm{~B}_{2}, b_{1}, b_{2}$ must all be non-negative.
Since

$$
\begin{equation*}
x \leqslant B_{1} \cdot y \leqslant B_{2}, \tag{i}
\end{equation*}
$$

therefore $\quad x y \leqslant \mathrm{~B}_{1} \mathrm{~B}_{2}$,
where $x y$ is any member of $S$.
Let $\in$ be any given positive number, however small.
If $\epsilon_{1}, \epsilon_{9}$. are any two positive numbers, then there exist members $x, y$ of $S_{1}, S_{2}$ respectively such that

$$
\begin{align*}
& x>B_{1}-\epsilon_{1}, y>B_{2}-\epsilon_{2} \\
& x y>\left(B_{1}-\epsilon_{2}\right)\left(B_{2}-\epsilon_{2}\right) . \tag{ii}
\end{align*}
$$

whence we have
It will now be shown that it is possible to choose $\epsilon_{1}, \epsilon_{2}$ in terms of $\epsilon$ such that

$$
\begin{equation*}
\left(B_{1}-\epsilon_{1}\right)\left(B_{2}-\epsilon_{2}\right)>B_{1} B_{2}-\epsilon . \tag{iii}
\end{equation*}
$$

so that it will be deduced from (ii) and (iii) that there exists a member $x y$ of S such that

$$
\begin{equation*}
x y>B_{1} \mathbf{B}_{2}-\epsilon . \tag{iv}
\end{equation*}
$$

Now,

$$
\begin{gathered}
\left(B_{1}-\epsilon_{1}\right)\left(B_{2}-\epsilon_{2}\right)>B_{1} B_{2}-\epsilon, \\
\epsilon_{2} B_{2}+\epsilon_{3} B_{1}<\epsilon+\epsilon_{1} \epsilon_{3} \\
\epsilon_{1} B_{2}+\epsilon_{2} B_{1}<\epsilon .
\end{gathered}
$$

if
or if
Taking $\epsilon_{1}=\boldsymbol{\epsilon} / \mathbf{3 B _ { 2 }}, \boldsymbol{\epsilon}_{\mathbf{2}}=\boldsymbol{\epsilon} / \mathbf{8 B _ { 1 }}$, if $B_{1}, \neq 0, B_{2} \neq 0$, we see that
$\boldsymbol{\epsilon}_{1} B_{2}+\epsilon_{2} B_{1}=\mathbf{Z}_{\mathbf{Z}} \boldsymbol{\epsilon}<\boldsymbol{\epsilon}$.
The argument ean be easily modified if either or both of $B_{1}, B_{3}$ are zero.
The case of lower bound may be similarly discussed.
6. If the members of $S_{1}, S_{2}$ are all positive and $b_{2} \neq 0$, show that the bounds of the aggregate $S$ of numbers $x / y$ are $B_{1} / b_{2}, b_{1} / B_{2}$.

The numbers $B_{1}, B_{2}, b_{1}, b_{2}$ must all be non-negative.
Since

$$
b_{1} \leqslant x \leqslant \mathrm{~B}_{1}, b_{2} \leqslant y \leqslant \mathrm{~B}_{2} \text { or } 1 / \mathrm{B}_{2} \leqslant 1 / y \leqslant 1 / b_{2},
$$

therefore

$$
\begin{equation*}
\frac{b_{4}}{B_{2}} \leqslant \frac{x}{y} \leqslant \frac{B_{1}}{b_{2}}, \tag{i}
\end{equation*}
$$

where $x / y$ is any member of S .
Let $\in$ be any given positive number.
If $\epsilon_{1}, \epsilon_{2}$ be any two positive numbers, then there exist members $x, y$ of $S_{1}$ and $S_{2}$ such that

$$
x>\mathrm{B}_{1}-\epsilon_{1}, y<b_{2}+\epsilon_{2}
$$

whence we have

$$
\begin{equation*}
\frac{x}{y}>\frac{B_{1}-\epsilon_{1}}{b_{2}+\epsilon_{2}} \tag{ii}
\end{equation*}
$$

It will now be shown that it is possible to choose $\epsilon_{1}, \epsilon_{2}$ in terms of $\epsilon$ such that

$$
\begin{equation*}
\frac{B_{1}-\epsilon_{1}}{b_{3}+\epsilon_{3}}>\frac{B_{1}}{b_{3}}-\epsilon \tag{iii}
\end{equation*}
$$

so that it will then be deduced from (ii) and (iii) that there exists a member $x / y$ of S such that

$$
\frac{x}{y}>\frac{\mathbf{B}_{1}}{b_{2}}-\epsilon .
$$

Now, (iii) will hold,
if
i.e., if

$$
\left(\mathrm{B}_{1}-\epsilon_{1}\right) b_{2}>\left(b_{2}+\epsilon_{2}\right)\left(\mathrm{B}_{1}-\epsilon b_{2}\right)
$$

or if
or if

$$
\epsilon_{1} / b_{2}+\epsilon_{2} B_{1} / b_{2}{ }^{2}<\epsilon .
$$

Taking $\epsilon_{1}=\epsilon b_{2} / 3$ and $\epsilon_{2}=\epsilon b_{2}{ }^{2} / 3 B_{1}$ we see that

$$
\frac{\epsilon_{1}}{b_{2}}+\frac{\epsilon_{2} B_{1}}{b_{2}^{2}}=\frac{2}{3} \epsilon<\epsilon .
$$

The case of lower bound may be similarly discussed.
7. Show that the bounds of the aggregate $S$ consisting of the members of both $S_{1}$ and $S_{2}$ are Max. $\left\{B_{1}, B_{1}\right\}, \min .\left\{b_{1}, b_{2}\right\}$.
8. $x, y$ are any two members of a bounded aggregate $S$; show that the upper bound of the aggregate $S_{1}$ of numbers

$$
\text { (i) } x-y . \text { (ii) }|x-y| \text {, }
$$

is the oscillation of $S$.
Let $B, b$ be the bounds of $S$.
(i) Since

$$
\begin{gather*}
x \leqslant \mathrm{~B} \text { and } y \geqslant b \text { or }-y \leqslant-b, \\
x-y \leqslant \mathrm{~B}-6 \tag{i}
\end{gather*}
$$

therefore
where $x-y$ is any member of the aggregate $S_{1}$.
Let $\epsilon$ be any given positive number.
There exist two members $x$ and $y$ of $S_{1}$ such that

$$
x>\mathrm{B}-\frac{1}{4} \in, y<b+\frac{1}{2} \in \text { or }-y>-b-\frac{1}{2} \in
$$

whence we see that there exists a member $x-y$ of $S_{1}$ such that

$$
\begin{equation*}
x-y>B-b-\epsilon . \tag{ii}
\end{equation*}
$$

Thus the oscillation $\mathbf{B}-\boldsymbol{b}$ is the upper bound of the aggregate of numbers $x-y$.
(ii) It is now obvious.
21. Limiting point of an aggregate. Def. A number $\xi$ is said to be a limiting point of an aggregate, if every interval $\left(\xi-\epsilon, \xi+\epsilon^{\prime}\right)$, which cncloses $\xi$, contains an infinite number of members of the aggregate ; $\boldsymbol{\epsilon}, \epsilon^{\prime}$ are any positive numbers.

The limiting points of a set may or may not themselves be members of the set.

Obviously, a finite aggregate cannot have a limiting point; it is only infinite aggregates which may have one, more or even an infinite number of limiting points. Of course, even some infinite aggregates may have no limiting point.

The examples below illustrate the various possibilities.
Ex. Every real number is a limiting point of the aggregate of rational numbers. (Refer \$5.4)

Rational limiting points are members of the aggregate but irrational limiting points are not.

Ex. Every real number is a limiting point of the aggregate of irrational numbers. (Refer §10)

Ex. The aggregate of integers, even though infinite, has no limiting point.
Ex. The aggregate of numbers

$$
1, \frac{1}{2},-\frac{1}{3}, \frac{1}{4}, \ldots \ldots, \frac{1}{n}, \ldots \ldots
$$

has only one limiting point, viz.; 0 , and it does not belong to the aggregate.
Ex. The aggregate

$$
1+\frac{1}{2},-1-\frac{1}{2}, 1+\frac{1}{2},-1-\frac{1}{3}, 1+\frac{1}{3},-1-\frac{1}{4}, \ldots \ldots
$$

has two limiting points, viz. ; 1 and -1 .
Ex. The aggregate of numbers

$$
\frac{1}{m}+\frac{1}{n}+\frac{1}{p},
$$

where $m, n, p$ take up all integral values is the aggregate of numbers

$$
\frac{1}{m}+\frac{1}{n}
$$

and the number 0 .
Ex. Limiting point of any sub-aggregate of an aggregate $\mathbf{S}$ is also a limiting point of $S$.

Ex. $S_{1}, S_{2}$ are two aggregates and an aggregate $S$ consists of the members of $S_{1}$ and $S_{s}$; show that a limiting point of $S$ must be a limiting point of either $S_{1}$ or of $S_{2}$ and conversely.

Ex. Show that the upper bound of an aggregate $S$ which does not have a maximum is a limiting point of S ; state and prove a similar result for lower bounds.

21•1. Weirstrass's theorem on the existence of limiting points.

Every infinite bounded aggregate has atleast one limiting point.
Let $S$ be any infinite bounded aggregate.
Since $S$ is bounded, there exist real numbers $k, K$ such that every member of $S$ belongs to the interval ( $k, \mathbf{K}$ ).

Divide all the numbers into two classes $\mathbf{L}, \mathbf{R}$, putting a number in $L$ if it exceeds only a finite number of members of $S$ and otherwise in $\mathbf{R}$.

Clearly each number has a class. Also $k$ belongs to $L$ and, the aggregate being infinite, $K$ belongs to $\mathbf{R}$ and therefore each class exists. Finally, any number which is less than a member of $L$ can exceed only a finite number of members of S and accordingly it must belong to $L$. Thus the two classes $L, \mathrm{~K}$ determine a section of real numbers. There exists, therefore, a number $g$ separating the two classes. It will now be shown that $g$ is a limiting point of $S$.

Consider any interval ( $g-\epsilon, g+\epsilon^{\prime}$ ) which encloses $g$. Now, $g-\epsilon$ which belongs to $L$ can exceed only a finite number of members of S , and $g+\epsilon^{\prime}$, which belongs to R , must exceed an infinite number of members of $S$ and accordingly there must belong an infinite number of members of $S$ to the interval $\left(g-\epsilon, g+\epsilon^{\prime}\right)$.

Hence $g$ is a limiting point of $S$.


#### Abstract

Ex. A number $c$ is the only limiting point of a bounded atgregate $S$; $I$ is any interval which encloses $c$; show that there can exist, at the most, a finite number of members of $S$ not belonging to I. Construct an example to show that the resulc may not necessarily be true if $S$ is not bounded.


人22. Derived Aggregates. The aggregate consisting of the limiting points, if any, of another aggregate is called the first derivative or simply the derivative of S and is denoted by $\mathrm{S}^{\prime}$. The derivative of $S^{\prime}$ is called the second derivative of $\mathbf{S}$ and is denoted by $\mathrm{S}^{\prime \prime}$. Proceeding thus we may have a number of sets

$$
\mathrm{S}, \mathbf{S}^{\prime}, \mathbf{S}^{\prime \prime}, \ldots \ldots \mathrm{S}^{(n)},
$$

which are the successive derivative of $S$.
If the $n$th derivative $S^{(n)}$ contain only a finite number of members then it has no limiting points and this chain of successive derivatives ceases at $\mathbf{S}^{(n)}$. In such a case when an aggregate possesses only a finite number of derivatives, we say that the aggregate is of first species and otherwise of second species.

Ex. Show that the aggregate of numbers $1 / m+1 / n+1 / p$, where $m, n, p$ take up all integral values is of first species.

Ex. Show that the aggregate of rational numbers is of second species.

### 22.1. Theorem. The derived aggregate of a bounded aggregate is bounded and attains its bounds.

Let $S$ be any bounded aggregate and let its every member belong to an interval ( $k, \mathbf{K}$ ).

Clearly, no limiting point of S, i.e., no member of the derivative $S^{\prime}$ can be less than $k$ or greater than $K$, and accordingly $S^{\prime}$ is bounded. Let $g, G$ be the bounds of $S^{\prime}$. It will now be shown that $g, G$ are themselves members of $S^{\prime}$, i.e., limiting points of $S$.

Let ( $\mathbf{G}-\boldsymbol{\epsilon}, \mathbf{G}+\epsilon^{\prime}$ ) be any interval enclosing $\mathbf{G}$.
Since $\mathbf{G}$ is the upper bound of $S^{\prime}$, therefore there must exist a member $\xi$ of $S^{\prime}$ such that

$$
\mathbf{G}-\boldsymbol{\epsilon}<\xi \leqslant \mathbf{G} .
$$

The interval ( $\mathbf{G}-\boldsymbol{\epsilon}, \mathbf{G}+\epsilon^{\prime}$ ), which encloses the limiting point $\xi$ of $S$, must contain an infinite number of members of $\mathbf{S}$ and accordingly G must be a limiting point of $S$.

It may similarly be shown that $g$ is a limiting point of $S$.
Note. The theorem may also be stated thus : The derived aggregate of $a$ bounded aggregate is bounded and possesses greatest and least members.
$\mathrm{G}, \mathrm{g}$ are the greatest and least limiting points of S .
23. Def. Upper and lower limits. The greatest limiting point $G$ is called the upper limit and the lowest limiting point $g$ the lower limit.
23.1. Two characteristic properties of the upper limit G.

If $\epsilon$ be any positive number, however small, then
(i) an infinite number of members of the aggregate are greater than $\mathbf{G}-\boldsymbol{\epsilon}$;
(ii) a finite number, at the most, of members of the aggregate are greater than $\mathbf{G}+\boldsymbol{\epsilon}$.
23.2. Two characteristic properties of the lower limit g.

If $\in$ be any positive number, however small, then
(i) an infinite number of members of the aggregate are smaller than $g+\epsilon$;
(ii) a finite number, at the most, of members of the aggregate are smaller than $g-\epsilon$.

These properties are easily deducible from the fact that $\mathbf{G}$ and $g$ are the greatest and least limiting points.

Note 1. It is important to remember that for a bounded aggregate $S$, $b \leqslant g \leqslant G \leqslant B$, as may be easily seen.
2. Throughout this book, the maximum, the upper bound and the upper limit of an aggregate will be denoted by M, B, G, respectively similarly the minimum, the lower bound and the lower limit will be denoted by $m, b, g$ respectively.
24. Theorem. For a bounded aggregate,
(i) M, B, G cannot all be different numbers;
also (ii) $m, b, g$ cannot all be different numbers.
(i) Let S be any bounded aggregate.

In case $S$ has a maximum, i.e., if $M$ exists, then

$$
\mathbf{M}=\mathbf{B} .
$$

Now, let $M$ not exist so that $B$ is not a members of $S$. In this case, as will be shown,

$$
G=B .
$$

Consider any interval ( $\mathbf{B}-\boldsymbol{\epsilon}, \mathbf{B}+\boldsymbol{\epsilon}$ ) enclosing $\mathbf{B}$.
No member of $S$ is greater than $B$.
If possible, let only a finite number of members of S lie between $B-\epsilon$ and $B$ so that there will be a greatest of them, say, $\lambda$.

Since $\lambda \neq B$, we see that no member of $S$ is greater than $\lambda$ which is less than the upper bound $\mathbf{B}$ and this is impossible. ( $\$ 20^{\circ} 1$ )

Thus there belong an infinite number of members of $S$ to ( $B-\epsilon, B$ ) and consequently to ( $B-\epsilon, B+\epsilon$ ) and accordingly $B$ is a limiting point.

Thus
If possible, let
$\mathbf{B} \leqslant \mathbf{G}$.
B $<\mathbf{G}$.

Since $B$ is the upper bound, no member of $S$ is greater than $B$ and accordingly $G$ cannot be a limiting point. 'This is a contradiction.

Thus

$$
\mathbf{B}=\mathbf{G}
$$

It may similarly be shown that $m, b, g$ cannot all be different.

## EXAMPLES

1. Construct bounded aggregates for which
(i) $b<g<G<B$.
(ii) $b<g<\mathbf{G}=\mathbf{B}$.
(iii) $b<g=\mathbf{G}<\mathbf{B}$.
(iv) $b<g=\mathbf{G}=\mathbf{B}$.
(v) $b=g<G<B$.
(vi) $b=g<G=B$.
(vii) $b=g=\mathbf{G}<\mathbf{B}$.
(viii) $b=g=\mathbf{G}=1 \mathbf{1}$.

The following aggregates exhibit the above possibilities :-
(i) $1+1 / n,-1-1 / n$.
(ii) $-1-1 / n, 1 / n$.
(iii) $-2,2,-1 / n, 1 / n$
(iv) $-2,-1 / n$.
(v) $-1+1 / n, 1+1 / n$.
(vi) $-1+1 / n, 1-1 / n$.
(vii) $2,-1+1 / n$.
(viii) This case is not possible.

Here $n$ takes up different positive integral values.
The student may construct other aggregates exhibiting the various possibilities.]
2. Construct an aggregate whereof no element lies between its upper and lower limits.
3. Examine the existence and the values of $\mathrm{M}, \mathrm{B}, \mathrm{G} ; m, \boldsymbol{b}, \mathrm{~g}$ for the following aggregates :-
(i) $3,2,\left(2^{n-1}+1\right) / 2^{n},\left(2^{n}-1\right) / 2^{n}$.

(iii) $\frac{4}{8},-\frac{1}{4}, \frac{6}{8},-\frac{9}{8}, \frac{8}{8},-\frac{5}{6}, \frac{10}{8},-\frac{7}{8}, \frac{1}{1} \frac{2}{1}, \ldots \ldots$.
(iv) $0,1, \frac{1}{2}, \frac{1}{8}, \frac{2}{8}, \frac{1}{4}, \frac{9}{4}, \frac{1}{8}, \frac{2}{8}, \frac{8}{8}, \frac{4}{6}, \frac{1}{6}, \frac{5}{8}, \frac{1}{7}, \frac{9}{7}, \frac{3}{7}, \frac{4}{7}, \frac{5}{7}, \frac{8}{7}, \ldots \ldots$.
$\left.\begin{array}{c}\text { (v) } a+n^{(-1)^{n}}, \\ \text { (vi) } a-n^{(-1)^{n}},\end{array}\right\} n$ takes up all positive integral values.

## CHAPTER III

## SEQUENCES

25. Sequences. Any set of numbers
$a_{1}, a_{2}, a_{3}, \ldots \ldots, a_{n}, \ldots \ldots$,
such that to each positive integer $n$ there corresponds a number $a_{n}$, is called a sequence.

The notation $\left\{a_{n}\right\}$ is adopted to denote the sequence whose $n$th member is $a_{n}$. The integer $n$ is known as the suffix of $a_{n}$.

Thus a sequence is an aggregate whose members are arranged so as to correspond to the set of positive integers.
E. G. The sets of numbers
(i) $1, \frac{1}{8}, \frac{1}{8}, \frac{1}{6}, \ldots \ldots, 1 / n, \ldots \ldots$,
(ii) $-1,2,-3,4, \ldots \ldots,(-1)^{n} n, \ldots \ldots$,
(iii) $-1,1,-1,1, \ldots \ldots,(-1)^{n}, \ldots \ldots,-$
(iv) $1,2,3,5,7, \ldots, a_{n}, \ldots \ldots$,
where $a_{n}$ denotes the $n$th prime,
(v) $-2, \frac{8}{2},-\frac{4}{9}, \frac{5}{4},-\frac{6}{5}, \frac{7}{6},-\frac{8}{7}, \frac{9}{8}, \ldots \ldots, a_{n}, \ldots \ldots$,
where $a_{n}=(1+1 / n)$ or $(-1-1 / n)$ according as $n$ is even or odd,
(vi) $\frac{1}{8}, \mathrm{I}_{\frac{7}{7}}, \frac{9}{8} \frac{7}{0}, \ldots \ldots, a_{n}, \ldots \ldots ; \rightarrow 0$
where $a_{n}=\left(\frac{1}{n+1}+\frac{1}{n+2}+\ldots \ldots+\frac{1}{n+n}\right)$,
26. The upper and lower limits of a bounded sequence.

The upper limit $\mathbf{G}$ of a bounded sequence $\left\{a_{n}\right\}$ has the following two characteristic properties:-(Refer $\oint 23 \cdot 1)$

If $\in$ be any positive number however small, then
(i) $G-\epsilon<a_{n}$ for an infinite number of values of $n$;
(ii) there exists a positive integer $m$ such that $a_{n}<\mathbf{G}+\epsilon$, for every positive integral value of $n \geqslant m$.

Here $m$ is any integer greater than the suffix of every member of the sequence (which are finite in number) $>\mathbf{G}+\epsilon$.

The lower limit $g$ of a bounded sequence $\left\{a_{n}\right\}$ possesses the following two characteristic properties :-(Refer §23.2).

If $\in$ be any positive number, however small, then
(i) $a_{n}<g+\epsilon$ for an infinite number of valuee of $n$;
(ii) there exists a positive integer $m$ such that $g-\in<a_{n}$, for every positive integral value of $n \geqslant m$.

Here $m$ is any integer greater than the suffix of every member of the sequence (which are finite in number) $<g-\epsilon$.

The above results follow from §23, or directly from the fact that $\mathbf{G}, g$ are the greatest and the least limiting points respectively of the bounded sequence $\left\{a_{n}\right\}$; their existence having already been established in §22.

Note. If an infinite number of members of a sequence are all equal to the same number, say, $k$ i.e.; if $a_{n}=k$ for an infinite number of values of $n$, then the number $k$ will be considered as a limiting point of $\left\{a_{n}\right\}$. With this understanding it will be seen that every bounded sequence will have atleast one limiting point.

Ex. Find $M, m ; B, b ; G, g$, whichever may exist, for the following equences:
(i) $a_{n}=(-1)^{n} / n$.
(ii) $a_{n}=1+(-1)^{n}$.
(iii) $a_{n}=(-1)^{n}(1+1 / n)$.
(iv) $a_{n}=\left\{\begin{array}{l}(n+1) / n, \text { when } n=3 m ; \\ (n+2) / 2 n, \\ 1 /\left(n^{2}+1,\right. \\ \text { when } n=3 m+1 ;\end{array}\right.$; $n=3 m+2, ~$
$m$ being a positive integer.
(v) $a_{n}=\left(4^{n}+1\right) / 4^{n}$ or $\left(1-4^{n}\right) / 4^{n}$ according as $n$ is even or odd.
(vi) $a_{n}=\left[n+(-1)^{n}\right] / n$.

Ex. Construct a sequence with $\pm 2$ for its bounds and $\pm 1$ for its upper and lower limits such that no member lies bet ween $\pm 1$.
27. Convergent sequences. Def. A bounded sequence $\left\{a_{n}\right\}$ is said to be convergent if it has only one limiting point and this unique limiting point is called the limit of the sequence.

If $l$ be the limit of a convergent sequence $\left\{a_{n}\right\}$, then we say that $\left\{a_{n}\right\}$ converges to the limit $l$ and symbolically write

$$
\underset{n \rightarrow \infty}{\text { lt } a_{n}=l \text {, or } a_{n} \rightarrow l \text { as } n \rightarrow \infty . ~}
$$

It will be seen that a bounded sequence $\left\{a_{n}\right\}$ is convergent if and only if its upper and lower limits are equal.

An important note. It will be well to emphasize that the symbolic statement $\underset{n \rightarrow \infty}{ }$ it $a={ }_{n} l$ is equivalent to the following two assertions :-
(i) The sequence $\left\{a_{n}\right\}$ is convergent.
(ii) The limit of the convergent sequence $\left\{a_{n}\right\}$ is $l$.
271. Theorem. The necessary and sufficient condition for a sequence $\left\{a_{n}\right\}$ to converge to a limit $l$ is that to every positive number $€$, however small, there corresponds a positive integer $m$ such that

$$
\left|a_{n}-l\right|<\epsilon, \text { when } n \geqslant m .
$$

Remarks. Before proceeding to prove this theorem, we observe that the condition implies that if I be any interval $[l-\epsilon, l+\epsilon]$ enclosing $l$, then a finite number of members of the sequence, at the most, can be outside I, i.e., all the members excepting, at the most, a flinite number of them belong to I. Here $m$ denotes any integer greater than the suffix of every member which does not belong to I .

The condition is necessary. Let the sequence $\left\{a_{n}\right\}$ converge to a limit $l$ so that it is bounded and $l$ is its only limiting point.

Let $\in$ be any positive number, however small. There lie, at the most, a finite number of members of $\left\{a_{n}\right\}$ outside $[l-\epsilon, l+\epsilon]$, for, if they were infinite, then the sequence, which is bounded, will have at least one more limiting point which is different from

Let $m$ be any positive integer greater than the suffix of every member which lies outside $[l-\epsilon, l+\epsilon]$. Then we have

$$
l-\epsilon<a_{n}<l+\epsilon, \text { i.e., }\left|a_{n}-l\right|<\epsilon, \text { when } n \geqslant m .
$$

The condition is sufficient. It will firstly be shown that under this condition the sequence is bounded.

Consider any interval, say, $[l-1, l+1]$, which encloses $l$. There exists a positive integer $p$ such that every member of the sequence excepting at the most $a_{1}, a_{2}, \ldots . . a_{p-1}$ belong to this interval. If $k$ be the least and $\mathbf{K}$ be the greatest member of the finite set of numbers
we see that

$$
a_{1}, a_{2}, \ldots \ldots, a_{p-1}, l-1, l+1
$$

$k \leqslant a_{n} \leqslant K$, for every valuc of $n$, so that $\left\{a_{n}\right\}$ is bounded.

Clearly $l$ is a limiting point of $\left\{a_{n}\right\}$ and we have now to show that this is the only limiting point.

If possible, let $l^{\prime} \neq l$, be anyother limiting point.
We enclose $l$ in an interval I so small that $l^{\prime}$ does not belong to it. According to the given condition, a finite number of members, at the most, can lie outside I so that $l^{\prime}$ cannot be a limiting point.

Thus the condition is sufficient also.
Note. It should be carefully noted that a convergent sequence is necessarily bounded.
28. Non-convergent bounded sequences. A bounded sequence $\left\{a_{n}\right\}$ which does not converge is said to oscillate finitely.
29. Unbounded sequences. In the case of sequences, which are not boundcd, we distinguish the following three behaviours.
29.1. Divergence to $\infty$. If to every positive number $\Delta$, however large, there corresponds a positive integer $m$ such that

$$
a_{n}>\Delta, \text { when } n \geqslant m,
$$

then we say that $\left\{a_{n}\right\}$ is divergent and that it tends (or diverges) to $\infty$ as $n$ tends to infinity and, in symbols, write

$$
a_{n} \rightarrow \infty \text { as } n \rightarrow \infty .
$$

29.2. If to every positive number $\Delta$, however large, there corresponds a positive integer $m$ such that

$$
a_{n}<-\Delta, \text { when } n \geqslant m,
$$

then we say that $\left\{a_{n}\right\}$ is divergent and that it tends (or diverges) to $-\infty$ as $n$ tends to infinity and, in symbols, write

$$
a_{n} \rightarrow-\infty \text { as } n \rightarrow \infty .
$$

29.3. If an unbounded sequence does not diverge, i.e., when it neither tends to $\infty$ nor $-\infty$, then we say that it oscillates infinitely.

Ex. Show that a divergent sequence cannot have a mimiting polnt.
Ex. $\left\{a_{n}\right\}$ and $\left\{b_{n}\right\}$ are two sequences; $\left\{a_{n}\right\}$ diverges to $\infty$ and $b_{n}>a_{n}$ for every $n$; show that $b_{n}$ also diverges to infinity.

Ex. The sequence $\left\{a_{n}\right\}$ is divergent and the sequenc, $\left.P_{0}\right\}$ is convergent; show that the sequence $\left\{a_{n}+b_{n}\right\}$ is also divergent.

Ex. Show that a sequence obtained on re-arranging the metrobers of another convergent sequence is also convergent and that the limits are the same.
[A sequence $\left\{b_{n}\right\}$ is said to be obtained on re-arranging the members of the sequence $\left\{a_{n}\right\}$, if every member of either sequence is some member of the other.

The result follows from the fact that the aggregates consisting of the members of such sequences are identical.]

Ex. Prove that lt $\left(\frac{1}{n^{2}}+\underset{n^{2}}{2}+\ldots .+\frac{n}{n^{2}}\right)=\frac{1}{2} \quad \underset{2+2}{n+1}=\frac{1}{2}+\left(\begin{array}{l}1\end{array}\right)$.
Ex. Show that the sequence $\left\{a_{n}\right\}$, where $a_{n}=(-1)^{n}$, does not converge.
Ex. Determine the least valuc of $m$ for which it is true that

$$
\left|\frac{n^{2}+n+1}{3 n^{8}+1}-\frac{1}{3}\right|<\epsilon, \text { when } n \geqslant m,
$$

$\in$ being any positive number.
Now,

$$
\begin{aligned}
\left\lvert\, \begin{aligned}
n^{2}+n+1 \\
3 n^{2}+1
\end{aligned}\right. & =\frac{3 n+2}{313 n^{2}+1}<\frac{3 n+n}{9 n^{2}}, \text { if } n>2 \\
& =\frac{4}{9 n}<\epsilon, \text { if } n>4 / 9 \epsilon .
\end{aligned}
$$

The integer just greater than 2 and $4 / 9 \in$ is the required value of $m$.
For example $m=5$ if $\epsilon=\frac{1}{10}, m=45$, if $\in=\frac{1}{100}$.
It shows that lt $\left[\left(n^{2}+n+1\right) /\left(3 n^{2}+1\right)\right]=1 / 3$.
Ex. Show, with the help of $\$ 27 \cdot 1$, that
(i) $\mathrm{lt} \frac{n}{n+1}=1$.
(ii) $1 \mathrm{n} \begin{aligned} & n^{2}+2 \\ & n^{3}-1\end{aligned}=0$.
(iii) lt $\frac{4 n^{3}+6 n-7}{n^{8}+2 n^{2}+1}=4$.

Ex. Show, with the help of $\S 29$, that
(i) lt $\left(n^{2}-2 n\right)=\infty$.
(ii) It $\left[\left(n^{2}+1\right) /(n+1)\right]=\infty$.
(iii) It $\left[n+(-1)^{n}\right]=\infty$. (iv) lt $\left[\left(2-n^{2}\right) /(n+1)\right]=-\infty$.
(v) $\left\{n(-1)^{n}\right\}$ oscillates infinitely.
30. Instrinsic tests of convergence. The condition, as obtained in $\$ 27 \cdot 1$, answers the question "Is any given number $l$ the limit of a sequence $\left\{a_{n}\right\}$, or is it not." If, with the help of this condition, it be shown that a given number $l$ is not the limit of $\left\{a_{n}\right\}$, then it will not follow that the sequence does not converge; there being another possibility also, viz., that $\left\{a_{n}\right\}$ may converge to a number different from $l$. Thus this condition examines the question of 'Convergence to a number $l$ ' and not that of 'Essential convergence' which question, as will be seeh, is of more frequent occurrence in the theoretical parts of the subject. To this purpose of examining the question of essential convergence are directed two tests which are developed in the following two sub-sections.

30•1. Cauchys' general principle of convergence. The necessary and sufficient condition for the convergence of a sequence $\left\{a_{n}\right\}$ is that to every positive number $\in$, however small, there corresponds a positive intcger $m$ such that

$$
\left|a_{n+p}-a_{n}\right|<\epsilon,
$$

when $n \geqslant m$ and $p$ has any positive integral value.
Observation. The theorem may also be stated as follows:--
The necessary and sufficient condition for the convergence of $\left\{a_{n}\right\}$ is that to every positive number $\in$, however small, there corresponds a member $a_{m}$ of the sequence such that the absolute value of the difference between any two members (not necessary consecutive) which come after $a_{m}$ in the succession

$$
a_{1}, a_{2}, \ldots a_{m} \cdot a_{m+1}
$$

$\qquad$
is less than $\boldsymbol{\in}]$
The condition is necessary. Let the sequence converge and let its limit be $l$. If $\in$ be any positive number, then there exists a positive integer $m$ such that

$$
\left|a_{n}-l\right|<\frac{1}{2} \epsilon, \text { when } n \geqslant m ;
$$

from this we deduce that

$$
\begin{aligned}
\therefore \quad\left|\begin{array}{rl}
\left|a_{n+p}-l\right| & <\frac{1}{l}, \text { when } n \geqslant m \text { and } p \geqslant 0 . \\
a_{n+p}-a_{n} \mid & \\
\therefore & \left.\leqslant\left|\begin{array}{ll}
a_{n+p}-l+l-a_{n} \mid \\
a_{n+p}-l\left|+\left|l-a_{n}\right|\right. \\
&
\end{array} \quad\right| a_{n+p}-a_{n} \right\rvert\,
\end{array}\right|<\epsilon, \text { when } n \geqslant m \text { and } p \geqslant 0 .
\end{aligned}
$$

The condition is sufficient. It will firstly be shown that under this condition, the sequence is bounded.

We give any particular value to $\epsilon$, say, 1. There exists, therefore, a positive integer $r$ such that

$$
\left|a_{n+p}-a_{n}\right|<\epsilon, \text { when } n \geqslant r \text { and } p \geqslant 0,
$$

From this, taking $n=r$, see that

This means that all the members of the sequence $\left\{a_{n}\right\}$, except, perhaps, the finite set of numbers

$$
a_{1}, a_{2}, a_{3}, \ldots a_{r-1},
$$

lie between two fixed numbers $a_{r}-\epsilon$ and $a_{r}+\epsilon$.
If $k$ be the least and $K$ the greatest of the finite set of numbers

$$
a_{1}, a_{3}, a_{3}, \ldots \ldots a_{r-1}, a_{r}-\epsilon, a_{r}+\epsilon,
$$

we see that
$k \leqslant a_{n} \leqslant \mathbf{K}$, for every valuc of $n$, and accordingly $\left\{a_{n}\right\}$ is bounded.

The sequence $\left\{a_{n}\right\}$ has, therefore, at least one limiting point. say, $l$. If possible, let there be another limiting point $l^{\prime}$.

Let $\in$ be any positive number, however small. There exists a positive integer $m$ such that

Also, since $l, l^{\prime}$ are the limiting points, there exist positive integers $m_{1}, m_{2}$ which are both $\geqslant m$ such that

$$
\begin{equation*}
\left|a_{m_{1}}-l\right|<\frac{1}{3} \in,\left|a_{m_{2}}-l^{\prime}\right|<\frac{1}{2} \in . \tag{2}
\end{equation*}
$$

From (1), we have, in particular

$$
\begin{equation*}
\left|a_{m_{2}}-a_{m_{1}}\right|<\frac{1}{8} \epsilon . \tag{3}
\end{equation*}
$$

From (2) and (3), we obtain

$$
\begin{aligned}
\left|l^{\prime}-l\right| & =\left|l^{\prime}-a_{m_{2}}+a_{m_{2}}-a_{m_{1}}+a_{m_{1}}-l\right| \\
& \leqslant\left|l^{\prime}-a_{m_{2}}\right|+\left|a_{m_{2}}-a_{m_{1}}\right|+\left|a_{m_{1}}-l\right| \\
& <\frac{1}{3} \epsilon+\frac{1}{1} \epsilon+\frac{1}{8} \epsilon=\epsilon
\end{aligned}
$$

i.e., $\quad\left|l^{\prime}-l\right|<\epsilon$.

* Thus a non-negative number $\left|l^{\prime}-l\right|$ is less than every positive number $\epsilon$ and accordingly it must be 0 so that $l^{\prime}=l$.

Thus we prove that $\left\{a_{n}\right\}$ is convergent.
[Alternatively, the sufficiency may also be seen in another way as follows:-

Let $l^{\prime}>l$ and let $l^{\prime}-l=3 \epsilon$. The numbers $l+\epsilon$ and '一 $\epsilon$ lie between $l$ and $l$ ' and $l+\epsilon<l^{\prime}-\epsilon$.


There exists a member $a_{m}$ such that every two members of the sequence which appear after $a_{m}$ differ from each other by a number which is less than $\epsilon$. Since $l, l^{\prime}$ are the limiting points, there exist members which appear after $a_{m}$ and lie in the intervals ( $l-\epsilon, l+\epsilon$ ) and ( $l^{\prime}-\epsilon, l^{\prime}+\epsilon$ ) and such members, obviously, differ from each other by a number greater than $\in$. This is a contradiction].

### 80.2. Monotonic Sequences and their convergence.

A sequence $\left\{a_{n}\right\}$ is said to be monotonically increasing
if it is said to be monotonically decreasing if $\quad a_{n+1} \leqslant a_{n}$, for every value of $n$.

A sequence which is monotonically increasing or decreasing is known as a monotonic sequence.

E, G. The sequence $\left\{a_{n}\right\}$, where
(i) $a_{n}=1 / n$, is monotonically decreasing. (i) $a_{n}=-1 / n$, is monotonically decreasing. (iii) $a_{n}=(-1)^{n} / n$, is not monotonic.
30.21. Theorem. The necessary and sufficient condition for the convergence of a monotonic sequence is that it is bounded.

The condition is necessary. This is obvious as a convergent sequence is necessarily bounded.

The condition is sufficient. Let a monotonic sequence $\left\{a_{n}\right\}$ be bounded.

Firstly let it be monotonically increasing and let $B$ be its upper bound. It will be shown that $\mathbf{B}$ is the limit.

Let $\&$ be any positive number, however small.
There exists a member say, $a_{m}$, of the sequence such that

$$
\begin{equation*}
\mathbf{B}-\mathbf{\epsilon}<a_{m} \cdot(\$ 20 \cdot 1) \tag{1}
\end{equation*}
$$

Also, since $a_{n}$ is monotonically increasing,

$$
\begin{equation*}
a_{m} \leqslant a_{n}, \text { when } n \geqslant m . \tag{2}
\end{equation*}
$$

From (1) and (2),

$$
\begin{equation*}
\mathrm{B}-\epsilon<a_{n}, \text { when } n \geqslant m . \tag{3}
\end{equation*}
$$

Also, since $a_{n} \leqslant \mathbf{B}$, therefore $a_{n}<\mathbf{B}+\boldsymbol{\epsilon}$, for every value of $n$, and, in particular

$$
\begin{equation*}
a_{n}<\mathbf{B}+\epsilon, \text { when } n \geqslant m \tag{4}
\end{equation*}
$$

From (3) and (4),

$$
\mathbf{B}-\epsilon<a_{n}<\mathbf{B}+\epsilon, \text { when } n \geqslant m,
$$

so that the sequence $\left\{a_{n}\right\}$ converges, its limit being the upper bound B.

It may similarly be shown that a bounded monotonically decreasing sequence is also convergent ; the limit, in this case. being the lower bound.

Cor. If $K$ be a rough upper bound of a monotonically increasing sequence $\left\{a_{n}\right\}$, then

$$
\text { It } a_{n} \leqslant \mathbf{K} ;
$$

if $k$ be a rough lower bound of a monotonically decreasing sequence, $\left\{b_{n}\right\}$, then

$$
\text { lt } b_{n} \geqslant k
$$

Ex. Show that a monotonic sequence which is not bounded diverges to $\infty$ or $\infty$ according as it is increasing or decreasing.
Let $\left\{a_{n}\right\}$ be a monotonically increasing sequence which is not bounded.
Let $\Delta$ be any positive number, however large.
Since $\left\{a_{n}\right\}$ is not bounded, there exists a member $a_{m}$ of the sequence such that

$$
\begin{equation*}
a_{m}>\Delta . \tag{1}
\end{equation*}
$$

As $\left\{a_{n}\right\}$ is monotonically increasing,

$$
\begin{equation*}
a_{n} \geqslant a_{m}, \text { when } n \geqslant m . \tag{2}
\end{equation*}
$$

From (1) and (2), we deduce that
$a_{n}>\triangle$, when $n \geqslant m$,
wo that $\left\{a_{n}\right\}$ diverges to $\infty$.
The second part may be similarly proved.
Ex. $\left\{a_{n}\right\}$ and $\left\{b_{n}\right\}$ are two convergent sequences; deduce from $\$ 30.1$ that $\left\{a_{n}+b_{n}\right\}$ is also convergent.

Let $\epsilon$ be any positive number.
Since $\left\{a_{n}\right\}$ and $\left\{b_{n}\right\}$ are convergent, there exist positive integers $m_{1}, m_{2}$ such that

$$
\begin{align*}
& \left\lvert\, a_{n+p^{-}}^{-a_{n} \left\lvert\,<\frac{1}{2} \epsilon\right., \text { when } n \geqslant m_{1} \text { and } p \geqslant 0 ;}\right.  \tag{i}\\
& \left|b_{n+p^{2}}-b_{n}\right|<\frac{1}{2} \in \text {, when } n \geqslant m_{2} \text { and } p \geqslant 0 . \tag{ii}
\end{align*}
$$

Let $m=\operatorname{Max}\left(m_{1}, m_{8}\right)$. From (i) and (ii), we deduce that for every $n \geqslant m$ and $p \geqslant 0$,
$\left|a_{n+p}+b_{n+p}-\overline{a_{n}+b_{n}}\right| \leqslant\left|a_{n+p}-a_{n}\right|+\left|b_{n+p}-b_{n}\right|<\frac{1}{2} \epsilon+\frac{1}{2} \in=6$.
Hedce $\left\{a_{n}+b_{n}\right\}$ is convergent.
Ex. If $\left\{a_{n}\right\}$ and $\left\{b_{n}\right\}$ are convergent, then prove that $\left\{a_{n} \cdot b_{n}\right\}$ is alsn convergent.

Ex. Show, with the help of $\S 30 \cdot 1$, that the sequence $\left\{a_{n}\right\}$, where

$$
a_{n}=1+\frac{1}{2}+\frac{1}{3}+\ldots+\frac{1}{n}
$$

not convergent.

Suppose that $\left\{a_{n}\right\}$ is convergent. Taking $\in=1$, we see that there exists a positive integer $m$ such that when $n \geqslant m$ and $p \geqslant 0$.

$$
\left|a_{n+p}-a_{n}\right|=\left|\frac{1}{n+1}+\frac{1}{n+2}+\ldots+\frac{1}{n+p}\right|<\frac{1}{4}
$$

In particular, taking $n=m$, we see that for every value of $p$, we must have

$$
\frac{1}{m+1}+\frac{1}{m+2}+\ldots+\frac{1}{m+p}<\frac{1}{4}
$$

Taking $p=m$ we see that

$$
\frac{1}{m+1}+\frac{1}{m+2}+\cdots+\frac{1}{m+p}>\frac{m}{m+m}=\frac{1}{2}
$$

so that we arrive at a contradiction.
Ex. Show that the sequence $\left\{a_{n}\right\}$, where

$$
a_{n}=\frac{1}{n+1}+\frac{1}{n+2}+\cdots+\frac{1}{n+n}
$$

is convergent.
We have, $\quad a_{n+1}=\frac{1}{n+2}+\frac{1}{n+3}+\ldots+\frac{1}{2 n+2}$,

$$
a_{n+1}-a_{n}=\frac{1}{2 n+1}+\frac{1}{2 n+2}-\frac{1}{n+1}=\frac{1}{(2 n+1)(2 n+2)}>0
$$

so that $\left\{a_{n}\right\}$ is monotonically incrcasing.
We have $a_{n}=\frac{1}{n+1}+\frac{1}{n+2}+\ldots+\frac{1}{n+n}$

$$
<\frac{1}{n+1}+\frac{1}{n+1}+\ldots+\frac{1}{n+1}=\frac{n}{n+1}=1-\frac{1}{n+1}<1
$$

Thus the monotonically increasing sequence $\left\{a_{n}\right\}$ is bounded and ascordingly it is convergent.

Ex. Show that the sequence $\left\{a_{n}\right\}$, where

$$
a_{n}=1+\frac{1}{11}+\frac{1}{12}+\frac{1}{13}+\ldots+\frac{1}{1 n}
$$

is convergent and that

$$
2<\text { lt } a_{n} \leqslant 3 .
$$

Clearly $\left\{a_{n}\right\}$ is monotonically increasing.
Also

$$
\begin{aligned}
a_{n} & <1+1+\frac{1}{2}+\frac{1}{2^{\mathrm{a}}}+\ldots+\frac{1}{2^{n-1}}=1+2\left[1-\left(\frac{1}{2}\right)^{n}\right] \\
& =3-\left(\frac{1}{2}\right)^{n-1}<3, \text { for all } n,
\end{aligned}
$$

so that $a_{n}$ is bounded above.
Hence the result. The second part is obvious.
Bx. Show that the sequence $x^{n}$ is convergent if and only if $-1<x \leqslant 1$.
(i) Let $x>1$. We write $x=1+h$ so that $h$ is positive.

By mathematical induction it may easily be shown that

$$
x^{n}=(1+h)^{n}>1+n h .
$$

Let $\Delta$ be any positive number, however large. We have

$$
1+n h>\Delta, \text { if } n>(\Delta-1) / h .
$$

Taking $m$ as any positive integer $>(\Delta-1) / h$, we see that

$$
x^{n}>\Delta \text { for } n \geqslant m, \text { so that it } x^{n}=\infty
$$

(ii) Let $x=1$. Clearly, in this case, it $x^{n}=1$.
(iii) Let $0<x<1$. We write $x=1 /(1+h$; so that $h$ is positive.

We have

$$
0<x^{n}=1 /(1+h)^{n}<1 /(1+n h)
$$

Let \& be any positive number, however small. We have

$$
1 /(1+n h)<\epsilon, \text { if } n>(1 / \epsilon-1) / h .
$$

Taking $m$ as any integer $>(1 / \epsilon-1) / h$, we see that

$$
0<x^{n}<\in \text { or }\left|x^{n}\right|<\epsilon, \text { for } n \geqslant m
$$

so that It $x^{n}=0$.
(iv) Let $\mathfrak{x}=\mathbf{0}$. Clearly, it $x^{n}=0$.
(v) Let $-1<x<0$. We write $x=-\alpha$ so that $0<\alpha<1$.

We have $\quad\left|x^{n}\right|=\alpha^{n}$.
It now follows from (iii) that it $x^{n}=0$.
(vi) Let $x=-1$. Obviously $x^{n}$ oscillates finitely.
(vii) Let $x<-1$. We write $x=-\alpha$ so that $\alpha>1$.

Now $n \rightarrow \infty$ and, therefore, $x^{n}$ takes values, both positive and negative greater than any assigned number. Hence $x^{n}$ oscillates infinitely.

Ex. Show that $x^{n}$ monotonically decreases if $0<x<1$ and monotonically increases if $x>1$, and hence deduce the result of the previous example.
31. Some fundamental theorems on limits. If $\left\{a_{n}\right\},\left\{b_{n}\right\}$ be two sequences such that, zohen $n \rightarrow \infty$,

$$
\text { lt } a_{n}=A, \text { lt } b_{n}=B
$$

then

$$
\text { (1) } l t\left\{a_{n}+b_{n}\right\}=A+B \text {; }
$$

(2) $l t\left\{a_{n}-b_{n}\right\}=A-B$;
(8) $l t\left\{a_{n}, b_{n}\right\}=A B$;
(4) $l t\left\{a_{n} / b_{n}\right\}=A / B$, if $B \neq 0$.
(1), (2). Let $\in$ be any positive number.

There exist positive integers $m_{1}, m_{2}$ such that

$$
\left\lvert\, \begin{aligned}
& a_{n}-\mathbf{A} \left\lvert\,<\frac{1}{5} \epsilon\right., \text { when } n \geqslant m_{1} \\
& \left|b_{n}-\mathbf{B}\right|<\frac{1}{3} \epsilon, \text { when } n \geqslant m_{2} .
\end{aligned}\right.
$$

Let $m=\operatorname{Max}\left(m_{1}, m_{2}\right)$. Then we see that for every $n \geqslant m$,

$$
\left|a_{n}-\mathbf{A}\right|<\frac{1}{2} \epsilon,\left|b_{n}-\mathbf{B}\right|<\frac{1}{2} \epsilon
$$

Thus for every $n \geqslant m$,

$$
\begin{aligned}
& \left|\overline{a_{n}+b_{n}}-\overline{\mathbf{A}+\mathbf{B}}\right| \leqslant\left|a_{n}-\mathbf{A}\right|+\left|b_{n}-\mathbf{B}\right| \leqslant \frac{1}{6}+\frac{1}{3} \in=\boldsymbol{\epsilon}, \\
& \text { and }\left|a_{n}-b_{n}-\mathbf{A}-\mathbf{B}\right| \leqslant\left|a_{n}-\mathbf{A}\right|+\left|\mathbf{B}-b_{n}\right| \leqslant 1 \epsilon+\frac{1}{} \epsilon=\epsilon \text {, } \\
& \left\{a_{n}+b_{n}\right\} \rightarrow(\mathbf{A}+\mathrm{B}) \text { and }\left\{a_{n}-b_{n}\right\} \rightarrow(\mathrm{A}-\mathrm{B}) .
\end{aligned}
$$

(3). We have, for every value of $n$,

$$
\begin{aligned}
\left|a_{n} b_{n}-\mathbf{A B}\right| & =\left|a_{n}\left(b_{n}-\mathbf{B}\right)+\mathbf{B}\left(a_{n}-\mathbf{A}\right)\right| \\
& \leqslant\left|a_{n}\right|\left|b_{n}-\mathbf{B}\right|+|\mathbf{B}|\left|a_{n}-\mathbf{A}\right|
\end{aligned}
$$

Since $\left\{a_{n}\right\}$ is convergent, there exists a number $K$ such that
$\left|a_{n}\right|<K$, for every value of $n$.
Thus $\left|a_{n} b_{n}-\mathbf{A B}\right| \leqslant \mathbf{K}\left|b_{n}-\mathbf{B}\right|+\{|\mathbf{B}|+1\}\left|a_{n}-\mathbf{A}\right|$, for every $n$.

Let $\in$ be any positive number. There exist positive integers $m_{1}, m_{2}$ such that

$$
\begin{align*}
& \left|b_{n}-\mathbf{B}\right|<\epsilon / 2 K, \text { for } n \geqslant m_{1}  \tag{ii}\\
& \left|a_{n}-\mathbf{A}\right|<\epsilon / 2\{|\mathbf{B}|+1\}, \text { for } n \geqslant m_{2} \tag{iii}
\end{align*}
$$

Let

$$
m=\operatorname{Max.}\left(m_{1}, m_{2}\right)
$$

From (i), (ii) and (iii), we deduce that for every $n \geqslant m$,

$$
\left|a_{n} b_{n}-\mathbf{A B}\right|<\epsilon
$$

so that

$$
\left\{a_{n} b_{n}\right\} \rightarrow \mathbf{A B}
$$

Note. If in $i$ ). we had not introduced $|\mathbf{B}|+1$ in place of $|\mathbf{B}|$, then in (iii), we would have to render $\left|a_{n}-\mathbf{A}\right|<\in / 2|B|$, which will fail if $B=0$ and thus the proof, as given, will hold only if $B \neq 0$, It is to include this case that we had introduced this artifice, for $|\mathbf{B}|+1$ cannever be 0 .
(4) We have, for every value of $n$,

$$
\begin{align*}
\left|\frac{a_{n}}{b_{n}}-\frac{\mathbf{A}}{\mathbf{B}}\right| & \left.=\frac{\mathbf{B}\left(a_{n}-\mathbf{A}\right)-\mathbf{A}\left(b_{n}-\mathbf{B}\right)}{\mathbf{B} b_{n}} \right\rvert\, \\
& \leqslant \frac{\mathbf{B}| | a_{n}-\mathbf{A}|+|\mathbf{A}|| b_{n}-\mathbf{B}}{|\mathbf{B}|\left|b_{n}\right|} \tag{iv}
\end{align*}
$$

Since $\left\{b_{n}\right\} \rightarrow \mathrm{B} \neq 0$, there exists a positive integer $m_{1}$ such that when $n \geqslant m_{1}$,

$$
\text { or } \quad|\mathbf{B}|-\left|b_{n}-\mathbf{B}\right|<\frac{1}{3}|\mathbf{B}|, ~, \left.~ b b_{n}-\mathbf{B}\left|<\frac{1}{2}\right| \mathbf{B} \right\rvert\,
$$

$$
\begin{equation*}
\text { i.e., } \quad \frac{1}{2}|\mathrm{~B}|<\left|b_{n}\right| \tag{v}
\end{equation*}
$$

From ( $i v$ ) and (v), we see that for every $n \geqslant m_{1}$,

$$
\begin{aligned}
\left|\frac{a_{n}}{b_{n}}-\frac{\mathbf{A}}{\mathbf{B}}\right| & \leqslant \frac{|\mathbf{B}|\left|a_{n}-\mathbf{A}\right|+|\mathbf{A}|\left|b_{n}-\mathbf{B}\right|}{\frac{1}{2}|\overline{\mathbf{B}}| \frac{2}{2}} \\
& \left.=\frac{\mathbf{2}}{|\mathbf{B}|}\left|a_{n}-\mathbf{A}+\frac{|\mathbf{A}|}{|\mathbf{B}|^{2}}\right| b_{n}-\mathbf{B} \right\rvert\, \\
& \leqslant \frac{\mathbf{2}}{|\mathbf{B}|}\left|a_{n}-\mathbf{A}\right|+\mathbf{2} \frac{|\mathbf{A}|+1}{|\mathbf{B}|^{2}}\left|b_{n}-\mathbf{B}\right| . \text { (vi) }
\end{aligned}
$$

Let $\in$ be any positive number, however small. There exist positive integers $m_{2}$ and $m_{3}$ such that for every $n \geqslant m_{2},\left|a_{n}-\mathbf{A}\right|<\frac{1}{2}|\mathbf{B}| \epsilon, i . e ., \frac{2}{|\mathbf{B}|}\left|a_{n}-\mathbf{A}\right|<\underset{2}{\epsilon}$.(vii) for every $n \geqslant m_{3},\left|b_{n}-\mathbf{B}\right|<\frac{1}{4} \left\lvert\, \frac{|\mathrm{B}|^{2} \epsilon}{|\mathrm{~A}|^{2}}\right.$,

$$
\text { i.e., } \frac{2|\mathbf{A}|+1}{|\mathbf{B}|^{2}}\left|b_{n}-\mathbf{B}\right|<\frac{\epsilon}{2} . \text { (viii) }
$$

Let $m=\operatorname{Max} .\left(m_{1}, m_{2}, m_{3}\right)$.
From (vi), (vii) and (viii), we deduce that for every $n \geqslant m$,

$$
\left|\frac{a_{n}}{b_{n}}-\frac{\mathbf{A}}{\mathbf{B}}\right|<\epsilon,
$$

so that $\left\{a_{n} / b_{n}\right\} \rightarrow A / B$ as $n \rightarrow \infty$.
Note. As a particular case of the theorems proved above, we note that if the sequences $\left\{a_{n}\right\},\left\{b_{n}\right\}$ be convergent, then the sequ-
ences $\left\{a_{n} \pm b_{n}\right\},\left\{a_{n}, b_{n}\right\}$ are also convergent ; further if it $b_{n} \neq 0$, then $\left\{a_{n} / b_{n}\right\}$ is also convergent.

The converse however may not be true as the following examples show :
(i) Taking $a_{n}=(-1)^{n+1}$ and $b_{n}=(-1)^{n}$, we see that $\left\{a_{n}+b_{n}\right\}$ is convergent but $\left\{a_{n}\right\}$ and $\left\{b_{n}\right\}$ are not.
(ii) For $a_{n}=(-1)^{n}, \quad b_{n}=(-1)^{n},\left\{a_{n}-b_{n}\right\},\left\{a_{n} . b_{n}\right\},\left\{a_{n} / b_{n}\right\} \quad$ all converge, but $\left\{a_{n}\right\}$ and $\left\{b_{n}\right\}$ do not.
32. Theorem. $\left\{a_{n}\right\},\left\{b_{n}\right\},\left\{c_{n}\right\}$ are three sequences such that
(i) $a_{n} \leqslant b_{n} \leqslant c_{n}$, for every value of $n$;
(ii) It $a_{n}=$ It $c_{n}=l$;

Then

$$
\text { lt } b_{n}=l
$$

Let $\in$ be any positive number. There exists a positive integer $m$ such that, for every value of $n \geqslant m$,

$$
\begin{align*}
& l-\epsilon<a_{n}<l+\epsilon,  \tag{ii}\\
& l-\epsilon<c_{n}<l+\epsilon . \tag{iii}
\end{align*}
$$

From (i), (ii) and (iii), we deduce that

$$
l-\epsilon<b_{n}<l+\epsilon, \text { for } n \geqslant m
$$

Hence

$$
\left\{b_{n}\right\} \rightarrow l .
$$

## EXAMPLES

1. $\left\{a_{n}\right\} \rightarrow 0$ and $\left\{b_{n}\right\}$ oscillates finitely; show that $\left\{a_{n} b_{n}\right\} \rightarrow 0$.
2. $\left\{a_{n}\right\}$ is convergent and $\left\{b_{n}\right\}$ divergent; show that $\left\{a_{n} / b_{n}\right\} \rightarrow 0$.
3. If $\left\{a_{n}\right\}$ is convergent and $\left\{b_{n}\right\}$ divergent, then $\left\{a_{n}+b_{n}\right\}$ is divergent.
4. If $\left\{a_{n}\right\} \rightarrow a$, then $\left\{\left|a_{n}\right|\right\} \rightarrow|a|$.
(It follows from the inequality $\left|\left|a_{n}\right|-|a|\right| \leqslant\left|a_{n}-a\right|$ ).
5. If $\left\{a_{n}\right\} \rightarrow \infty$ and $b_{n} \geqslant a_{n}$ for all $n$, then $b_{n} \rightarrow \infty$.
6. It $a_{n}=a$ and $b$ is a number such that $a^{n}<b$, for all $n$, show that $a \leqslant b$.
7. It $a_{n}=a$ and $c$ is a number such that $c \leq a^{n}$, for all $n$; show that $c \leqslant a$.
8. An important limit. The number e. To show that the sequence $(1+1 / n)^{n}$ is convergent.

We have, by the binomial theorem,

$$
\begin{align*}
a_{n}= & (1+1 / n)^{n} \\
= & 1+n \cdot \frac{1}{n}+\frac{n(n-1}{\mid 2} \cdot \frac{1}{n^{2}}+\ldots \ldots+\frac{n(n-1)(n-2) \ldots \ldots 1}{\mid n} \cdot \frac{1}{n^{n}} \\
= & 1+1+\frac{1}{\left\lvert\, \frac{2}{\mid n}\right.}\left(1-\frac{1}{n}\right)+\ldots \ldots \\
& \quad+\frac{1}{\mid n}\left(1-\frac{1}{n}\right)\left(1-\frac{2}{n}\right) \ldots \ldots\left(1-\frac{n-1}{n}\right) \quad(1) \tag{1}
\end{align*}
$$

From this we casily deduce that $\left\{a_{n}\right\}$ is a monotonically increasing sequence. From (1),

$$
\begin{equation*}
a_{n} \leqslant 1+1+\frac{1}{\square 2}+\ldots+\frac{1}{\underline{n}}=b_{n}, \text { say } \tag{2}
\end{equation*}
$$

As shown in an Ex. on P. 42,

$$
b_{n} \leqslant 3, \text { for all } n .
$$

Thus $\left\{a_{n}\right\}$ is convergent.
The limit of this convergent sequence $(1+1 / n)^{n}$ is denoted by e.
[It is interesting to note that lt $b_{n}=1 \mathrm{lt} a_{n}$. From (2),

$$
\begin{equation*}
e=\mathrm{lt} a_{n} \leqslant \mathrm{lt} b_{n}=b \text {, say. } \tag{3}
\end{equation*}
$$

Again, if $m$ is any integer $>n$, we deduce from (1),

$$
\begin{equation*}
a_{m}>1+1+\frac{1}{2}\left(1-\frac{1}{m}\right) \cdots+\frac{1}{n}\left(1-\frac{1}{m}\right) \cdots\left(1-\frac{n-1}{m}\right) . \tag{4}
\end{equation*}
$$

Keeping $n$ fixed and letting $m \rightarrow \infty$, we obtain from (4),

$$
\begin{align*}
e & \geqslant b_{n} . \\
b=\text { lt } b_{n} & \leqslant e .  \tag{5}\\
e & =b .
\end{align*}
$$

Therefore
From (3) and (5),
34. Infinite series. Its convergence and sum. If $\left\{a_{n}\right\}$ be any given sequence, then a symbol of the form

$$
\sum_{n=1}^{\infty} a_{n},
$$

i.e., $\quad a_{1}+a_{2}+a_{3}+\ldots \ldots+a_{n}+\ldots \ldots$
is called an infinite series.
This infinite series is said to be convergent, if the sequence $\left\{S_{n}\right\}$, where $S_{n}$ denotes the sum

$$
a_{1}+a_{2}+a_{3}+\ldots \ldots+a_{n},
$$

is convergent, and it $S_{n}$, in case it exists, is said to be the sum of the series.

The series is said to be divergent (or oscillatory) if the sequence $\left\{S_{n}\right\}$ is divergent (or oscillatory). The question of the sum of such a series does not arise.

Note. If we add the first two terms of an inflnite series, and then add the sum so obtained to the third, and thus go on adding each term to the sum of the previous terms, we see that, as there is no last term of the series, the process will never be completed. In the case of a finite series, this process of addition will be completed at some stage, however large a number of terms the series may consist of. Thus, in the ordinary sense, the expression "Sum of an infinite series" has no meaning. The notion of limit has, therefore, been employed to give a meaning to this expression.

## EXAMPLES

1. Show that the infinite geometrical series

$$
\sum_{n=0}^{\infty} x^{n},
$$

is convergent, if and only if $|x|<1$.
2. Show that the series $\Sigma a_{n}$, where $a_{n}=(-1)^{n}$ is not convergent.
3. Show that the following series are convergent; also find their sum :-

> (i) $\frac{1}{1.2}+\frac{1}{2.3}+\frac{1}{3.4}+\ldots \ldots+\frac{1}{n(n+1)}+\ldots \ldots$
> (ii) $\frac{1}{1.2 .8}+\frac{1}{2.8 .4}+\frac{1}{3.4 .5}+\ldots \ldots+n(n+1)(n+2)+\ldots \ldots$
> (iii) $1+2 x+8 x^{2}+\ldots \ldots+n x^{n-1}+\ldots \ldots,|x|<1$.
4. Show that

$$
\sum_{n=0}^{\infty}(-1)^{n} \frac{2 n+3}{(n+1)(n+2)}=1
$$

5. Show that

$$
\begin{aligned}
& \infty \\
& \underset{1}{\infty} \frac{n^{2}+9 n+5}{(n+1)(2 n+3)(2 n+5)(n+4)}=\frac{5}{36} . \quad(\text { M.T. })
\end{aligned}
$$

6. Show that the arithmetic series

$$
a+(a+d)+(a+2 d)+\ldots \ldots+(a+n d)+\ldots \ldots
$$

is always divergent, except when $a, b$ are both zero.
7. A series $\Sigma a_{n}$ is convergent and $k$ is a constant; show that the series $\Sigma k a_{n}$ is also convergent.
8. A series $\Sigma a_{n}$ is given; a sequence $\left\{b_{n}\right\}$ is deflined such that $b_{n}=a_{m+n} ; m$ being a given positive integer ;
show that the series $\Sigma a_{n}$ and $\Sigma b_{n}$ have the same behaviour in relation to convergence or otherwise.
9. $\Sigma a_{n}, \Sigma b_{n}$ are two convergent series, $S_{1}, S_{1}$ being their sums; show that the series $\Sigma\left(a_{n}+b_{n}\right)$ is also convergent and its sum is equal to $S_{1}+S_{2}$.
10. Show that a sequence $\left\{a_{n}\right\}$ is convergent if and onty if the series $\Sigma\left(a_{n+1}-a_{n}\right)$ is convergent.

## 35. Convergence of an infinite series.

35.1. Cauchy's general principle of convergence of a series. The necessary and sufficient condition for the convergence of an infinite series $\Sigma a_{n}$ is that to every positive number $\epsilon$, however small, there corresponds a positive integer $m$ such that

$$
\left|a_{n+1}+a_{n+2}+\ldots \ldots+a_{n+p}\right|<\epsilon,
$$

for every $n \geqslant m$ and every $p \geqslant 0$.
We write

$$
\mathrm{S}_{n}=a_{1}+a_{2}+\ldots \ldots+a_{n} .
$$

From §30.1, the necessary and sufficient condition for the convergence of $\left\{S_{n}\right\}$, i.e., of $\Sigma a_{n}$ is that to every positive number $\epsilon$. however small, there corresponds a positive integer $m$ such that, for every $n \geqslant m$ and every $p \geqslant 0$,

$$
\begin{array}{cc} 
& \left|\mathrm{S}_{n+p}-\mathrm{S}_{n}\right|<\epsilon, \\
\text { i.e., } & \left|a_{n+1}+a_{n+2}+\ldots \ldots+a_{n+p}\right|<\epsilon .
\end{array}
$$

35.2. Convergence of a positive term series. The necessary and sufficient condition for the convergence of a series $\sum a_{n}$, whose terms $a_{n}$ are all $\geqslant 0$, is that there exists a positive constant $K$ such that

$$
S_{n}=a_{2}+a_{2}+\ldots \ldots+a_{n}<K
$$

for every $n$, i.e., $S_{n}$ is bounded above.

The result follows from the fact that if every $a_{n} \geqslant 0$, then the sequence $\left\{S_{n}\right\}$ is monotonically increasing and will, therefore, be convergent if and only if it is bounded above. ( $\$ 30^{\circ} 2$ ).

Ex. Show that the series

$$
1-\frac{1}{2}+\frac{1}{3}-\frac{1}{4}+\frac{1}{5}-\frac{1}{6}+\ldots \ldots+\frac{(-1)^{n+1}}{n}+\ldots . .
$$

is convergent.
This is not a positive term series.
It is easy to see that

$$
\frac{1}{n+1}-\frac{1}{n+2}+\frac{1}{n+3}-\frac{1}{n+4}+\ldots \ldots+\frac{(-1)^{p+1}}{n+p}
$$

is positive and less than $1 /(n+1)$.
Let $\in$ be any positive number. We have
if

$$
\begin{aligned}
\left|S_{n+p}-S_{n}\right| & =\left|\frac{1}{n+1}-\frac{1}{n+2}+\ldots \ldots+\frac{(-1)^{p+1}}{n+p}\right| \\
& =\frac{1}{n+1}-\frac{1}{n+2}+\ldots \ldots+\frac{(-1)^{p+1}}{n+p}<\frac{1}{n+1}<\epsilon . \\
& n>(1 / \epsilon-1) .
\end{aligned}
$$

Let $m$ be any integer greater than (1/c-1). Then we have

$$
\left|\mathrm{S}_{n+p}-\mathrm{S}_{n}\right|<\epsilon, \text { for } n \geqslant m \text { and } p \geqslant 0 .
$$

Hence the series converges.
Ex. Show that the series

$$
1+\frac{1}{2}+\frac{1}{3}+\frac{1}{4}+\frac{1}{5}+\ldots \ldots+\frac{1}{n}+\ldots \ldots
$$

does not converge.
This is a positive term series.
Suppose that it converges. There exists a positive integer $m$ such that for every $n \geqslant m$, and every $p \geqslant 0$,

$$
\left|\frac{1}{n+1}+\frac{1}{n+2}+\ldots \ldots+\frac{1}{n+p}\right|<\frac{1}{4}, \quad(\text { Taking } \epsilon=1 / 4)
$$

In particular taking $n=m$ and $p=m$, we see that

$$
\frac{1}{m+1}+\frac{1}{m+2}+\ldots \ldots \cdot \frac{1}{2 m}>\frac{m}{2 m}=\frac{1}{2}
$$

Thus we have a contradiction. Hence the series does not converge.

## Appendix

36. The meaning of $a^{x}$, when $a>0$, and $x$ is any rational number. When $x$ is a positive integer, the symbol $a^{\prime \prime}$ denotes the product

$$
\text { a.a.a.a......a, ( } x \text { times) }
$$

and when $x$ is a negative integer so that $-x$ is a positive integer, we have

$$
a^{0}=1 / a^{-x}
$$

Thus the concepts of multiplication and division (\$§11,12) are all that we require in order to define $a^{x}$, when $x$ is any integer.

The theorem below is fundamental for giving a meaning to the symbol $a^{\Delta}$ when $x$ is any rational number, and $a$ is positive.
36.1. Theorem. If $m$ is a positive integer, and a, any given positive number, then the equation

$$
\begin{equation*}
x^{m}=a, \tag{i}
\end{equation*}
$$

in $x$, has one and only one positive root.
Divide all the real numbers into two classes $L$ and $R$, putting (i) all the negative numbers, (ii) zero, (iii) all the positive numbers $x$ such that $x^{n} \leqslant a$, in L and all the others in R .

Clearly every number has a class The class $\mathbf{R}$ exists, for any number $k$ which is greater than $a$ as well as 1 belongs to $\mathbf{R}$. Also if $y$ be any positive number less than a member $x$ of $L$, we have $y^{m}<x^{m} \leqslant a$ and accordingly $y$ belongs to $L$. Thus the classes $L$, IR determine a section of real numbers. Let B be the number which divides the two classes.

Clearly $B$ cannot be negative. If possible, let $B=0$ so that $1 / n$ which is $>B=0$, belongs to $R$, and accordingly

$$
\begin{equation*}
(1 / n)^{m}>a, \tag{ii}
\end{equation*}
$$

$n$ being any positive integer.
If $n \rightarrow \infty$, we obtain, from (1), $0 \geqslant a$, so that we have a contradiction.

Thus B is necessarily positive.
It will be shown that

$$
\mathrm{B}^{m}=a .
$$

For every positive integral value of $n, \mathrm{~B}-1 / n$ belongs to L and $B+1 / n$ to $R$ so that we have

$$
\begin{equation*}
(\mathbf{B}-\mathbf{1} / n)^{m} \leqslant a<(\mathbf{B}+\mathbf{1} / \boldsymbol{n})^{m} . \tag{iii}
\end{equation*}
$$

Let $n \rightarrow \infty$. We obtain, from (iii),
so that

$$
\begin{gathered}
\mathbf{B}^{\prime \prime} \leqslant a \leqslant \mathbf{B}^{m} \\
\mathbf{B}^{\prime \prime}=a .
\end{gathered}
$$

Thus B is the positive root of $x^{n}=a$. If possible, let $\mathrm{B}^{\prime}$ be another positive root. From

$$
\begin{aligned}
\mathbf{B}^{\prime} & \gtrless \mathbf{B}, \\
\mathbf{B}^{\prime m} & \gtrless \mathbf{B}^{m},
\end{aligned}
$$

we deduce
and so $\mathbf{B}^{n}, \mathbf{B}^{\prime m}$ cannot both be equal to the same number.
Def. The unique positive root of the equation
(i) $\quad x^{m}=a, \quad(a>0, m$, any positive integer $)$ is symbollically written as

$$
a^{1 / m} o_{r} \stackrel{m}{\sqrt{2} a},
$$

and is called the mth root of $a$.
Note. If $a>0$, and $m$ is even, the equation ( $i$ ) possesses a negative root -B also ; but if $m$ is odd, it cannot, obviously, have any negative root.

If $a<0$, and $m$ is even, the equation cannot, obviously, have any root, positive or negative, but if $m$ is odd, it has no positive root but has a negative root $-B$, where $B$ is the positive root of $x^{m}=-a$.

To avoid this ambiguity and indefiniteness, we will always take the base $a$ positive, and the symbol $a^{1 / m}$ will, then, always denote the positive root of (i).

Def. If $x$ is a rational number $n / m$, where $m$ is positive, then by def.,
a being positive.

$$
a^{n / m}=(\sqrt[m]{a})^{n} ;
$$

By def., $a^{0}=1$.
(The following examples are to be considered as a part of the text).

Ex. 1. Prove that $\quad\left(\boldsymbol{m}^{\prime} a\right)^{n}=\boldsymbol{m}^{\prime}\left(a^{n}\right)$.
Ex. 2. $x, y$ are any rational numbers and $a$ is positive; show that

$$
\text { (i) } a^{x} . a^{y}=a^{z+y} . \quad \text { (ii) }\left(a^{x}\right)^{y}=a^{x y} \text {. }
$$

(Reduce $x, y$ to a common denominator).
Ex. 3. $a, b$ are two positive real numbers and $x$ is a rational number ; show that

$$
(a b)^{x}=a^{x} \cdot b^{x}
$$

Ex. 4. $x, y$ are two rational numbers such that $x>y$; show that

$$
a^{x} \gtrless a^{\nu}, \text { according as } a \gtrless 1 \text {. }
$$

Ex. 5. $x$ is any positive rational number ; show that

$$
\stackrel{>}{a^{x}=1, \text { according as } \stackrel{>}{<} \underset{<}{<} .}
$$

Ex. 6. $a, b$ are positive numbers, and $x$ is any positive rational number ; show that

$$
a^{x} \gtrless b^{x} \text { according as } a \gtrless b \text {. }
$$

Ex. 7. Show that

$$
l t \sqrt[n]{a}=1, \text { when } n \rightarrow \infty . \quad(a>0)
$$

For $a=1$, the result is obvious.
Let $a>1$. We write

$$
\sqrt[n]{a}=1+h_{n}
$$

so that $h_{n}>0$. We know that

$$
\begin{array}{ll} 
& \left(1+h_{n}\right)^{n}>1+n h_{n} . \\
\therefore & a=\left(1+h_{n}\right)^{n}>1+n h_{n}, \\
\text { or } & 0<h_{n}<(a-1) / n .
\end{array}
$$

Let $\in$ be any positive number. There exists a positive integer $m$ such that $(a-1) / n<\epsilon$, for $n \geqslant m$. Thus, we have

$$
\begin{gathered}
-\epsilon<0<h_{n}<(a-1) / n<\epsilon, \text { for } n \geqslant m \\
|\sqrt[n]{ } a-1|=\left|h_{n}\right|<\epsilon, \text { for } n \geqslant m .
\end{gathered}
$$

Hence the result.
If $a<1$, we write $a=1 / b$ so that $b>1$.
$\therefore \quad \sqrt[n]{a}=1 / \sqrt[n]{b}$ and the result now follows.
Ex. 8. Show that $l t a^{-1 / n}=1$.
Ex. 9. $\left\{x_{n}\right\}$ is any sequence of rational numbers such that $l t x_{n}=0$, when $n \rightarrow \infty$; show that

$$
a^{x_{n} \rightarrow 1, \text { when } n \rightarrow \infty . \quad(a>0)}
$$

There exists a positive integer $m$ such that for $n \geqslant m, a^{1 / n}$ and $a^{-1 / n}$ both lie between $1-\epsilon$ and $1+\epsilon$ and, in particular, $a^{1 / m}$ and $a^{-1 / m}$ lie between $1-\epsilon$ and $1+\epsilon$.

Since lt $x_{n}=0$, there exists a positive integer $m_{1}$ such that for $n \geqslant m_{1}$,

$$
-1 / m<x_{n}<1 / m .
$$

$\therefore \quad a^{x_{n}}$ lies between $a^{1 / m}$ and $a^{-1 / m}$ for $n \geqslant m_{1}$.
Thus we see that there exists a positive integer $m_{1}$ such that for $n \geqslant m_{1}, a^{x_{n}}$ lies between $1-\epsilon$ and $1+\epsilon$.

Hence the result.
36.2. Powers with arbitrary real indices. To dcfine $a^{x}$, when, a, is any positive real number and, $x$, any real number.

Let $\left\{x_{n}\right\}$ be *any monotonically increasing sequence of rational numbers such that

$$
\text { lt } x_{n}=x \text {. }
$$

If $a>1$, the sequence $a^{x_{n}}$ is monotonically increasing and bounded above in as much as $a^{x_{n}}<a^{k}$, where $k$ is any rational number greater than $x$. Thus the sequence $\left\{a^{x_{n}}\right\}$ is convergent.

If $a<1$, the scquence $a^{x_{n}}$ is monotonically decreasing and bounded below in as much as $a^{x_{n}}>0$. Thus $\left\{a^{x_{n}}\right\}$ is convergent.

Let, now, $\left\{x^{\prime}{ }_{n}\right\}$ be any convergent sequence such that

$$
\text { lt } x_{n}^{\prime}=x .
$$

The sequence $\left\{x_{n}^{\prime}-x_{n}\right\} \rightarrow 0$ and, therefore, the sequence

$$
a^{\left\{x_{n}^{\prime}-x_{n}\right\}} \rightarrow 1
$$

(Ex. 9, Page 50).
Now,

$$
a^{x^{\prime}{ }_{n}}=a^{x_{n}^{\prime}-x_{n}} \cdot a^{x_{n}} .
$$

We have

$$
\text { lt } a^{x^{\prime} n}=\operatorname{lt} a^{x_{n}^{\prime}-x_{n}} \text {.lt } a^{x_{n}}=1.1 \mathrm{lt} a^{x_{n}}=\operatorname{lt} a^{x_{n}} .
$$

Thus we see that $\left\{a^{x^{\prime}{ }_{n}}\right\}$ is convergent and its limit is the same as that of the convergent sequence $\left\{a^{x_{n}}\right\}$.

This discussion justifies the following definition of $a^{a}$ : 一
If $a>0$, and $x$ is any real number, then $a^{x}$ is defined as the limit of $\left\{a^{x_{n}}\right\}$, where $\left\{x_{n}\right\}$ is any sequence of rational numbers with $x$ as its limit.

Of course, it has already been shown that $\left\{a^{x_{n}}\right\}$ is convergent and its limit is the same whatever be the sequence $\left\{x_{n}\right\}$, provided lt $\alpha_{n}=\alpha$.

* One such sequence arises if we take $x_{n}$ as any rational number such that

$$
x-\frac{1}{n}<x_{n}<x-\frac{1}{n+1} .
$$

Note. The laws of indices, viz.,

$$
a^{x} \cdot a^{y}=a^{x+y},(a b)^{x}=a^{x} \cdot b^{x},\left(a^{x}\right)^{y}=a^{x y},
$$

may easily be shown to remain valid when $x, y$ are any real numbers and $a>0$.

For example. let $\left\{x_{n}\right\},\left\{y_{n}\right\}$ be any two sequences such that

$$
\text { It } x_{n}=x \text {, lt } y_{n}=y \text {, }
$$

so that

$$
\text { It }\left(x_{n}+y_{n}\right)=x+y, \text { lt }\left(x_{n} y_{n}\right)=x y .
$$

We have

$$
a^{x_{n}} \cdot a^{y_{n}}=a^{x_{n}+y_{n}} .
$$

Taking limits, when $n \rightarrow \infty$, we obtain

$$
a^{x} \cdot a^{y}=a^{x+y} .
$$

37. Theorem. If $x$ be any real number and, $r, s$, two rational numbers such that

$$
\begin{gathered}
r<x<s, \\
a^{r} \lessgtr a^{x} \lessgtr a^{s}, \text { if } a \gtrless 1 .
\end{gathered}
$$

then
Let $a>1$. Let $\left\{x_{n}\right\}$ be any sequence of rational numbers such that $\left\{x_{n}\right\} \rightarrow x$. Consider any pair $r^{\prime}, s^{\prime}$ of rational numbers such that

$$
r<r^{\prime}<x<s^{\prime}<s .
$$

As $\left(r^{\prime}, s^{\prime}\right)$ is an interval which encloses $x$, there exists a positive integer $m$ such that

$$
r^{\prime}<x_{n}<s^{\prime}, \text { when } n \geqslant m
$$

$$
\therefore \quad a^{r^{\prime}}<a^{x_{n}}<a^{s^{\prime}} \text { when } n \geqslant m . \quad \text { (Ex. 4, Page 50). }
$$

Let $n \rightarrow \infty$, so that we obtain

$$
a^{{ }^{\prime \prime}} \leqslant a^{x} \leqslant a^{8^{\prime}} .
$$

But we know that

$$
a^{r}<a^{r^{\prime}} \text { and } a^{8^{\prime}}<a^{8}
$$

$$
\therefore \quad a^{r}<a^{x}<a^{8} \text {. }
$$

The case, when $a<1$, may be similarly discussed.
37.1. Cor. If $x, y$ are two real numbers such that

$$
\begin{gathered}
x<y, \\
a^{x} \lessgtr a^{y}, \text { if } a \gtrless 1 .
\end{gathered}
$$

then
Let $r$ be any rational number such that

$$
x<r<y .
$$

Then

$$
a^{\tau} \lessgtr a^{r} \lessgtr a^{\nu}, \text { according as } a \gtrless 1,
$$

or $\quad a^{x} \lessgtr a^{\nu}$, according as $a \gtrless 1$.
38. Theorem. If $\left\{a_{n}\right\}$ is any convergent sequence of real numbers such that

$$
l t\left\{a_{n}\right\}=a,
$$

then

$$
\text { lt } a^{a_{n}}=a^{a} . \quad(a>0)
$$

To each number $a_{n}$, we can associate a pair of rational numbers $r_{n}$ and $r_{n}+1 / n$ such that

|  | $r_{n}<a_{n}<r_{n}+1 / n$, |
| :--- | ---: |
| or | $0<a_{n}-r_{n}<1 / n$. |
| $\therefore$ | lt $\left(a_{n}-r_{n}\right)=0$, |
| or | lt $r_{n}=$ lt $a_{n}=a$. |
| Also, | lt $\left(r_{n}+1 / n\right)=\alpha$. |

From (i), $\quad a^{r_{n}} \lessgtr a^{a_{n}} \lessgtr a^{r_{n}+1 / n}$, according as $a \gtrless 1$.
Taking limits, we obtain

$$
\text { It } a^{a_{n}}=a^{a}
$$

## 39. Logarithms.

Theorem. If $a, b$ are any two real and positive numbers and $a \neq 1$, then there exists one and only one real number $x$ such that $a^{x}=b$.

Let $a>1$. We divide all the real numbers into two classes $L$ and $\mathbf{R}$ putting any number $x$ in L if $\boldsymbol{a}^{x} \leqslant b$ and otherwise in $\mathbf{R}$.

Clearly each number has a class; also each class has a number, for a negative integer $-k$ such that $a^{-k}<b$ belongs to $L$; and a positive integer $m$ such that $a^{2}>b$ belongs to $R$. (The existence of $k$ and $m$ follow from the fact that $a^{-n} \rightarrow 0$ and $a^{n} \rightarrow \infty$, as $n \rightarrow \infty$ ). Also from § $37 \cdot 1$, it follows that each member of $L$ is less than each member of $\mathbf{R}$. Thus $\mathbf{L}, \mathbf{R}$ determine a section of real numbers.

Let $\xi$ be the number which separates the two classes. It will be shown that $a^{\xi}=b$.

Now $\xi-1 / n$ belongs to L and $\xi+1 / n$ to $\mathrm{R}, n$ being any positive integer We have

$$
a^{\xi-1 / n} \leqslant b<a^{\xi+1 / n} .
$$

Let $n \rightarrow \infty$, so that we obtain

$$
a^{\xi} \leqslant b \leqslant a^{\xi}, i, e ., a^{\xi}=b .
$$

Thus $\xi$ satisfies the equation $a^{\tau}=b$.
If possible, let $\eta$ be another root. We have $a^{\eta} \gtrless a^{\xi}$ according as $\eta \gtrless \xi$,
and, accordingly, we cannot have $a^{\eta}=b=a^{\xi}$.
If $a<1$, we take, $a=1 / a$ so that $a>1$. The number $\xi$ is then obtained from $a^{r}=1 / b$.

Hence the theorem.
Def. If $a$ and $b$ are any real positive numbers, then the number $x$, which is uniquely determined by $a^{x}=b$, is called the logarithm of $b$ to the base $a$, and written as $\log _{a} b$.

Ex. $\quad a, x, y$ are any real positive numbers ; $x>y$; show that $\log _{a} x \gtrless \log _{a} y$, according as $a \gtrless 1$.

Ex. $\quad a, x, y$ are any real positive numbers; show that

> (i). $\log _{a}(x y)=\log _{a} x+\log _{a} y$.
> (ii). $\log _{a}(x / y)=\log _{a} x-\log _{a} y$.
> (iii). $\log _{a}\left(x^{y}\right)=y \log _{a} x$.

## Solved Examples

1. Shore that lt $\sqrt[n]{n}=1$.

We write

$$
a_{n}=\sqrt[n]{n} .
$$

Let $a_{n}=1+h_{n}$, where $h_{n}>0$.
We have

$$
\begin{aligned}
n=a_{n}{ }^{n} & =\left(1+h_{n}\right)^{n} \\
& =1+n h_{n}+\frac{1}{4} n(n-1) h_{n}^{2}+\ldots \ldots+h_{n}^{n} \\
& >\frac{1}{1} n(n-1) h_{n}^{2} .
\end{aligned}
$$

$\therefore \quad h_{n}{ }^{2}<2 /(n-1)$,
or $\quad 0<h_{n}<\sqrt{2 /(n-1)}$.
The result now follows. To be rigorous, let $\in$ be any positive number. Now

$$
\sqrt{2 /(n-1)}<\epsilon, \text { if } n>1+2 / \epsilon^{2} .
$$

If $m$ be any integer $>1+2 / \epsilon^{2}$, we see that, for $n \geqslant m$,

$$
-\epsilon<0<h_{n}<\sqrt{2 /(n-1)}<\epsilon .
$$

Hence $h_{\boldsymbol{n}} \rightarrow \mathbf{0}$.
2. $\left\{a_{n}\right\}$ is a sequence such that

$$
l t\left\{a_{n+1} \mid a_{n}\right\}=l,
$$

where $|l|<1$; show that it $a_{n}=0$.
Since $|l|<1$, we can choose a positive number $\in$ so small that $|l|+\epsilon<1$.

There exists a positive integer $m$ such that for $n \geqslant m$,
or

$$
\begin{gathered}
\left|\frac{a_{n+1}}{a_{n}}-l\right|<\epsilon \\
\left|\frac{a_{n+1}}{a_{n}}\right|-|l| \leqslant\left|\frac{a_{n+1}}{a_{n}}-l\right|<\epsilon \\
\left|\frac{a_{n+1}}{a_{n}}\right|<|l|+\epsilon=k, \text { say, where } k<1
\end{gathered}
$$

or
Changing $n$ to $m, m+1, m+2, \ldots,(n-1)$ and multiplying, we get

$$
\left|\frac{a_{n}}{a_{m}}\right|<k^{n-m} \text { or }\left|a_{n}\right|<k^{n} .\left|a^{m}\right| \mid k^{m}
$$

Since $k^{n} \rightarrow 0$, we have the required result.
Note. The general result obtained here enables us to prove the following particular but important results on limits :-
(i) lt $\left(x^{n} \| n\right)=0, x$ any number.
(ii) lt $\left(n^{r} / x^{n}\right)=0,|x|>1$.
(iii) lt $\frac{m(m-1) \ldots(m-n+1) x^{n}}{n}=0,|x|<1$.
3. If $\left\{a_{n}\right\}$ is a sequence such that $a_{n}>0$ and lt $\left\{a_{n+1} / a_{n}\right\}=l>1$, then lt $a_{n}=\infty$.

We choose a positive number $\in \operatorname{such}$ that $l-\epsilon>1$.

There exists a positive integer $m$ such that for $n \geqslant m$

$$
l-\epsilon<a_{n+1} / a_{n}<l+\epsilon,
$$

Thus for $n \geqslant m$,

$$
a_{n+1} / a_{n}>l-\epsilon=k, \text { say. } \quad(k>1 .)
$$

From this we deduce that

$$
a_{n}>k^{n} \cdot\left(a^{m} / k^{m}\right)
$$

Since $k^{n} \rightarrow \infty$, we have the required result.
4. If the sequences $\left\{a_{n}\right\},\left\{b_{n}\right\}$ tend to 0 and if $\left\{b_{n}\right\}$ is a strictly monotonically decreasing sequence so that $b_{n}>b_{n+1}>0$, then

$$
l t \frac{a_{n}}{b_{n}}=l t \frac{a_{n}-a_{n+1}}{b_{n}-b_{n+1}}
$$

provided that the limit on the right exists, whether finite or infinite.
Case I. Let $l t \frac{a_{n}-a_{n+1}}{b_{n}-b_{n+1}}=l$, where $l$ is finite.
Let $\in$ be any positive number. There exists a positive integer such that

$$
l-\epsilon<\begin{aligned}
& a_{n}-a_{n+1} \\
& b_{n}-b_{n+1}
\end{aligned}<l+\epsilon, \text { when } n \geqslant m
$$

i.c., $(l-\epsilon)\left(b_{n}-b_{n+1}\right)<\left(a_{n}-a_{n+1}\right)<(l+\epsilon)\left(b_{n}-b_{n+1}\right)$, when $n \geqslant m$, for $\left(b_{n}-b_{n+1}\right)$ is positive.

Changing $n$ to $n, n+1, n+2, \ldots,(n+p-1)$, in turn and adding we see that

$$
\left.(l-\epsilon)\left(b_{n}-b_{n+p}\right)<a_{n}-a_{n+p}\right)<(l+\epsilon)\left(b_{n}-b_{n+p}\right),
$$

for every $n \geqslant m$ and cvery $p \geqslant 0$.
Keep $n$ fixed and let $p \rightarrow \infty$. Since $a_{n+p} \rightarrow 0$ and $b_{n+p} \rightarrow 0$, therefore we obtain

$$
(l-\epsilon) b_{n} \leqslant a_{n} \leqslant(l+\epsilon) b_{n}
$$

$\stackrel{\text { or }}{\mathrm{r}} \quad l-\epsilon \leqslant\left(a_{n} / b_{n}\right) \leqslant l+\epsilon$, for every $n \geqslant m$.
Hence $a_{n} / b_{n} \rightarrow l$ as $n \rightarrow \infty$.
Case II. Let $l t \frac{a_{n}-a_{n+1}}{b_{n}-b_{n+1}}=\infty$.
Let $\triangle$ be any positive number. There exists a positive integer $m$ such that

$$
\frac{a_{n}-a_{n+1}}{b_{n}-b_{n+1}}>\Delta, \text { when } n \geqslant m
$$

i.e., $\left(a_{n}-a_{n+1}\right)>\Delta\left(b_{n}-b_{n+1}\right)$, when $n \geqslant m$, for $\left(b_{n}-b_{n+1}\right)$ is positive.

As in Case I, we obtain

$$
\begin{aligned}
& a_{n}-a_{n+p}>\Delta\left(b_{n}-b_{n+p}\right) \\
& \quad a_{n} \geqslant \Delta b_{n}, \text { i.e., } a_{n} / b_{n} \geqslant \Delta, \text { when } n \geqslant m .
\end{aligned}
$$


5. If $\left\{b_{n}\right\}$ is a strictly monotonically increasing sequence so that $b_{n+1}>b_{n}$ and if $b_{n} \rightarrow \infty$ and $\left\{a_{n}\right\}$ be any sequence, then

$$
l t \frac{a_{n}}{b_{n}}=l t \frac{a_{n+1}-a_{n}}{b_{n+1}-b_{n}}
$$

provided that the limit on the right exists, whether finite or infinite.
Case I. Let $l t \frac{a_{n+1}-a_{n}}{\bar{b}_{n+1}-b_{n}}=l$, where $l$ is finite.
Let $\in$ be any positive number. There exists a positive integer $m_{1}$ such that
$\left(l-\frac{1}{1} \epsilon\right)\left(b_{n+1}-b_{n}\right)<\left(a_{n+1}-a_{n}\right)<(l+1 \in)\left(b_{n+1}-b_{n}\right)$, when $n \geqslant m_{1}$.
Changing $n$ to $n, n+1, n+2, \ldots, n+p-1$, in turn and adding, we see that

$$
\left(l-\frac{1}{3} \epsilon\right)\left(b_{n+p}-b_{n}\right)<\left(a_{n+p}-a_{n}\right)<\left(l+\frac{1}{3} \epsilon\right)\left(b_{n+p}-b_{n}\right) .
$$

Dividing by $b_{n+p}$ and adding $a_{n} / b_{n+p}$, we obtain

$$
\begin{equation*}
\left(l-\frac{1}{5} \epsilon\right)\left(1-\frac{b_{n}}{b_{n+p}}\right)+\frac{a_{n}}{b_{n+p}}<\frac{a_{n+p}}{b_{n+p}}<\left(l+\frac{1}{5} \epsilon\right)\left(1-\frac{b_{n}}{b_{n+p}}\right)+\frac{a_{n}}{b_{n+p}} \tag{i}
\end{equation*}
$$

for every $n \geqslant m_{1}$, and $p \geqslant 0$.
We keep $n$ fixed and let $p \rightarrow \infty$.
Since
and

$$
\begin{aligned}
& \left(l-\frac{1}{2} \epsilon\right)\left(1-\frac{b_{n}}{b_{n+p}}\right)+\frac{a_{n}}{b_{n+p}} l-\frac{1}{2} \epsilon, \\
& \left(l+\frac{1}{2} \epsilon\right)\left(1-\frac{b_{n}}{b_{n+p}}\right)+\frac{a_{n}}{b_{n+p}} \rightarrow l+\frac{1}{2} \epsilon,
\end{aligned}
$$

we see that there exists a positive integer $m_{2}$ such that for every $p \geqslant m_{2}$ we have

$$
\begin{array}{ll} 
& l-\frac{1}{2} \epsilon-\frac{1}{2} \epsilon<\left(l-\frac{1}{2} \epsilon\right)\left(1-\frac{b_{n}}{b_{n+p}}\right)+\frac{a_{n}}{b_{n+p}}<l-\frac{1}{2} \epsilon+\frac{1}{1} \epsilon, \\
\text { and } & l+\frac{1}{2} \epsilon-\frac{1}{3} \epsilon<\left(l+\frac{1}{2} \epsilon\right)\left(1-\frac{b_{n}}{b_{n+p}}\right)+\frac{a_{n}}{b_{n+p}}<l+\frac{1}{2} \epsilon+\frac{1}{2} \epsilon, \tag{iii}
\end{array}
$$

From $i$ ), (ii) and (iii), we obtain

$$
l-\epsilon<\frac{a_{n+p}}{b_{n+p}}<l+\epsilon,
$$

for every $n \geqslant m_{1}$ and $p \geqslant m_{2}$,

$$
\text { i.e., } \quad l-\epsilon<\begin{aligned}
& a_{n} \\
& b_{n}
\end{aligned}<l+\epsilon, \text { for every } n \geqslant\left(m_{1}+m_{2}\right)
$$

Hence $a_{n} / b_{n} \rightarrow l$, as $n \rightarrow \infty$.
Case II. Let $l t \frac{a_{n+1}-a_{n}}{b_{n+1}-b_{n}}=\infty$.
Let $k$ be any positive number, however large.
There exists a positive integer $m_{1}$ such that for every $n \geqslant m_{1}$,

$$
a_{n+1}-a_{n}>(k+1)\left(b_{n+1}-b_{n}\right)
$$

As in Case I, we obtain
or

$$
\begin{align*}
a_{n+p}-a_{n} & >(k+1)\left(b_{n+p}-b_{n}\right) \\
\quad a_{n+p} & >(k+1)\left(1-\frac{b_{n}}{b_{n+p}}\right)+\frac{a_{n}}{b_{n+p}} . \tag{i}
\end{align*}
$$

Keeping $n$ fixed and letting $p \rightarrow \infty$, we see that

$$
(k+1)\left(1-\frac{b_{n}}{b_{n+p}}\right)+\frac{a_{n}}{b_{n+p}} \rightarrow k+1
$$

so that there exists a positive integer $m_{2}$ such that for every $p \geqslant m_{2}$,

$$
\begin{equation*}
(k+1)-1<(k+1)\left(1-\frac{a_{n}}{b_{n+p}}\right)+\frac{a_{n}}{b_{n+p}}<(k+1)+1 \tag{ii}
\end{equation*}
$$

From (i) and (ii), we obtain

$$
\frac{a_{n+p}}{b_{n+p}}>k, \text { when } n \geqslant m_{1} \text { and } p \geqslant m_{2}
$$

i.e.,

$$
\frac{a_{n}}{b_{n}}>k, \text { when } n \geqslant m_{1}+m_{2}
$$

Hence $a_{n} / b_{n} \rightarrow \infty$ as $n \rightarrow \infty$.
6. If lt $a_{n}=l$, when $n \rightarrow \infty$,
then $\quad \operatorname{lt}_{n \rightarrow \infty} \frac{a_{1}+a_{2}+a_{3}+\ldots+a_{n}}{n}=l$.
(This is known as Cauchy's first theorem on limits).
We write

$$
a_{n}-l=b_{n}
$$

so that the sequence $\left\{b_{n}\right\} \rightarrow 0$.
We have $\quad \frac{a_{1}+a_{2}+\ldots+a_{n}}{n}=l+\frac{b_{1}+b_{2}+\ldots+b_{n}}{n}$, so that we have to prove that $\left(b_{1}+b_{2}+\ldots+b_{n}\right) / n \rightarrow 0$, when $b_{n} \rightarrow 0$.

Let $\epsilon$ be any positive number. There exists a positive integer $\mu$ such that

$$
\left|b_{n}\right|<\frac{1}{2} \epsilon, \text { when } n \geqslant \mu
$$

Also since $\left\{b_{n}\right\}$ is convergent, it is bounded and, therefore, there exists a number $k$ such that

$$
\left|b_{n}\right|<k, \text { for all } n
$$

We write

$$
\begin{aligned}
&\left|\frac{b_{1}+b_{2}+\ldots+b_{n}}{n}\right|=\left|\frac{b_{1}+b_{2}+\ldots+b_{\mu}}{n}+\frac{b_{\mu+1}+b_{\mu+2}+\ldots+b_{n}}{n}\right| \\
& \leqslant \frac{\left|b_{1}\right|+\left|b_{2}\right|+\ldots+\left|b_{\mu}\right|}{n}+\frac{\left|b_{\mu+1}\right|+\ldots+\left|b_{n}\right|}{n} \\
& \leqslant \frac{k \mu}{n}+\frac{\epsilon(n-\mu)}{2 n}<\frac{k \mu}{n}+\frac{\epsilon}{2} .
\end{aligned}
$$

We keep $\mu$ fixed and see that

$$
\frac{k \mu}{n}<\frac{\epsilon}{2}, \text { if } n>\frac{2 k \mu}{\epsilon}
$$

Let $v$ be any positive integer greater than $2 k \mu / \epsilon$ so that for $n \geqslant v, k \mu / n<\epsilon 2$.

Let $m=\operatorname{Max}(\mu, v)$.
Thus, for every $n \geqslant m$, we have

$$
\left|\frac{b_{1}+b_{2}+\ldots b_{n}}{n}\right|<\epsilon
$$

Hence the result.
Note. This result could also be deduced from Ex. 5, Page 55, by putting $\left(a_{1}+a_{2}+\ldots+a_{n}\right)$ for $a_{n}$ and $n$ for $b_{n}$.
7. If lt $\left(a_{n+1}-a_{n}\right)=l$, then lt $\left(a_{n} / n\right)=l$.

$$
n \rightarrow \infty \quad n \rightarrow \infty
$$

8. The $s$ quence $\left\{x_{n}\right\}$ tends to the !imit l, finite or infinite ; $\left\{a_{n}\right\}$ is another sequence of positive members such that the sequence $\left\{a_{1}+a_{2}+. .+a_{n}\right\}$ diverges to $\infty$; prove that

$$
\frac{a_{1} x_{1}+a_{2} x_{2}+\ldots+a_{n} x_{n}}{a_{1}+a_{2}+\ldots+a_{n}} \rightarrow l \text { as } n \rightarrow \infty
$$

Let $x_{n}-l=y_{n}$. Then we have to prove that $\sum_{r=1}^{n} a_{r} y_{r} \left\lvert\, \begin{aligned} & n \\ & \sum_{r=1} a_{r} \rightarrow 0,\end{aligned}\right.$

$$
r=1 \quad \mid r=1
$$

when $\left\{y_{n}\right\} \rightarrow 0$ and $\Sigma a_{r} \rightarrow \infty$.

Let $\boldsymbol{\epsilon}$ be any positive number. There exists a positive integer $\mu$ such that $\left|y_{n}\right|<\frac{1}{1} \in$ for every $n \geqslant \mu$. Also there exists a number $k$ such that $\left|y_{n}\right|<k$, for all $n$.

We have

$$
\begin{aligned}
\left|\frac{\sum_{r=1}^{n} a_{r} y_{r}}{\sum_{r=1}^{n} a_{r}}\right| & \leqslant \frac{\sum_{r=1}^{\mu} a_{r}\left|y_{r}\right|}{\sum_{r=1}^{n} a_{r}}+\frac{\sum_{r=1}^{n} a_{r}\left|y_{r}\right|}{\sum_{r=\mu+1}^{n} a_{r}} \\
& \leqslant \frac{k c}{\sum_{r=1}^{n} a_{r}}+\frac{\epsilon}{2},
\end{aligned}
$$

where $c$ is the constant $\Sigma a_{r}, \mu$ having been fixed.

$$
r=1
$$

There exists a number $v$ such that for $n \geqslant v$,

$$
\sum_{r=1}^{n} a_{r}>\frac{2 k c}{\epsilon} \text {, i.e., } \frac{k c}{\sum_{r=1}^{n} a_{r}}<\frac{\epsilon}{2} .
$$

If $m=\operatorname{Max}(\mu, \nu)$, then for $n \geqslant m$,

$$
\left|\begin{array}{l}
r=n \\
\sum_{r=1} a_{r} y_{r} \\
\sum_{r=1}^{n} a_{r}
\end{array}\right|<\epsilon .
$$

Hence the result.
9. If $\left\{a_{n}\right\}$ and $\left\{b_{n}\right\}$ converge to $A$ and $B$ respectively, then

$$
\xrightarrow[n]{a_{1} b_{n}+a_{2} b_{n-1}+\ldots+a_{n} b_{1}} \rightarrow \mathrm{AB} .
$$

10. If $\left\{a_{n}\right\}$ be a sequence of positive terms, prove that

$$
\operatorname{lt}_{n \rightarrow \infty}\left[\sqrt[n]{ } a_{n}\right]=\operatorname{lt}\left[a_{n \rightarrow \infty}\left[a_{n+1}\right],\right.
$$

provided that the limit on the right exists, zohether finite or infinite.
(This is known as Cauchy's second theorem on limits).

## Case I. Let $l$ be finite.

Let $\in$ be any positive number. There exists a positive integer $m_{1}$ such that for every $n \geqslant m_{1}$,

$$
l-\frac{1}{1} \in<\frac{a_{n+1}}{a_{n}}<l+\frac{1}{3} \epsilon .
$$

Changing $n, n$ to $n+1, n+2, \ldots(n+p-1)$ and multiplying, we get

$$
\left(l-\frac{1}{l}\right)^{p}<\frac{a_{n+p}}{a_{n}}<\left(l+\frac{1}{1} \epsilon\right)^{p}
$$

or

$$
\left(a_{n}\right)^{\frac{1}{n+p}}\left(l-\frac{1}{2} \epsilon\right)^{\frac{p}{n+p}}<\left(a_{n+p}\right)^{\frac{1}{n+p}}<\left(l+\frac{1}{3} \epsilon^{\frac{p}{n+p}}\left(a_{n}\right)^{\frac{1}{n+p}} .\right.
$$

Keeping $n$ fixed, we let $p \rightarrow \infty$. Since
and $\quad\left(a_{n}\right)^{\frac{1}{n+p}}\left(l+\frac{1}{1} \epsilon\right)^{\frac{p}{n+p}} \rightarrow\left(l+\frac{1}{2} \epsilon\right)$,
we see, as in Ex. 5, Page 55, that there exists a positive integer $m_{\mathrm{a}}$ such that
or $\quad l-\epsilon<\sqrt[n]{a_{n}}<l+\epsilon$, when $n \geqslant\left(m_{1}+m_{2}\right)$.
Hence the result.

## Case II. Let $l$ be infinite.

Let $\Delta$ be any positive number. There exists a positive integer $m_{1}$ such that for every $n \geqslant m_{1}$,

$$
a_{n+1} / a_{n}>(\Delta+1) .
$$

Changing $n$ to $n,(n+1),(n+2), \ldots,(n+p-1)$ and multiplying, we get

$$
\left(a_{n+p}\right)^{\frac{1}{n+p}}>\left(a_{n}\right)^{\frac{1}{n+p}} \cdot(\Delta+1)^{\frac{n}{n+p}} .
$$

The right hand expression $\rightarrow(\Delta+1)$, as $p \rightarrow \infty$, keeping $n$ fixed. There exists, therefore, a positive integer $m_{\mathbf{g}}$ such that for every $p \geqslant m_{2}$,

$$
\Delta=\Delta+1-1<\left(a_{n}\right)^{\frac{1}{n+p}} \cdot(\Delta+1)^{\frac{p}{n+p}}<\Delta+1+1=\Delta+2 .
$$

From above, we deduce that, for every $n \geqslant\left(m_{1}+m_{2}\right)$,

$$
\begin{aligned}
& \sqrt[n]{ } a_{n}>\Delta \\
& \sqrt[n]{ } a_{n} \rightarrow \infty
\end{aligned}
$$

i.e,
11. If $x_{1}, x_{2}$ are positive and $x_{n+1}=\frac{1}{8}\left(x_{n}+x_{n-1}\right)$, then the sequences

$$
x_{1}, x_{8}, x_{5}, \ldots \ldots ; \text { and } x_{9}, x_{4}, x_{6}, \ldots \ldots,
$$

are one a decreasing and the other an increasing sequence, and they have the common limit $\frac{1}{\frac{1}{8}}\left(x_{1}+2 x_{2}\right)$.

Let $x_{1}>x_{2}$. On this account, we have

$$
x_{2}<x_{3}<x_{1} .
$$

Also, since $x_{3}>x_{2}$, we have

$$
x_{2}<x_{4}<x_{3} .
$$

In this manner, we may easily see that

$$
x_{4}<x_{5}<x_{3} ; x_{6}<x_{6}<x_{5} ; x_{6}<x_{7}<x_{5} ; \text { and so on. }
$$

Thus

$$
x_{2}<x_{4}<x_{6}<\ldots<x_{5}<x_{3}<x_{1} .
$$

Thus $x_{1}, x_{3}, x_{6}, \ldots$ is decreasing and $x_{2}, x_{4}, x_{6}, \ldots$ increasing and being bounded, they are both convergent.

We have $x_{2}-x_{2}=\frac{1}{3}\left(x_{1}-x_{2}\right)$.

$$
\begin{aligned}
x_{4}-x_{2}=x_{4}-x_{3}+x_{3}-x_{2} & =-\frac{1}{2}\left(x_{1}-x_{2}\right)+\frac{1}{2}\left(x_{1}-x_{2}\right) \\
& =\left(x_{1}-x_{2}\right)\left(-\frac{1}{2}+\frac{1}{4}\right) . \\
x_{5}-x_{2}=x_{5}-x_{4}+x_{4}-x_{2} & =\left(x_{1}-x_{2}\right)\left(\frac{1}{1}-\frac{1}{4}+\frac{1}{3}\right) . \\
x_{6}-x_{2}=x_{4}-x_{5}+x_{5}-x_{2} & =\left(x_{1}-x_{2}\right)\left(-\frac{1}{18}+\frac{1}{8}-\frac{1}{4}+\frac{1}{4}\right) .
\end{aligned}
$$

In general, we get

$$
\begin{aligned}
x_{n}-x_{2} & =\left(x_{1}-x_{2}\right)\left(\frac{1}{2}-\frac{1}{2^{2}}+\frac{1}{2^{8}}-\frac{1}{2^{4}} \cdots \cdots . \overline{n-2} \text { terms }\right) \\
& =\frac{1}{3}\left(x_{1}-x_{2}\right)\left[1-\left(-\frac{1}{2}\right)^{n-2}\right] \rightarrow \frac{1}{3}\left(x_{1}-x_{2}\right),
\end{aligned}
$$

as $n \rightarrow \infty$.
$\therefore x_{n} \rightarrow \frac{1}{9}\left(x_{1}+2 x_{2}\right)$, whether $n \rightarrow \infty$ through even or through odd integral values.

12 If $k$ is positive and $a,-\beta$ are the positive and negative roots of $x^{2}-x-k=0$, prove that

$$
\text { if } u_{n}=, ~\left(k+u_{n-1}\right) \text { and } u_{1}>0, \text { then } u_{n} \rightarrow a .
$$

We have

$$
u_{n}{ }^{2}-u_{n-1}{ }^{2}=\left(k+u_{n-1}-\left(k+u_{n-2}\right)=u_{n-1}-u_{n-2},\right.
$$

so that $u_{n} \gtrless u_{n-1}$, according as $u_{n-1} \gtrless u_{n-2}$ and thus $\left\{u_{n}\right\}$ is a monotonic sequence; it is increasing or a decreasing sequence according as $u_{2}>$ or $<u_{1}$.

Since $\quad x^{2}-x-k=(x-\alpha)(x+\beta)$,
therefore $\quad u_{1}{ }^{2}-u_{1}-k=\left(u_{1}-a\right)\left(u_{1}+\beta\right)$.
Let $u_{1}>a$, then $u_{1}^{2}-u_{1}-k>0$ so that

$$
\begin{equation*}
u_{2}=\cup\left(u_{1}+k\right)<u_{1} . \tag{1}
\end{equation*}
$$

Therefore $\left\{u_{n}\right\}$ is a decreasing sequence.
Now, $\quad u_{n}^{2}=u_{n-1}+k>u_{n}+k$, i.e., $u_{n}^{2}-u_{n}-k>0$.
Therefore from (1), we deduce that $u_{n}>a$.
Hence $u_{n} \rightarrow a$ limit, say, $l$. Clearly $l \geqslant \stackrel{ }{ }$.
We have

$$
\left(u_{n}-a\right)\left(u_{n}+\beta\right)=\left(u_{n}^{2}-u_{n}-k\right)-\left(u_{n}^{2}-u_{n-1}-k\right)=u_{n-1}-u_{n} .
$$

In the limit, we get

$$
(l-\alpha)(l+\beta)=0,
$$

so that $l=\alpha$, for $l$ cannot be equal to $-\beta$ which is $<\alpha$.
The case in which $u_{1}<\alpha$ can be similarly considered.

## EXAMPLES.

1. (i) $\left\{a_{n}\right\}$ and $\left\{b_{n}\right\}$ are two sequences such that $a_{n}<b_{n}$, for every value of $n$. If $a_{n} \rightarrow a$ and $b_{n} \rightarrow b$, show that $a \leqslant b$.

Given an example to show that the equality is possible.
(ii) If $a_{n} \rightarrow a$ and $b_{n} \rightarrow b$ and if $c_{n}=\operatorname{Max}\left(a_{n}, b_{n}\right)$, show that $c_{n} \rightarrow \operatorname{Max}(a, b)$.
(M.T)
[Max $(a, b)=a$ or $b$ according as $a \geqslant b$ or $b \geqslant a$.]
2. Find the limit of

$$
\frac{2^{n}-1}{2^{n}+1}+\frac{\left(\frac{1}{4}\right)^{n}-1}{\left(\frac{1}{3}\right)^{n}+1}
$$

as $n \rightarrow \infty$.
Find $n$ such that for all values greater than this, the given sum differs from the limit by a number less than $1 / 1000$.
3. If $\left\{a_{n}\right\}$ is a decreasing sequence, if $\left\{b_{n}\right\}$ is an increasing sequence, and if $\left\{a_{n}-b_{n}\right\} \rightarrow 0$ as $n \rightarrow \infty$, prove that both the sequences tend to the same finite limit as $n \rightarrow \infty$.
(M.T.)
4. Prove that, when $n \rightarrow \infty$,
(i) $\operatorname{lt}\left[\frac{1}{\sqrt{\prime}\left(n^{2}+1\right)}+\sqrt{\left(n^{2}+2\right)}+\ldots+\frac{1}{\sqrt{\left(n^{2}+n\right)}}\right]=1$.
(ii) $\operatorname{lt}\left[\frac{1}{n^{2}}+\frac{1}{(n+1)^{2}}+\cdots+\frac{1}{(2 n)^{2}}\right]=0$.
(iii) lt $\left[\frac{1}{\sqrt{n}}+\frac{1}{\sqrt{\prime}^{\prime}(n+1)}+\ldots, \frac{1}{2 n}\right]=\infty$.
5. Prove that the sequence

$$
\sqrt{ } 2, \sqrt{2 \sqrt{ } 2}, \quad \sqrt{2 \sqrt{ } 2,2}, \cdots
$$

converges to 2.
6. Prove that the sequence

$$
\sqrt{7}, \sqrt{7+\sqrt{ } 7}, \sqrt{7+\sqrt{7+\sqrt{7}}}, \ldots,
$$

converges to the positive root of $x^{2}-x-7=0$.
7. Prove that
(i) lt ${ }_{n}^{1}\left(1+\frac{1}{2}+\frac{1}{3}+\ldots+\frac{1}{n}\right)=0$.
(ii) lt $\frac{1+\sqrt{ } 2+\mathfrak{Z 3}+\ldots+\sqrt[n]{n}}{n}=1$.
8. Show that
(i) lt $\left\{[(n+1)(n+2) \ldots(n+n)]^{1 / n} / n\right\}=4 / e$.
(ii) lt $\left\{(\underline{n})^{1 / n} / n\right\}=e^{-1}$.
9. If $k \neq 0$ and $\left\{a_{n}\right\}$ is a sequence such that $\left(a_{n+1}-a_{n}\right) \rightarrow k$, then $a_{n} \rightarrow \infty$ or $-\infty$ according as $k$ is positive or negative.
10. If $\lambda_{2}, \mu$ are two given numbers and $\left\{a_{n}\right\}$ is a given sequence such that
(i) $|\lambda|<1$, (ii) ' $\left.a_{n+1}+\lambda a_{n}+\mu\right) \rightarrow 0$,
then show that $a_{n} \rightarrow-\mu /(1+\lambda)$.
11. $\left\{a_{n}\right\}$ and $\left\{b_{n}\right\}$ are two infinite sequences such that (i) $b_{n}>0$. (ii) $S_{n}=\left(b_{1}+b_{2}+\ldots+b_{n}\right)$ is divergent. (iii) $a_{n} / b_{n} \rightarrow s$.

Show that

$$
\text { It } \frac{a_{1}+a_{3}+\ldots+a_{n}}{b_{1}+b_{2}+\ldots+b_{n}}=s
$$

12. If a sequence of intervals $\left(a_{n}, b_{n}\right)$, any one of which is entirely contained within the preceeding one, is such that It $\left(b_{n}-a_{n}\right)=0$, show that there is one and only one point common to all the intervals of the sequence.

Show that the sequence of intervals

$$
\left(\frac{2^{n^{-1}}-1}{2^{n-1}}, 1-\frac{2^{n^{-1}}-1}{2^{n}}\right)
$$

satisfies the conditions of the above theorem and determine the point common to all of them.
13. If $a, a_{1}$ are positive and $a_{n}=a /\left(1+a_{n_{-1}}\right)$, then the sequence $\left\{a_{n}\right\}$ tends to $\alpha$, the positive root of the equation $x^{2}+x=a$.
14. If $k$ is positive and $\alpha,-\beta$ are the positive and negative roots of $x^{2}+x-k=0$, prove that

$$
\text { if } v_{n}=\left(k-v_{n-1}\right) \text { and } v_{1}<k \text {, then } v_{n} \rightarrow \beta \text {. }
$$

15. If $u_{1}, v_{1}$ are given unequal numbers and

$$
u_{n}=\frac{1}{2}\left(u_{n_{-1}}+v_{n_{-1}}\right), v_{n}=\checkmark^{\prime}\left(u_{n_{-1}} v_{n_{-1}}\right) \text { for } n \geqslant 2
$$

prove that ( $i$ ) $u_{n}$ decreases, and $v_{n}$ increases as $n$ increases (ii) $\left\{u_{n}\right\},\left\{v_{n}\right\}$ are both convergent and have the same limits.
16. If $x_{1}, y_{1}$ are positive and if, for $n \geqslant 1$

$$
2 x_{n+1}=x_{n}+y_{n}, 2 / y_{n+1}=1 / x_{n}+1 / y_{n},
$$

then show that $\left\{x_{n}\right\}$ and $\left\{y_{n}\right\}$ are monotonic sequences and approach a common limit $l$, where $l^{2}=x_{1} y_{1}$.
17. If $x_{1}, x_{2}$ are positive and $x_{n+1}=\sqrt{ }\left(x_{n} x_{n_{-1}}\right)$, then the sequences

$$
x_{1}, x_{3}, x_{6}, \ldots \ldots ; x_{2}, x_{4}, x_{6}, \ldots \ldots
$$

are one a decreasing and the other an increasing sequence and they have the common limit $\nexists\left(x_{1} x_{2}{ }^{2}\right)$.
18. $\left\{a_{n}\right\},\left\{b_{n}\right\}$ are two bounded sequences; prove that
(i) $\overline{\lim } a_{n}+\overline{\lim } b_{n} \geqslant \overline{\lim }\left(a_{n}+b_{n}\right)$.
(ii) $\lim a_{n}+\lim b_{n} \leqslant \lim \left(a_{n}+b_{n}\right)$.
(iii) $\lim \left(-a_{n}\right)=-\lim \left(a_{n}\right)$.
$\left[\lim a_{n}\right.$ and $\lim a_{n}$ denote the upper and lower limits of the sequence $\left\{a_{n}\right\}$.]

## CHAPTER IV

## FUNCTIONS AND THEIR CONTINUITY

## Limit of a Function

40. Variable and its domain. If a symbol, $x$, denotes any member of a given aggregate, $S$, of numbers, then we say that the aggregate $S$ is the domain of variation of the variable $x$.

If, now, to each value of the variable, $x$, there corresponds, according to any law whatsoever, a value of another symbol $y$, we say that $y$ is a function of $x$ defined for the aggregate, S , and symbolically write $y=f(x)$.

Also, $x$, is called the independent variable and, $y$, the dependent variable.

Sometimes, for a given function, the law of correspondence itself suggests the domain for which it is defined.

## Illustrations.

1. If $y=0$, when $x$ is rational and $y=1$, when $x$ is irrational, then $y$ is a function of $x$ defined for $[-\infty, \infty]$, i.e., for the whole continuum.
2. If $y=\mid x$, then $y$ is a function of $x$ defined for the aggregate of positive integers.
3. If $y=[x]$, where $[x]$ denotes the greatest integer not greater than $x$, then $y$ is a function of $x$ deffined for $[-\infty, \infty]$.
4. If $y=1 /(1+x)$, then $y$ is a function of $x$ defined for the entire continuum excepting -1 , since the determination of $y$ for $x=-1$ involves the meaningless operation of division by 0 .
5. If $y=\left\{\begin{array}{l}1 /(1+x), \text { when } x \neq-1, \\ 0\end{array}\right.$ when $x=-1$, then the function $y$ of $x$ is defined for the entire continuum.
6. A sequence is a function ; the domain of definition being the aggregate of positive integers.

Ex. Compare the domains of definition of the functions $\left(x^{2}-1\right) /(x-1)$ and $x+1$.
401. Classification of functions :
(i) Algebraic. (ii) Transcendental.

Before defining an algebraic function, we note that a function of the form

$$
a_{0}+a_{1} a+a_{2} x^{2}+\ldots+a_{m} x^{m},
$$

where $a_{0}, a_{1}, \ldots, a_{m}$ are constants and $m$ is an integer $\geqslant 0$, is called a polynomial.
(i) A function $f(x)$ is called an algebraic function, if it satisfies an equation of the form

$$
P_{0}[f(x)]^{n}+P_{1}[f(x)]^{n-1}+\ldots+P_{n}=0,
$$

where $P_{0}, P_{1}, \ldots, P_{n}$ are polynomials.
A polynomial itself is a particular case of an algebraic function as we may see on taking $n=1$ and $P_{0}=a$ constant.

The rational function, i.e., a function of the form

$$
\frac{a_{0}+a_{1} x+a_{2} x^{2}+\ldots+a_{n} x^{n}}{b_{0}+b_{1} x+b_{2} x^{2}+\ldots+b_{m} x^{m}}
$$

is also an algebraic function.
(ii) $\boldsymbol{A}$ function which is not algebraic is called a transcendental function.
40.2. Bounded and unbounded functions. A function is said to be bounded if the aggregate of its values is bounded; the bounds of this aggregate, in case they exist, are said to be the bounds of the function.

Ex. Show that the function

$$
f(x)=\left\{\begin{array}{l}
1 / x, \text { when } x \neq 0, \\
0
\end{array}, \text { when } x=0, ~\right.
$$

is not bounded.
Ex. Show that the function $x /(x+1)$ is bounded in $(0, \infty)$. Find its bounds and show that it attains its lower bound but not the upper bound.
41. Limit of a function. A function $f(x)$ is said to tend to the limit, $l$, as $x$ approaches, a, or, symbolically

$$
\begin{equation*}
\operatorname{lt}_{x \rightarrow a} f(x)=l \text { or } f(x) \rightarrow l, \text { as } x \rightarrow a \text {, } \tag{1}
\end{equation*}
$$

if, to every positive number $\epsilon$, however small, there corresponds a positive number $\delta$. such that

$$
\left.\right|^{f}(x)-l \mid<\epsilon, \text { when } 0<|x-a| \leqslant \delta,
$$

i.e., for all those values of $x$, (except possibly $a$ ), which belong to the interval $(a-\delta, a+\delta), f(x)$ lies between $l-\epsilon$ and $l+\epsilon$.

Note 1. In order that $f(x)$ may tend to a limit as $x \rightarrow a$, it is necessary, that $f(x)$ should be defined in a certain interval ( $a-h, a+h$ ) except possibly at $a$.

Any interval ( $a-h, a+h$ ) enclosing $a$ is said to be a neightourhood of $a$.
Note 2. The symbolic statement

$$
{ }_{c \rightarrow a} \operatorname{lnt}_{a} f(x)=l,
$$

means two things:-(i) the limit of $f(x)$, as $x \rightarrow a$, exists; (ii) the limit is equal to $l$.

Ex. Criticise the following statements :
A function $f(x)$ is said to tend to the limit $l$ as $x$ tends to $a$,
(i) if $f(x)$ is nearly equal to $l$ when $x$ is nearly equal to $a$.
(ii) if as $x$ approaches nearer and nearer $a$, then $f(x)$ approaches nearer and nearer $l$.
(iii) if the difference between $f(x)$ and $l$ can be made as small as we like by taking $a$ sufficiently near ' $a$ '.

Ex. Show that a function $f(x)$ cannot tend to two different limits.
42. One sided limits.
42.1. Right handed limit. If to every positive number $\epsilon$, there corresponds a positive number $\delta$, such that

$$
|f(a)-l|<\epsilon \text {, when } a<x \leqslant a+\delta \text {, }
$$

we say that $f(x) \rightarrow l$ as $x \rightarrow a$ through values greater than $a$, and mbolically write

$$
\operatorname{lt}_{x \rightarrow(a+0)} f(x)=l, \text { or } f(a+0)=l .
$$

42.2. Left handed limit. If to every positive number $\epsilon$, there corresponds a positive number $\delta$ such that

$$
f(x)-l \mid<\epsilon \text {, when } a-\delta \leqslant x<a \text {, }
$$

we say that $f(x) \rightarrow l$ as $x \rightarrow a$ through values less than $a$, or symbolically

$$
\underset{\rightarrow(a-0)}{l t} f(x)=l \text { or } f(a-0)=l .
$$

Note. It is easy to see that

$$
\operatorname{lt}_{x \rightarrow a} f(x)=l,
$$

if and only if

$$
\operatorname{lt}_{x \rightarrow(a+0)} f(x)=l=\operatorname{lt}_{x \rightarrow(a-0)} f(x) .
$$

In case either or both the limits, viz; it $f(x)$ and $x \rightarrow(a+0)$
lt $f(x)$ do not exist, or exist but are not equal, then lt $f(x)$ $x \rightarrow(a-0)$ $x \rightarrow a$ does not exist.

Ex. If $y=[x]$, show that

$$
\begin{gathered}
\text { lt } \\
x \rightarrow(2+0) \\
y=2=\underset{x \rightarrow(2-0)}{l t}, ~ b u t ~ \\
x \rightarrow 2
\end{gathered}
$$

Ex. Show that $l t[|x| \mid x]$ does not exist.

$$
x \rightarrow 0^{0}
$$

Ex. A function $f(x) \rightarrow l$ as $x \rightarrow a$, and a sequence $\left\{x_{n}\right\} \rightarrow a$, show that the sequence $f\left(x_{n}\right) \rightarrow l$.

Ex. If $f(x) \rightarrow l$ as $x \rightarrow a$, then there exists a neighbourhood of $a$ in which $f x$ ) is bounded.

Ex. Show that
(i) lt $\left(x^{3}+3 x\right)=4$, as $x \rightarrow 1$.
(ii) lt $\left(2 x^{2}+3 /(x+1)=3\right.$, as $x \rightarrow 0$.
43.1. It $\mathrm{f}(\mathrm{x})=l$; $\operatorname{lt} \mathrm{f}(\mathrm{x})=l$.

If, to every positive number $\epsilon$, there corresponds a positive number $\Delta$ such that

$$
|f(x)-l|<\epsilon \text {, when } x \geqslant \Delta \text {, }
$$

then we say that $f(x) \rightarrow l$ as $x \rightarrow-\infty$, or

$$
\operatorname{lt}_{x \rightarrow a} f(x)=\infty
$$

Similarly, if, to every positive number $\epsilon$, there corresponds a positive number $\Delta$ such that

$$
|f(x)-l|<\epsilon, \text { when } x \leqslant-\Delta,
$$

then we say that $f(x) \rightarrow l$, as $x \rightarrow-\infty$.
43.2. Infinite limits. The definitions, as given in $\$ 41$ and §43 1 above, may be easily modified to give precise meanings to the following :-

$$
\operatorname{lit}_{x \rightarrow a} f(x)= \pm \infty, \operatorname{lt}_{x \rightarrow \infty} f(x)= \pm \infty, \underset{x \rightarrow-\infty}{\text { lt }} f(x)= \pm \infty .
$$

43 3. Finite and infinite oscillation. If a function $f(x)$ neither tends to a finite nor to an infinite limit as $x \rightarrow a,(\infty$ or $-\infty$ ), we say that it oscillates; the oscillation is said to be finite or infinite according as $f(x)$ is bounded or not in a certain neighbourhood of $a$, (in a certain interval $[\mathrm{X}, \infty]$ or $[-\infty, \mathrm{X}]$ ).
44. Condition for the existence of finite limit. The necessary and sufficient condition that $f(x)$ may tend to a finite limit, as $x$ tends to $a$, is that, to every positive number $\epsilon$, however small, there corresponds a positive number $\delta$, such that

$$
\left|f\left(x_{2}\right)-f\left(x_{1}\right)\right|<\epsilon
$$

for every pair $x_{1}, x_{2}$ of values of $x$ which satisfy the inequalities

$$
0<\left|x_{1}-a\right| \leqslant \delta, 0<\left|x_{2}-a\right| \leqslant \delta .
$$

i.e., for every pair $x_{1}, x_{2}$ of values, other than $a$, which belong to the interval ( $a-\delta, a+\delta$ ).

The condition is necessary. Let $f(x) \rightarrow l$, as $x \rightarrow a$.
Let $\epsilon$ be any positive number. There exists a positive number $\delta$ such that

$$
|f(x)-l|<\frac{1}{9} \epsilon \text {, when } 0<|x-a| \leqslant \delta,
$$

so that if $x_{1}, x_{2}$ be any two numbers such that

$$
0<\left|x_{1}-a\right| \leqslant \delta, 0<\left|x_{2}-a\right| \leqslant \delta,
$$

we have and accordingly

The condition is sufficient. Let

$$
\begin{equation*}
\epsilon_{1}, \epsilon_{2}, \epsilon_{3}, \ldots \ldots, \epsilon_{n}, \ldots \ldots \tag{1}
\end{equation*}
$$

be any monotonically decreasing sequence of positive numbers which converges to 0 , as $n$ tends to infinity.

To each positive number $\epsilon_{n}$, there corresponds a positive number $\delta_{n}$, such that
$\left|f\left(x_{2}\right)-f\left(x_{1}\right)\right|<\epsilon_{n}$, when $0<\left|x_{1}-a\right| \leqslant \delta_{n}, 0<\left|x_{2}-a\right| \leqslant \delta_{n}$.
Thus we obtain another sequence

$$
\delta_{1}, \delta_{2}, \delta_{3}, \ldots \ldots, \delta_{n}, \ldots \ldots
$$

of positive numbers corresponding to the sequence (1).
Obviously, we may suppose that this sequence $\left\{\delta_{n}\right\}$ is also monotonically decreasing.

Writing $a+\delta_{n}$ for $x_{1}$ and $x$ for $x_{2}$, we see that

$$
\left|f(x)-f\left(a+\delta_{n}\right)\right|<\epsilon_{n} \text {, when } 0<|x-a| \leqslant \delta_{n} \text {. }
$$

Thus for all values of $x$. other than $a$, which belong to the interval ( $a-\delta_{n}, a+\delta_{n}$ ), $f(x)$ belongs to the interval

$$
\left[f\left(a+\delta_{n}\right)-\epsilon_{n}, f\left(a+\delta_{n}\right)+\epsilon_{n}\right],
$$

which we call $A_{n}$ and whose length is $2 \epsilon_{n}$.
Since $\delta_{n+1}<\delta_{n}$, we may suppose that the interval $\mathbf{A}_{n+1}$ is contained in $\mathbf{A}_{\boldsymbol{n}}$.

* Thus we obtain a sequence of intervals

$$
\begin{equation*}
\mathbf{A}_{1}, \mathbf{A}_{2}, \mathbf{A}_{3}, \ldots \ldots, \mathbf{A}_{n}, \ldots \ldots \tag{8}
\end{equation*}
$$

such that each member of the sequence is contained in the preceeding one. Also the length $2 \epsilon_{n}$ of $A_{n} \rightarrow 0$ as $n \rightarrow \infty$.

[^1]There exists, therefore, one and only one point, say, $l$, common to all the intervals of the sequence (3).

Let $\boldsymbol{\epsilon}$ be any positive number.
We choose $n$ so large that $2 \epsilon_{n}<\epsilon$. We have

$$
f\left(a+\delta_{n}\right)-\epsilon_{n} \leqslant l \leqslant f\left(a+\delta_{n}\right)+\epsilon_{n},
$$

and

$$
f\left(a+\delta_{n}\right)-\epsilon_{n}<f(x)<f\left(a+\delta_{n}\right)+\epsilon_{n},
$$

when

$$
0<|x-a| \leqslant \delta_{n} .
$$

$\therefore \quad|f(x)-l|<2 \epsilon_{n}<\epsilon$, when $0<|x-a| \leqslant \delta_{n}$.
Hence

$$
f(x) \rightarrow l, \text { as } x \rightarrow a .
$$

Ex. State and prove the corresponding theorems for the existence of the right handed and left handed limits.

Ex. Prove that the necessary and sufficient condition that $f(x)$ may tend to a finite limit as $x \rightarrow \infty$ is that to every positive number $€$, there corresponds a positive number $\Delta$ such that
$\left|f\left(x_{2}\right)-f\left(x_{1}\right)\right|<\epsilon$,
for every pair $x_{1}, x_{1}$ of numbers which are both greater than or equal to $\Delta$.
State and prove a similar condition for $f(x)$ to tend a finite limit as $x \rightarrow-\infty$.
45. Monotonic Functions. Let a function $f(x)$ be defined in an interval ( $a, b$ ) and let $x_{1}, x_{2}$ be any two points of this interval such that $x_{1}<x_{2}$. Then the function is said to be monotonically increasing if $f\left(x_{1}\right) \leqslant f\left(x_{2}\right)$ and monotonically decreasing if $f\left(x_{1}\right) \geqslant f\left(x_{2}\right)$.

A function $f(x)$ is said to be strictly monotonically increasing, if

$$
f\left(x_{2}\right)>f\left(x_{1}\right), \text { when } x_{8}>x_{1},
$$

so that the sign of equality is not admissible.
For a strictly monotonically decreasing function $f(x)$,

$$
f\left(x_{2}\right)<f\left(x_{1}\right) \text {, when } x_{2}>r_{1} \text {. }
$$

The properties of monotonic functions in regard to the existence of limits are quite similar to those of monotonic sequences and may be similarly proved.

We have the following results for monotonically increasing functions:-
(i) If $f(x)$ is a monotonically increasing function in (a, $\infty$ ], and there exists a number $k$ such that $f(x) \leqslant k$, when $x \geqslant a$, then

$$
\operatorname{lt}_{x \rightarrow \infty} f(x) \text { exists and is } \leqslant k
$$

(ii) If $f(x)$ is monotonically increasing in $f-\infty, a)$ and there exists a number $k$ such that $f(x) \geqslant k$ when $x \leqslant a$, then

$$
\underset{x \rightarrow-\infty}{\text { It }} f(x) \text { exists and is } \geqslant k \text {. }
$$

(iii) If $f(x)$ is a monotonically increasing function in the open interval $[a, b]$ and there exists a number $k$ such that
( $a \mid f(x)<k$ in $[a, b]$, then $f(b-0)$, i.e., It $f(x)$, when $x \rightarrow(b-0)$, exists.
(b) $f(x)>k$ in $[a, b]$, then $f(a+0)$, i.e., It $f(x)$, when $x \rightarrow(a+0)$, exists.

Similar results are easily obtained for monotonically decreasing functions.
46. Fundamental theorems on limits. If $f_{1}(x), f_{2}(x)$ be two functions such that, vohen $x \rightarrow a$,

$$
\text { lt } f_{1}(x)=l_{1} \text {, } t f_{2}(x)=l_{3}
$$

then
(i) $l t\left[f_{1}(x) \pm f_{2}(x)\right]=l t f_{1}(x) \pm l t f_{2}(x)=l_{1} \pm l_{2}$.
(ii) $l t\left[f_{1}(x) \cdot f_{2}(x)\right]=$ lt $f_{1}(x) . l t f_{2}(x)=l_{1} \cdot l_{2}$.
(iii) $l t\left[f_{1}(x) / f_{2}(x)\right]=l t f_{1}(x) / l t f_{2}(x)=l_{1} / l_{2}$, when $l_{2} \neq 0$.

The proofs are similar to those of the corresponding results on sequences. §31, p. 43.

Proof. (i) The proof is simple and is, therefore, left to the student.
(ii) Let $\in$ be any positive number, however small.

We have

$$
\begin{aligned}
\left|f_{1}(x) f_{3}(x)-l_{1} l_{2}\right| & =\left|f_{2}(x)\left[f_{1}(x)-l_{1}\right]+l_{1}\left[f_{2}(x)-l_{2}\right]\right| \\
& \leqslant\left|f_{2}(x)\right|\left|f_{1}(x)-l_{1}\right|+\left|l_{1}\right|\left|f_{2}(x)-l_{2}\right|
\end{aligned}
$$

There exists a positive number $\delta$ such that

$$
\left|f_{1}(x)-l_{1}\right|<\epsilon^{\prime},\left|f_{2}(x)-l_{2}\right|<\epsilon^{\prime}
$$

when

$$
0<|x-a| \leqslant \delta,
$$

where $\epsilon^{\prime}$ is any given positive number.
Since

$$
\left|f_{2}(x)\right|-\left|l_{2}\right| \leqslant\left|f_{2}(x)-l_{2}\right|<\epsilon^{\prime},
$$

$\therefore \quad\left|f_{2}(x)\right|<\left|l_{2}\right|+\epsilon^{\prime}$.
Therefore when $0<|x-a| \leqslant \delta$, we have
$\left|f_{1}(x) f_{2}(x)-l_{1} l_{2}\right| \leqslant\left(\left|l_{2}\right|+\epsilon^{\prime}\right) \epsilon^{\prime}+\left|l_{1}\right| \epsilon^{\prime}=\left[\left|l_{2}\right|+\left|l_{1}\right|+\epsilon^{\prime}\right] \epsilon^{\prime}$.
Choosing $\epsilon^{\prime}$ any positive number less than

$$
1 \text { and }<\epsilon /\left[l_{2}\left|l_{2}+\left|l_{1}\right|+1\right],\right.
$$

where $\epsilon$ is the given positive number, we see that

$$
\left|f_{1}(x) f_{2}(x)-l_{1} l_{2}\right|<\epsilon, \text { when } 0<|x-a| \leqslant \delta .
$$

Hence the result.
(ii) Let $\boldsymbol{\epsilon}$ be any positive number.

We have

$$
\begin{align*}
\left\lvert\, \begin{array}{l}
\left.\frac{f_{1}(x)}{f_{2}(x)}-\frac{l_{1}}{l_{2}} \right\rvert\,
\end{array}\right. & =\left|\frac{\mid l_{2}\left(f_{1}(x)-l_{1}\right)-l_{1}\left(f_{2}(x)-l_{2}\right)}{l_{2} f_{2}(x)}\right| \\
& \leqslant \frac{\left|l_{2}\right|\left|f_{1}(x)-l_{1}\right|+\left|l_{1}\right|\left|f_{2}(x)-l_{2}\right|}{\left|l_{2}\right|\left|f_{2}(x)\right|} . \tag{i}
\end{align*}
$$

There exists a positive number $\delta_{1}$, such that

$$
\begin{align*}
& \left|f_{2}(x)-l_{2}\right|<\frac{1}{1}\left|l_{2}\right| \text {, when } 0<|x-a| \leqslant \delta_{1} \text {, for } l_{2} \neq 0 \text {. } \\
& \therefore \quad\left|l_{2}\right|-\left|f_{2}(x)\right| \leqslant\left|f_{2}(x)-l_{2}\right|<\frac{1}{3}\left|l_{2}\right| \text {, } \\
& \text { or } \quad\left|f_{2}(x)\right|>\frac{1}{2}\left|l_{2}\right| \text {, when } 0<|x-a| \leqslant \delta_{1} \text {. } \tag{ii}
\end{align*}
$$

There exists a positive number $\delta_{2}$ such that

$$
\begin{equation*}
\left|f_{1}(x)-l_{1}\right|<\epsilon^{\prime},\left|f_{2}(x)-l_{2}\right|<\epsilon^{\prime}, \text { when } 0<|x-a| \leqslant \delta_{2} \tag{iii}
\end{equation*}
$$

where $\epsilon$ is any given positive number.
If $\delta=\min \left(\delta_{1}, \delta_{2}\right)$, we deduce from ( $i$ ), (ii), (iii), that when $0<|x-a| \leqslant \delta$.

$$
\left|\frac{f_{1}(x)}{f_{2}(x)}-\frac{l_{1}}{l_{2}}\right| \leqslant \frac{2}{\left|l_{2}\right|^{2}}\left[\left|l_{2}\right|+\left|l_{1}\right|\right] \epsilon^{\prime},
$$

Choosing $\boldsymbol{\epsilon}^{\prime}$ any positive number less than

$$
\in\left|l_{2}\right|^{2} / 2\left[\left|l_{2}\right|+\left|l_{1}\right|\right],
$$

where $\epsilon$ is the given positive number, we see that

$$
\left|\begin{array}{l}
f_{1}(x) \\
f_{2}(x) \\
\hline
\end{array} \frac{l_{1}}{l_{2}}\right|<\epsilon, \text { when } 0<|x-a| \leqslant \delta .
$$

Hence the result.
Ex. $f(x) \rightarrow l$ as $x \rightarrow a$ and $k$ is a constant, show that

$$
\text { ltk } f(x)=k l \text {, as } x \rightarrow a .
$$

Ex. If the functions $f_{1}(x), f_{2}(x), \ldots \ldots, f_{n}(x)$ approach finite limits, when $x$ approaches $a$, and $k_{1}, k_{2}, k_{3}, \ldots \ldots, k_{n}$ are constants then
(i) lt $\left(k_{1} f_{1}+k_{2} f_{2}+\ldots+k_{n} f_{n}\right)=k_{1}$ lt $f_{1}+k_{2}$ lt $f_{2}+\ldots+k_{n}$ lt $j_{n}$.
(ii) lt $\pi f_{r}(x)=\pi \operatorname{lt} f_{r}(x)$.

$$
r=1 \quad r=1
$$

Ex. If lt $f(x)=0$, show, by giving examples, that $1 / f(x)$ may $x \rightarrow a$ tend to $+\infty,-\infty$ or may oscillate infinitely.

Ex. If lt $f(x)=0$ and $f(x)$ is positive for values of $x$ in a $x \rightarrow a$ certain neighbourhood of $a$, show that $1 / f(x) \rightarrow \infty$ as $x \rightarrow a$.

Ex. $f(x), \phi(x), \psi(x)$ are three functions such that for all values of $x$, (excepting $a$ ), which lie in a certain neighbourhood of $a$,

$$
f(x) \leqslant \phi(x) \leqslant \psi(x)
$$

and

$$
\text { lt } f(x)=\text { lt } \psi(x)=l \text {, as } x \rightarrow a \text {; }
$$

show that

$$
\phi(x) \rightarrow a \text { as } x \rightarrow a .
$$

Ex. $f(x) \rightarrow l$ as $x \rightarrow a$; show that $|f(x)| \rightarrow|l|$, but the converse is not necessarily true except when $l=0$.

## Ex. Show that

$$
\underset{x \rightarrow \infty}{e=\operatorname{lt}_{x \rightarrow-\infty}(1+1 / x)^{x}=\operatorname{lt}_{x \rightarrow-\infty}(1+1 / a)^{x}=\operatorname{lt}_{z \rightarrow 0}(1+z)^{1 / z} . . . . . . . .}
$$

(i) Let $x$ be any real number greater than 1 and let the positive integer $n$ be chosen so that

$$
\begin{array}{cc} 
& n \leqslant x<n+1 . \\
\therefore & 1+\frac{1}{n} \geqslant 1+\frac{1}{x}>1+\frac{1}{n+1} \\
\text { or } & \left(1+\frac{1}{n}\right)^{n+1} \geqslant\left(1+\frac{1}{x}\right)^{x}>\left(1+\frac{1}{n+1}\right)^{n} .
\end{array}
$$

Let $x \rightarrow \infty$; then $n$ also $\rightarrow \infty$. We have

$$
\begin{aligned}
& \text { lt }\left(1+\frac{1}{n}\right)^{n+1}=\operatorname{lt}\left(1+\frac{1}{n}\right)^{n} \cdot \operatorname{lt}\left(1+\frac{1}{n}\right)=e .1=e \\
& \operatorname{lt}\left(1+\frac{1}{n+1}\right)^{n}=\operatorname{lt}\left(1+\frac{1}{n+1}\right)^{n+1} / \operatorname{lt}\left(1+\frac{1}{n+1}\right)=e / 1=e
\end{aligned}
$$

Hence lt $(1+1 / x)^{x}=e$.
(ii) Let $x=-y$ so that $y \rightarrow+\infty$ as $x \rightarrow-\infty$. We have

$$
\left(1+\frac{1}{x}\right)^{x}=\left(1-\frac{1}{y}\right)^{-y}=\left(1+\frac{1}{y-1}\right)^{y-1} \cdot\left(1+\frac{1}{y-1}\right)
$$

$\underset{x \rightarrow-\infty}{ }\left(1+\frac{1}{x}\right)_{x}=\dot{e} .1=e$.
(iii) Putting $z=1 / x$ so that $z \rightarrow(0+0)$ or $(0-0)$ according as $x \rightarrow+\infty$ or $-\infty$, we obtain this result.

## 47. Continuous Functions.

Let $f(x)$ be defined in an interval $(a, b)$.
Continuity at an interior point. The function $f(x)$ is said to be continuous at any interior point $c, a<c<b$, if

$$
l t . f(x)=f(c), \text { zohen } x \rightarrow c
$$

i.e., if lt $f(x)$ exists and is equal to $f(c)$.

Continuity at an end point. $f(x)$ is said to be continuous at the left-end a, if

$$
\text { lt } f(x)=f(a), \text { when } x \rightarrow(a+0)
$$

and is said to be continuous at the right end $b$; if

$$
\text { lt } f(x)=f(b), \text { when } x \rightarrow(b-0)
$$

Continuity in an interval. $f(x)$ is said to be continuous in an interval ( $a, b$ ), if it is continuous at every point of the interval.

In case $f(x)$ is continuous at every interior point but not at the end points $a, b$, we say that it is continuous in the open interval $[a, b]$.

Criticise the following statements :-

1. "A function $f(x)$ is said to be a continuous function of $x$ between the limits $a$ and $b$, when, to each value of $x$ between these limits, there corresponds a finite value of the function and when an infinitely small change in the value of $x$ produces only an infinitely small change in the function."
2. "The continuous function of a variable is a quantity that changes gradually and passes through every intermediate value from an initial to a final value as the variable that enters it passes through every intermediate value from its initial to its final value." (See Cor. to $\$ 50 \cdot 1$ ).
3. " $f(x)$ is continuous between $x=a$ and $x=b$, when the locus of $y=f(x)$ bet ween the points $[a, f(a)]$ and $[b, f(b)]$ is an unbroken line, straight or curved."

Ex. Formally prove that the functions

$$
\text { (i) } k \text {, a constant ; (ii) } x \text {, }
$$

are continuous for every value of $x$.
48. Classification of discontinuities. Let $c$ be any point of the interval of definition $(a, b)$ of $f(x)$. For continuity at $c$, it is necessary and sufficient that lt $f x$ ) should exist and be equal to $f(c)$.

Let, now, $f(x)$ be discontinuous at $c$.
The discontinuity at $c$ is said to be of the First kind, if lt $f(x)$ exists finitely but the limit $\neq f(c)$, and it is said to be of the second kind if lt $f(x)$ does not exist finitely.

Further classification of the points of discontinuity of the second kind.
(i) If It $f(x)=\infty$ or $-\infty, c$ is said to be a point of infinite discontinuity.
(ii) If $f(x)$ oscillates as $x$ tends to $c$, then $c$ is said to be a point of oscillatory discontinuity.

Note. We may also sometimes distinguish between the two sides of $c$. Thus if $\underset{x \rightarrow(c+0)}{ } \mathrm{ft}(x)$ exists and $=f(c)$ but $\underset{x \rightarrow(c-0)}{\text { lt }} f(x)$ does not exist finitely then $c$ is a point of continuity on the right and of discontinuity of the second kind on the left.

Similarly we may describe the nature of the discontinuity at the point $c$ in the other cases.

Ex. What is the nature of the discontinuity at
(i) $x=1$ of the function $[x]$. (ii) $x=0$ of $1[x$.

Ex. Obtain the points of discontinuity of the function $f(x)$ defined in $(0,1)$ as follows :-
$f(x)=0$ when $x=0$, to $\frac{1}{2}-x$ in $0<x<\frac{1}{2}$, to $\frac{1}{\frac{1}{2}}$ when $x=\frac{1}{2}$, to $\frac{1}{5}-x$ when $\frac{1}{\frac{1}{3}<x<1}$ and 1 when $x=1$.

Examine also the nature of discontinuity.
Functions defined by means of limits.
Ex. Examine the nature of the points of discontinuity of the function $\phi(x)$ defined as follows, $n$ tending to $\infty$;

$$
\begin{equation*}
\text { lt }\left(x^{n}-1\right) /\left(x^{n}+1\right) \tag{i}
\end{equation*}
$$

(It is easy to see that $\phi(x)=1$ when $|x|>1, \phi(x)=-1$ when $|x|<1$, $\phi(x)=0$, when $x=1$ and $\phi(x)$ is not defined when $x=-1)$.
(ii) It $\left[1 /\left(1+x^{2 n}\right)\right]$.
(iii) lt $\left[x^{n} /\left(x^{n}+1\right)\right]$.
(iv) It $[n x / 1+n c]$.
(iv) It $\left[\left(x^{2 n}+3 x^{n}+1\right) /\left(x^{2 n}+x^{n}+1\right)\right]$.
49. Continuity of functions which are combinations of continuous functions. The following theorems follow easily from the definition of continuity and the theorems on limits proved in §46.
49.1. (i) The sum, the difference, the product of troo functions which are continuous at a point, (in an interval) are continuous at that point, (in that interval).
(ii) The quotient of two functions which are continuous at a point (in an interval) is continuous at that point (in that interval) provided that the denominator does not vanish at the point (at any point of the interval).

As an illustration, we consider the case of product. Let $f_{1}(x)$, $f_{2}(x)$ be continuous at a point $c$ so that

$$
\operatorname{lt}_{x \rightarrow c} f_{1}(x)=f_{1}(c) ; \operatorname{lt}_{x \rightarrow c} f_{2}(x)=f_{2}(c) .
$$

By §46,

$$
\operatorname{lt}_{x \rightarrow c}\left[f_{1}(x) f_{2}(x)\right]=\operatorname{lt}_{x \rightarrow c} f_{1}(x) \text {. lt } f_{x \rightarrow c}(x)=f_{1}(c) \cdot f_{2}(c) \text {, }
$$

which is the value of $f_{1}(x) f_{2}(x)$ at $c$.
Hence $f_{1}(x) f_{8}(x)$ is continuous at $c$.
49.2. Continuity of a function of a function. Let $f(x)$ be a function defined in an interval $(a, b)$ and $\phi(t)$ a function defined in $(a, \beta)$; and let every value of $\phi(t)$ belong to theinterval $(a, b)$.

Writing

$$
x=\phi(t), y=f(x)
$$

we see that $y$ is a function of $t$ defined in $(\alpha, \beta)$ and which we may write as

$$
y=f[\phi(t)]
$$

Here $y$ is a function of a function of $t$.
Theorem. If $x=\phi(t)$ be a continuous function of $t$ at a point $t_{0}$ of $(a, \beta)$ and $y=f(x)$, a continuous function of $x$ at the corresponding point $x_{0}=\phi\left(t_{0}\right)$, then $y=f[\phi(t)]$, is a continuous function of $t$ at $t_{0}$.

Let $\in$ be any positive number. Let $y_{0}=f\left(x_{0}\right)$.
Since $y=f(x)$ is continuous at $x_{0}$, there exists a positive number $\delta_{\phi}$ such that

$$
\begin{equation*}
\left|y-y_{0}\right|<\epsilon, \text { when }\left|x-x_{0}\right| \leqslant \delta_{0} . \tag{1}
\end{equation*}
$$

Again, since $x=p(t)$ is continuous at $t_{0}$, there exists a positive number $\delta$ such that

$$
\begin{equation*}
\left|x-x_{0}\right|<\delta_{0}, \text { when }\left|t-t_{0}\right| \leqslant \delta \tag{2}
\end{equation*}
$$

From (1) and (2), we see that there exists a positive number $\delta$ such that

$$
\left|y-y_{0}\right| \epsilon, \text { when }\left|t-t_{0}\right| \leqslant \delta
$$

Hence the result.
Ex. 1. Show that a polynomial is continuous for every value of $x$.
Ex. 2. Show that an algebraic rational function of $\boldsymbol{x}$ is continuous for every value of $x$ which is not a zero of the denominator.

Ex. 3. Show that

$$
f(x)=\left(x^{3}-7 x^{2}+3 x-1\right) /\left(x^{2}-3 x\right)
$$

is continuous at $x=2$ and hence find $l t f(x)$ when $x \rightarrow 2$.
50. Properties of functions which are continuous in any closed finite interval.
50.1. Theorem. If $f(x)$ is continuous in a closed interval $(a, b)$ and $f(a), f(b)$ have opposite signs, then $f(x)$ vanishes for atleast one point of the interval.

Lemma 1. If $f(x)$ is continuous at any interior point $c$ of $(a, b)$ and $f(c) \neq 0$, then there exists an interval $(c-\delta, c+\delta)$ enclosing $c$ such that for every point $x$ of this interval $f(x)$ has the sign of $f(c)$.

If $\in$ be any positive number, whatsoever, there exists a positive number $\delta$ such that

$$
\mid f(x)-f(c) k \epsilon, \text { i.e., } f(c)-\epsilon<f(x)<f(c)+\epsilon,
$$

for every point, $x$, of the interval $(c-\delta, c+\delta)$.
Let $f(c)$ be positive. If we take for $\in$ any positive number less than $f(c)$, we see that for every point $x$ of $(c-\delta, c+\delta), f(x)$ is positive, lying as it does between two positive numbers $f(c)$ - $\epsilon$ and $f(c)+\epsilon$.

Let $f(c)$ be negative. If we take for $\in$ any positive number less than $-f(c)$, we see that for every point $x$ of $(c-\delta, c+\delta), f(x)$ is negative, lying as it does between two negative numbers $f(c)-\epsilon$ and $f(c)+\epsilon$.

Lemma II. If $f(x)$ is continuous at the end point $a$ of ( $a, b$ ) and $f(a) \neq 0$, then there exists an interval $(a, a+\delta)$ such that for cvery point $x$ of this interval $f(x)$ has the sign of $f(a)$.

A similar result holds for continuity at $b$.
The proof is exactly similar to that of Lemma I.
Proof of the main theorem. Take the number $c=\frac{1}{\frac{1}{9}}(a+b)$, the mid-point of $(a, b)$. In case $f(c)=0$, we have finished.

If $f(c) \neq 0$, then either $f(a), f(c)$ or $f(c), f(b)$ have opposite signs. Of the two intervals $(a, c)$ and $(c, b)$, the one at the ends of which $f(x)$ has opposite signs, we re-name as ( $a_{1}, b_{1}$ ).

Tnus in every case we have

$$
\begin{aligned}
& a \leqslant a_{1}<b_{1} \leqslant b ; \\
& b_{1}-a_{1}=\frac{1}{3}(b-a) ;
\end{aligned}
$$

$$
f\left(a_{1}\right), f\left(b_{1}\right) \text { have opposite signs. }
$$

We now bisect ( $a_{1}, b_{1}$ ) and proceeding as above, see that either $f(x)=0$ at the mid point $c_{1}=\frac{1}{2}\left(a_{1}+b_{1}\right)$ of ( $a_{1}, b_{1}$ ) or otherwise we obtain an interval ( $a_{2}, b_{2}$ ) such that

$$
\begin{gathered}
a_{1} \leqslant a_{2}<b_{2} \leqslant b_{1} \\
b_{2}-a_{2}=\frac{1}{2}\left(b_{1}-a_{1}\right)=\left(\frac{1}{2}\right)^{2}(b-a) \\
f\left(a_{2}\right), f\left(b_{2}\right) \text { have opposite signs. }
\end{gathered}
$$

Proceeding as above we see that either, after a finite number of steps, we will arrive at a point at which the function vanishes, or we will obtain an infinite sequence of intervals
such that

$$
\left(a_{1}, b_{1}\right),\left(a_{2}, b_{2}\right), \ldots,\left(a_{n}, b_{n}\right) \ldots
$$

$$
\begin{gather*}
a \leqslant a_{1} \leqslant a_{2} \ldots \leqslant a_{n}<b_{n} \leqslant \ldots \leqslant b_{2} \leqslant b_{1}<b ;  \tag{i}\\
b_{n}-a_{n}=(b-a) / 2^{n}  \tag{ii}\\
f\left(a_{n}\right), f\left(b_{n}\right) \text { have opposite signs. } \tag{iii}
\end{gather*}
$$

From ( $i$ ), we see that the sequence $\left\{a_{n}\right\}$ is monotonically increasing and bounded above and the sequence $\left\{b_{n}\right\}$ is monotonically decreasing and bounded below and accordingly we see that the sequences $\left\{a_{n}\right\},\left\{b_{n}\right\}$ are both convergent.

From (ii), we see that

$$
\text { lt }\left(b_{n}-a_{n}\right)=0 \text {. }
$$

Now, since $\left\{a_{n}\right\}$ and $\left\{b_{n}\right\}$ are convergent, therefore

$$
0=\operatorname{lt}\left(b_{n}-a_{n}\right)=\operatorname{lt} b_{n}-\operatorname{lt} a_{n}
$$

or

$$
\text { lt } b_{n}=\text { lt } a_{n}=\xi \text {, say. }
$$

The point $\xi$ may be either an interior or an end-point of $(a, b)$. It will be shown that $f(\xi)=0$. If possible, let $f(\xi) \neq \mathbf{0}$.

Let $\xi$ be an interior point. There exists, by lemma I. an interval $(\xi-\delta, \xi+\delta)$ such that for every point $x$ of this interval $f(x)$ and $f$ $(\xi)$ have the same sign.

Also, since $a_{n} \rightarrow \xi$ from below and $b_{n} \rightarrow \xi$, from above, there exists an integer $m$ such that $\left(a_{m}, b_{m}\right)$ lies within $(\xi-\delta, \xi+\delta)$ and accordingly $f\left(a_{m}\right), f\left(b_{m}\right)$ have the same sign so that we arrive at a contradiction of (iii). Hence $f(\xi)=0$.

Let $\xi$ coincide with $a$. In this case $a_{n}=a$, for every $n$. Since $f(a) \neq 0$, there exists an interval ( $a, a+\delta$ ) such that for every point $x$ of this interval $f(x)$ and $f(a)$ have the same sign. Also, since $b_{n} \rightarrow \xi=a$, there exists a positive integer $m$ such that $a<b_{m}<\xi+\delta$, and accordingly $f\left(a_{m} \cdot=f(a)\right.$ and $f\left(b_{m}\right)$ have the same sign so that again we have a contradiction.

Hence $\xi$ cannot coincide with $a$.
It may similarly be shown that $\xi$ cannot coincide with $b$.
Another proof. For the sake of definiteness, we suppose that $f(a)>0$ and $f(b)<0$.

Since $f(x)$ is continuous at $a$ and $f(a)>0$, there exists an interval $(a, a+\delta),(\delta>0)$, such that for every point $x$ of this interval $f(x)$ is positive. (Lemma II).

Consider an aggregate $S$ defined as follows:-
Any point $x$ of ( $a, b$ ) belongs to S , if $f(x)$ is positive for every point of the closed interval ( $a, x$ ).

Clearly $S$ exists in as much as $a+\delta$ belongs to it. Also $S$ is bounded above, $b$ being a rough upper bound.

Let $c$ be the upper bound of $f(x)$. Suppose that $c$ is an interior point of $a, b)$. It will be shown that $f(c)=0$. If possible, let $f(c) \neq 0$.

There exists an interval ( $c-h, c+h$ ) such that for (very point $x$ of this interval $f(x)$ and $f(c)$ have the same sign.

Since $c$ is the upper bound of $S$, there exists a member $\eta$ of $S$ such that

$$
c-h<\eta \leqslant c .
$$

As $\eta$ belongs to $\mathrm{S}, f(x)$ is positive for every point $x$ of $(a, \eta)$ and, in particular, $f(\eta)$ is positive. Also since $\eta$ is a member of $(c-h, c+h)$, we deduce that for every point $x$ of $(c-h, c+h), f(x)$ is positive.

Thus we see that $f(x)$ is positive for every point $x$ of ( $a, c+h$ ) so that $c+h$ belongs to $S$ and this contradicts the fact that $c$ is the upper bound of $S$.

Hence $f(c)=\mathbf{0}$.
If possible, let $c$ coincide with $b$. There exists an interval ( $b-k, b$ ) for every point $x$ of which $f(x)$ is negative. Also since $b$ is the upper bound of S , there exists a member $a$ of $[(b-k), b]$ such that $f(x)$ is positive in ( $a, a$ ) and, in particular $f(a)$ is positive. Thus we have a contradiction so that $c$ cannot coincide with $b$.

Cor. If $f(x)$ is continuous in a closed interval $(a, b)$ and $f(a) \neq f(b)$, then as $x$ changes from a to $b, f(x)$ assumes atleast once every value betroeen $f(a)$ and $f(b)$.

Let $k$ be any number between $f(a)$ and $f(b)$. The function

$$
\phi(x)=f(x)-k,
$$

is continuous in $(a, b)$ and $\phi(a)=f(a)-k$ and $\phi(b)=f(b)-k$ have opposite signs. There exists, therefore, a point $c$ of $(a, b)$ such that $0=\phi(c)=f-k$, (c) or $f(c)=k$.
50.2. Theorem. If $f(x)$ is continuous in a closed interval (a,b), and $\in$ is any positive number, however small, then there exists a division of ( $a, b$ ) into a finite number of sub-intervals such that

$$
\left|f\left(x_{2}\right)-f\left(x_{1}\right)\right|<\epsilon,
$$

where $x_{1}, x_{2}$ are any two numbers belonging to the same sub-interval.
We assume that the theorem is false, i.e., we suppose that it is
not possible to divide ( $a, b$ ) into a finite number of sub-intervals which possess the required property.

Take $c=\frac{1}{1}(a+b)$.
The theorem must be false for atleast one of the two subintervals ( $a, c$ ) or ( $c, b$, for, otherwise, the theorem would be true for $(a, b)$. Let the sub-interval in which the theorem is false be re-named as $\left(a_{1}, b_{1}\right)$. If there be a choice, which will happen if the theorem is false for both, we may, for the sake of definiteness, consider the left-hand interval $(a, c)$. In every case, we have

$$
\begin{aligned}
& a \leqslant a_{1}<b_{1} \leqslant b, \\
& b_{1}-a_{1}=\frac{1}{4}(b-a),
\end{aligned}
$$

the theorem is false in $\left(a_{1}, b_{1}\right)$.
We now bisect $\left(a_{1}, b_{1}\right)$ and proceeding, as above, obtain another interval ( $a_{2}, b_{2}$ ) such that

$$
\begin{gathered}
a_{1} \leqslant a_{2}<b_{2} \leqslant b_{1}, \\
b_{2}-a_{2}=\frac{1}{2}\left(b_{1}-a_{1}\right)=\left(\frac{1}{2}\right)^{2}(b-a),
\end{gathered}
$$

$$
\text { the theorem is false in }\left(a_{2}, b_{2}\right) \text {. }
$$

Proceeding as above, we will obtain an infinite sequence of intervals

$$
\left(a_{1}, b_{1}\right),\left(a_{2}, b_{2}\right) \ldots \ldots,\left(a_{n}, b_{n}\right),
$$

such that
(i) $a \leqslant a_{1} \leqslant a_{2} \ldots \ldots \leqslant a_{n}<b_{n} \leqslant b_{n-1} \ldots \ldots \leqslant b_{2} \leqslant b_{1}<b$,
(ii) $b_{n}-a_{n}=(b-a) / 2^{n}$.
(iii) the theorem is false in ( $a_{n}, b_{n}$ ).

From ( $i$ ) and (ii) we easily deduce, as in $\$ 50.1$ that the sequences $\left\{a_{n}\right\},\left\{b_{n}\right\}$ converge to the same limit. Let this common limit be $c$. The point $c$ may be an interior or an end point of $(a, b)$.

Let $c$ be an interior point.
Since $f(x)$ is continuous at $c$, there exists a positive number $\delta$ such that

$$
\left.|f(x)-f(c)|<\frac{1}{3} \in \text {, when } \mid x-c\right) \mid \leqslant \delta .
$$

If $x_{1}, x_{2}$ be any two members of $(c-\delta, c+\delta)$, we have

$$
\left|f\left(x_{1}\right)-f(c)\right|<\frac{1}{5} \epsilon,\left|f\left(x_{2}\right)-f(c)\right|<\frac{1}{1} \epsilon,
$$

and, accordingly,

$$
\left|f\left(x_{2}\right)-f\left(x_{1}\right)\right|=\left|f\left(x_{2}\right)-c+c-f\left(x_{1}\right)\right|
$$

so that the theorem is true for $(c-\delta, c+\delta)$.
Let $m$ be a positive integer so chosen that ( $a_{m}, b_{m}$ ) lies within $(c-\delta, c+\delta)$. The theorem being true in $(c-\delta, c+\delta)$, we see that it is also true in ( $a_{m}, b_{m}$ ) which is a part of ( $c-\delta, c+\delta$ ) and thus we arrive at a contradiction. Hence the assumption that the theorem is false for ( $a, b$ ) is not true. Thus the theorem is true.

Let $c$ coincide with the end point $a$. There exists a positive number $\delta$ such that

$$
|f(x)-f(a)|<\frac{1}{3} \in \text {, when } a \leqslant x \leqslant a+\delta .
$$

Now, if $x_{1}, x_{2}$ be any two members of ( $a, a+\delta$ ) we prove, as above, that

$$
\left|f\left(x_{2}\right)-f\left(x_{1}\right)\right|<\epsilon
$$

so that the theorem is true for ( $a, a+\delta$ ).
If $m$ be a positive integer so chosen that $b_{m}<a+\delta$, then $\left(a_{m}, b_{m}\right)$ lies within ( $a, a+\delta$ ) and accordingly the theorem is true in ( $a_{m}, b_{m}$ ) which is only a part of ( $a, a+\delta$ ).

Here, again, we have a contradiction and so on.
The case when $c$ coincides with $b$ may be similarly disposed of.
$50 \cdot 3$. Theorem. If a function $f(x)$ is continuous in a closed interval ( $a, b$ ), then it is bounded in the interval.

Let $\epsilon$ be any positive number.
We can divide ( $a, b$ ) into a finite number of sub-intervals such that

$$
\left|f\left(x_{2}\right)-f\left(x_{1}\right)\right|<\epsilon,
$$

when $x_{1}, x_{2}$ are any two members of the same sub-interval.
Let $a, t_{1}, t_{2}, t_{3}, t_{r-1}, t_{r}, t_{r+1}, \ldots \ldots t_{n-1}, b$
be the points of division.
If $x$ be any point of ( $a, t_{1}$ ), we have

$$
-|f(x)-f(a)|<\epsilon, \text { i..e., } f(a)-\epsilon<f(x)<f(a)+\epsilon \text {; }
$$

if $x$ be any point of ( $t_{1}, t_{2}$ ), we have

$$
\left|f(x)-f\left(t_{1}\right)\right|<\epsilon, \text { i.e., } f\left(t_{1}\right)-\epsilon<f(x)<f\left(t_{1}\right)+\epsilon ;
$$

................................................................... ;
if $x$ be any point of $\left(t_{r}, t_{r+1}\right)$. we have

$$
\begin{aligned}
& \left|f(x)-f\left(t_{r}\right)\right|<\epsilon, ~ i . e ., f\left(t_{r}\right)-\epsilon<f(x)<f\left(t_{r}\right)+\epsilon \text {; } \\
& \text {. } \ldots \ldots \ldots \ldots . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ~
\end{aligned}
$$

finally, if $x$ be any point of $\left(t_{n-1}, b\right)$, we have

$$
\left|f(x)-f\left(t_{n-1}\right)\right|<\epsilon, \text { i.e., } f\left(t_{n-1}\right)-\epsilon<f(x)<f\left(t_{n-1}\right)+\epsilon .
$$

If $k$ be the least member of the finite set of numbers

$$
f(a)-\epsilon, f\left(t_{1}\right)-\epsilon, \ldots \ldots, f\left(t_{r}\right)-\epsilon, \ldots \ldots, f\left(t_{n-1}\right)-\epsilon,
$$

and $K$ be the greatest member of the finite set of numbers

$$
f(a)+\epsilon, f\left(t_{1}\right)+\epsilon, \ldots \ldots, f\left(t_{r}\right)+\epsilon, f\left(t_{n-1}\right)+\epsilon,
$$

we see that for every $x$ of $(a, b)$,

$$
k<f(x)<\mathbf{K},
$$

i.e., $f(x)$ is bounded.

Another proof. If $\in$ be any positive number, then, because of the continuity of $f(x)$ at $a$, there exists a positive number $\delta$ such that for every point $x$ of $(a, a+\delta)$,

$$
\mid f(x-f(a) \mid<\epsilon, \text { i.e., } f(a)-\epsilon<f(x)<f(a)+\epsilon \text {, }
$$

so that we see that $f(x)$ is bounded in ( $a, a+\delta$ )
Consider, now, an aggregate $S$ defined as follows :-
Any point $x$ of $(a, b)$ belongs to $S$, if $f(x)$ is bounded in ( $a, x$ ). The aggregate $S$ exists in as much as $a+\delta$ belongs to $S$ and, as no number of $S$ is $>b$, it is bounded also.

Let $c$ be the upper bound of S. Now $c \leqslant b$. If possible, let c be an interior point of S .

There exists an interval ( $c-h, c+h$ ) such that for every point $x$ of this interval, $f(x)$ lies between $f(c)-\epsilon$ and $f(c)+\epsilon$ so that we see that $f(x)$ is bounded in $(c-h, c+h)$.

Since $c$ is the upper bound of $S$, there exists a member $\eta$ of $S$ such that

$$
c-h<\eta \leqslant c .
$$

As $\eta$ belongs to $\mathrm{S}, f(x)$ is bounded in ( $a, \eta$ ).
As $\eta$ is an interior point of $(c-h, c+h)$, we deduce from above that $f(x)$ is bounded in $(a, c+h)$ and accordingly $c+h$ is a member of $S$ and this plainly is a contradiction. Thus $c$ cannot be an interior point so that we have $c=b$.

As $f(x)$ is continuous at $b$ there exists an interval $(b-k, b)$ such that for every point $x$ of this interval $f(x)$ lies between $f(b)-\epsilon$ and $f(b)+\epsilon$ i.e., $f(x)$ is bounded in this interval.

There exists a member $\mu$ of $S$ such that

$$
b-k<\mu \leqslant b .
$$

Now, $f(x)$ is bounded in $(a, \mu)$ and in $(b-k, b)$ and, therefore, we deduce that it is bounded in $(a, b)$.

Hence the result.
Another proof. Suppose that $f(x)$ is not bounded. On this account, to every positive integer $n$, there corresponds a point $t_{n}$ of ( $a, b$ ) such that

$$
\left|f\left(t_{n}\right)\right|>n .
$$

Now $\left\{t_{n}\right\}$ is a bounded infinite sequence and has, therefore, at least one limiting point. Let $t$ be any limiting point of $\left\{t_{n}\right\}$.

As $f(x)$ is continuous at $t$, there exists a positive number $\delta$ such that.
$|f(x)-f(t)|<1$, when $|x-t| \leqslant \delta, \quad$ [taking $\epsilon=1]$.
or $|f(x)|<1+|f(t)|$, for any member $x$ of the interval $(t-\delta, t+\delta)$.

The interval $(t-\delta, t+\delta)$ contains an infinite number of members of the sequence $\left\{t_{n}\right\}$. Thus for an infinite number of positive integral values of $n$,

$$
n<\left|f\left(t_{n}\right)\right|<1+|f(t)|
$$

which is clearly not true.
Hence $f(x)$ must be bounded in $(a, b)$.
Ex. Show, by a process of continued bisection, that if a function $f(x)$ is defined in any interval $(a, b)$,
(i) and is not bounded, then there exists a point $c$ of $(a, b)$ such that $f(x)$ is not bounded in any neighbourhood of $c$. Deduce theorem above.
(ii) and is bounded, then there exists a point $c$ of $(a, b)$ such that in any neighbourhood of $c$, the upper bound of $f(x)$ is the same as the upper bound of $f(x)$ in the whole interval. (Weirstrasas' Theorem).

504 . Theorem. If a function $f(x)$ is continuous in a closed interval ( $a, b$ ), then it has greatest and least values, i.e., it attains its bounds at least once in the interval.

It has been shown above in $\S 50 \cdot 3$, that $f(x)$ is bounded in $(a, b)$. Let $M, m$ be the bounds of $f(x)$.

We have to show that there exist members $\alpha, \beta$ of $(a, b)$ such that

$$
f(\alpha)=\mathbf{M}, f(\beta)=m .
$$

We consider the case of upper bound. Suppose that $f(x)$ does not attain the value M for any value of $x$ so that $\mathrm{M}-f(x)$ does not vanish for any point $x$ of ( $a, b$ ).

From $\S 49 \cdot 1$, we deduce that $\mathrm{M}-f(x)$ and therefore, $1 /[\mathrm{M}-f(x)]$ is continuous in ( $a, b$ ) and accordingly $1 /[\mathrm{M}-f(x)]$ is bounded.

Let $k$ be any positive number, however large.
Since $M$ is the upper bound of $f(x)$, there exists a value $f(c)$ of $f(x)$ such that

$$
f(c)>\mathrm{M}-1 / k \text { or } \mathrm{M}-f(c)<1 / k \text { or } 1 / \mathrm{M}-f(c)]>k .
$$

There exists, therefore, a value of the function $1 /[M-f(x)]$ which is greater than any positive, number $k$, however large, i.e., $1 /[M-f(x)]$ is not bounded. This is a contradiction.

## Hence the theorem.

The case of lower bound may be similarly disposed of.
Cor. I. The function $f(x)$ which is continuous in $(a, b)$ must also be continuous in ( $\alpha, \beta$ ) and so must assume every value between $f(\alpha)=\mathrm{M}$ and $f(\beta)=m$.

Thus a function which is continuous in a closed interval must assume every value between its upper and lower bounds.

Cor. II. If a function $f(x)$ is continuous in a closed interval $(a, b)$, and $\epsilon$ is any given positive number, then there exists a division of ( $a, b$ ) into a finite number of sub-intervals such that the oscillation of $f(x)$ in every subinterval is less than $\epsilon$.

This follows from $\S 50 \cdot 2$ and the cor. I, above.

## 50\%5. Uniform continuity.

Theorem. If a function $f(x)$ is continuous in a closed interval $(a, b)$ and $\in$ is any given positive number, then there exists a positive number $\delta$ such that the oscillation of $f(x)$ in every sub-interval of length less than $\delta$ is less than $\epsilon$.

We can divide $(a, b)$ into a finite number of sub-intervals such that

$$
\left|f\left(x_{2}\right)-f\left(x_{1}\right)\right|<\frac{1}{6} \epsilon,
$$

where $x_{1}, x_{2}$ are any two members of the same sub-interval.
Now every one of these sub-intervals has a length. Let $\delta$ be the least of these lengths. Clearly $\delta$ is positive.

Consider any pair of points $x_{1}, x_{2}$ such that $\left|x_{2}-x_{1}\right| \leqslant \delta$. The points $x_{1}, x_{2}$ either belong to the same or to two consecutive subintervals of the dívision obtained above.

In case they belong to the same sub-interval, we have

$$
\left|f\left(x_{2}\right)-f\left(x_{1}\right)\right|<\frac{1}{3} \epsilon<\epsilon ;
$$

If they belong to two consecutive sub-intervals, let $t_{r}$ be the common end point. We have

$$
\begin{aligned}
\left|f\left(x_{2}\right)-f\left(x_{1}\right)\right| & =\left|f\left(x_{2}\right)-f\left(t_{r}\right)+f\left(t_{r}\right)-f\left(x_{1}\right)\right| \\
& \leqslant\left|f\left(x_{2}\right)-f\left(t_{r}\right)\right|+\left|f\left(t_{r}\right)-f\left(x_{1}\right)\right| \\
& <\frac{1}{9} \in+\frac{1}{9} \in=\epsilon .
\end{aligned}
$$

Now, consider any arbitrary sub-interval $\delta_{r}$ of $(a, b)$ whose length $\leqslant \delta$. If $M_{r}, m_{r}$ be the bounds of $f(x)$ in $\delta_{r}$, there exists points $\xi_{r}, \eta_{r}$ of this interval such that

$$
f\left(\xi_{r}\right)=M_{r}, f\left(\eta_{r}\right)=m_{r} .
$$

Since

$$
\begin{aligned}
& \left|\xi_{r}-\eta_{r}\right| \leqslant \delta, \text { we have } \\
& \begin{aligned}
\mathbf{M}_{r}-m_{r} & =f\left(\xi_{r}\right)-f\left(\eta_{r}\right) \\
& =\mid f\left(\xi_{r}\right)-f\left(\eta_{r} \mid<\epsilon .\right.
\end{aligned}
\end{aligned}
$$

Hence the theorem.
Note. The property of continuous functions proved above is known by the name of uniform continuity so that the theorem may be restated as follows:-

A function which is continuous in a closed interval is also uniformly continuous in that interval.

We now consider the justification for the name ' Uniform continuity.'
The continuity of $f(x)$ at a point $x^{\prime}$ implies that there exists a positive number $\delta$ such that

$$
\left|f(x)-f\left(x^{\prime}\right)\right|<\epsilon, \text { when }\left|x-x^{\prime}\right| \leqslant \delta,
$$

$\in$ being any given positive number. Corresponding to the same $\in$, there exists a number $\delta$ for every point $x$ of $(a, b)$. The question arises, does there exist a positive number $\delta$ which holds uniformly for every point of ( $a, b$ ). The theorem proved above shows that such a choice of $\delta$ is possible. In fact it has been shown there that corresponding to any positive number $\epsilon$, there exists a positive number $\delta$, such that

$$
\left|f\left(x_{2}\right)-f\left(x_{1}\right)\right|<\epsilon
$$

where $x_{1}, x_{2}$ are any two numbers such that

$$
\left|x_{2}-x_{1}\right| \leqslant \delta .
$$

Ex. If $f(x)=x^{2}+2 x$ in $(-1,1)$, find a $\delta$ so that
We have

$$
\begin{aligned}
\left|f\left(x_{3}\right)-f\left(x_{1}\right)\right| & =\left|x_{2}-x_{1}\right|\left|x_{2}+x_{1}+3\right| \leqslant\left|x_{2}-x_{1}\right|\left[\left|x_{2}\right|+\left|x_{1}\right|+3\right] \\
& \leqslant 5\left|x_{2}-x_{1}\right|<\epsilon, \text { if }\left|x_{2}-x_{1}\right|<\in / 5 .
\end{aligned}
$$

Thus $\delta=\epsilon / 5$.

Ex. Do the same, as in the Ex. above, for
(i) $f(x)=x^{3}+3 x^{2}-2 x+7$ in $(-3,2)$
(ii) $f(x)=(x+2) /(2 x+3)$ in $(-1,5)$
51. Inverse functions. Theorem. If a function $f(x)$ be continuous and strictly monotonic in $(a, b)$, then there exists one and only one value of $x$ which satisfies the equation

$$
\begin{equation*}
f(x)=y \tag{i}
\end{equation*}
$$

rhere $y$ is any number lying betroeen $f(a)$ and $f(b)$.
The existence of at least one value of $x$ follows from the fact of continuity of $f(x)$, (cor. to $\S 501$ ). Also since the function is strictly monotonic there cannot exist more than one such value. Hence the result.

## $51 \cdot 1$. Continuity of Inverse Functions.

To each value of $y$, lying between $f(a)$ and $f(b)$, there corresponds one and only one value of $x$, as determined from ( $i$ ), and thus (i) determines $x$ as a function of $y$, say, $\phi(y)$, defined in the interval $[f(a), f(b)$ or $[f(b), f(a)]$.

This function $\phi(y)$ is said to be the inverse of $f(x)$. We now show that $\phi(y)$ is continuous in its interval of definition.

Let $y_{1}$ be any value of $y$ and let $x_{1}=\phi, y_{1}$ ) so that, we have $\quad f\left(x_{1}\right)=y_{1}$.

Let $\epsilon$ be any positive number.
Firstly suppose that $f(x)$ is strictly increasing.
Let $\quad f\left(x_{1}-\epsilon\right)=y_{1}-\delta_{1}, f\left(x_{1}+\epsilon\right)=y_{1}+\delta_{2}$,
$\delta_{1}, \delta_{2}$ being necessarily positive.
Since $f(x)$ is strictly monotonic, $y$ will lie in the interval $\left(y_{1}-\delta_{1}, y_{1}+\delta_{2}\right)$ when $x$ lies in $\left(x_{1}-\epsilon, x_{1}+\epsilon\right)$.

If $\delta=\min \left(\delta_{1}, \delta_{2}\right)$, we see that

$$
\left|x-x_{1}\right|<\epsilon, \text { i.e., }\left|\phi(y)-\phi\left(y_{1}\right)\right|<\epsilon \text {, when }\left|y-y_{1}\right| \leqslant \delta
$$

Hence $\phi(y)$ is continuous at $y$, and, therefore, in $[f(a), f(b)]$.
The continuity of $\phi(y)$ can be similarly established if $f(x)$ is strictly decreasing.

It should be understood that the inverse function $\phi(y)$ exists and is continuous if and only if $f(x)$ is continuous and strictly monotonic.
52. The continuity of $a^{x},(a>0)$. To show that $a^{x}$ is continuous for every value of $x$.

Let $c$ be any value of $x$.
Suppose that $a^{x}$ is not continuous for $x=c$.
This implies that there exists a positive number $\epsilon$, such that whatever be the interval $(c-\delta, c+\delta)$ around $c$, for at least one point $x$ of this interval,

$$
\left|a^{x}-a^{c}\right|>\epsilon .
$$

Consider a sequence of intervals ( $c-1 / n, c+1 / n$ ) around $c$. There exists a point $x_{n}$ of $(c-1 / n, c+1 / n)$ such that

$$
\begin{equation*}
\left|a_{n}^{x}-a^{c}\right|>\epsilon . \tag{1}
\end{equation*}
$$

Since

$$
c-1 / n<x_{n}<c+1 / n,
$$

we see that the sequence $\left\{x_{n}\right\}$ converges to $c$, and hence

$$
\text { lt } a_{n}^{x}=a^{c} \quad(\S 33, \text { P. 52) }
$$

and this conclusion contradicts the statement (1).
Hence the result.
Cor. The exponential function $e^{z}$ is continuous for every value of $x$.

Cor. Since $a^{x}$ is continuous and strictly monotonic, its inverse function, viz., the logarithmic function $\log _{a} y$ is continuous for every positive value of $y$.

It should be remembered that the logarithmic function $\log _{\alpha} x$ is defined for positive values of $x$ only.

Cor. (i) If $f(x)$ is continuous in any interval, then $e^{f(x)}$ is also continuous in the same interval.
(ii) If $f(x)$ is positive and continuous in any interval, then $\log f(x)$ is also continuous in the same.

These results follow from $\$ 49 \cdot 2$, P. 70.
Cor. If $f(x), \phi(x)$ are continuous in any interval and $f(x)$ is also positive then $f(x)^{p(x)}$ is continuous in the same interval.

This result is seen to be true on writing

$$
[f(x)]^{\phi(x)}=e^{\phi(x) \log f(x)}
$$

## Examples

Ex. 1. Consider the continuity for $x=0$ of

$$
f(x)=1 /\left(1-e^{1 / x}\right) \text { zehen } x=\neq 0 \text { and } f(0)=0
$$

Now $\quad 1 / x \rightarrow \infty$ or $-\infty$ according as $x \rightarrow(0+0)$ or (0-0).
Thus $\underset{x \rightarrow(0+0)}{l t} f(x)=0$,
and $\underset{x \rightarrow(0-0)}{l t} f(x)=1$, for $\underset{x \rightarrow(0-0)}{l t} e^{l / x}=0$,
Since these two limits are different, lt $f(x)$ as $x \rightarrow 0$, does not exist. Thus $f(x)$ is discontinuous for $x=0$ and the point of discontinuity is of the second kind.

Of course the function is continuous on the right and has a discontinuity of the second kind on the left of $x=0$.

Ex. Show that

$$
f(x)=(x-1) /\left[1+e^{1 /(\mu-1)}\right], x \neq 1, f(1)=0,
$$

is continuous for every value of $x$.
Ex. Show that

$$
f(x)=\left(e^{1 / x}-1\right) /\left(e^{1 / x}+1\right), \text { when } x \neq 0 ; f(0)=0,
$$

is continuous for every value of $x$ except $x=0$. What is the nature of the discontinuity at $x=0$.

Ex. Consider the continuity of

$$
f(x)=e^{1 / x^{2}} /\left(e^{1 / x^{2}}-1\right), \text { when } x \neq 0 ; f(0)=1
$$

53. To prove that

$$
\begin{align*}
& l t a^{s}=\infty \text { or } 0 \text { according as } a>\text { or }<1 ;  \tag{a}\\
& \underset{x \rightarrow \infty}{l t} a^{y}=0 \text { or } \infty \text { according as } a>\text { or }<1
\end{align*}
$$

The result ( $a$ ) follows from the facts that (i) the sequence $a^{n}$ tends to $\infty$ or 0 according as $a>1$ or $0<a<1$, (ii), $a^{2}$ is positive and monotonically increasing or decreasing according as $a>1$ or $0<a<1$.

The result (b) can be deduced from (a) by putting $x=-y$ so that $y \rightarrow \infty$ as $x \rightarrow-\infty$.
53.1. Theorem. 'Io prove that
li $\log _{a} x=\infty$ or $-\infty$ according as $a>$ or $<1$, $x \rightarrow \infty$
$\underset{x \rightarrow(0+0)}{l t} \log _{a} x=-\infty$ or $\infty$ according as $a>$ or $<1$.
This can be deduced from above on writing

$$
y=\log _{u} x \text { i.e., } x=a^{\nu} .
$$

54. Infinitesimals. $A$ variable which tends to zero is called an infinitesimal, In order to know whether a function is an infinitesimal or not, we must know the independent variable and its limit. For example $\left(x^{2}-a^{2}\right), e^{-1 /(x-a)^{2}}$ are infinitesimals only when $x \rightarrow a$ and $1 / x$ is an infinitesimal when $x \rightarrow \infty$. An independent variable which tends to zero is also an infinitesimal.

Comparison of infinitesimals. Let $f(x), \phi(x)$ be two infinitesimals. The following cases arise :-
(i) $f / \phi \rightarrow l, \quad l \neq 0$. In this case we say that $f(x)$ is an infinitesimal of the same order as $\phi(x)$ and symbolically write

$$
f(x)=\mathrm{O}[\phi(x)] .
$$

In case $l=1$, we say that the two infinitesimals are equivalent and write

$$
f(x) \sim \phi(x)
$$

If $f(x)=0\left[\phi^{r}(x)\right]$ so that $f(x) / \phi^{r}(x) \rightarrow$ a finite non zero limit, we say that $f(x)$ is an infinitesimal of order $r$ with respect to $\phi(x)$.
(ii) $f / \phi \rightarrow 0$. In this case we say that $f(x)$ is an infinitesimal of higher order and $\phi(x)$ of lower order and write

$$
f(x)=0[\phi(x)] .
$$

(iii) $f / \phi \rightarrow \infty$ or $-\infty$ so that $\phi / f \rightarrow 0$. In this case we have

$$
\phi(x)=0[f(x)] .
$$

(iv) $f / \phi$ oscillates; we write

$$
f(x)=0[\phi(x))^{\prime} .
$$

if the oscillation is finite.
Thus

$$
2 x+x^{3}=0(x) \text {, if } x \rightarrow 0,2 x+x^{3}=0\left(x^{3}\right) \text {, if } x \rightarrow \infty,
$$

Principal part of an infinitesimal. If an infinitesimal be expressible as a sum of a number of infinitesimals of different orders, then the one of lowest order is called the principal part.

Note. It should be carefully noted that a constant number, however small, is not an infinitesimal. A great deal of confusion has arisen because of the assumption in the older forms of presentation of analysis that there existed numbers so small that they can be neglected.

## CHAPTER V

## THE DERIVATIVE

55. Derivability. Derivative. Let $f(x)$ be a function defined in an interval ( $a, b$ ).
55.1. Derivability at an interior point. Let $c$ be any interior point of ( $a, b$ ). We take $c+h$, any other point of the same interval. Then $f(x)$ is said to be derivable at $x=c$. if

$$
\operatorname{lt}_{h \rightarrow 0}\left\{\frac{f(c+h)-f(c)}{h}\right\},
$$

exists; the limit, which is called the derivative of $f(x)$ at $x=c$, is symbolically denoted $b^{\prime} f^{\prime}(c)$.

One sided derivatives. The

$$
\operatorname{lt}_{h \rightarrow(0+0)}\{[f(c+h)-f(c)] / h\} \text {, }
$$

in case it exists, is called the right hand derivative of $f(x)$ at $x=c$ and is denoted by $\mathbf{R} f^{\prime}(c)$.

Similarly

$$
\operatorname{lt}_{h \rightarrow(0-0)}\{[f(c+h)-f(c)] / h\},
$$

in case it exists, is called the left hand derivative of $f(x)$ at $x=c$ and is denoted by $L f^{\prime}(c)$.
55.2. Derivability at end points. $f(x)$ is said to be derivable at $a$, if $\mathbf{R} f^{\prime}(a)$ exists and $f^{\prime}(a)$, then, means $\mathbf{R} f^{\prime \prime}(a)$; it is said to be derivable at $b$, if $\mathrm{L} f^{\prime}(b)$ exists and $f^{\prime}(b)$, then, means $\mathrm{L} f^{\prime}(b)$.

Note. It is obvious that for an interior point $c, f^{\prime}(c)$ exists if and only if $\mathbf{R} f^{\prime}(c), L f^{\prime}(c)$ both exist and are equal, and conversely ; also, then

$$
f^{\prime}(c)=\mathrm{L} f^{\prime}(c)=\mathbf{R} f^{\prime}(c)
$$

55 3. Finitely derivable functions. A function is said to be finitely derivable at a point, if its derivative at that point exists and is finite.
55.4. Derivability in an interval. Derived function. A function is said to be derivable in an interval, if it is derivable at every point thereof. The function determined by the values of the derivatives of $f(x)$ for points of $(a, b)$ is called the derived function of $f(x)$ and is denoted by

$$
f^{\prime}(x), d f / d x \text { or } \mathrm{D}_{x} f(x) .
$$

Fx. Show that the functions
(i) $k$, a constant. (ii) $x$,
are derivable for every value of $\mathfrak{x}$.
56. Theorem. If a function is finitely derivable at a point, it is also continuous at that point.

Let $f(x)$ be finitely derivable for $x=c$ so that $\{[f(c+h)-f(c)] / h\}$ tends to a finite limit denoted by $f^{\prime}(c)$ as $h \rightarrow 0$. We have

$$
\begin{array}{rlrl} 
& f(c+h)-f(c) & =\frac{f(c+h)-f(c)}{h} . h \\
& \therefore & \text { lt }[f(c+h)-f c)] & =\operatorname{lt} \frac{f(c+h)-f(c)}{h} \\
& \therefore & \text { lt } f(c+h) & =f(c), \text { when } h \rightarrow 0, \\
\text { i.e., } & & \text { lt } f(x) & =f(c), \text { when } x \rightarrow c .
\end{array}
$$

Hence $f(x)$ is continuous at $x=c$.
Note. This theorem may also be stated as follows: The necessary condition for a function to be finitely derivable at a point is that it is continuous at that point.

The converse of this theorem is not necessarily true i.e., the condition of continuity is not sufficient for derivability.

Consider the derivability of

$$
f(x)=|\times| .
$$

for $x=0$. We have

$$
\begin{array}{ll} 
& \frac{f(0+h)-f(0)}{}=f(h)=\frac{|h|}{h}=\left\{\begin{aligned}
1, \text { if } h>0, \\
-1, \text { if } h<0,
\end{aligned}\right. \\
\therefore & R f^{\prime}(0)=1 \text { and } \mathrm{L} f^{\prime}(0)=-1 .
\end{array}
$$

Hence $f^{\prime}(0)$ does not exist.
To examine the continuity, we take any positive number $\in$. We have

$$
|f(x)-f(0)|=|x|<\epsilon, \text { when }|x| \leqslant \delta,
$$

$\delta$ being any number < $\in$,
and thus $f(x)$ is continuous for $x=0$.
Hence the result.
Ex. Show that $|x+1|+|x|+|x-1|$ is continuous but not derivable for $x=-1,0$ and 1 .

Note. There exist functions which are continuous in an interval but are not derivable for any point thereof, but the consideration of such functions is not easy.

Nots. The student would do well to remember that the statement

$$
f^{\prime}(c)=l,
$$

is equivalent to two distinct statements, viz., $(i)$ that $f(x)$ is derivable at $c$ and (ii) that the derivative is $l$.

Note. The existence of the derivative of $f(x)$ for $x=c$ implies that
(i) $f(x)$ is defined in a certain neighbourhood of $c$;
(ii) $f(x)$ is continuous at $c$.
57. Differentiability and differentials. A function $f(x)$ is said to be differentiable at a point $x$ of the interval of definition $(a, b)$ of $f(x)$, if the change, $[f(x+\delta x)-f(x)]$, in the function which corresponds to the change $\delta x$ in $x$ is capable of being expressed in the form

$$
\delta f=f(x+\delta x,-f(x)=\mathrm{A} \delta x+\epsilon \delta x,
$$

where $A$ is independent of $\delta x$ and $\in$ is a function of $\delta x$ which $\rightarrow 0$ as $\delta x \rightarrow 0$.

Taking $\delta x$ as the principal infinitesimal, we see that the principal part of the infinitesimal $\delta f$ is A $\delta x$. This principal part is called the differential of $f(x)$ and is denoted by $d f(x)$ or simply $d f$. If $y$ represents $f(x)$, then the differential of $f(x)$ is denoted by $d y$.

Theorem. The necessary and sufficient condition for $f(x)$ to be differentiable at a given point is that it possesses a finite derivative at that point.

Let $f(x)$ be differentiable at $x$. We have
or

$$
\begin{aligned}
& f(x+\delta x)-f(x)=\mathrm{A} \delta x+\epsilon \delta x \\
& {[f(x+\delta x)-f(x)] / \delta x=\mathrm{A}+\epsilon .}
\end{aligned}
$$

Let $\delta x \rightarrow 0$. In the limit, we see that

$$
f^{\prime}(x)=\mathbf{A},
$$

so that $f(x)$ is finitely derivable at $x$, the derivative being $\mathbf{A}$.
Let $f(x)$ possess a finite derivative $f^{\prime}(x)$ at $x$ so that

$$
\text { It }\{[f(x+\delta x)-f(x)] / \delta x\}=f^{\prime}(x) \text { as } \delta x \rightarrow 0 .
$$

We write
$[f(x+\delta x)-f(x)] / \delta x-f^{\prime}(x)=\epsilon$, so that $\epsilon \rightarrow 0$ as $\delta x \rightarrow 0$, and obtain

$$
f(x+\delta x)-f(x)=\delta(x) f^{\prime}(x)+\epsilon \delta x .
$$

Thus $f(x)$ is differentiable at $x$.
By definition, we have

$$
d y=\mathbf{A} \delta x=f^{\prime}(x) \delta x, \text { for } \mathbf{A}=f^{\prime}(x)
$$

Taking $y=x$, we see that

$$
d x=d y=1 . \delta x \text { or } d x=\delta x,
$$

i.e., the differential of an independent variable may be taken equal to the arbitrary increment $\delta x$ in $x$ Thus we have

$$
d y=f^{\prime}(x) d x
$$

Since the derivative $f^{\prime}(x)$ appears as the coefficient of the differential $d x$, the derivative $f^{\prime}(x)$ is often called the differential co.efficient of $f(x)$ and the process of obtaining the derivative is called differentiation.
58. Fundamental theorems on Derivation. If $f_{1}(x), f_{2}(x)$ are derivable for $x=c$, then
(i) $\phi^{\prime}(c)=f_{1}^{\prime}(c) \pm f_{2}^{\prime}(c)$, where $\phi(x)=f_{1}(x) \pm f_{2}(x)$.
(ii) $\phi^{\prime}(c)=f_{1}^{\prime}(c) f_{2}(c)+f_{2}^{\prime}(c) f_{1}(c)$. where $\phi(x)=f_{1}(x) . f_{2}(x)$.
(iii) $\phi^{\prime}(c)=\left[f_{1}^{\prime}(c) f_{2}(c)-f_{2}^{\prime}(c) f_{1}(c)\right] /\left[f_{2}(c)\right]^{2}$, where $\phi(x)=f_{1}(x) / f_{2}(x)$ and $f_{2}(c) \neq 0$.
(i) We have

$$
\begin{aligned}
\frac{\phi(c+h)-\phi(c)}{h} & =\frac{\left.\overline{f_{1}(c+h) \pm f_{2}(c+h}\right)-\overline{f_{1}(c) \pm f_{2}(c)}}{h} \\
& =\frac{f_{1}(c+h)-f_{1}(c)}{h} \pm \frac{f_{2}(c+h)-f_{2}(c)}{h}
\end{aligned}
$$

The result now follows from §46.
(ii) We have

$$
\begin{aligned}
\frac{\phi(c+h)-\phi(c)}{h} & =\frac{f_{1}(c+h) f_{2}(c+h)-f_{1}(c) f_{2}(c)}{h} \\
& =f_{2}\left(c+h, \frac{f_{1}(c+h)-f_{1}(c)}{h}+f_{1}(c) \frac{\left.f_{2}^{\prime}(c+h)-f_{2}^{\prime} c\right)}{h}\right.
\end{aligned}
$$

Since $f_{2}^{\prime}(c)$ exists, $f_{2}(x)$ is continuous for $x=c$, i.e.,

$$
f_{2}(c+h) \rightarrow f_{2}(c) \text { when } h \rightarrow 0
$$

The result now follows from $\$ 46$.
(iii) As $f_{2}(c)$ exists, therefore $f_{2}(x)$ is continuous at $c$. Also $f_{2}(c) \neq 0$. There exists, therefore, an interval $(c-\delta, c+\delta)$, such that $f_{2}(x) \neq 0$ for any point $x$ of this interval.

Let $(c+h)$ be any point of this interval so that $f_{2}(c+h) \neq 0$.
We have

$$
\begin{aligned}
\frac{\phi(c+h)-\phi(c)}{h} & =\left[\begin{array}{ll}
f_{1}(c+h) & f_{1}(c) \\
f_{2}(c+h) & f_{2}(c)
\end{array}\right] / h \\
& =\frac{1}{f_{2}(c) f_{2}(c+h)}\left[f_{2}(c) \frac{f_{1}(c+h)-f_{1}(c)}{h}\right. \\
& \left.-\frac{f_{2}(c+h)-f_{2}(c)}{h} f_{1}(c)\right] .
\end{aligned}
$$

The result now follows from §46.
Note. As a particular case of the above we see that if two functions be derivable at a point (or in an interval), then (i) their sum, difference and product are also derivable at that point (or in that interval), (ii) their quotient is also derivable at that point (or in that interval) provided that the denominator of the quotient is not zero at that point (or at any point of that interval).

59•1. Derivation of function of a function. If $\phi(t)$ possesses a finite derivative $\phi^{\prime}(t)$ at a certain point $t$ and $f(x)$ possesses a finite derivative $f^{\prime}(x)$ at the corresponding point $x=\phi(t)$, then the function $\psi(t)=f[\phi(t)]$ also possesses a derivative at $t$ and

$$
\begin{aligned}
& \psi^{\prime}(t)=f^{\prime}(x) . \phi^{\prime}(t) . \\
& y=\psi(t)=f[\phi(t)] .
\end{aligned}
$$

We write
With usual notation since $x=\phi(t)$ and $y=f(x)$ possess finite derivatives, therefore

$$
\begin{aligned}
& \delta x=\phi^{\prime}(t) \delta t+\epsilon_{1} \delta t, \quad \text { where } \epsilon_{1} \rightarrow 0 \text { as } \delta t \rightarrow 0 ; \\
& \delta y=f^{\prime}(x) \delta x+\epsilon_{2} \delta x, \text { where } \epsilon_{2} \rightarrow 0 \text { as } \delta x \rightarrow 0 .
\end{aligned}
$$

From these we obtain

$$
\begin{aligned}
\delta y & =f^{\prime}(x) p^{\prime}(t) \delta_{1} t+\left[\epsilon_{1} f^{\prime}(x)+\epsilon_{2} p^{\prime}(t)+\epsilon_{1} \epsilon_{2}\right] \delta t \\
& =f^{\prime}(x) p^{\prime}(x) \delta t+\epsilon_{3} \delta t, \text { where } \epsilon_{3} \rightarrow 0 \text { as } \delta t \rightarrow 0
\end{aligned}
$$

Thus $y$ is a differentiable function of $t$ and

$$
\psi^{\prime}(t)=f^{\prime}(x) \cdot \phi^{\prime}(t),
$$

Note. The proof given in elementary text books, which is based on the equality

$$
\frac{\delta y}{\delta t}=\delta y=\frac{\delta x}{\delta x}
$$

is incomplete in as much as no heed is paid to the case which arises when $\delta x=0$ for some point in every neighbourhood of the point $t$. For examples of such functions refer to Chapter VII,
59.2. Derivation of inverse functions. Let $y=f(x)$ be continuous and strictly monotonic and let $x=g(y)$ be its inverse and let $f(x)$ possess a finite non-zero derivative $f^{\prime}(x)$, at a point $x$, then $g(y)$ also possesses a finite derivative at the corresponding point $y$ such that

$$
g^{\prime}(y)=1 / f^{\prime}(x) .
$$

With usual notation, we have

$$
\frac{\delta x}{\delta y}=1 /\left(\frac{\delta y}{\delta x}\right) .
$$

Proceeding to the limit, we obtain the required result.
60. Derivatives of $\log _{a}{ }^{x}, a^{x}, \mathrm{x}^{n}$.
60.1. The function $\log _{a} x$ is derivable for every value of $x$ for rohich it is defined, i.e., for postive values of $x$ and its derivative is $\log _{a} e / x . \quad(a>0)$.

Let

$$
y=\log _{a} x .
$$

$\therefore$

$$
\frac{\delta y}{\delta x}=\frac{1}{x} \cdot \log _{a}\left(1+\frac{\delta x}{x}\right)^{\left(x^{\prime} \delta x\right)} .
$$

When $\delta x \rightarrow 0, \quad\left(1+\frac{\delta x}{x}\right)^{x / \delta x} \rightarrow e$ and, since $\log _{a} t$ is a continuous function of $t$, therefore

$$
\text { lt } \log _{a}\left(1+\frac{\delta x}{x}\right)^{(x / \delta x)}=\log _{a} e
$$

Thus $l t(\delta y / \delta x)$ exists and we have

$$
\frac{d y}{d x}=\frac{1}{x} \log _{a} e .
$$

If $y=\log x=\log _{e} x$, then $d y^{\prime} d x=1 / x$
Cor. If $f(x)$ is positive and derivable, then $\log f(x)$ is also derivable and its derlvative is $f^{\prime}(x) / f(x)$.

Follows from §59•1.
60.2. The function $a^{x}$ is derivable for every value of $x$ and its derivative is $a^{x} \log _{e} a$. (a 70)

The function $y=a^{x}$ is the inverse of the derivable function $x=\log _{a} y$. Hence $y$ is derivable ( $\$ 59 \cdot 2$ ). Also

$$
\frac{d y}{d x}=1 /\left(\frac{d x}{d y}\right)=1 /\left(\log _{a} e / y\right)=y \log _{e} a=a^{x} \log _{e} a .
$$

Cor. If $f(x)$ is derivable, then $a^{f(x)}$ is also derivable, $(a>0)$, and its derivative is

$$
{ }_{a}^{f(x)} \cdot f^{\prime}(x) \log _{e} a . \quad(\S 59 \cdot 1)
$$

Cor. If $f(x), \phi(x)$ are derivable and $f(x)$ is positive, then $f(x)^{\phi(x)}$ is also derivable.
$\left\{\right.$ Write $\left.\quad f(x)^{\phi(x)}=e^{[\phi(x) \log f(x)]}\right\}$.
60.3. The function $x^{n}$ is derivable for every positive value of $x$ and its derivative is $n x^{n-1}, n$ being any real number.

We have
and, therefore, by Cor. to $\S 60 \cdot 2, y$ is derivable, and

$$
y=x^{n}=e^{n \log x}
$$

$$
\frac{d y}{d x}=e^{n \log x} \cdot \frac{n}{x}=n x^{n-1}
$$

Cor. If $f(x)$ is positive and derivable, then $[f(x)]^{n}$ is also derivable and its derivative is $n[f(x)]^{n-1} f^{\prime}(x)$.

Note. If $n$ is a positive integer, then $x^{n}$ is derivable for every value of $\boldsymbol{x}$; and if $n$ is a negative integer, then $x^{n}$ is derivable for every value of $x$ except zero. The proof based on the binomial theorem for a positive integral index, as given in elementary books, is satisfactory for this case.
61. Meaning of the sign of derivative.

Let $c$ be any interior point of the interval of definition ( $a, b$ ) of a function $f(x)$. Let $f^{\prime}(c)>0$.

To each positive number $\epsilon$, there corresponds a positive number $\delta$ such that

$$
\begin{gathered}
\left|\frac{f(c+h)-f(c)}{h}-f^{\prime}(c)\right|<\epsilon, \text { when } 0<|h| \leqslant \delta . \\
\text { i.e., } f^{\prime}(c)-\epsilon<\{[f(c+h)-f(c)] / h\}<f^{\prime}(c)+\epsilon, \text { when } 0<|h| \leqslant \delta .
\end{gathered}
$$

Giving to $\in$ any positive value smaller than the positive number $f^{\prime}(c)$, we find that

$$
\begin{array}{ll} 
& {[f(c+h)-f(c)] / h>0, \text { when } 0<|h| \leqslant \delta,} \\
\text { i.e., } & f(c+h)>f(c), \text { when } 0<h \leqslant \delta, \\
\text { and } & f(c+h)<f(c) \text {, when }-\delta \leqslant h<0 .
\end{array}
$$

and
Thus we conclude that if $f^{\prime}(c)$ be positive, then there exists a neighbourhood ( $c-\delta, c+\delta$ ) of $c$ such that

$$
\begin{aligned}
& f(x)>f(c), \text { for any point } x \text { of }[c, c+\delta), \\
& f(x)<f(c), \text { for any point } x \text { of }(c-\delta, c] .
\end{aligned}
$$

Let $f^{\prime}(c)<0$. We write

$$
\phi(x)=-f(x) \text { so that } \phi^{\prime}(c)=-f^{\prime}(c)>0 .
$$

From above we see that there exists a neighbourhood ( $c-\delta, c+\delta$ ) of $c$ such that

$$
\begin{aligned}
& \phi(x)>\phi(c), \text { i.e., } f(x)<f(c) \text { for any point } x \text { of }[c, c+\delta), \\
& \phi(x)<\phi(c), i . e,, f(x)>f(c) \text { for any point } x \text { of }(c-\delta, c] .
\end{aligned}
$$

These results may also be obtained independently exactly in the manner in which the first case has been treated.

We now consider end-points. It is casy to show that if
(i) $f^{\prime} a$ ) is positive, (negative), there exists an interval ( $a, a+\delta$ ) such that $f(x)>f(a),[(f(x)<f(a)]$, for any point $x$ of $[a, a+\delta)$.
(ii) $f^{\prime}(b)$ is positive, (negative , there exists an interval ( $b-\delta, b$ ) such that $f(x)<f(b)[f(x)>f(b)]$ for any point $x$ of $(b-\delta, b]$.
62. Darboux's theorem. If $f(x)$ is derivable in a closed interval $(a, b)$ and $f^{\prime}(a), f^{\prime}(b)$ are of opposite signs, then there exists at least one point ' $c$ ' of the interval such that $f$ ' $(c)=0$.

For the sake of definiteness, we suppose that $f^{\prime}(a)$ is positive and $f^{\prime}(b)$ negative. On this account there exist intervals ( $a, a+\delta$ ), $(b-\delta, b),(\delta>0)$, such that

$$
\begin{equation*}
\text { for every point } x \text { of }[a, a+\delta), f(x)>f(a) \text {; } \tag{i}
\end{equation*}
$$

and for every point $x$ of $(b-\delta, b], f(x)>f(b)$.
Again $f(x)$, being derivable, is continuous in ( $a, b$ ). Therefore it is bounded and attains its bounds. Thus if $M$ be the upper bound, there exists a point $c$ such that $f(c)=M$.

From ( $i$ ) and ( $i i$ ), we see that the upper bound is not attained at the end points $a$ and $b$ so that $c$ is an interior point of $(a, b)$.

If $f^{\prime}(c)$ be positive, then there exists an interval $(c, c+\eta),(\eta>0)$ such that for every point $a$ of this interval $f(x)>f(c)=M$ and this is a contradiction;
if $f^{\prime}(c)$ be negative, then there exists an interval $(c-\eta, c],(\eta>0)$ such that for every point $x$ of this interval $f(x)>f(c)=M$ and this is a contradiction.

Hence

$$
f^{\prime}(c)=0
$$

Cor. If $f(x)$ is derivable in a closed interval ( $a, b$ ) and $f^{\prime}(a) \neq f^{\prime}(b)$ and $k$ is any number lying between $f^{\prime}(a)$ and $f^{\prime}(b)$, then there exists at least one point $c$ of the interval such that
$f^{\prime}(c)=k$.
We write

$$
\phi(x)=f(x)-k x
$$

The function $\phi(x)$ is derivable in $(a, b)$ and $\phi^{\prime}(a)=f^{\prime}(a)-k$; $\phi^{\prime}(b)=f^{\prime}(b)-k$ are of opposite signs. Therefore therc exists at least one point $c$ of $(a, b)$ such that $\phi^{\prime}(c)=0, i . e ., f^{\prime}(c)-k=0$,
63. Rolle's theorem. If a function $f(x)$ is
(i) continuous in a closed interva $\{(a, b)]$; ,
(ii) derivable in the open interval $(a, b)$;
and (iii) $f(a)=f(b)$, then there exists at least one point $c$ of the open interval $(a, b)$ such that

$$
f^{\prime}(c)=0
$$

As $f(x)$ is continuous in $[a, b]$, it is bounded and attains its bounds, so that if $M, m$ be the bounds, there exist points $c, d$ such that

$$
f(c)=\mathbf{M}, f(d)=m
$$

Now,

$$
\text { either } \mathrm{M}=m \text { or } \mathrm{M} \neq m
$$

If $\mathbf{M}=m$, the function $f(x)$ is clearly constant throughout $[a, \bar{b})]$ and its derivative $f^{\prime}(x)$, therefore, is equal to 0 for every value of $x$ in [a,b]. Hence the theorem is proved for this case.

If $M \neq m$. then at least one of them must be different from the equal values $f(a), f(b)$. Let $M=f(c)$ be different from them. The number ' $c$ ', being different from $a$ and $b$ belongs to the open interval $(a, b)$.

The function $f(x)$ which is derivable in the open interval $(a, b]$ is, in particular, derivable at $x=c$, i.e., $f^{\prime}(c)$ exists.

If $f^{\prime}(c)$ be positive, then there exists an interval $\left.[c, c+\delta)\right]$ such that for every point $x$ of this interval $f(x)>f(c)=M$ and this is a contradiction.

If $f^{\prime}(c)$ be negative, then there exists an interval $\left.[c-\delta, \phi i]\right)$ such that for every point $x$ of this interval $f(x)>f(c)=M$ and this is a contradiction.

Hence

$$
f^{\prime}(c)=0 .
$$

[The vanishing of $f^{\prime}(c)$ may also be shown as follows :-
We have

$$
\mathbf{R} f^{\prime}(c)=\mathbf{L} f^{\prime}(c)=f^{\prime}(c) .
$$

Also

$$
f(c+h)-f(c)<0
$$

for every point $(c+h)$ of $(a, b)$.

$$
\begin{align*}
& \therefore \quad[f(c+h)-f(c)] / h \leqslant 0, \text { when } h>0 \\
& \text { and } \\
& \text { From I, we have, } \quad \mathbf{R}(c+h)-f(c)] / h \geqslant 0, \text { when } h<0 . \\
& \text { From II, we have, } \quad L f^{\prime}(c) \geqslant 0, \text { i.e., } f^{\prime}(c) \leqslant 0 \\
& \text { Hence }
\end{align*}
$$

64. Lagrange's mean value theorem. If a function $f(x)$ is
(i) continuous in a closed interval (a,b);
and (ii) derivable in the open interval $[a, b]$;
then there exists at least one point ' $c$ ' of the open interval $[a, b]$ such that

$$
\frac{f(b)-f(a)}{b-a}=f^{\prime}(c)
$$

Let a function $\phi(x)$ be defined by

$$
\phi(x)=f x)+\mathrm{A} x,
$$

where A is a constant to be determined such that

$$
\phi(a)=\phi(b) \text {. }
$$

This requires

$$
\therefore \quad \mathrm{A} \stackrel{-}{=}-[f(b)-f(a)] /(\dot{b}-a) .
$$

The function $\phi(x)$ is continuous in ( $a, b$ ), derivable in $[a, b]$, and $\phi(a)=\phi(b)$. Hence, by Rolle's theorem, there exists at least one point ' $c$ ' of $[a, b]$ such that $\phi$ ' $(c)=0$.

But
$\therefore$

$$
\begin{aligned}
\phi^{\prime}(x) & =f^{\prime}(x)+\mathrm{A} . \\
0=\phi^{\prime}(c) & ==^{\prime}(c)+\mathrm{A}, \\
f^{\prime}(c) & =-\mathrm{A}=\frac{f(b)-f(a)}{b-a}, a<c<b .
\end{aligned}
$$

or
Another form of statement. If a function $f(x)$ is, (i) continuous in $(a, a+h)$, (ii) derivable in $[a, a+h]$, then there exists atleast one number $\theta$ between 0 and 1 such that

$$
f(a+h)-f(a)=h f^{\prime}(a+\theta h) . \quad(0<\theta<1) .
$$

65. Theorem. If $f(x)$ is continuous at a point ' $c$ ' and

$$
\left.\operatorname{lt}_{x \rightarrow c} \cdot f^{\prime} x\right)=l \text {, }
$$

$$
f^{\prime}(c)=l .
$$

The condition that $f^{\prime}(x) \rightarrow l$ as $x \rightarrow(c+0)$ implies that there exists an interval $[c, c+h),(h>0)$ for every point $x$ of which $f^{\prime}(x)$ exists and therefore, $f(x)$ is continuous. Since $f(x)$ is given to be continuous at $c$ also, we see that $f(x)$ is continuous in the closed interval $(c, c+h)$. If $x$ be any point of this interval, we have

$$
\begin{gathered}
f(x)-f(c)=(x-c) f^{\prime}(\xi), \quad c<\xi<x \\
f\left(\frac{x)-f(c)}{x-c}=f^{\prime}(\xi) .\right.
\end{gathered}
$$

Let $x \rightarrow(c+0)$. Then we have

$$
\mathrm{R} f^{\prime}(c)=\operatorname{lt}_{x \rightarrow(c+0)} f^{\prime}(\xi)=\operatorname{lt}_{x \rightarrow(c+0)} f^{\prime}(x)=l .
$$

It may similarly be shown that

$$
\mathrm{I} f^{\prime}(c)=l .
$$

Thus $f^{\prime}(c)$ exists and is equal to $l$.
68. Some elementary deductions from the mean value theorem. It will be assumed that the function $f(x)$ is continuous in the closed interval $(a, b)$ and derivable in the open interval $[a, b]$ so that the mean value theorem is applicable to the interval $(a, b)$ and, therefore, also to any sub-interval thereof.
66.1. Theorem. If $f^{\prime}(x)=0$ for every point $x$ of $[a, b]$, then $f(x)$. is a constant in ( $a, b$ ).

Let $x$ be any number such that

$$
a<x \leqslant b .
$$

Applying the mean value theorem to ( $a, x$ ), we get
or

$$
\begin{aligned}
f(x)-f(a) & =(x-a) f^{\prime}(\xi) \quad \text { where } a<\xi<x \\
& =0, \\
f(x) & =f(a) .
\end{aligned}
$$

Hence the result.
Cor. If $f^{\prime}(x)=k$, for every point $x$ of $[a, b], k$ being a constant, then $f(x)$ is of the form $k x+l$, where $l$ is a constant.

If $x$ be any number such that $a<x \leqslant b$, then we have

$$
\begin{aligned}
f(x)-f(a) & =(x-a) f^{\prime}(\xi), \text { where } a<\xi<x \\
& =k(x-a) \\
f(x) & =k x+l, \text { where } l=f(a)-a k .
\end{aligned}
$$

As $f(x)$ is continuous at $a$,

$$
f(a)=\operatorname{lt}_{x \rightarrow a} f(x)=k a+l,
$$

so that the result is true for $x=a$ also.
Cor. If two functions $f(x), \mathbf{F}(x)$ are (i) continuous in ( $a, b$ ) (ii) derivable in $[a, b]$ and (iii) $f^{\prime}(x)=\mathrm{F}^{\prime}(x)$ in $[a, b]$; then $f(x)$ and $\mathrm{F}(x)$ differ by a constant.

Let

$$
\phi(x)=f(x)-\mathrm{F}(x) .
$$

Then

$$
\begin{gathered}
\phi^{\prime}(x)=f^{\prime}(x)-\mathrm{F}^{\prime}(x)=0 . \\
\phi(x)=\mathrm{a} \text { constant. }
\end{gathered}
$$

68.2. Theorem. If $f^{\prime}(x)>0$ for every point $x$ of $[a, b]$, then $f(x)$ is strictly increasing in $(a, b)$.

Let $x_{1}, x_{2}$ be any two numbers such that

$$
a \leqslant x_{1}<x_{2} \leqslant b .
$$

We have

$$
\begin{array}{rlrl} 
& f\left(x_{2}\right)-f\left(x_{1}\right) & =\left(x_{2}-x_{1}\right) f^{\prime}(\xi), & x_{1}<\xi<x_{2} \\
& & \\
\therefore & f\left(x_{2}\right) & >f\left(x_{1}\right) . &
\end{array}
$$

Hence the result.
Cor. If $f^{\prime}(x) \geqslant 0$ in $[a, b]$ and does not vanish throughout any sub-interval of $(a, b)$ then $f(x)$ is strictly increasing in ( $a, b$ ).

If $x_{1}, x_{2}$ be any two numbers such that

$$
a \leqslant x_{1}<x_{2} \leqslant b,
$$

we have

$$
\begin{array}{ll}
\therefore\left(x_{2}\right)-f\left(x_{1}\right)=\left(x_{2}-x_{1}\right) f^{\prime}(\xi)>0 . \\
f\left(x_{2}\right)>f\left(x_{1}\right),
\end{array}
$$

so that $f(x)$ is a monotonically increasing function. We have now to show that no two values of the function can be equal. If possible, let
where

$$
\begin{gathered}
f(a)=f(\beta) \\
a \leqslant a<\beta \leqslant b .
\end{gathered}
$$

For any $x$ in ( $a, \beta$ ), we have

$$
f(a) \leqslant f(x) \leqslant f(\beta)=f(a), \text { or }, f(x)=f(\alpha)
$$

i. e., $f(x)$ remains constant in $(\alpha, \beta)$. Therefore $f^{\prime}(x)$ vanishes. throughout $(\alpha, \beta)$ and this is a contradiction.
66.3. Theorem. If $f^{\prime}(x)<0$ for every point $x$ of $[a, b]$, or if $f^{\prime}(x) \leqslant 0$ in $[a, b]$ and does not vanish in any sub-interval of $(a, b)$ then $f(x)$ is strictly increasing in $(a, b)$.

The proof is similar to that of the.last case.
$\checkmark$ 67. Cauchy's mean value theorem. If two functions $f(x)$ and $F(x)$ are
(i) continuous in a closed interval ( $a, b$ );
(ii) derivable in the open interval $[a, b]$;
and (iii) $F^{\prime}(x) \neq 0$ for any point $x$ in the open interval $[a, b]$,
then
there exists atleast one point ' $c$ ' of the open interval $[a, b]$ such that

$$
\frac{f(b)-f(a)}{\mathrm{F}(b)-\mathrm{F}(a)}=\frac{f^{\prime}(c)}{\mathrm{F}^{\prime}(c)} . \quad a<c<b
$$

Let a function $\psi(x)$ be defined by

$$
\phi(x)=f(x)+\mathrm{AF}(x),
$$

where A is a constant to be determined such that

$$
\phi(a)=\phi(b) .
$$

This requires

$$
\begin{equation*}
[\mathrm{F}(b)-\mathrm{F}(a)] \mathrm{A}=-[f(b)-f(a)] . \tag{1}
\end{equation*}
$$

Now, $[\mathrm{F}(b)-\mathrm{F}(a)] \neq 0$, for, if it were 0 , then $\mathrm{F}(x)$ would satisfy all the conditions of Rolle's theorem, and its derivative would, therefore, vanish atleast once in $[a, b]$ and the condition (iii) would be contradicted. On this account, we have from (1),

$$
\mathrm{A}=-[f(b)-f(a)] /[\mathbf{F}(b)-\mathbf{F}(a)]
$$

The function $\phi(x)$ is continuous in $(a, b)$, derivable in $[a, b]$, and $\phi(a)=\phi(b)$. Hence, by Rolle's thenrem, there exists atleast one point ' $c$ ' of $[a, b]$ such that $\phi^{\prime}(c)=0$.

But

$$
\phi^{\prime}(x)=f^{\prime}(x)+\mathrm{AF}^{\prime}(x)
$$

$$
0=\phi^{\prime}(c)=f^{\prime}(c)+\mathrm{AF}^{\prime}(c)
$$

or

$$
\frac{f^{\prime}(c)}{\mathrm{F}^{\prime}(c)}=-\mathrm{A}=\frac{f(b)-f(a)}{\mathrm{F}(b)-\mathrm{F}(a)}, \quad \because \mathrm{F}^{\prime}(c) \neq 0
$$

Another form of statement. If two functions $f(x), \mathbf{F}(x)$ are continuous in $(a, a+h)$, derivable in $[a, a+h]$ and $\mathrm{F}^{\prime}(x) \neq 0$ in $[a, a+h]$, then there exists at least one number $\theta$, between 0 and 1 such that

$$
\frac{f(a+h)-f(a)}{\mathrm{F}(a+h)-\mathrm{F}(a)}=\frac{f^{\prime}(a+\theta h)}{\mathrm{F}^{\prime}(a+\theta h)},
$$

Note: Taking $F(x)=x$, we may see that Lagrange's mean value theorem is only a particular case of Cauchys' theorem.
68. Higher derivatives. Let $f(x)$ be derivable $i$. e., let $f^{\prime}(x)$ exist in a certain neighbourhood of $c$. This implies that $f(x)$ is defined and continuous in a neighbourhood of $c$. If the function $f^{\prime}(x)$ has a derivative at $c$, then this derivative is called the second derivative of $f(x)$ at $c$, and is denoted by $f^{\prime \prime}(c)$. In this case, $f^{\prime}(x)$ is necessarily continuous at $c$.

In general, if $f^{n-1}(x)$ exists in a neighbourhood of $c$, then the derivative of $f^{n-1}(x)$ at $c$, in case it exists, is called the $n$th derivative of $f(x)$ at $c$ and is denoted by $f^{n}(c)$.
69. Taylor's theorem. If a function $f(x)$ is such that
(i) the $(n-1)$ th derivative $f^{n-1}(x)$ is continuous in a closed interval ( $a, a+h$ ),
(ii) the nth derivative $f^{n}(x)$ exists in the open interval $[a, a+h]$, and (iii) $p$ is any given positive integer,
then there exists at least one number $\theta$ between 0 and 1 such that

$$
\begin{array}{r}
f(a+h)=f(a)+h f^{\prime}(a)+\frac{h^{2}}{2!} f^{\prime \prime}(a)+\ldots \ldots+\frac{h^{n-1}}{(n-1)!} f^{n-1}(a) \\
+\frac{h^{n}(1-\theta)^{n-2}}{(n-1)!\cdot p} \cdot f^{n}(a+\theta h) . \tag{1}
\end{array}
$$

The condition (i) implies the continuity of

$$
\left.f(x), f^{\prime}(x), f^{\prime \prime}(x), \ldots \ldots . f^{n-2}(x) \text { in } a, a+h\right) .
$$

Let a function $\phi(x)$ be defined by
$\phi(x)=f(x)+(a+h-x) f^{\prime}(x)+\frac{(a+h-x)^{2}}{2!} f^{\prime \prime}(x)+. . \frac{(a+h-x)^{n-1}}{(n-1)!} f^{n-1}(x)$

$$
+\mathrm{A}(a+h-x)^{p},
$$

where A is a constant to be determined such that

$$
\phi(a)=\phi(a+h) .
$$

Thus A is given by
$f(a+h)=f(a)+h f^{\prime}(a)+h_{2!}^{h^{2}} f^{\prime \prime}(a)+\ldots \ldots+\frac{h^{n-1}}{(n-1)!} f^{n-1}(a)+\mathrm{A} h^{y} \quad \ldots(2)$.
The function $\phi(x)$ is continuous in $(a, a+h)$, derivable in $[a, a+h]$ and $\phi(a)=\phi(a+h)$. Hence, by Rolle's theorem, there exists atleast one number $\theta$ between 0 and 1 such that

But

$$
\phi^{\prime}(a+\theta h)=0 .
$$

$$
\phi^{\prime}(x)=\frac{(a+h-x)^{n-1}}{(n-1)!} f^{n}(x)-p \mathrm{~A}(a+h-x)^{p-1} .
$$

$\therefore \quad 0=\phi^{\prime}(a+\theta h)=\frac{h^{n-1}(1-\theta)^{n-1}}{(n-1)!} f^{n}(a+\theta h)-p \mathrm{~A}(1-\theta)^{p-1} \cdot h^{\mu-1}$
or $\mathrm{A}=\frac{h^{n-p}(1-\theta)^{n-\mu}}{p \cdot(n-1)!} \cdot f^{n}(a+\theta h)$, for $(1-\theta) \neq 0$ and $h \neq 0$.
Substituting this value of $f$ in (2), we get the required result (1).
(i) Remainder after $n$ terms. The term

$$
\mathrm{R}_{n}=\frac{h^{n}(1-\theta)^{n-p}}{p \cdot(n-1)!^{n}} f^{n}(a+\theta h),
$$

is known as the Taylor's remainder $\mathrm{R}_{n}$ after $n$ terms and is due to Schlomilch and Roche.
(ii) Putting $p=1$, we obtain

$$
\mathrm{R}_{n}=\frac{h^{n}(1-\theta)^{n-1}}{(n-1)!^{n}(a+\theta h),}
$$

which form of remainder is due to Cauchy.
(iii) Putting $p=n$, we obtain

$$
\mathrm{R}_{n}=\frac{h^{n}}{n!} f^{n}(a+\theta h),
$$

which is due to Lagrange.

Cor. Let $x$ be any point of the interval $(a, a+h)$.
Let $f(x)$ satisfy the conditions of Taylor's theorem for ( $a, a+h)$. Then it satisfies the conditions for ( $a, x$ ) also.

Changing $a+h$ to $x$ i. e., $h$ to $x-a$, in (1), we obtain

$$
\begin{aligned}
& f(x)=f(a)+(x-a) f^{\prime}(a)+\frac{(x-a)^{2}}{2!} f^{\prime \prime}(a)+\frac{(x-a)^{3}}{3!} f^{\prime \prime \prime}(a)+\ldots \ldots \ldots \\
& +\ldots \ldots+\frac{(x-a)^{n-1}}{(n-1)!} f^{n-1}(a)+\frac{(x-a)^{n}(1-\theta)^{n-p}}{p \cdot(n-1)!} f^{n}[a+\theta(x-a)]
\end{aligned}
$$

$$
0<\theta<1
$$

This result holds for every point $x$ of $(a, a+h)$. Of course, $\theta$, may be different for different points $x$.

Cor. Maclaurin's theorem. Putting $a=0$, we see that if $x$ is any roint of the interval $(0, h)$, then

$$
\begin{aligned}
f(x)=f(0)+x f^{\prime}(0)+ & \frac{x^{2}}{2!} f^{\prime \prime}(0)+\frac{x^{3}}{3!} f^{\prime \prime \prime}(0)+\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots . . \\
& +\frac{x^{n-1}}{(n-1)!} f^{n-1}(0)+\frac{\lambda^{n}(1-\theta)^{n-p}}{p \cdot(n-1)!} f^{n}(\theta x)
\end{aligned}
$$

which holds when
(i) $f^{n-1}(x)$ is continuous in ( $\left.0, h\right)$,
and (ii) $f^{n}(x)$ exists in $[0, h]$.
Putting $n=1$ and $n=p$, respectively in the Schlomilch form of remainder

$$
\frac{x^{n}(1-\theta)^{n-p} f^{n}(\theta x)}{p \cdot(n-1)!}
$$

we see that Cauchy's and Lagrange's forms are respectively

$$
\frac{x^{n}(1-\theta)^{n-1}}{(n-1)!} f^{n}(\theta x) \text { and } \frac{x^{n}}{n!} f^{n}(\theta x) .
$$

70. Taylor's infinite series. Suppose that a given function $f(x)$ possesses a continuous derivative of every order in ( $a, a+h$ ).

Then to every positive integer $n$, however large it may be, there corresponds a result of the form

$$
f(a+h)=f(a)+h f^{\prime}(a)+\ldots \ldots \ldots+\frac{h^{n-1}}{(n-1)!} f^{n-1}(a)+\mathrm{R}_{n}
$$

where $R_{n}$ denotes Taylor's remainder after $n$ terms.
We write

$$
\mathrm{S}_{n}=f(a)+h f^{\prime}(a)+\ldots \ldots+\frac{h^{n-1}}{(n-1)!} f^{n-1}(a)
$$

so that $\quad f(a+h)=\mathrm{S}_{n}+\mathrm{R}_{n}$.
If $R_{n} \rightarrow 0$, as $n \rightarrow \infty$, we have lt $\mathrm{S}_{n}=f(a+h)$,
so that the series

$$
f(a)+h f^{\prime}(a)+\ldots \ldots+\frac{h^{n-1}}{(n-1)!} f^{n-1}(a)+\frac{h^{n}}{n!} f^{n}(a)+.
$$

converges and its sum is equal to $f(a+h)$.

Thus we have proved that if
(i) $f(x)$ possesses continuous derivatives of every order in $(a, a+h)$, and (ii) Taylor's remainder $R_{n} \rightarrow 0$ as $n \rightarrow \infty$, then

$$
f(a+h)=f(a)+h f^{\prime}(a)+\ldots \ldots+\frac{h^{n}}{n!} f^{n}(a)+\ldots \ldots
$$

Note. The infinite series

$$
f(a)+h^{\prime}(a)+\ldots \ldots+{ }_{n!}^{h^{n}} f^{n}(a)+\ldots \ldots
$$

is known as Taylor's series.
It should be clearly understood that the mere convergence of this serics docs not mean that its sum is cqual to $f(a+h)$. (See § 80, Page 104)
70.1. Maclaurin's infinite series. From above we deduce that if $f(x)$ possesses a continuous derivative of every order in $(0, x)$ and $R_{n} \rightarrow 0$ as $n \rightarrow \infty$, then

$$
f(x)=f(0)+x f^{\prime}(0)+\frac{x^{2}}{2!} f^{\prime \prime}(0)+\ldots \ldots+\frac{x^{n}}{n!} f^{n}(0)+\ldots \ldots
$$

71. Maclaurin's expansions of $\mathrm{e}^{x}, \log (1+\mathrm{x}),(1+\mathrm{x})^{n}$.
71.1. Let $f(x)=e^{x}$. We know that $e^{x}$ possesses continuous derivatives of every order for every value of $x$. In fact, $f(x)=e^{x}$.

If $\mathrm{R}_{n}$ denotes Lagrange's remainder, we have

$$
\mathrm{R}_{n}=\frac{x^{n}}{n!} e^{\theta x}
$$

If $x$ be positive, then $e^{\theta x}<e^{x}$; and if $x$ be negative, $e^{\theta x}<1$. Thus

$$
\left|\mathbf{R}_{n}\right|=\left\lvert\, \begin{aligned}
& x^{n} \\
& n_{n}^{n}!
\end{aligned} \cdot e^{\theta x}< \begin{cases}\left(x^{n} / n!\right) \cdot e^{x}, & \text { if } x>0 . \\
\left(x^{n} / n!\right) & \text { if } x<0 .\end{cases}\right.
$$

Since $\left|x^{n} / n!\right| \rightarrow 0$ as $n \rightarrow \infty$, we see that $\mathrm{R}_{n} \rightarrow 0$ as $n \rightarrow \infty$, for every value of $x$.

The validity of Maclaurin's infinite expansion for $e^{x}$ has thus been established for every value of $x$; making substitutions, we obtain

$$
e^{x}=1+x+\frac{x^{2}}{2!}+\frac{x^{3}}{3!}+\ldots \ldots+\frac{x^{n}}{n!}+\ldots \ldots
$$

71.2. Let $f(x)=\log (1+x)$.

We know that $\log (1+x)$ possesses continuous derivatives of every order for every value of $x$ such that $(1+x)$ is positive, i.e., $x>-1$. In fact, when $x>-1$, we have

$$
f^{n}(x)=\frac{(-1)^{n-1}(n-1)!}{(1+x)^{n} .} .
$$

If $\mathrm{R}_{n}$ denotes Lagrange's form of remainder, we have

$$
\mathrm{R}_{n}=\frac{x^{n}}{n!} f^{n}(\theta x)=(-1)^{n-1} \cdot \frac{1}{n}\left(\frac{x}{1+\theta x}\right)^{n}
$$

Let $0<x \leqslant 1$ so that $x /(1+\theta x)$ is positive and $<1$. We have Therefore $\mathrm{R}_{\boldsymbol{n}} \rightarrow 0$, when $0 \leqslant x \leqslant 1$.

Let $-1<x<0$. In this case $x /(1+\theta x)$ may not be numerically less than unity so that we fail to draw any conclusion from Lagranges' $R_{n}$ in this case. Taking Cauchy's form of remainder, we have

$$
\mathrm{R}_{n}=\frac{x^{n}}{(n-1)!}(1-\theta)^{n-1} f^{n}(\theta x)=(-1)^{n-1} x^{n} \cdot\left(\frac{1-\theta}{1+\theta x}\right)^{n-1} \cdot \frac{1}{1+\theta x}
$$

Since $|x|<1,[(1-\theta) /(1+\theta x)]$ is positive and less than unity and hence

$$
0<\left(\frac{1-\theta}{1+\theta x}\right)^{n-1}<1
$$

Also

$$
\frac{1}{1+\theta x}<\frac{1}{1-|x|}
$$

Finally

$$
x^{n} \rightarrow 0 \text { as } n \rightarrow \infty .
$$

Thus $\mathrm{R}_{n} \rightarrow 0$, as $n \rightarrow \infty$.
We have thus established that the Maclaurin's expansion for $\log (1+x)$ is valid when $-1<x \leqslant 1$; making substitutions, we obtain

$$
\log (1+x)=x-\frac{x^{2}}{2}+\frac{x^{3}}{3}-\frac{x^{4}}{4} \cdots \cdots+(-1)^{n-1} \frac{x^{n}}{n}+\ldots \ldots
$$

71.3. Let $f(x)=(1+x)^{m}$.

If $m$ is a positive integer, then we know that $f^{m+1}(x)$ and the following successive derivatives are identically zero for every value of $x$, so that we may easily show that, when $m$ is a positive integer,

$$
(1+x)^{m}=1+m x+\frac{m(m-1)}{2!} x^{2}+\ldots \ldots+x^{m}
$$

for every value of $x$.
If $m$ is any real number, not necessarily a positive integer, then we know that $(1+x)^{m}$ possesses continuous derivatives of every order for values of $x$ such that $(1+x)$ is positive, i.e., $x>-1$. We have

$$
f^{n}(x)=\frac{m(m-1) \ldots \ldots(m-n+1)}{n!}(1+x)^{m-n}
$$

If $\mathrm{R}_{\boldsymbol{n}}$ denotes Cauchy's form of remainder, we have

$$
\begin{aligned}
\mathbf{R}_{n} & =\frac{x^{n}}{(n-1)}!(1-\theta)^{n-1} f^{n}(\theta x) \\
& =\frac{m(m-1) \ldots(m-n+1)}{(n-1)!} x^{n} \cdot\left(\frac{1-\theta}{1+\theta x}\right)^{n-1}(1+\theta x)^{m-1}
\end{aligned}
$$

If $|x|<1$,

$$
\begin{gathered}
\frac{m(m-1) \ldots(m-n+1)}{(n-1)!} x^{n \rightarrow 0} \\
0<\left(\frac{1-\theta}{1-\theta x}\right)^{n-1}<1
\end{gathered}
$$

$$
(1+\theta x)^{m-1}< \begin{cases}(1+1)^{m-i}=2^{m-1}, & \text { if }(m-1) \text { is positive } \\ (1-|x|)^{m-1}, & \text { if }(m-1) \text { is negative } .\end{cases}
$$

Thus $\mathrm{R}_{n} \rightarrow 0$ as $n \rightarrow \infty$, when $|x|<1$.
Maclaurin's infinite expansion for $(1+x)^{m}$ being thus valid when $|x|<1$, we see that

$$
(1+x)^{m}=1+m x+\frac{m(m-1)}{2!} x^{2}+\ldots \ldots+\frac{m(m-1) \ldots(m-n+1)}{n!} x^{n}+\ldots
$$

when $|x|<1$.
Note. It is easy to show that we cannot prove that the Lagranges' form of $\mathrm{R}_{n} \rightarrow$ (1), when $-1<x<0$.
74. Young's form of Taylor's theorem. If a function $f(x)$ be such that $f^{\prime \prime}(a)$ exists and $M$ be defined as a function of $h$ by the equation
$f(a+h)=f(a)+h f^{\prime}(a)+h^{h^{2}} f^{\prime \prime}(a)+\ldots \ldots+\frac{h^{n-1}}{(n-1)!} f^{n-1}(a)+\frac{h^{n}}{n!} M$,
then

$$
M \rightarrow f n(a) \text { as } h \rightarrow 0
$$

The fact that $f^{n}(a)$ exists implies that $f(x), f^{\prime}(x), f^{\prime \prime}(x), \ldots, f^{n-1}(\dot{x})$ all exist in a certain neighbourhood ( $a-\delta, a+\delta$ ) of $a$.

The result holds good whether $f^{n}(a)$ be finite or infinite.
Case I. Let $f^{n}(a)$ be finite.
Let $\in$ be any positive number.
Firstly we take $h \geq 0$. We define a function $\phi(h)$ as follows :-

$$
\phi(h)=f(a)+h f^{\prime}(a)+\frac{h^{2}}{2!} f^{\prime \prime}(a)+\ldots \ldots .+\frac{h^{n-1}}{n-1)!} f^{n-1}(a)+\frac{h^{n}}{n!}[f n(a)+\epsilon]
$$

We easily see that

$$
\phi(0)=0, \quad \ddot{\gamma}^{\prime}(0)=0, \ldots \ldots, \phi^{n-1}(0)=0 \text { and } \phi^{n}(0)=\epsilon>0 .
$$

Since $\phi^{n}(0)$ is positive and $\phi^{n-1}(0)=0$, we see that there exists an interval $\left[0, \delta_{1}\right]$ such that for every point $h$ of this interval $\phi^{n-1}(n)$ is positive. (§ 61, Page 87).

Since $\phi^{n}{ }^{1}(h)$ is positive in $\left[0, \delta_{1}\right]$ and $\phi^{n-2}(0)=0$, we see that $\phi^{n-2}(h)$ is positive in $\left[0, \delta_{1}\right]$ (§ $66 \cdot 2$, Page 90$)$.

Now successively applying the theorem of $\S 66 \cdot 2$, we deduce that $\phi(h)$ is positive in $\left[0, \delta_{1}\right]$.
Thus we see that there exists a positive number $\delta_{1}$ such that for $f(a)+h f^{\prime}(a)+\frac{h^{2}}{2!} f^{\prime \prime}(a)+\ldots+\frac{0<h<\delta_{1},}{(n-1)!} f^{n-1}(a)+\frac{h^{n}}{n!}\left[f^{n}(a)+\epsilon\right]-f(a+h)>0$

Similarly we may prove that there exists a positive number $\delta_{4}$ such that for $0<h<\delta_{2}$

$$
f(a)+h f^{\prime}(a)+\frac{h^{2}}{2!} f^{\prime \prime}(a)+\ldots+\frac{h^{n-1}}{(n-1)!} f^{n^{-1}}(a)+\frac{h^{n}}{n!}\left[f^{n}(a)-\epsilon\right]-f(a+h)<0
$$

But, as given,

$$
f(a)+h f^{\prime}(a)+\frac{h^{3}}{2!} f^{\prime \prime}(a)+\ldots+\frac{h^{n-1}}{(n-1)!} f^{n-1}(a)+\frac{h^{n}}{n!} \mathrm{M}-f(a+h)=0
$$

Let $\eta=\min \left(\delta_{1}, \delta_{2}\right)$

From above we deduce that corresponding to every positive number $\in$ there exists a positive number $\eta$, such that $f^{n}(a)-\epsilon<\mathrm{M}<f^{n}(a)+\epsilon$, i.e., $\left|\mathrm{M}-f^{n}(a)\right|<\epsilon$, when $0<h<\eta$. $\therefore \quad$ lt $_{h=f^{n}(a) \text {. }}$

$$
h \rightarrow(0+0)
$$

Taking negative values of $h$, we may similarly show that

$$
\begin{aligned}
& \operatorname{lt}_{\substack{ \\
h \rightarrow(0 \rightarrow-0) \\
\mathrm{M} \rightarrow f^{\prime \prime}(a) \\
\text { as } \\
h \rightarrow 0 . \\
h}} .
\end{aligned}
$$

Case II. Let $f^{n}(a)$ be infinite.
Let $\Delta$ be any positive number, however large. Firstly we take $h \geqslant 0$, and define a function $\phi(h)$ as follows :-

$$
\phi(h)=f(a)+h f^{\prime}(a)+2!h_{2!}^{h^{\prime \prime}}(a)+\ldots+\frac{h^{n-1}}{(n-1)!} f^{n-1}(a)+\frac{h^{n}}{n!} \Delta-f(a+k)
$$

We easily see that

$$
\phi(0)=0, \phi^{\prime}(0)=0, \ldots \ldots \phi^{n-1}(0)=0 .
$$

Also since

$$
\begin{aligned}
\phi^{n-1}(h) & =f^{n-1}(a)+h \Delta-f^{n-1}(a+h), \\
& =h\left[\Delta-\frac{f_{n} \cdot 1(a+h)-f^{n-1}(a)}{h}\right]
\end{aligned}
$$

and $\left[f^{n-1}(a+h)-f^{n-1}(a)\right] / h \rightarrow \infty$ as $h \rightarrow 0$, we see that there exists a positive number $\delta$ such that for $0<h \leqslant \delta, \phi^{n}{ }^{1}(h)$ is negative.

Now, proceeding as in case $I$, we prove that there exists 2 positive number $\delta_{1}$ such that for every point $h$ of $\left(0, \delta_{1}\right)$.

$$
\phi(h)=f(a)+h f^{\prime}(a)+{ }_{2!}^{h^{2}} f^{\prime \prime}(a)+\ldots+\frac{h^{n-1}}{(n-1)!} f^{n-1}(a)+\frac{h^{n}}{n!} \Delta-f(a+h)<0
$$

Also, as given,

$$
f(a)+h f^{\prime}(a)+{ }_{2!}^{h^{2}} f^{\prime \prime}(a)+\ldots+\frac{h^{n-1}}{(n-1)!} f^{n-1}(a)+\frac{h^{n}}{n!} \mathrm{M}-f(a+h)=0 .
$$

From above we deduce that corresponding to every positive number $\Delta$, however large, there exists a positive number $\delta_{1}$ such that for every point $h$ of $\left[0, \delta_{1}\right)$,

$$
\mathrm{M}>\Delta \text { i.e., } \operatorname{lt}_{h \rightarrow(0+0)}^{\mathrm{M}}=\infty
$$

It may similarly be shown that

Hence

$$
\operatorname{lt}_{\substack{h \rightarrow(0-0) \\ h \rightarrow 0 .}} \mathrm{M}=\infty .
$$

75. The application of Taylor's theorem.

The application of Taylor's theorem in a finite form to the problem of Extreme values of a function and to the problem of the evaluation of a certain special kind of limits nopularly known as Indeterminate forms is given in the following three sections.

## 76 Extreme values of a function. Maxima and minima.

If $c^{\prime}$ be any interior point of the interval of definition $(a, b)$ of a function $f(x)$, then
(i) $f(c)$ is said to be a maximum value of $f(x)$, if there exists some neighbourhood ( $c-\delta, c+\delta$ ) of $c$ such that for every point $x$ of this neighbourhood, other than $c$,

$$
f(c)>f(x) \text {; }
$$

(ii) $f(c)$ is said to be a minimum value of $f(x)$, if for every point $x_{\text {, }}$ other than $c$, of some neighbourhood $(c-\delta, c+\delta)$ of $c$,

$$
f(c)<f(x) \text {; }
$$

(iii) $f(c)$ is said to be an extreme value of $f(x)$, if it is either a maximum or a minimum value.

For $f(c)$ to be an extreme value,

$$
f(c)-f(x)
$$

must keep the same sign for every point $x$, other than $c$, of some neighbourhood $(c-\delta, c+\delta)$ of $c$.
76.1 Theorem. If $f(c)$ be an extreme value of a function $f(x)$, thin $f(c)$, in case it exists, is zero.

If $f^{\prime}(c)$ be not 0 , then in every neighbourbood of $c$ there exist points $x$ for which $f(x)>f(c)$ and points $x$ for which $f(x)<f(c)$,
(§61. Page 87) so that $f(c)$ can not be an extreme value.
Note 1. The theorem may also be stated a little differently as follows:-
The necessary condition for $f(c)$ to be an extreme value is that $f^{\prime}(c)=0$, in case it axists.

To show that this condition is only necessary and not sufficient, we consider the function $f(x)=x^{2}$ when $x=0$.

Clearly
Also, when $x>0, f(x)>f(0)$, and when $x<0, f(x)<f(0)$, so that $f(0)$ is wot an extreme value even though $f^{\prime}(0)=0$.

Note. 2. If $f(x)=|x|$, then clearly $f(0)$ is a minimum value and $f^{\prime}(0)$ does not exist. (Note § 56, Page 83).

This example shows that $f(c)$ may be an extreme value even when $f^{\prime}(c)$ does not exist.
76.2 Criteria for extreme values. Let $c$ be an interior point of the interval of definition ( $a, b$ ) of a function $f(x)$. Let
(i) $f^{n}$ (c) exist and be not zero,
and (ii) $f^{\prime}(c)=f^{\prime \prime}(c)=f^{\prime \prime}(c)=\ldots \ldots \ldots=f^{n-1}(c)=0$;
then $f(c)$ is not an extreme value if $n$ is odd; and if $n$ be even, $f(c)$ is a maximum or a minimum value according as $f^{n}(c)$ is negative or positive.

The condition (i) implies that $f^{\prime}(x), f^{\prime \prime}(x), \ldots \ldots, f^{n-1}(x)$ all exist in a certain neighbourhood, $\left(c-\delta_{1}, c+\delta_{1}\right)$, of $c$.

As $f^{n}(c)$ exists and $\neq$, there exists a neighbourhood ( $c-\delta, c+\delta$ ) of $c,\left(0<\delta<\delta_{1}\right)$ such that

$$
\left.\begin{array}{l}
f^{n-1}(x)<f^{n-1}(c)=0, \text { when } c-\delta \leqslant x<c \\
f^{n-1}(x)>f^{n-1}(c)=0, \text { when } c<x \leqslant c+\delta,
\end{array}\right\}(\text { ( } 61 . \text { P. 87), II }
$$

in case $f^{n}(c)$ is positive;
and $\left.\quad \begin{array}{l}f n{ }^{1}(x)>f^{n-1}(c)=0, \text { when } c-\delta \leqslant x<c \\ f_{n}-1(x)<f_{n-1}(c)=0, \text { when } c<x \leqslant c+\delta,\end{array}\right\}$ ( $(661$. P. 87), III in case $f(c)$ is negative.
Because of I, we have, by Taylor's theorem, when $|h| \leqslant \delta$,

$$
f(c+h)=f(c)+h f^{\prime}(c)+\frac{h^{2}}{2!} f^{\prime}(c)+\ldots \ldots+\frac{h^{n-1}}{(n-1)!} f^{n-1}(c+\theta h)
$$

which, by virtue of (ii), gives

$$
f(c+h)-f(c)=\frac{h^{n-1}}{(n-1)!} f^{n-1}(c+\theta h)
$$

where $c+\theta h$ belongs to the interval $(c-8, c+\delta)$.

Let $n$ be even. From II and IV, we deduce that if $f^{n}(c)$ be $>0$, then for every point $x=c+h$ of $(c-\delta, c+\delta)$, other than $c$,

$$
f(c+h)>f(c)
$$

i.c. $f(c)$ is a minimum.

From III and IV, it may similarly be shown that $f(c)$ is a maximum if $f^{n}(c)$ be $<0$.

Let $n$ be odd. From II and IV, we deduce that if $f^{n}(c)>0$, then $f(c+h)>f(c)$, when $c<x=c+h \leqslant c+\delta$
and

$$
f(c+h)<f(c), \text { when } c-\delta \leqslant x=c+h<c
$$

so that $f(c)$ is no extreme value.
It may similarly be shown that $f(c)$ is not an extreme value when $f^{n}(c)<0$.

Another proof. We now have another proof which is dependent upon the Young's form of Taylor's theorem.

We have

$$
f(c+h)=f(c)+h f^{\prime}(c)+\frac{h^{2}}{2!} f^{\prime \prime}(c)+\ldots \ldots+\frac{h^{n-1}}{(n-1)!} f^{n-1}(c)+\frac{h^{n}}{n!} M
$$

where

$$
M \rightarrow f n(c) \text { as } h \rightarrow 0 .
$$

With the help of (ii), it becomes

$$
f(c+h)-f(c)=\frac{h^{n}}{n!} M
$$

Si\|ce $M \rightarrow f^{n}(c)$ as $h \rightarrow 0$, there exists a positive number $\delta$, such that for $0<|h| \leqslant \delta, M$ has the same sign as $f^{n}(c)$.

From V, we now deduce that
when $n$ is even $f(c+h)-f(c)$ has the same sign as $f^{n}(c)$ for $0<|h| \leqslant \delta$, so that $f(c)$ is a maximum or minimum according as $f^{\prime \prime}(c)$ is negative or positive, and
when $n$ is odd, $f(c+h)-f(c)$ changes sign with the change in the sign of $h$ so that $f(c)$ is not an extreme value.

Ex. If $c$ be an interior point of the interval of definition of a function $f(x)$ then
$f(c)$ is a maximum value of $f(x)$, if

$$
R f^{\prime}(c)=\infty . L f^{\prime}(\varepsilon)=\infty,
$$

and $f(c)$ is a minimum value of $f(x)$, if

$$
R f^{\prime}(c)=\infty, L f^{\prime}(c)=-\infty .
$$

77. The Indeterminate form, $0 / 0$.
77.1 Theorem. Let $f(x), g(x)$ be two functions such that

$$
\begin{equation*}
\text { lt } f(x)=0, \quad \text { lt } g(x)=0 \tag{i}
\end{equation*}
$$

and
(ii) $\quad f^{\prime}(c), g^{\prime}(c)$ both exist and $g^{\prime}(c) \neq 0$,
then

$$
\operatorname{lt}_{x \rightarrow c} \frac{f(x)}{g(x)}=\frac{f^{\prime}(c)}{g^{\prime}(c)}
$$

Since $f(x), g(x)$ are derivable at $c$, therefore they are continuous at $c$ and accordingly $f(c)=g(c)=0$.

We have

$$
\begin{aligned}
& f^{\prime}(c)=\operatorname{lt}_{h \rightarrow 0} \frac{f(c+h)-f(c)}{h}=\operatorname{lt}_{h \rightarrow 0} \frac{f(c+h)}{h} \\
& g^{\prime}(c)=\operatorname{lt}_{h \rightarrow 0} \frac{g(c+h)-g(c)}{h}=\operatorname{lt}_{h \rightarrow 0} \frac{g(c+h)}{c}
\end{aligned}
$$

$$
\therefore \quad \frac{f^{\prime}(c)}{g(c)}=\text { lt }_{h \rightarrow 0} \frac{f(c+h) / h}{g(c+h)}=\text { lt } \underset{h \rightarrow 0}{ } f(c+h)=\text { lt } \frac{f(x)}{g(c+h)} .
$$

Note. This result may also be stated as follows :-If $f(c)=g(c)=0$, and $f^{\prime}(c), g^{\prime}(c)$ exist but $g^{\prime}(c) \neq 0$, then It $[f(x) / g(x)]=f^{\prime}(c) / g^{\prime}(c)$, when $x \rightarrow c$.
77.2. Theorem. Let $f(x), g(x)$ be two functions such that

$$
\begin{equation*}
\text { (i) } \quad l t_{x \rightarrow c} f(x)=0, \operatorname{lt}_{x \rightarrow c} g(x)=0 \tag{i}
\end{equation*}
$$

and
(ii) $l t\left[f^{\prime}(x) / g^{\prime}(x)\right]=l$, when $x \rightarrow c$.
then $\quad$ lt $[f(x) / g(x)]=l$, when $x \rightarrow c$.
The condition (ii) implies that $f^{\prime}(x)$ and $g^{\prime}(x)$ exist and $g^{\prime}(x) \neq 0$ at every point $x$, other than $c$, of a certain neighbourhood $(c-\delta, c+\delta)$ of $c$.

We suppose that $f(c)=g(c)=0$, for this change in the definition of $f(x)$ and $g(x)$ influences neither the hypothesis nor the conclusion of the theorem.

If $x$ be any point of ( $c-\delta, c+\delta$ ), we have, by Cauchy's theorem,

$$
\frac{f(x)}{g(x)}=\frac{f(x)-f(c)}{g(x)-g(c)}=f^{\prime}(\xi)
$$

where $\xi$ lies between $c$ and $x$ and also depends upon $x$.
By virtue of $(i i), f^{\prime}(\xi) / g^{\prime}(\xi) \rightarrow l$ as $x \rightarrow c$.
$\therefore \quad f(x) / g(x) \rightarrow l$ as $x \rightarrow c$.
Note. The reader will find it useful to compare the hypotheses and the conclusions of the two preceding theorems. In $\$ 77 \cdot 1$, the derivability of $f(x)$ and $g(x)$ is assumed at $x=c$ only whereas in $\S 772$, while afsuming the derivability of $f(x), g(x)$ in the neigh bounhood of $x=c$, it is exactly at $x=c$ where we have not needed it. (For illnstrations of each of these theorems, see examples 2 and $\%$ at the end of ch. VII)
77.3 Theorem. Let $f(x), g(x)$ be two functions such that,
when $x \rightarrow c$,
(i)

$$
\left\{\begin{array}{l}
\text { lt } f(x)=\operatorname{lt} f^{\prime}(x)=\ldots \ldots=\operatorname{lt} f^{n-1}(x)=0, \\
\operatorname{lt} g(x)=\operatorname{lt} g^{\prime}(x)=\ldots \ldots=\operatorname{lt} g^{n-1}(x)=0,
\end{array}\right.
$$

and (ii) It $\left[f^{n}(x) \lg ^{n}(x)\right]=l$,
then lt $[f(x) / g(x)]=l$, when $x \rightarrow c$.
Since It $f^{n-1}(x)=$ lt $g^{n-1}(x)=0$ and lt $\left[f^{n}(x) / g^{n}(x)\right]=l$,
therefore lt $\left[f^{n} \cdot 1(x) / g^{n-1}(x)\right]=l$, $\S 77 \cdot 2$ above
Again, since
and
therefore lt $f^{n-2}(x)=$ lt $g^{n-2}(x)=0$ lt $\left[f^{n-1}(x) / g^{n-1}(x)\right]=l$,

Proceeding in this manner, we finally prove that lt $[f(x) / g(x)]=l$,
when $x \rightarrow c$.
77.4. Theorem. Let $f(x), g(x)$ be two functions such that
when $x \rightarrow c$
(i)

$$
\left\{\begin{array}{l}
\text { lt } f(x)=\text { lt } f^{\prime}(x)=\ldots \ldots=\text { lt } f^{n-1}(x)=0 \\
\text { lt } g(x)=\text { lt } g^{\prime}(x)=\ldots \ldots=\text { lt } g^{n-1}(x)=0
\end{array}\right.
$$

and (ii) $f^{n}(c), g^{n}(c)$ exist and $g^{n}(c) \neq 0$,

$$
\text { then } \text { lt }[f(x)!g(x)]=f^{n}(c) \mid g^{n}(c) \text {, when } x \rightarrow c \text {. }
$$

By virtue of (ii), on applying the theorem of $\S 77 \cdot 1$, we see that

$$
\text { It } \frac{f^{n-1}(x)}{g^{n-1}(x)}=\frac{f^{n}(c)}{g^{\prime \prime}(c)} .
$$

Also from theorem of $\$ 77 \cdot 3$, changing $n$ to $(n-1)$, we see that

$$
\text { It } \frac{f(x)}{g(x)}=\text { lt } \frac{f^{n-1}(x)}{g^{n-1}(x)}=\frac{f^{n}(c)}{g^{n}(c)}
$$

77.5. Theorem. Let $f(x) ; g(x)$ be two functions such that
(i) $\quad f(c)=f^{\prime}(c)=f^{\prime \prime}(c)=\ldots \ldots=\jmath^{n-1}(c)=0$,

$$
g(c)=g^{\prime}(c)=g^{\prime \prime}(c)=\ldots \ldots=g^{n-1}(c)=0
$$

and
(ii) $f^{n}(c), g^{n}(c)$ exist bot $g^{n}(c) \neq 0$,
then
lt $[f(x) / g(x)]=f^{\prime \prime}(c) / g^{n}(c)$, when $x \rightarrow c$.
Employing Young's form of Taylor's theorem, we have

$$
\begin{aligned}
& f(c+h)=f(c)+h f^{\prime}(c)+\ldots \ldots+\frac{h^{n-1}}{(n-1)!} f^{n^{-1}}(c)+\frac{h^{n}}{n!} M=\frac{h^{n}}{n}!^{M}
\end{aligned}
$$

$$
\begin{aligned}
& \therefore \quad \frac{f(c+h)}{g(c+h)}=\frac{M}{M^{\prime}}
\end{aligned}
$$

Note. The theorems of this and the preceding section are really identical, even though they appear to have been stated differently.
77.6. Theorem. Let $f(x), g(x)$ be two functions such that
(i) $\operatorname{lt}_{x \rightarrow \infty} f(x)=0, \operatorname{lt}_{x \rightarrow \infty} g(x)=0$,
and (ii) $l t \quad\left[f^{\prime}(x) / g^{\prime}(x)\right]=l$,
then lt $\quad[f(x) / g(x)]=l$.

$$
x \rightarrow \infty
$$

We write $x=1 / z$ so that $x \rightarrow \infty$, when $z \rightarrow(0+0)$.

$$
\begin{equation*}
\text { Let } \quad \mathrm{F}(z)=f(1 / z), \mathrm{G}(z)=g(1 / z) \text {, } \tag{1}
\end{equation*}
$$

so that $\underset{z \rightarrow(0+0)}{\text { lt }} \mathrm{F}(z)=0, \operatorname{lt}_{z \rightarrow(0+0)} \mathrm{G}(z)=0$.
we have

$$
\begin{align*}
\mathrm{F}^{\prime}(z)=- & f^{\prime}\left(\frac{1}{z}\right) \cdot \frac{1}{z^{2}} ; \quad \mathrm{G}^{\prime}(z)=-g^{\prime}\left(\frac{1}{z}\right) z^{2} \\
& \frac{\mathrm{~F}^{\prime}(z)}{\mathrm{G}^{\prime}(z)}=\frac{f^{\prime}(1 / z)}{g^{\prime}(1 / z)} \tag{2}
\end{align*}
$$

so that, by $(i i), \mathrm{F}^{\prime}(z) / \mathrm{G}^{\prime}(z) \rightarrow l$, when $z \rightarrow(0+0)$.
Hence, from (1) and (2),

$$
\operatorname{lt}_{z \rightarrow(0+0)} \underset{x \rightarrow \infty}{ }[\mathrm{~F}(z) / \mathrm{G}(z)]=l,
$$

78. The indeterminate form ( $\infty / \infty$ ).
78.1 Theorem. If $f(x), g(x)$ be two functions such that when. $x \rightarrow c$,
(i) lt $|g(x)|=\infty$,
and
(ii) lt $\frac{f^{\prime}(x)}{g^{\prime}(x)}=0$,
then

$$
\text { H } \frac{f(x)}{g(x)}=0, \text { when } x \rightarrow c .
$$

The condition (ii) implies that there exists a neighbourhood. $(c-\delta, c+\delta)$ of $c$ such that for every point $x$, other than $c$, of this neighbourhood, $f^{\prime}(x), g^{\prime}(x)$ exist and $g^{\prime}(x) \neq 0$.

From Darboux's theorem of $\S 62$. P. 87, it follows that $g^{\prime}(x)$ keeps the same sign, positive or negative for every point $x$ of $[c, c+\delta]$, and the same thing is true for $[c-\delta, c]$ also.

Firstly we consider $[c, c+\delta]$. Let $g^{\prime}(x)$ remain positive in it.
Let $\in$ be any positive number, however small. There exists by virtue of (ii), a positive number $\delta_{1}<\delta$ such that for every point $x$.of $\left[c, c+\delta_{1}\right]$,
i.e., $\quad-\frac{1}{2} \epsilon . g^{\prime}(x)<f^{\prime}(x)<$ 他. $g^{\prime}(x)$.

By virtue of the theorem of $\S 66$. P. 89, we have

$$
-\frac{1}{} \in[g(c+\delta)-g(x)]<[f(c+\delta)-f(x)]<\frac{1}{2} \epsilon \cdot[g(c+\delta)-g(x)]
$$

i.e., $\quad|f(c+\delta)-f(x)|<\frac{1}{6} \in|g(c+\delta)-g(x)|$
or $|f(x)|-|f(c+\delta)|<\frac{1}{2} \epsilon .|g(c+\delta)|+\frac{1}{2} \in|g(x)|$

or $|f(x)|<\frac{1}{2} \in .|g(x)|+k$, for any point $x$ of $\left[c, c+\delta_{1}\right], k$ being free of $x$,
or

$$
\left|\begin{array}{l}
f(x) \\
g(x)
\end{array}\right|<\xi \in+\begin{gathered}
k \\
g(\bar{x}) \mid
\end{gathered} .
$$

There exists a positive number $\delta_{2}<\delta_{1}$, such that

$$
|g(\bar{x})|<\frac{1}{2} \epsilon,
$$

for any point $x$ of $\left[c, c+\delta_{y}\right]$.
Thus we see that corresponding to every positive number $\epsilon$ there exists a positive number $\delta_{2}$, such that for every point $x$ of $\left[c, c+\delta_{2}\right]$,

Hence

$$
\begin{aligned}
\left|\frac{f(x)}{g(x)}\right| & <\epsilon . \\
\operatorname{lt}_{x \rightarrow(c+0)} \frac{f(x)}{g(x)} & =0
\end{aligned}
$$

It may similarly be shown that

$$
\operatorname{lt}_{x \rightarrow(c-0)} \frac{f(x)}{g(x)}=0
$$

Thus

$$
f(x) \lg (x) \rightarrow 0 \text { as } x \rightarrow c .
$$

### 78.2. Theorem.

If $f(x), g(x)$ be two functions such that when $x \rightarrow c$.

$$
\text { (i) lt }|g(x)|=\infty \quad \text { (ii) lt }\left[f^{\prime}(x) / g^{\prime}(x)\right]=l, \text { : }
$$

then

$$
\text { lt } f(x) / g(x)=l \text {, when } x \rightarrow c
$$

We write $\quad \phi(x)=f(x)-\lg (x)$.
We have

$$
\operatorname{lt}_{x \rightarrow c} \frac{\phi^{\prime}(x)}{g(x)}=\operatorname{lt}_{x \rightarrow 0}\left[\frac{f^{\prime}(x)}{g^{\prime}(x)}-l\right]=0,(b y i i)
$$

$$
\therefore \quad \operatorname{lt}_{x \rightarrow 0} \frac{\phi(x)}{g(x)}=0,(578 \cdot 1)
$$

i. e., $\quad \operatorname{lt}_{x \rightarrow c}\left[\frac{f(x)}{g(x)}-l\right]=0$
or $\quad l_{x \rightarrow c} \frac{f(x)}{g(x)}=l$.
Note. As in §776, it may be shown that this resalt remains true even when $x \rightarrow \infty$.

Note. It should be srecially noted that in the preceding theorem nothing whatsoever has been said al out the limit of $f(x)$ as $x \rightarrow e$ so that the result holds gcod independently of the behaviour of $f(x)$. In particular, therefore, the result holds good when $f(x) \rightarrow \infty$ as $x \rightarrow c$; this being the form in which the theorem is usually stated.
79. Two important special cases of limits.
79.1. Theorem. To prove that

$$
\operatorname{lt}_{x \rightarrow \infty}\left(\frac{x^{\prime n}}{e^{\alpha x}}\right)=0
$$

where $a, m$ are any positive numbers whatsoever.
Let $f(x)=x^{m}, \quad g(x)=e^{\alpha x}$, so that $f(x) \rightarrow \infty$ and $g(x) \rightarrow \infty$, as $x \rightarrow \infty$

We can write

$$
m=n+p,
$$

where $n$ is some positive integer and $p$ is a number such that $0 \leqslant p<1$.
It is easy to see that $f^{\prime}(x), f^{\prime \prime}(x), \ldots, f^{n}(x)$ all tend to $\infty$ and $f^{n+1}(x) \rightarrow 0$ as $x \rightarrow \infty$.

Also $g^{\prime}(x), g^{\prime \prime}(x), g^{\prime \prime \prime}(x), \ldots \ldots$ all tend to $\infty$.
Thus $\operatorname{lt}_{x \rightarrow \infty}\left\{f^{n+1}(x) / g^{n+1}(x)\right\}=0$
Therefore from the theorem of $\$ 78 \cdot 2$, we deduce that

$$
\operatorname{lt}[f(x) / g(x)]=0, \text { when } x \rightarrow \infty
$$

Note. The result of this theorem is roughly fexpressed by saying that ${ }^{\alpha}{ }^{\alpha x}$ tends to $\infty$ more rapidly than any positive power of $x$, when $x \rightarrow \infty$.
79.2. Theorem. To prove that

$$
\operatorname{lt}_{x \rightarrow \infty} \frac{(\log x)^{m}}{x^{a}}=0
$$

where $a, m$ are any positive numbers whatsoever.
The independent proof is similar to that of the preceding result. Otherwise if we write $\log x=y$, we see that

$$
\operatorname{lt}_{x \rightarrow \infty} \frac{(\log x)^{m}}{x^{\alpha}}=\operatorname{llt}_{y \rightarrow \infty} \frac{y^{m}}{e^{a y}}=0 .
$$

Note. This shows that a positive power of $x$ tends to infinity more rapidly than any positive power of $\log x$, as $x \rightarrow \infty$.

Cor. $\underset{x \rightarrow((0+0)}{\text { lt }}\left[x^{a}:(\log x)^{m}\right]=0, \alpha, m$ being any positive numbers.

Putting $x=1 / y$, we may easily obtain it.
80. Note on a special function. The function $f(x)$, defined as

$$
f(x)=e^{-1 / x^{4}} \text { when } x \neq 0 ; f(0)=0,
$$

possesses a remarkable property, viz, that $f^{\prime \prime}(0)=0$ for every value of $n$,
We have

$$
\begin{aligned}
& f^{\prime}(0)=\operatorname{lt}_{x \rightarrow 0} \frac{f(x)-f(0)}{x}=\operatorname{lt}_{x \rightarrow 0} \frac{-1 / x^{2}}{x}=\operatorname{lt}_{y \rightarrow \infty} \frac{y}{y^{2}}=0,(y=1 / x) \\
& f^{\prime}(x)=\left(2 / x^{2}\right) e^{-1 / x^{2}} \text {, when } x \neq 0 . \\
\therefore & f^{\prime \prime}(0)=\operatorname{lt}_{x \rightarrow 0} \frac{f^{\prime}(x)-f^{\prime}(0)}{x}=\operatorname{lt}_{x \rightarrow 0} \frac{2 e^{-1 / x^{2}}}{x^{4}}=\operatorname{lt}_{y \rightarrow \infty} \frac{2 y^{4}}{y^{2}}=0 . \\
& f^{\prime \prime}(x)=\left(\frac{4}{x^{6}}-\frac{6}{x^{4}}\right) e^{-1 / x^{2}} \text {. when } x \neq 0, \\
\therefore & f^{\prime \prime \prime}(0)=\operatorname{lt}_{x \rightarrow 0}\left(\frac{4}{x^{4}}-\frac{6}{x^{6}}\right) \cdot e^{-1 / x^{2}}=\operatorname{lt}_{y \rightarrow \infty} \cdots y^{y^{6}-6 y^{5}}=0 .
\end{aligned}
$$

If we form the higher derivatives for $x \neq 0$, we shall obviously always obtain the product of $e^{-1 / x^{2}}$ and a polynomial in $1 / x$. Thus we see that all the higher derivativas will vanish at the point $x=0$.

It is thus seen that this function possesses a continuous derivative for every value of $\boldsymbol{x}$. Maclaurin's infinite series for this function is

$$
0+x \cdot 0+\frac{x^{2}}{2!} \cdot 0+\frac{x^{2}}{3!} \cdot 0+\ldots \ldots+\frac{x^{n}}{n!} \cdot 0+\ldots \ldots
$$

which is certainly not equal to $f(x)$ for every value of $x$.
Thus we see that there exist funstions which possess continuous derivatives for every value of $x$ and yet cannot be expanded in terms of Maclaurin's sories.

## Examples

1. If

$$
f(x)=x \frac{e^{1 / x}-e^{e}-1 / x}{e^{1 / x}+e^{-1 / x}}, \text { when } \kappa \neq 0 \text {, and } f(0)=0,
$$

thow that $f(x)$ is continupus but not derivable for $x=0$; show that

$$
R f^{\prime}(0)=+1, L f^{\prime}(0)=-1
$$

2. Verify the Rolle's theorem in ( $a, b$ ) for
(i) $\log \left[\left(x^{2}+a b\right) /(a+b i x]\right.$. (ii) $x(x-2) c-x / 2$.
(lii) $(x-a)^{m}(x-b)^{n}, m, n$ being positive integers.
3. Verify Lagrange's mean value theorem for
(i) $l x^{2}+m x+n$ in $(a, b)$, (ii) $x(x-1)(x-2)$ in ( 0 . 1 ).
4. Discuss the applicability of Rolle's theorem to $f(x)=|x|$ in $(-1,1)$.
5. Apnlving Lagranges' mean value theorem in turn to the finctions $\log x$ and $e^{x}$ determine the corresponding values of $\theta$ in terms of $a$ and $h$.

Deduce that
(i) $0<[\log (1+x)]^{-1}-x^{-1}<1$. (ii) $0<x^{-1} \log \left[\left(e^{x}-1\right) / x\right]<1$.
6. Show that
(i) $x^{2}>(1+x)[\log (1+x)]^{2}$ for $x>0$.
(ii) $x<\log [1 /(1-x)]<x /(1-x)$, where $0<x<1$.
7. Prove that e is an irrational number.

If possible, let $e=p / q$, where $p$. $q$ are integers.
Let $n$ be any integer greater than $q$.
By Maclaurin's theorem, with Lagrange's form of remainder after terms, we have

$$
\begin{aligned}
& \quad=2+\frac{1}{2!}+\ldots .+\frac{1}{n!}+\frac{1}{(n+1)!} \theta^{\theta}, \text { where } 0<\theta<1 \\
& \therefore n!. \theta=2 n!+\frac{n!}{2!}+\ldots . .1+\frac{1}{n+1} e^{\theta} .
\end{aligned}
$$

Now, $n!. \varepsilon=n!(p / q)$ must be an integer, and since $e^{\theta}<e<3$, we have $0<e^{\theta} \quad l(n+1)<1$.

Hence, we see that
an integer $=a n$ integer plus a non-zero proper fraction, and this is impossible.
7. Prove that $e^{x}$ is not a rational function

If possible, let

$$
e^{x}=\frac{a_{0} x^{m}+a_{1} x^{m-1}+\ldots \ldots+a_{m}}{b_{0} x^{n}+b_{1} x^{n-1}+\ldots \ldots+b_{n}}=f(x) \text {, say }
$$

where $a_{0} \neq 0, b_{0} \neq 0$.
Obviously $f(x) / x^{m-n} \rightarrow a_{0} / b_{0}$ as $x \rightarrow \infty$ and this is impossible if $f(x)=\varepsilon x^{x}$. (Refer theorem of § $79 \cdot 1$, P. 103.).
8. Show that ' $\theta$ ' which occurs in the Lagrange's form of remainder, viz., $\left(h^{n} / n\right.$ !) $f^{n}(a+\theta h)$ tends to the limit $1 /(n+1)$, when $h \rightarrow 0$, provided that $f^{n+1}(x)$ is continuous at $a$ and $f^{n+1}(a) \neq 0$.

Since $f^{n+1}(x)$ is continuous at $a$, there exists an interval $(a-\delta, a+\delta)$ at every point of which $f^{n+1}(x)$ exists. Also, therefore, $f(x), f^{\prime}(x), \ldots . . f^{n}(x)$ are all continuous in ( $a-\delta, a+\delta$ ). If $(a+h)$ be any point of this interval, we obtain, the necessary conditions being satisfied,

$$
f(a+h)=f(a)+h f^{\prime}(a)+\ldots \ldots+{ }_{n!}^{h^{n}} f^{n}(a+e h)
$$

and

$$
f(a+h)=f(a)+h f^{\prime}(a)+\ldots \ldots+\frac{h^{n}}{n!} f^{n}(a)+\frac{h^{n+1}}{(n+1)!} f^{n+1}\left(a+\theta^{\prime} h\right)
$$

$$
\therefore \quad f^{n}(a+\theta h)-f^{n}(a)=\frac{h}{n+1} f^{n+1}\left(a+\theta^{\prime} h\right)
$$

Again, applying Lagrange's mean value theorem to the expression on the left, we see that

$$
\begin{aligned}
\theta h f^{n+1}\left(a+\theta \theta^{\prime \prime} h\right) & =\frac{h}{n+1}-f^{n+1}\left(a+\theta^{\prime} h\right) \\
\theta f^{n+1}\left(a+\theta \theta^{n} h\right) & =\frac{1}{n+1} f^{n+1}\left(a+\theta^{\prime} h\right)
\end{aligned}
$$

Let $h \rightarrow 0$. Then, we obtain

- It $\theta \cdot f^{n+1}(a)=\frac{1}{n+1} f^{n+1}(a), \quad \because f^{n+1}(x)$ is continnous.
or

$$
\text { lt } \theta=\frac{1}{n+1}, \quad \because f^{n+1}(a) \neq 0 .
$$

9. If $\phi^{\prime \prime}(x) \geq 0$ for every value of $x$, then

$$
\phi\left[\frac{1}{2}\left(x_{1}+x_{2}\right)\right] \leqslant \frac{1}{q}\left[\phi\left(x_{1}\right)+\phi\left(x_{3}\right)\right] .
$$

10. Assuming $f^{\prime \prime}(x)$ continuous in $(a, b)$, show that

$$
f(c)-f(a) \frac{b-c}{b-a}-f(b) \frac{c-a}{b-a}=\frac{1}{1}(c-a)(c-b) f^{\prime \prime}(\xi)
$$

where $c$ and $\xi$ both lie in $(a, b)$.
11. If $f^{n}(x)=0$ for every value of $x$ in $(a, b)$, then there are numbers
$a_{0}, a_{8} \ldots . . . a_{n_{-1}}$ such that

$$
f(x)=\sum_{r=0}^{n=1} a_{r} x^{r}
$$

in ( $a, b)$.
12. If a derivable function $f(x)$ satisfies the equation

$$
f(x+y)=f(x) f(y),
$$

then either $f(x) \equiv 0$ or else $f(x)=e^{\alpha x}$.
13. If a derivable function $f(x)$ gatisfies the equation . $f(x y)=f(x)+f(y)$ then $f(x)=\alpha \log x$.

## CHAPTER VI

## RIEMANN THEORY OF DEFINITE INTEGRAL

## 81. Riemann integrability and the integral of a bounded function

 for a finite range. Let $f(x)$ be a bounded function defined for some finite interval $(a, b)$.Divide $(a, b)$ into a finite number of sub-intervals by means of any arbitrary set of points $x_{0}, x_{1}, x_{2}, \ldots x_{r-1}, x_{r}, \ldots x_{n}$, where

Thus

$$
a=x_{0}<x_{1}<x_{2} \ldots \ldots .<x_{r-1}<x_{r}<\ldots \ldots .<x_{n-1}<x_{n}=b .
$$

$$
\left(x_{0}, x_{1}\right),\left(x_{1}, x_{2}\right), \ldots \ldots\left(x_{r-1}, x_{r}\right) \ldots \ldots\left(x_{n-1}, x_{n}\right)
$$

are the sub-intervals in which $(a, b)$ is divided.
Let the sub-interval ( $x_{r-1}, x_{r}$ ) and also its length $x_{r}-x_{r-1}$ be both denoted by $\delta_{r}$.

The function $f(x)$ which is bounded in $(a, b)$ is also necessarily bounded in each sub-interval $\delta_{r}$.

Let $M_{r}, m_{r}$ be the bounds of $f(x)$ in $\delta_{r}$.
Set up the two sums S and $s$ defined as follows :-

$$
\begin{aligned}
& \mathrm{S}=\mathrm{M}_{1} \delta_{1}+\ldots \ldots \ldots+\mathrm{M}_{r} \delta_{r}+\ldots \ldots+\mathrm{M}_{n} \delta_{n} \underset{\substack{r=1 \\
=}}{\substack{r=n \\
r=n}} \mathrm{M}_{r} \delta_{r} . \\
& s=m_{1} \delta_{1}+\ldots \ldots \ldots+m_{r} \delta_{r}+\ldots \ldots+m_{n} \delta_{n} \underset{r=1}{=} m_{r} \delta_{r} .
\end{aligned}
$$

If $\mathrm{M}, \boldsymbol{m}$ be the bounds of $f(x)$ in $(a, b)$, we have for every value of $r$, $m \leqslant m_{r} \leqslant \mathrm{M}_{r} \leqslant \mathrm{M}$,
or

$$
m \delta_{r} \leqslant m_{r} \delta_{r} \leqslant \mathrm{M}_{r} \delta_{r} \leqslant \mathrm{M} \delta_{r}
$$

Putting $r=1,2, \ldots \ldots . . ., n$, and adding, we deduce that

$$
m(b-a) \leqslant s \leqslant S \leqslant M(b-a)
$$

Now, a pair of sums $S$, $s$ correspond to each mode of division of $(a, b)$ into sub-intervals and from (1) we see that the aggregates of the sums $\mathrm{S}, \mathrm{s}$, obtained by considering all possible modes of division, are bounded.

Def. The lower bound of the aggregate of the swoms 'S' is called the upper integral of $f(x)$ over ( $a, b$ ) and is denoted by

$$
\mathrm{U}=\int_{a}^{\bar{b}} f(x) d x
$$

The upper bound of the aggregate of the sums ' $s$ ' is called the lower integral of $f(x)$ over ( $a, b$ ) and is denoted by

$$
\mathrm{L}=\int_{a}^{b} f(x) d x
$$

[Clearly the upper bound of the sums ' $S$ ' is $M(b-a)$ and the lower bound of the sumis ' $s$ ' is $m(b-a)$ and they are attained.]

A bounded function $f(x)$ is said to be Riemann integrable, or simply integrable, (for the purposes of this book), over ( $a, b$ ) if its upper and lower integrals are equal; the common value of these integrals which is called the Riemann integral or simply the integral is denoted by the symbol

$$
\mathrm{I}=\int_{a}^{b} f(x) d x
$$

Note 1. The numbers $a, b$ are respectively called the lower and the upper limits of integration.

Note 2. The definition of integrability given above is based on the notion of bounds. Another equivalent definition based on the notion of limits is given in § 83.

Note 3. It should be clearly understood that every bounded function is not necossarily integrable, i.e. there may exist a bounded function $f(x)$ for which

$$
\int_{a}^{b} f(x) d x \neq \int_{a}^{b} f(x) d x
$$

The necessary and sufficient condition for the existence of the symbod $\int_{a}^{b}$ $f(x) d x$ i.e. for the integrability of $f(x)$ over $(a, b)$ is obtained in § 84 .

Note 4. The concept of integrability of a function over an interval as introduced here, is subject to two very important limitations, viz. (i) the function is bounded (ii) the interva' is finite so that neither end point is infinite. In chapter VIII we shall see how these limitations can be removed and the concept generalised so as to be applicable to cases where the fanction is not bounded or where one or both the limits of integration are infinite.

Note 5. The statement that $\int_{a}^{" b} f(x) d x$ exists, implies that the function $f(x)$ is bounded and integrable over ( $a, b$ ).

Note 6. The symbol

$$
D\left(a=x_{0}, x_{1}, x_{2}, \ldots \ldots x_{r},-x_{r} \ldots \ldots, x_{n}=b\right),
$$

will be used to denote the division obtained by inserting the pointa $x_{a}, x_{2} \ldots$.. $x_{r_{-1}}, x_{r} \ldots . . x_{n}$ between $a$ and $b$. The numbers

$$
x_{0}, x_{1}, x_{2}, \ldots \ldots x_{r-1} x_{r_{r}}, \ldots, x_{n}
$$

will be called the points of the division $D$, and the sub-intervals
$\left(x_{0}, x_{1}\right) \ldots \ldots\left(x_{r-1}, x_{r}\right), \ldots \ldots\left(x_{n-1}, x_{n}\right)$
will be called the intervals of the division $D$.
The length of the greatest of all the intervals ( $x_{r_{-1}}, x_{r}$ ) of $D$ will be called the norm of the division $D$.

Note 7. The sums S , $s$ corresponding to a division $D$ are eometimen writton as $\mathrm{S}_{\mathrm{D}},{ }^{s_{D}}$ respectively. Clearly

$$
s_{D} \geqslant s_{\mathrm{D}}
$$

Note 8. Oscillatory Sum. We have

$$
S_{D}-s_{D}=\Sigma M_{r} \delta_{r}-\Sigma m_{r} \delta_{r}=\Sigma\left(M_{r}-m_{r}\right) \delta_{r}=\Sigma O_{r} \delta_{r}
$$

where $O_{r}$ denotes the oscillation of the function in $\delta_{r}$. The sum $\Sigma O_{r} \delta_{r}$ is called the oscillatory sum and is denoted by ${ }^{\circ} D$.

As $O_{r}>J_{\text {, the oscillatory sum }}{ }^{0}$ D consists of the sum of a finite number of non-negative terma.

## Examples. <br> 1. If

$$
f(x)=\left[\begin{array}{l}
0, \text { where } x \text { is rational, } \\
1, \text { where } x \text { is irrational, }
\end{array}\right.
$$

show that $f(x)$ is not integrable in any interval.
2. Show that

$$
\int_{a}^{b} k d x=\int_{a}^{b} k d x=k(b-a)
$$

where $k$ is a constant.
(This proves that every function which is a constant is integrable.)
3. A function $f(x)$ is bounded in $(a, b)$; show that

$$
\text { (i) } \int_{a}^{\bar{b}} k f(x) d x=k \int_{a}^{\bar{b}} f(x) d x, \int_{a}^{b} k f(x) d x=k \int_{a}^{b} f(x) d x,
$$

where $k$ is a positive constant.

$$
\text { (ii) } \int_{a}^{\bar{b}} k f(x) d x=k \int_{a}^{b} f(x) d x, \int_{a}^{b} k f(x) d x=k \int_{a}^{b} f(x) d x
$$

where $k$ is a negative constant.
Deduce that if $f(x)$ is bounded and integrable over $(a, b)$ then so is $k f(x)$, where $k$ is any constant, and that

$$
\int_{a}^{b} k f \cdot(x) d x=k \int_{a}^{b} f(x) d x
$$

[If $M_{r}, m_{r}$ be the bounds of $f(x)$ in $\delta_{r}$, then $k M_{r}, k m_{\varphi},\left(k m_{r}, k M_{r}\right)$ are the bounds of $k f(x)$ in $\varepsilon_{r}$, when $k$ is positive, ( $k$ is neqative).
4. A bounded function $f(x)$ is integrable over $(a, b)$ and $M, m$ are the bounds of $f(x)$, show that

$$
m(b-a) \leqslant \int_{a}^{b} f(x) d x \leqslant M(b-a)
$$

82. Darboux's theorem. I. To every positive number $\in$, there corresponds a positive number $\delta$ such that

$$
\mathrm{S}<\int_{a}^{\bar{b}} f(x) d x+\epsilon
$$

for every division whose norm is less than or equal to $\delta$.
Lemma. Let $|f(x)|<k$ in $(a, b)$ and $D_{1}$ any division of $(a, b)$ and let $\delta$ be a positive number such that the length of every interval of $D_{1}$ is $<\delta$. Then if $D_{2}$ be any other division of $(a, b)$ consisting of, as its points of division, all the points of $D_{1}$ and at the most $p$ more then,

$$
S_{D_{1}} \geqslant S_{D_{2}}>S_{D_{1}}-2 p k \delta
$$

Firstly suppose that $p=1$ so that enty only one interval, say $\delta_{r}$, of $D_{1}$ is divided into intervals, say $\delta_{r}^{\prime}$ and $\delta^{\prime \prime \prime}$. Let $M_{r}, M_{r}{ }_{r} M^{\prime \prime}{ }_{r}$ be the upper bounds of $f(x)$ in $\delta r, \delta^{\prime} r, \delta^{\prime \prime} r$ respectively.

We have

$$
\begin{aligned}
S_{D_{1}} & -S_{D_{2}}=M_{r} \delta_{r}-\left(M_{r}^{\prime} \delta_{r}^{\prime}+M^{\prime \prime}{ }_{r} \delta_{r}\right) \\
& =\left(M_{r}-M_{r}^{\prime}\right) \delta_{r}^{\prime}+\left(M_{r}-M_{r}^{\prime \prime}\right) \delta_{r}^{\prime}, \text { for } \delta_{r}=\delta_{r}^{\prime}+\delta_{r}^{\prime \prime}
\end{aligned}
$$

Now, since $|f(x)|<k$, therefore

$$
-k<\mathrm{M}^{\prime}<\mathrm{M}_{\mathrm{r}}<k \text {, i.e., } 0<\mathrm{M}_{\mathrm{r}}-\mathrm{M}^{\prime}<2 k
$$

Similarly

$$
0<M_{r}-M_{r}^{\prime \prime}<2 k
$$

$$
\left.\therefore \quad \mathrm{S}_{\mathrm{D}_{1}}-\mathrm{S}_{\mathrm{D}_{2}}\right\} \geqslant 02 k \delta_{\mathrm{r}}<2 k \delta
$$

Now supposing that each additional point is introduced one by one, we obtain the result.

We now prove the main theorem.
As $f(x)$ is bounded, there exists a positive jnumber such that

$$
|f(x)|<k \text { in } a, b) .
$$

Since

$$
\int_{a}^{\bar{b}} f(x) d x
$$

is the lower bound of the aggregate of the sums $S$, there exists a division,

$$
\mathrm{D}_{1}\left(a=x_{0}, x_{1}, x_{2} \ldots \ldots \ldots x_{p-1} x_{p}^{\prime}=b\right)
$$

such that for the corresponding sum $\mathrm{S}_{1}$, we have

$$
\mathrm{S}_{\mathrm{D}_{1}}<\int_{\boldsymbol{a}}^{\bar{b}} f(x) d x+\frac{\epsilon}{2}
$$

The points of $D_{1}$ are $(p+1)$ in number.
We determine a positive number $\delta$ such that

$$
2 k(p-1) \delta=\frac{1}{2} \epsilon,
$$

Consider any division D whose norm is less than or equal to $\delta$. consider a division $D_{3}$ consisting of, as its points of division, the points of $D_{1}$ as well as of $D$.

We have
or

$$
\frac{\epsilon}{2}+\int_{a}^{\bar{\theta}} f(x) d x>\mathrm{S}_{\mathrm{D}_{2}} \geqslant \mathrm{~S}_{\mathrm{D}_{2}} \geqslant \mathrm{~S}_{\mathrm{D}}-2(p-1) k \delta \quad \text { (Lemma) }
$$

$$
\mathrm{S}_{\mathrm{D}} \leqslant 2(p-1) k \delta+\frac{\epsilon}{2}+\int_{a}^{b^{-}} f(x) d x
$$

$$
=\int_{a}^{b} f(x) d x+\epsilon
$$

Darboux's theorem II. To every positive number $\epsilon$, there corresponds a positive number $\delta$, such that

$$
s>\int_{a}^{b} f(x) d x-\epsilon
$$

for every division whose norm is less than or equal to $\delta$.
The proof is similar to that of the corresponding result on the upper integral.

Note. Darboux's theorem may also be symbolically exhibited as follows:

$$
\text { It } \mathrm{H}_{\mathrm{I}}=\int_{a}^{b} f(x) d x, \text { It } \mathrm{s}_{\mathrm{i}}=\int_{a}^{b} f(x) d x
$$

when \&, the norm of the division $D$, tonds to zoro.

$$
\bar{b} \quad b
$$

Cor.

$$
\int_{a} f(x) d x \geqslant \int_{a} f(x) d x
$$

If possible, let

$$
\int_{a}^{b} f(x) d x<\int_{a}^{b} f(x) d x
$$

Let $k$ be any number lying between the upper and lower integrals.

There exists, by Darboux's theorem, a positive number $\delta$, such that for every division whose norm is $\leqslant \delta_{1}$,

$$
\mathrm{S}<k .
$$

Also, there exists a positive number $\delta_{2}$ such that for every division whose norm is $\leqslant \delta_{2}$,

$$
s>k
$$

If $\delta$ be any positive number smaller than both $\delta_{1}$ and $\delta_{2}$, then for every division whose norm is $\leqslant \delta$,

$$
S<k<s, \text { i.e., } \mathrm{S}<s,
$$

which is absurd.
Hence the result.
Ex. Show that

$$
\mathrm{S}_{\mathrm{D}_{1}} \geqslant s_{\mathrm{D}_{2}}
$$

eveu when $D_{2}, D_{2}$ are two different divisions
(This atonce follows from the cor above).
83. Another equivalent definition of integrability and integral. Let $f(x)$ be a function defined in $(a, b)$.

Let

$$
\mathrm{D}\left(a=x_{0}<x_{1}<x_{2} \ldots \ldots<x_{r-1}<x_{r}<\ldots \ldots x_{n}=b\right)
$$

be any division of $(a, b)$ and $\xi_{r}$ any arbitrary point of $\delta_{r} \equiv\left(x_{r-1}, x_{r}\right)$ 。
Form the sum

$$
\sum_{r=1}^{r=n} f\left(\xi_{r}\right) \delta_{r}=f\left(\xi_{2}\right) \delta_{2}+\ldots+f\left(\xi_{r}\right) \delta_{r}+\ldots+f\left(\xi_{n}\right) \delta_{n 0}
$$

Def. The function $f(x)$ is said to be integrable over $(a, b)$, if there exists a number I, such that to every positive number $\epsilon$, however small, there corresponds a positive number $\delta$ such that for every division

$$
D\left(a=x_{0}<x_{1}, \ldots, x_{r-1}, x_{r}, \ldots x_{n}=b\right)
$$

of norm $\leqslant \delta$, and for every arbitrary choice of $\xi_{r}$ in $\left(x_{r-1}, x_{r}\right)$,

$$
\mid{\underset{r=1}{r=n} \sum_{r=1}^{2} f\left(\xi_{r}\right)\left(x_{r}-x_{r-1}\right)-I \mid<\epsilon, ~}_{\text {, }}
$$

Also, then, $I$ is said to be the integral of $f(x)$ over ( $a, b$ ).
In a more concise but less precise manner the definition may be stated a little differently as follows:-A function $f(x)$ is integrable if

$$
\operatorname{lt}_{\delta \rightarrow 0} \sum_{r=1}^{r=n} f\left(\xi_{r}\right) \delta_{r,}
$$

exists and is independent of the choice of the interval $\varepsilon_{r}$ and of the point $\boldsymbol{\xi}_{r}$ of $\delta_{r}$; the limit I , if it exists, is said to be the integral of $f(x)$ over $(a, b)$.

The equivalence of the two definitions will now be established.
Let a bounded function $f(x)$ be integrable according to the former definition so that

$$
\int_{a}^{\bar{b}} f(x) d x=\int_{a}^{b} f(x) d x=\int_{a}^{b} f(x) d x
$$

Let $\in$ be any positive number.
By Darboux's theorem, there exists a positive number $\delta$ such that for every division $D$ whose norm is $\leqslant \delta$,

$$
\begin{gather*}
\mathrm{S}_{\mathbf{D}}<\int_{a}^{b} f\left(x d x+\epsilon=\int_{a}^{b} f(x) d x+\epsilon\right. \\
\left.\mathrm{s}_{\mathrm{D}}>\int_{a}^{b} f(x) d x-\epsilon=\int_{a}^{b} f x\right) d x-\epsilon . \tag{1}
\end{gather*}
$$

If $\xi_{r}$ be any point of the interval $\delta_{r}$ of $D$, we have

$$
\begin{equation*}
s_{\mathrm{D}} \leqslant \sum_{r=1}^{r=n} \mathrm{\sum}_{\mathrm{r}}^{=n}\left(\xi_{r}\right) \delta_{r} \leqslant \mathrm{~S}_{\mathrm{D}} \tag{3}
\end{equation*}
$$

From (1), (2) and (3), we deduce that every division D, whose norm is $\leqslant \delta$,
i.e.,

$$
\begin{aligned}
& \int_{a}^{b} f(x) d x-\epsilon<\sum_{r=1}^{r=n} f\left(\xi_{r}\right) \delta_{r}<\int_{a}^{b} f(x) d x+\epsilon \\
& \left|\sum_{r=1}^{r=n} f\left(\xi_{r}\right) \delta_{r}-\int_{a}^{b} f(x) d x\right|<\epsilon
\end{aligned}
$$

and accordingly $f(x)$ is integrable according to the latter definition also and

$$
\mathrm{I}=\int_{a}^{b} f(x) d x
$$

Now, let $f(x)$ be integrable according to the latter definition so that lt $\sum f\left(\boldsymbol{\xi}_{r}\right) \delta_{r}$,
exists, as the norm $\delta \rightarrow 0$.
It will firstly be deduced that $f(x)$ is bounded in $(a, b)$.
If possible, let $f(x)$ be not bounded.
There exists a division D such that for every choice of $\xi_{r}$ in $\delta_{r}$,

$$
\left|\Sigma f\left(\xi_{r}\right) \delta_{r}-\mathrm{I}\right|<1
$$

$\left|\Sigma f\left(\xi_{r}\right) \delta_{r}\right|<|\mathbf{I}|+1$.
As $f(x)$ is not bounded in $(a, b)$, it must also be so in atleast one $\boldsymbol{\delta}_{\boldsymbol{r}}$ say in $\delta_{m}$.

We take $\xi_{r}=x_{r}$, when $r \neq m$ so that every number $\xi_{r}$, except $\xi_{m}$, is fixed and, accordingly, every term of $\Sigma f\left(\xi_{r}\right) \delta_{r}$ except the term $f\left(\xi_{m}\right) \delta_{m}$ is also fixed. Since $f(x)$ is not bounded in $\delta_{m}$, we can choose a point $\xi_{m}$ in $\delta_{m}$ such that
$\left|\Sigma f\left(\xi_{r}\right) \delta_{r}>|\mathrm{I}|+1\right.$
and thus we arrive at a contradiction. Hence $f(x)$ is bounded in $(a, b)$.

Now, let $\in$ be any positive number. There exists a positive number $\delta$ such that for every division whose norm is $\leqslant \delta$,

$$
\left|\Sigma f\left(\xi_{r}\right) \delta_{r}-\mathrm{I}\right|<\frac{1}{2} \epsilon,
$$

i.e.,

$$
\begin{equation*}
\mathrm{I}-\frac{1}{2} \in<\Sigma f\left(\xi_{r}\right) \delta_{r}<\mathrm{I}+\frac{1}{2} \in, \tag{1}
\end{equation*}
$$

for every choice of the point $\xi_{r}$ in $\delta_{r}$.
If $\mathrm{M}_{r}, m_{r}$ be the bounds of $f(x)$ in $\delta_{r}$, there exist points $\alpha_{r}, \beta_{r}$ of $\delta_{r}$ such that

$$
\begin{aligned}
& f\left(a_{r}\right)>\mathrm{M}_{r}-\epsilon / 2(b-a), \\
& f\left(\beta_{r}\right)<m_{r}+\epsilon: 2(b-a) .
\end{aligned}
$$

From these we deduce that

$$
\begin{align*}
& \Sigma f\left(\alpha_{r}\right) \delta_{r}>S-\frac{1}{2} \in \text { or } S<\Sigma f\left(a_{r}\right) \delta_{r}+\frac{1}{2} \in,  \tag{2}\\
& \Sigma f\left(\beta_{r}\right) \delta_{r}<s+\frac{1}{x} \in \text { or } s>\Sigma f\left(\beta_{r}\right) \delta_{r}-\frac{1}{4} \in . \tag{3}
\end{align*}
$$

From (1), (2) and (3) we deduce taking $\xi_{r}=a_{r}$ and $\beta_{r}$ that

$$
\begin{equation*}
I-\epsilon<s<S<I+\epsilon \tag{4}
\end{equation*}
$$

for every division whose norm is $\leqslant \delta$.
Also we know that

$$
\begin{equation*}
s \leqslant \int_{a}^{b} f(x) d x \leqslant \int_{a}^{b} f(x) d x \leqslant \mathrm{~S} \tag{5}
\end{equation*}
$$

From (4) and (5), we have

$$
\begin{equation*}
\mathrm{I}-\epsilon<\int_{a}^{b} f(x) d x \leqslant \int_{a}^{\bar{b}} f(x) d x<\mathrm{I}+\epsilon \tag{6}
\end{equation*}
$$

or

$$
0 \leqslant \int_{a}^{\bar{b}} f(x) d x-\int_{a}^{b} f(x) d x<2 \epsilon
$$

so that the non-negative number

$$
\int_{a}^{\bar{b}} f(x) d x-\int_{a}^{b} f(x) d x
$$

is less than every positive number ; $\epsilon$ being arbitrary, and hence.

$$
\int_{a}^{\bar{b}} f(x) d x-\int_{a}^{b} f(x) d x=0
$$

so that the function is integrable according to the former definition also.

From (6) and (7), we have

$$
\mathrm{I}-\epsilon<\int_{a}^{0} f(x) d x<\mathrm{I}+\epsilon
$$

and since, 6 is arbitrary, this gives

$$
I=\int_{a}^{b} f(x) d x
$$

Thus the equivalence is completely established.
84. The condition for integrability.
84.1. First form. The necessary and sufficient condition for the integrability of a bounded function $f(x)$ is, that to every positive mumber ¢, there corresponds a positive number $\delta$, such that for every division $D$ whose norm is $\leqslant \delta$, the oscillatory sum $w_{\mathrm{D}}$ is < $\mathrm{\epsilon}$.

The condition is necessary. The bounded function $f(x)$ being integrable, -

$$
\int_{a}^{b} f(x) d x=\int_{a}^{b} f(x) d x=\int_{a}^{b} f(x) d x .
$$

Let be any positive number. By Darboux's theorem, there exists a positive number $\delta$ such that for every division $D$ whose norm is $\leqslant \delta$,

$$
\mathrm{S}_{\mathrm{D}}<\int_{a}^{b} f(x) d x+\frac{\epsilon}{2}=\int_{a}^{b} f(x) d x+\frac{\epsilon}{2},
$$

and

$$
s_{\mathrm{D}}>\int_{a}^{b} f(x) d x-\frac{\epsilon}{2}=\int_{a}^{b} f(x) d x-\frac{\epsilon}{2}
$$

$$
\therefore \int_{a}^{b} f(x) d x-\frac{\epsilon}{2}<s_{\mathrm{D}} \leqslant \mathrm{~S}_{\mathrm{D}}<\int_{a}^{b} f(x) d x+\frac{\epsilon}{2}
$$

or

$$
w_{\mathrm{D}}=\mathrm{S}_{\mathrm{D}}-s_{\mathrm{D}}<\epsilon,
$$

for every division $D$ whose norm is $\leqslant \delta$.
The condition is sufficicnt. Let $\in$ be any positive number. There exists a division $D$ such that

$$
\begin{array}{r}
\mathrm{S}_{\mathrm{D}}-\mathrm{s}_{\mathrm{D}}=\left\{\mathrm{S}_{\mathrm{D}}-\int_{a}^{\ddot{b}} f(x) d x\right\}+\left\{\int_{a}^{b} f(x) d x-\int_{a}^{b} f(x) d x\right\} \\
\\
+\left\{\int_{a}^{b} f(x) d x-s_{\mathrm{D}}\right\}
\end{array}
$$

$$
<\epsilon .
$$

Since each one of the threc numbers

$$
\left.S_{\mathrm{D}}-\int_{a}^{\bar{b}} f(x) d x, \int_{a}^{b} f(x) d x-\int_{a}^{b} f x\right) d x, \int_{a}^{b} f(x) d x-s_{\mathrm{D}}
$$

is non-negative, we see that

$$
0 \leqslant \int_{a}^{6} f(x) d x-\int_{a}^{b} f(x) d x \leq \epsilon
$$

As $\epsilon$ is an arbitrary positive number, we see that the nonnegative number

$$
\int_{a}^{b} f(x) d x-\int_{a}^{b} f(x) d x
$$

is less than every positive number, and hence

$$
\int_{a}^{\bar{b}} f(x) d x-\int_{a}^{b} f(x) d x=0 \text { or } \int_{a}^{\bar{b}} f(x) d f=\int_{a}^{b}(f) x d x
$$

so that $f(x)$ is integrable.
Thus the theorem is established.
Note. This theorem is sometimes stated differently as follows :-
The necessary and sufficient condition for a bounded function $f(x)$ to bs integrable in $(a, b)$ is that

$$
\| w_{\mathrm{D}}=0
$$

where 8 , the norm of the division D, tends to 0 .
84.2. The condition of integrability. Sebond form. The necessary and sufficient condition for the integrability of a bounded function $f(x)$ is that to every positive number $\epsilon$, there corresponds a division $D$ such that the corresponding oscillatory sum $\omega_{\mathrm{D}}$ < $<$.

That this condition is necessary follows atonce from the first part of §84.1.

The condition is sufficient. As in the second part of §84.1, we write

$$
\begin{aligned}
S_{\mathrm{D}}-s_{\mathrm{D}}=\left\{S_{\mathrm{D}}-\int_{a}^{b} f(x) d x\right\} & +\left\{\int_{a}^{\bar{b}} f(x) d x-\int_{a}^{b} f(x) d x\right\} \\
& +\left\{\int_{a}^{b} f(x) d x-s_{\mathrm{D}}\right\}<\epsilon
\end{aligned}
$$

and see that

$$
0 \leqslant \int_{a}^{b} f(x) d x-\int_{a}^{b} f(x) d x<\epsilon
$$

From this relation, which holds for every positive $\epsilon$, we deduce that

$$
\int_{a}^{b} f(x) d x-\int_{a}^{b} f(x) d x=0 \text {, i.e., } \int_{a}^{b} f(x) d x=\int_{a}^{b} f(x) d x
$$

Note. On comparing the two forms of conditions, the reader will easily see that, from the point of view of necessity, the first form is wore valaable than the second but, from the point of view of sufficiency, the second form is more valuable thau the first.
85. Particular classes of bounded integrable functions.

### 85.1. Every continuous function is integrable.

Suppose that $f(x)$ is continuous in ( $a, b$ ).
Since $f(x)$ is continuous, it is bounded.
Let $\in$ be any positive number.

We divide ( $a, b$ ) into a finite number of sub-intervals ' $\delta_{r}$ ' such that the ossillation of $f(x)$ in each sub-interval is $\langle\xi /(b-a)$; this being possible as proved in $\S 50.5$.

If $\omega_{\mathrm{D}}$ be the oscillatory sum for this division,

$$
\begin{aligned}
{ }^{\omega} \mathrm{D} & =\Sigma\left(\mathrm{M}_{r}-m_{r}\right) \delta_{r}<\Sigma[\mathbf{\epsilon} /(b-a)] \delta_{r}=[\mathbf{\epsilon} /(b-a)] \Sigma \delta_{r} \\
& =[\mathbf{\epsilon} /(b-a)] \cdot(b-a)=\mathbf{\epsilon}
\end{aligned}
$$

i.. .,

$$
{ }^{\omega} \mathrm{D}<\epsilon .
$$

Hence $f(x)$ is integrable in (a, b). [884.2].
85.2. A bounded function $f(x)$ which has only a finite number of points of discontinuity in $(a, b)$ is integrable in ( $a, b$ ).

Let

$$
a_{1} a_{2}, a_{3}, \ldots \ldots, a_{p}
$$

be the finite number of points of discontinuity of $f(x)$.
Let $\in$ be any positive number.
We enclose the points $a_{1}, a_{2}, \ldots \ldots, a_{p}$, in $p$ non-overlapping intervals

$$
\left(a_{1}^{\prime}, a_{1}^{\prime \prime}\right),\left(a_{2}^{\prime}, a_{2}^{\prime \prime}\right), \ldots \ldots,\left(a_{p^{\prime}}, a_{p}{ }^{\prime \prime}\right)
$$

such that the sum of their lengths is $\langle\epsilon / 2(\mathrm{M}-m), \mathrm{M}, m$ being the bounds of $f(x)$ in $(a, b)$. The oscillation of $f(x)$ in each of these intervals is $<(\mathrm{M}-m)$ and accordingly the oscillatory sum for these is

$$
<[\epsilon / 2(\mathrm{M}-m)] \cdot(\mathrm{M}-m)=\epsilon / 2 .
$$

Now, $f(x)$ is continuous in the ( $p+1$ ) sub-intervals

$$
\left(a, a_{1}^{\prime}\right),\left(a_{1}^{\prime \prime}, a_{2}^{\prime}\right), \ldots \ldots,\left(a_{p^{\prime \prime}}, b\right) .
$$

As in $\$ 85.1$ above each of these ( $p+1$ ) sub-intervals can be further sub divided so that the part of the oscillatory sum arising from the sub-intervals of each of them separately is $<\epsilon / 2(p+1)$.

Thus there exists a division of $(a, b)$ such that the corresponding oscillatory sum is

$$
<\frac{\epsilon}{2}+\frac{\epsilon}{2(p+1)} \cdot(p+1)=\epsilon .
$$

Hence $f(x)$ is integrable in $(a, b)$.
85.3. If a function $f(x)$ is bounded in $(a, b)$ and the aggregate of its points of discontinuity has only a finite number of limiting points, then $f(x)$ is integrable in $(a, b)$.

Let

$$
a_{1}, a_{2}, a_{3}, \ldots \ldots, a_{p}
$$

be the limiting points of the aggregate of the points of discontinuity of $f(x)$.

We enclose them in $p$ non-overlapping intervals

$$
\left(a_{1}^{\prime}, a_{1}^{\prime \prime}\right),\left(a_{2}^{\prime}, a_{2}^{\prime \prime}\right), \ldots \ldots,\left(a p^{\prime}, a p^{\prime \prime}\right)
$$

such that the sum of their lengths is $<\epsilon / 2(\mathrm{M}-m) ; \mathrm{M}, m$ being the bounds of $f(x)$ in $(a, b)$. The oscillatory sum for these intervals is <e/2.

Only a finite number of points of discontinuity of $f(x)$ can lie in each of the $(p+1)$ intervals

$$
\left(a, a_{1}{ }^{\prime}\right),\left(a_{1}{ }^{\prime}, a_{3}{ }^{\prime}\right), \ldots \ldots\left(a_{p^{\prime \prime}}, b\right),
$$

so that, as in $\S 85.2$, they can be so sub-divided that the part of the oscillatory sum arising from the sub-intervals of each of these $(p+1)$ intervals is separately $<\boldsymbol{\epsilon} 2(p+1)$.

Thus there exists a division of $(a, b)$ such that the corresponding oscillatory sum is

$$
<\frac{\epsilon}{2}+\frac{\epsilon}{2(p+1)} \cdot(p+1)=\epsilon .
$$

Hence $f(x)$ is integrable in $(a, b)$.
85.4. If $f(x)$ is monotonic in ( $a, b$, then it is integrable in $(a, b)$.

Clearly $f(x)$ is bounded and $f(a), f(b)$ are its two bounds.
Let $\in$ be any positive number.
For the sake of definiteness, we suppose that $f(x)$ is monotonically increasing.

We divide $(a, b)$ so that the length of each sub-interval is

$$
<\in /[f(b)-f(a)+1] .
$$

Let

$$
\mathrm{D}\left(a=x_{1}, x_{1}, x_{2}, \ldots \ldots x_{r-1}, x_{r}, \ldots \ldots, x_{n}=b\right)
$$

be any one such division.

$$
\begin{aligned}
& \text { Let } \begin{array}{c}
\delta_{r}=x_{r}-x_{r-1} . \\
\text { Here } \\
\therefore \quad \mathrm{M}_{\mathrm{D}}= \\
=\left(\mathrm{M}_{r}-\mathrm{M}_{r}=f\left(x_{r}\right), m_{r}=f\left(x_{r-1}\right) .\right. \\
\\
\quad<\frac{\epsilon}{f(b)-f(a)+1} \cdot \Sigma\left[f\left(x_{r}\right)-f\left(x_{r-1}\right)\right] \\
\\
\\
=\frac{\epsilon}{f(b)-f(a)+1} \cdot[f(b)-f(a)]<\epsilon .
\end{array}
\end{aligned}
$$

Hence $f(x)$ is integrable in $(a, b)$.
Note. If we had taken $[f(b)-f(a)]$ instead of $[f(b)-f(a)+1]$, the proof would not have been valid for the case when $f(b)-f(a)==0$ i.e, when $f(x)$ is a, constant. The artifice of taking $[f(b)-f(a)+k]$ where $k$ is positive, or, in particular $f(b)-f(a)+1$ serves to make the proof applicable even to this case.

Ex. 1. A function $f(x)$ is defined in $(0,1)$ as follows :-

$$
\begin{aligned}
& f(0)=0 \text {, } \\
& f(x)=1 \text {, when } \frac{1}{2}<x \leqslant 1 \text {, } \\
& f(x)=\frac{1}{2} \text {, when }\left(\frac{1}{2}\right)^{2}<x \leqslant \frac{1}{2} \text {, } \\
& f(x)=\left(\frac{1}{3}\right)^{n^{-1}} \text {, when }\left(\frac{1}{2}\right)^{n}<x \leqslant\left(\frac{1}{2}\right)^{n-1} \text {, }
\end{aligned}
$$

show that $f(x)$ is integrable.
Since $f(x)$ is monotnnically increasing in ( 0,1 ), it is integrable, ( $\S 85^{\circ} 4$ )
Or, we notice that $f(x)$ is continuous in $(0,1)$ except at the set of points $0, \frac{1}{2},\left(\frac{1}{2}\right)^{2},\left(\frac{1}{2}\right)^{2}, \ldots \ldots,\left(\frac{1}{1}\right)^{n}, \ldots \ldots$ which has only one limiting point, viz., 0 and hence $f(x)$ is integraole. (§ $85^{\circ} 8$ ).

Ex. 2. A function $f(x)$ is integrable in $(a, b)$; show that

$$
\begin{equation*}
\text { It } \sum_{r=1}^{r=n} h f(a+r h)=\int_{c}^{b} f(x) d x \tag{i}
\end{equation*}
$$

when $h \rightarrow 0, n \rightarrow \infty, n h=b-a$.

$$
\begin{equation*}
\text { It } \sum_{p=1}^{p=n} f\left(a r^{p-1}\right)\left(a r^{p}-a r^{p-1}\right)=\int_{a}^{b} f(x) d x, \tag{ii}
\end{equation*}
$$

when $r \rightarrow 1, n \rightarrow \infty, r{ }^{n}=b / a$.
86. Properties of integrable funetions.
86.1. If a bounded function $f(x)$ is integrable in $(a, b)$, then it is also integrable in $(a, c)$ and $(c, b)$, where $c$ is any point of $(a, b)$,

Conversely, if $f(x)$ is bounded and integraole in $(a, c),(c, b)$, then it is also integrable in $(a, b)$.

Also it either case

$$
\int_{a}^{b} f(x) d x=\int_{a}^{c} f(x) d x+\int_{c}^{b} f(x) d x . \quad a<c<b
$$

Suppose that $f(x)$ is bounded and integrable in ( $a, b$ ).
Let $\in$ be any positive number.
There exists a positive number $\delta$ such that for each division of $(a, b)$ whose norm is $\leqslant \delta$, the oscillatory sum is $<\epsilon$. Let $D$ be a division of $(a, b)$ such that ' $c$ ' is a point of D and that the norm of D is $\leqslant \delta$.

The oscillatory sum for the division $D$ breaks itself into two parts, respectively consisting of the terms which arise from the subintervals of $(a, c)$, and $(c, b)$. Since the terms of an oscillatory sum are all positive, each part must itself be $<\epsilon$. Hence $f(x)$ is integrable both in ( $a, c$ ) and ( $c, b$ ).

Let, now, $f(x)$ be bounded and integrable in $(a, c)$ and $(c, b)$. Let \& be any positive number. There exist divisions of $(a, c)$ and $(c, b)$ such that the corresponding oscillatory sums are $<\epsilon / 2$. The divisions of $(a, c)$ and $(c, b)$ give rise to a division of $(a, b)$ for which the oscillatory sum is $<(\epsilon / 2+\epsilon / 2)=\boldsymbol{\epsilon}$. Hence $f(x)$ is integrable in $(a, b)$.

The relationship of equality is to be proved now. Let $\in$ be any positive number.

As $f(x)$ is simultaneously integrable in $(a, c),(c, b)$, and ( $a, b$ ), there exists a positive number $\delta$ such that for divisions of norm $\leqslant \delta$, and of which $c$ is a point, we have
$\left|\sum_{(a, c)} f\left(\xi_{r}\right) \delta_{r}-\int_{a}^{c} f(x) d x\right|<\underset{3}{\epsilon}, \mid \sum_{(c, b)}^{\sum_{a}} f\left(\xi_{r}\right) \delta_{r}-\int_{c}^{b} f(x) d x \ll{ }_{3}^{\epsilon}$,

$$
\left|\underset{(a, b)}{\Sigma} f\left(\xi_{r}\right) \delta_{r}-\int_{a}^{b} f(x) d x\right|<\frac{\epsilon}{3} ;
$$

where the meanings of the symbols $\Sigma f\left(\xi_{r}\right) \delta_{r}$, etc., are obvious.

$$
(a, c)
$$

Since

$$
\sum_{(a, c)} f\left(\xi_{r}\right) \delta_{r}+\sum_{(c, b)} f\left(\xi_{r}\right) \delta_{r}=\sum_{(a, b)} f\left(\xi_{r}\right) \delta_{r},
$$

we deduce that

$$
\left|\int_{a}^{b} f(x) d x-\int_{a}^{c} f(x) d x-\int_{c}^{b} f(x) d x\right|<\epsilon
$$

from which it follows that

$$
\int_{a}^{b} f(x) d x-\int_{a}^{c} f(x) d x-\int_{c}^{b} f(x) d x=0
$$

$\epsilon$ being an arbitrary positive number.
Cor. If $f(x)$ is bounded and integrable in $(a, b)$, then it is also bounded and integrable in ( $\alpha, \beta$ ) where $a<\alpha<\beta<b$.

As $f(x)$ is integrable in $(a, b)$, therefore it is integrable in $(a, \beta)$ and hence also in ( $\alpha, \beta$ ).
86.2. If $f(x)$ and $g(x)$ are two functions, both bounded and intograble in $(a, b)$, then $f(x) \pm g(x)$ are also bounded and integrable in $(a, b)$, and

$$
\int_{a}^{b}[f(x) \pm g(x)] d x=\int_{a}^{b} f(x) d x \pm \int_{a}^{b} g^{\prime}(x) d x
$$

Let $\in$ be any positive number.
Since $f(x), g(x)$ are integrable, there exists a positive number $\delta$, such that for every division of norm $\leqslant \delta$ and for every choice of $\xi_{r}$ in $\delta_{r}$,

$$
\left\{\begin{array}{c:c}
\Sigma f\left(\xi_{r}\right) \delta_{r}-\int_{a}^{b} f(x) d x & <\frac{\epsilon}{2},  \tag{1}\\
\Sigma g\left(\xi_{r}\right) \delta_{r}-\int_{a}^{b} g(x) d x & <\frac{\epsilon}{2},
\end{array}\right.
$$

Therefore

$$
x\left\{f(k, y \pm(\xi, n)\} \xi_{r}-\left\{\int_{d}^{b} f(x) d x \pm \int_{a}^{b} g(x) d x\right\}<6\right.
$$

Hence $f(x) \pm g(x)$ are integrable in $(a, b)$ and

$$
\int_{a}^{b}[f(x) \pm g(x)] d x=\int_{a}^{b} f(x) d x \pm \int_{a}^{b} g(x) d x .(\S 83)
$$

Cor. The result can be extended, by Mathematical induction, to the case of the algebraic sum of any finite number of functions.
86.3. If $f(x), g(x)$ are two furctions, both bounded and integrable in $(a, b)$, then $f(x) g(x)$ is also bounded and integrable in $(a, b)$.

Since $f(x), g(x)$ are bounded, there exists a number $k$, such that for every $x$ in $(a, b)$.

$$
|f(x)|<k, \quad|g(x)|<k .
$$

Therefore $|f(x) g(x)|<k^{2}$ in $(a, b)$ so that $f(x) g(x)$ is bounded.
Let

$$
\mathrm{D}\left(a=x_{0}, x_{1}, x_{2}, \ldots \ldots x_{r-1}, x_{i}, \ldots \ldots, x_{n}=b\right)
$$

be any division of $(a, b)$.
Let $\quad \mathrm{M}^{\prime}{ }_{r}, m_{r}{ }_{r} ; \mathrm{M}^{\prime \prime}{ }_{r}, m^{\prime \prime}{ }_{r} ; \mathrm{M}_{r}, m_{r}$ be the bounds of $f(x), g(x)$ and $f(x) g(x)$ in $\delta_{r} \equiv\left(\begin{array}{ll}x_{r} & , \\ , & x_{i}\end{array}\right)$. If $\quad a_{1}, a_{2}$ be any two points of $\delta_{r}$,

$$
\begin{align*}
& \left.f\left(x_{2}\right) g: \alpha_{2}\right)-f\left(\alpha_{1}\right) g\left(\alpha_{1}\right)=g\left(a_{2}\right)\left[f\left(a_{2}\right)-f\left(\alpha_{1}\right)\right]+f\left(a_{1}\right)\left[g\left(\alpha_{2}\right)-g\left(\alpha_{1}\right)\right] \\
& \text { or }\left|f\left(a_{2}\right) g\left(a_{2}\right) \cdots f\left(a_{1}\right) g\left(\alpha_{1}\right) \leqslant i g\left(\alpha_{2}\right)\right|\left|f\left(a_{2}\right)-f\left(a_{1}\right)\right| \\
& \leqslant k\left(\mathrm{M}^{\prime},-m_{r}^{\prime}\right)+\stackrel{+}{+}\left(\mathrm{M}^{\prime \prime},-m^{\prime \prime}, r\right) . \\
& \therefore \quad\left(\mathrm{M}_{r}-m_{r}\right) \leqslant k\left(\mathrm{M}_{r}{ }_{r}-m^{\prime}{ }_{r}\right)+k\left(\mathrm{M}^{\prime \prime}{ }_{r}-m^{\prime \prime}{ }_{r}\right) \tag{1}
\end{align*}
$$

Now let $\epsilon$ be any positive number.
Since $f(x), g^{\prime}(x)$ are integrable, there exists a positive number $\delta$ such that for every division of norm $\leqslant \delta$, the oscillatory sums of $f(x)$ and $g(x)$ are both $<\epsilon / 2 k$.

We now suppose that D is any division of norm $\leqslant \delta$, so that for D, we have, from (1),

$$
\begin{aligned}
\sum_{i}\left(\mathrm{M}_{r}-m\right)_{r} \delta_{r} & \left.\leqslant k \sum_{i}\left(\mathrm{M}^{\prime}-m_{r}^{\prime}\right) \delta_{r}+k \sum_{2}\left(\mathrm{M}_{r}{ }^{\prime \prime}-m_{r}{ }^{\prime \prime}\right) \delta_{r}\right)+k .(\epsilon / 2 k)=\epsilon,
\end{aligned}
$$

i. e., the oscillatory sum $\Sigma\left(\mathrm{M}_{r}-m_{r}\right) \delta_{r}<\epsilon$.

Hence $f(x) g(x)$ is integrable in ( $a, b$ ),
Cor. The result can, by Mathematical induction, be extended to the product of a finite number of bounded and integrable functions.
86.4. If $f(x), g(x)$ are two functions, boilh bounded and integrable in $(a, b)$, and there exists a positive number ' $t$ ' such that $|g(x)|>t$. in $(a, b)$, then $f(x) i g(x)$ is bounded and integrable in ( $a, b$;.

Since there exist positive numbers $g$ and $t$ such that in $(a, b)$

$$
|f(x)|<k,|g(x)|<k,|g(x)|>t,
$$

therefore

$$
|f(x) / g(x)|<k / t
$$

in $(a, b)$. Hence $f(x) / g(x)$ is bounded,

Let $\quad \mathrm{D}\left(a=x_{c}, x_{1}, \ldots \ldots, x_{r}, x_{r}, \ldots \ldots b x_{n}=b\right)$
be any division of ( $a, b$ ) and let $\mathrm{M}^{\prime}{ }_{r}, m_{r}^{\prime} ; \mathrm{M}^{\prime \prime}{ }^{\prime}, m^{\prime \prime}{ }_{r} ; \mathrm{M}_{r}, m_{r}$ be the bounds of $f(x), g(x), f(x) / g(x)$ in $\delta_{r} \equiv\left(x_{r-1}, x_{r}\right)$. If $a_{1}, a_{2}$ be any two points of $\delta_{r}$

$$
\begin{align*}
& \frac{\left.f a_{2}\right)^{r}}{g\left(a_{2}\right)}-\frac{f\left(a_{1}\right)}{g\left(a_{1}\right)}\left|=\left|\frac{g\left(a_{1}\right)\left[f\left(a_{8}\right)-f\left(a_{1}\right)\right]-f\left(a_{1}\right)\left[g\left(a_{2}\right)-g\left(a_{1}\right)\right]}{g\left(a_{1}\right) g\left(a_{2}\right)}\right|\right. \\
& \leqslant\left(k / t^{2}\right) \mid\left(f\left(a_{2}\right)-f\left(\boldsymbol{a}_{1}\right)\left|+\left(k / t^{2}\right)\right| g\left(a_{2}\right)-g\left(a_{1}\right) \mid\right. \\
& \leqslant\left(k / t^{t}\right)\left(\mathrm{M}^{\prime}{ }_{r}-m^{\prime}{ }_{r}\right)+\left(k / l^{2}\right)\left(\mathrm{M}^{\prime \prime}{ }_{r}-m^{\prime \prime}{ }_{r}\right) \quad \text { (Ex. 8. Page 30) } \\
& \therefore \quad\left(\mathrm{M}_{r}-m_{r}\right) \leqslant\left(k / t^{2}\right)\left(\mathrm{M}_{r}{ }_{r}-m^{\prime}{ }_{r}\right)+\left(k / t^{2}\right)\left(\mathrm{M}^{\prime \prime}{ }_{r}-m^{\prime \prime}{ }_{r}\right) \tag{1}
\end{align*}
$$

Let, now, $\boldsymbol{\epsilon}$ be any positive number.
Since $f(x), g(x)$ are integrable, there exists a positive number $\delta$ such that for every division $D$ of norm $\leqslant \delta$, the oscillatory sums for $f(x), g(x)$ are both less than $t^{2} \in / 2 k$.

We now suppose that D is any division of norm $\leqslant \delta$ so that for D we have, from (1),

$$
\begin{gathered}
\Sigma\left(\mathrm{M}_{r}-m_{r}\right) \delta_{r} \leqslant\left(k / t^{2}\right) \Sigma\left(\mathrm{M}^{\prime}{ }_{r}-m_{r}{ }_{r}\right) \delta_{r}+\left(k^{\prime} t^{2}\right) \Sigma\left(\mathrm{M}^{\prime}{ }_{r}-m^{\prime}{ }_{r}\right) \delta_{r} \\
\\
<\left(k / t^{\prime}\right)\left(t^{2} \in ; 2 k\right)+\left(k / t^{2}\right)\left(t^{2} \in / 2 k\right)=\epsilon .
\end{gathered}
$$

Hence $f(x)!g(x)$ is bounded and integrable in $(a, b)$.
86.6. If $f(x)$ is bounded and intergable in (a, b:, then $|f(x)|$ is also bounded and integrable in ( $a, b$ ).

There exists a positive number $k$ such that $|f(x)|<k$ so that $\mid f(x)$ | is bounded.

Let $\in$ be any positive number
Since $f(x)$ is integrable, there exists a division

$$
\mathrm{D}\left(a=x_{0}, x_{1}, x_{2}, \ldots \ldots, x_{r-1}, x_{r}, \ldots \ldots, x_{n}=b\right)
$$

such that the corresponding oscillatory sum for $f(x)$ is $<\epsilon$.
Let $\mathrm{M}_{r}{ }_{r}, m_{r}^{\prime} ; \mathrm{M}_{r}, m_{r}$. be the bounds of $f(x)$ and.$|f(x)|$ in $\delta_{r} \equiv\left(\begin{array}{l}\left.x_{r-1}, x_{r}\right) \\ \text { If } /_{1}, \alpha_{2} \\ \text { be any two points of } \delta_{r},\end{array}\right.$

$$
\begin{aligned}
&\left.\right|^{\prime} f\left(\tau_{2}\right)\left|-\left|f\left(\alpha_{1}\right)\right|\right. i \leqslant\left|f\left(a_{2}\right)-f\left(a_{1}\right)\right| \\
& \leqslant M_{r}^{\prime}-m_{r}^{\prime}
\end{aligned}
$$

$\therefore \quad \mathrm{M}_{r}-m_{r} \leqslant \mathrm{M}_{r}-m_{r}^{\prime} \quad$ (Ex. 8. Page 30).
This gives
i.e.,

$$
\Sigma\left(\mathrm{M}_{r}-m_{r}\right) \delta_{r} \leqslant \Sigma\left(\mathrm{M}_{r}^{\prime}-m_{r}^{\prime}\right) \delta_{r}<\epsilon
$$

Hence $|f(x)|$ is integrable in $(a, b)$.
Note. The converse of this theorem is not true. If we take

$$
f(x)=\left[\begin{array}{c}
1, \text { when } x \text { is rational. } \\
-1, \text { when } x \text { is irrational, }
\end{array}\right.
$$

then

$$
\int_{a}^{\bar{b}} f(x) d x=(b-a), \int_{a}^{b} f(x) d x=-(b-a)
$$

so that

$$
\int_{a}^{b} f(x) d x
$$

does not exist,

But since $|f(x)|=\mid$, for all $x$, therefore

$$
\int_{a}^{b}|f(x)| d x \text { exists and is equal to }(b-a)
$$

87. Definition. The meaning of
$b$

$$
\int_{a} f(x) d x
$$

when
$b \leqslant a$.
If $f(x)$ be bounded and integrable in $(b, a)$ where $a>b$, then, by def.,

$$
\int_{a}^{b} f(x) d x=-\int_{b}^{a} f(x) d x
$$

Also, by def.,

$$
\int_{a}^{a} f(x) d x=0 .
$$

It is easy to show that the results about integrals obtained in $\S \$ 85,86$ hold true even when the upper limit $\leqslant$ the lower limit.

Note. The reader may carefully note that the statement

$$
\int_{a}^{" b} f(x) d x \text { exists, }
$$

means that $f(x)$ is bounded and integrable in ( $a, b$ ).
88. Theorem. If

$$
\int_{a}^{b} f(x) d x
$$

exists and $M, m$ are the bounds of $f(x)$ in $(a, b)$, then

$$
\begin{array}{ll}
m(b-a) \leqslant \int_{a}^{b} f(x) d x \leqslant \mathrm{M}(b-a), & \text { if } b \geqslant a \\
m(b-a) \geqslant \int_{a}^{b} f(x) d x \geqslant \mathrm{M}(b-a), & \text { if } b \leqslant a .
\end{array}
$$

For $a=b$, the result is trivial.
If $b>a$, then for any division $D$, we have

$$
m(b-a) \leqslant s_{D} \leqslant \int_{a}^{b} f(x) d x \leqslant S_{D} \leqslant M(b-a)
$$

$$
\text { i.e., } \quad m(b-a) \leqslant \int_{a}^{b} f(x) d x \leqslant \mathrm{M}(b-a) \text {. }
$$

If $b<a$, i.e., $a>b$, then, as proved above,

$$
\begin{aligned}
& m(a-b)
\end{aligned} \leqslant \int_{b}^{a} f(x) d x \leqslant \mathrm{M}(a-b) . ~ 1-m(a-b) \geqslant-\int_{b}^{a} f(x) d \lambda \geqslant-\mathrm{M}(a-b)
$$

Hence the result.

$$
b
$$

Cor. 1. If $\int_{a} f(x) d x$ exists, then there exists a number $\mu$, lying between the bounds of $f(x)$ such that

$$
\int_{a}^{b} f(x) d x=\mu(b-a) .
$$

Cor. 2. If $f(x)$ is continuous in ( $a, b$ ), then there exists a number ' $c$ ' lying between $a$ and $b$ such that

$$
\int_{a}^{b} f(x) d x=(b-a) f(c) .
$$

Note. We may write $c=a+\theta(b-a)$, where $0 \leqslant \theta \leqslant 1$.
Cor. 3. If $\int_{a} f(x) d x$ exists, and $k$ is a number such that, for all $x$.
then

$$
\left|\begin{array}{l}
|f(x)|<k \\
\int_{a}^{b} f(x) d x
\end{array}\right| \leqslant k|b-a|
$$

For $a=b$, the result is trivial.

- We have

$$
-k<f(x)<k,
$$

so that if $M, m$ be the bounds of $f(x)$ in $(a, b)$,

$$
\begin{equation*}
-k \leqslant m \leqslant f(x) \leqslant \mathrm{M} \leqslant k . \tag{1}
\end{equation*}
$$

Let $b>a$. Therefore, from 1 ,

$$
-k(b-a) \leqslant m(b-a) \leqslant \int_{a} f(x) d x \leqslant M(b-a) \leqslant k(b-a)
$$

or

$$
\left|\int_{a}^{b} f(x) \dot{d} x\right| \leqslant k|(b-a)|
$$

Let $b<a$. We have, from above,

$$
\int_{b}^{a} f(x) d x, \leqslant k|a-b|
$$

$$
\int_{a}^{b} f(x) d x|\leqslant k| b-a \mid
$$

Cor. 4. If $\int_{a} f(x) d x$ exists and $f(x) \geqslant 0$, then

$$
\left.\int_{a}^{b} f(x) d x\right\} \begin{aligned}
& \geqslant 0, \text { when } b>a \text {; } \\
& \leqslant 0 \text {, when } b \leqslant a .
\end{aligned}
$$

For $b=a$, the result is trivial.
Since $f(x) \geq 0$, therefore, $m \geq 0$.
Let $b>a$. We have

$$
\int_{a}^{b} f(x) d x \geqslant m(b-a) \geqslant 0 .(b-a)=0 .
$$

Let $b<a$. We have, as proved above,

$$
\int_{b}^{a} f(x) d x>0 .
$$

$$
\int_{a}^{b} f(x) d x=-\int_{b}^{a} f(x) d x \leqslant 0 .
$$

Cor. 5. If

$$
\int_{a}^{b} f(x) d x, \int_{a}^{b} g(x) d x
$$

exist and $f(x)>g(x)$, then

$$
\begin{aligned}
& \int_{a}^{b} f(x) d x>\int_{a}^{b} g(x) d x, \text { when } b>a, \\
& \int_{a}^{b} f(x) d x \leqslant \int_{a}^{b} g(x) d x, \text { when } b \leqslant a .
\end{aligned}
$$

Under the given conditions $[f(x)-g(x)]$ is integrable and $>0$. Therefore

$$
\int_{a}^{b}[f(x)-g(x)] d x \geqslant 0 \text { or } \leqslant 0
$$

according as $b \geq a$ or $b \leqslant a$,
i.e.,

$$
\int_{a}^{b} f(x) d x-\int_{a}^{b} g(x) d x>0 \text { or } \leqslant 0,
$$

according as $b \geqslant a$ or $b \leqslant a$.
Hence the result.
Cor. 6. If

$$
\int_{a}^{b} f(x) d x,
$$

exists, then

$$
\int_{a}^{b} f(x) d x\left|\leqslant\left|\int_{a}^{b}\right| f(x)\right| d x \mid .
$$

It has been shown in $\$ 86 \cdot 6$, that

$$
\int_{a}^{b}|f(x)| d x
$$

exists. We have

$$
-|f(x)| \leqslant f(x) \leqslant|f(x)|
$$

If $b>a$, we have
$\therefore \quad-\int_{a}^{b}|f(x)| d x \leqslant \int_{a}^{b} f(x) d x \leqslant \int_{a}^{b}|f(x)| d x, \quad$ cor. 5
or

$$
\left|\int_{a}^{b} f(x) d x\right| \leqslant \int_{a}^{b}|f(x)| d x=\left|\int_{a}^{b}\right| f(x)^{\cdot}|d x|
$$

If $b \leqslant a$, we have, as proved above,

$$
\begin{aligned}
& \left\lvert\, \begin{array}{l}
\left|\int_{b}^{a} f(x) d x\right| \leqslant\left|\int_{b}^{a}\right| f(x)|d x| \\
\left|\int_{a}^{b} f(x) d x\right| \leqslant\left|\int_{a}^{b}\right| f(x)|d x| .
\end{array}\right., .
\end{aligned}
$$

89. Funetions defined by definite integrals. If

$$
\int_{a}^{b} f(x) d x
$$

exists, then the function $\phi(t)$ of $t$, where

$$
\phi(t)=\int_{\boldsymbol{a}}^{\boldsymbol{t}} f(x) d x
$$

is defined in $(a, b)$. It is now proposed to study the properties of $\phi(t)$, in relation to continuity and derivability.

The function $\phi(x)$ may be called the integral function of $f(x)$.

$$
b
$$

89.1. If $\int_{a} f(x) d x$ exists, then

$$
\phi(t)=\int_{a}^{b} f(x) d x
$$

is continuous in ( $a, b$ ).
There exists a number $k$ such that $|f(x)|<k$ in $(a, b)$.
Let $c$ be any point of $(a, b)$.
Let $\in$ be any positive number. We have

$$
\begin{gathered}
\phi(c)=\int_{a}^{c} f(x) d x, \phi(c+h)=\int_{a}^{c+h} f(x) d x . \\
\therefore|\phi(c+h)-\phi(c)|=\left|\int_{c}^{c+h} f(x) d x\right| \leqslant|h| . k \quad \text { (cor. 3. §88) } \\
<\epsilon, \text { if }|h|<\epsilon / k .
\end{gathered}
$$

Hence $\phi(t)$ is continuous at any point $c$ of $(a, b)$ and so in the interval ( $a, b$ ),

Ex. If $\int_{\alpha} f(x) d x$ exists, prove that

$$
\psi^{(t)}=\int_{t}^{b} f(x) d x
$$

is continuous in ( $a, b$ ),
89.2. If $f(x)$ is continuous in $(a, b)$, then

$$
\phi(t)=\int_{\boldsymbol{a}}^{\boldsymbol{t}} f(x) d x
$$

is derivable in $(a, b)$ and

$$
\phi^{\prime}(t)=f(t) .
$$

Let $c$ be any point of $(a, b)$. We have

$$
c+h
$$

$$
f(c+h)-q(c)=\int_{c} f(x) d x=h f(c+\theta h) .(0 \leqslant \theta \leqslant 1) .(\text { cor. } 2 . \S 88)
$$

Since $f(x)$ is continuous at $c$, therefore, when $h \mapsto 0$,

$$
\text { It } f(c+\theta h)=f(c)
$$

Hence

$$
\operatorname{lt}_{h \rightarrow 0} \frac{\phi(c+h)-\phi(c)}{h}=\operatorname{lt}_{h \rightarrow 0} f(c+\theta h)=f(c)
$$

Thus

$$
\phi^{\prime}(c)=f(c)
$$

As $c$ is any point of $(a, b)$, we have in $(a, b)$,

$$
\phi^{\prime}(t)=f(t) .
$$

Ex. If $f(x)$ is continuous, prove that

$$
\psi(t)=\int_{t} f(x) d x
$$

is Jerivable in $(a, b)$, and $\psi^{\prime}(t)=-f(t)$.
Note. Primitive. If there exists a derivable fanction $\phi(x)$ such that $\phi^{\prime}(x)$ is equal to a given function $f(x)$ in $(a, b)$ then we say that $\phi(x)$ is the primitive of $f(x)$. The theorem atove shows that Every continuous function possesses a primitive.

Cor. If a function $\phi(x)$ possesses a contimuous derivative $\phi^{\prime}(x)$, then b

$$
\int \phi^{\prime}(x) d x=\phi(b)-\phi(a)
$$

$a$
The continuous function $\phi^{\prime}(x)$ is integrable. Let

$$
\psi(t)=\int_{a}^{t} \phi^{\prime}(x) d x
$$

Since $\phi^{\prime}(x)$ is continuous, we have $\psi^{\prime}(t)=\phi^{\prime}(t)$. Therefore the functions $\boldsymbol{\phi}(t), \psi(t)$ differ by a constant. Let

$$
\psi(t)=\psi(t)+k=\int_{a}^{t} \phi^{\prime}(x) d x+k
$$

where $k$ is a constant.

$$
\begin{aligned}
& \therefore \quad \begin{aligned}
& \therefore(a)=0+k=k \\
& b \\
& \text { Hence } \phi(b)=\int_{a}^{b} \phi^{\prime}(x) d x+k \\
& \phi(b)-1(a)=\int_{a}^{b} \phi^{\prime}(x) d x
\end{aligned},
\end{aligned}
$$

90. The Fundamental theorem of the Integral Calculus. If

$$
\int_{a}^{b} f(x) d x
$$

exists and there exists a function $\phi(x)$ such that

$$
b
$$

$$
\phi^{\prime}(x)=f(x) \text { in }(a, b),
$$

then

$$
\int_{a} f(x) d x=\phi(b)-\phi(a)
$$

Let $\boldsymbol{\epsilon}$ be any positive number. Since $\phi^{\prime}(x)=f(x)$ is integrable in $(a, b)$, there exists a division
such that

$$
\mathrm{D}\left(a=x_{0}, x_{1}, x_{2}, \ldots \ldots, x_{r}, x_{r}, \ldots \ldots, x_{n}=b\right)
$$

$$
\left|\sum_{r=1}^{r=n} \phi^{\prime}\left(\xi_{r}\right) \delta_{r}-\int_{a}^{b} \phi^{\prime}(x) d x\right|<\epsilon,
$$

We particularise the arbitrary point $\xi_{r}$ of $\delta_{r} \equiv\left(x_{r-1}, x_{r}\right)$, in the following manner:-

By the Lagrange's mean value theorem of differential calculus, there exists a point $\xi_{r}$ of $\delta_{r}$ such that

$$
\begin{gathered}
\phi\left(x_{r}\right)-\phi\left(x_{r-1}\right)=\phi^{\prime}\left(\xi_{r}\right) \delta_{r} \\
\therefore \quad \Sigma \phi^{\prime}\left(\xi_{r}\right) \delta_{r}=\Sigma\left[\phi\left(x_{r}\right)-\phi\left(x_{r-1}\right)\right]=\phi(b)-\phi(a) . \\
\quad\left|\phi(b)-\phi(a)-\int_{a}^{b} \phi^{\prime}(x) d x\right|<\epsilon
\end{gathered}
$$

As $\mathbf{\epsilon}$ is an arbitrary positive number, we have

$$
\phi(b)-\phi(a)-\int_{a}^{b} \phi^{\prime}(x) d x=0 .
$$

Hence the result
Note. In the Cor. to the preceding section and in the present section, we have established the truth of the same equality, viz.,

$$
\int_{a}^{b} \phi^{\prime}(x) d x=\phi(b)-\phi(a),
$$

but the proofs are different, depending as they do upon the different conditions imposed upon the function in question.

For the validity of the proof given in the Cor., $\phi^{\prime}(x)$ has to be assumed continuous but for the validity of the proof in the present section we require $\phi^{\prime}(x)$ to be merely bounded and integrable. Thus the present proof seems to be more valuable, but the reader would do well to notice that the value of the theorem in the preceding section lies in the fact that it sets down a sufficient condition for the existence of a function $\phi(x)$ whose derivative is a given function $f(x)$; such a function $\phi(x)$ is usually known as the primitive or the indefinite integral of $f(x)$. Thus the theorem of the preceding section may be stated a little differently as follows :-

The sufficient condition for a function $f(x)$ to possess a primitive is that $f(x)$ is continuous and the primitive is, then, given by

$$
\int_{a}^{x} f(x) d x+c
$$

where $c$ is any constant whatsover.
The present theorem is quite unconcerned with the question of the existence of a primitive of $f(x)$; it simply states that if a bounded and integrable function $f(x)$ does possess a primitive $\phi(x)$, then $\cdot$

$$
\int_{a}^{b} f(x) d x=\int_{a}^{b} \phi^{\prime}(x) d x=\phi^{\prime}(b)-\phi(a) .
$$

91. Mean value theorems of the Integral Calculus.
91.1. First mean value theorem. If

both exist and $\phi(x)$ keeps the same sign, positive or negative, throughout the interval of integration, then there exists a number $\mu$, lying between the upper and lower bounds of $f(x)$ such that

$$
\begin{equation*}
\int_{a}^{b} f(x) \phi(x) d x=\mu \int_{a}^{b} \phi(x) d x \tag{1}
\end{equation*}
$$

Firstly suppose that $\psi(x)$ is positive. If $\mathrm{M}, m$ be the bounds of $f(x)$,

In either case we see that there exists a number $\mu$, lying between $M$ and $m$, such that ( 1 ) is true. Hence the result.

The case when $\phi(x)$ is negative may be similarly disposed of.
Cor. In addition to the conditions of the theorem, if $f(x)$ is continuous also then there exists a number $\xi$ belonging to the range of integration such that

$$
\int_{a}^{b} f(x) \phi(x) d x=f(\xi) \int_{a}^{b} \phi(x) d x
$$

91.2. Second mean value theorem. If

$$
\int_{a}^{b} f(x) d x \text { and } \int_{a}^{b} \phi(x) d x
$$

both exist and $\phi(x)$ is monotonic in $(a, b)$, then there exists a point $\xi$ of $(a, b)$ such that

$$
\int_{a}^{b} f(x) f(x) d x=\phi(a) \int_{a}^{\xi} f(x) d x+f(b) \int_{\xi}^{b} f(x) d x
$$

(This theorem is due to Weirrstrass).

Abel's Lemma. The proof of the theorem depends upon a lemma which is due to Abel and which we now state and prove.

If
(i) $a_{1}, a_{2}, \ldots \ldots, a_{n}$ is a monotonically decreasing set of $n$ positive members,
(ii) $v_{1}, v_{2}, \ldots \ldots, v_{n}$ is a set of any $n$ numbers,
and (iii) $k, \mathrm{~K}$ are two numbers such that
for all $p \leqslant n$,
then

$$
a_{1} k<\sum_{y=1}^{Y=n} a_{r}, v_{r}<a_{1} K .
$$

We write

$$
\mathrm{S}_{p}=v_{1}+v_{2}+\ldots \ldots+v_{p} .
$$

We have

$$
\begin{aligned}
& r=n \\
& \sum_{r=1}^{n} a_{r} v_{r}=a_{1} \mathrm{~S}_{1}+a_{2}\left(\mathrm{~S}_{4}-\mathrm{S}_{1}\right)+\ldots+a_{r}\left(\mathrm{~S}_{r}-\mathrm{S}_{r-1}\right)+\ldots+a_{n}\left(\mathrm{~S}_{n}-\mathrm{S}_{n 1}\right) \\
&=\left(a_{1}-a_{2}\right) \mathrm{S}_{1}+\left(a_{2}-a_{3}\right) \mathrm{S}_{2}+\ldots \ldots+\left(a_{n-1}-a_{n}\right) \mathrm{S}_{n-1}+a_{n} \mathrm{~S}_{n} .
\end{aligned}
$$

Now, by (i), $\left(a_{1}-a_{2}\right),\left(a_{2}-a_{3}\right), \ldots \ldots,\left(a_{n-1}-a_{n}\right), a_{n}$ are all positive. Also, by (iii), $k<\mathrm{S}_{p}<\mathrm{K}$, for all $p \leqslant n$.

Therefore

$$
\begin{aligned}
& r=n \\
& \sum_{r=1} a_{r} v_{r}<\left(a_{1}-a_{2}\right) \mathrm{K}+\left(a_{3}-a_{3}\right) \mathrm{K}+\ldots . .+\left(a_{n-1}-a_{n}\right) \mathrm{K}+a_{n} \mathrm{~K}=a_{1} \mathrm{~K}, \\
& r=n \\
& \sum_{r=1} a_{r} v_{r}>\left(a_{1}-a_{2}\right) k+\left(a_{2}-a_{3}\right) k+\ldots \ldots+\left(a_{n-1}-a_{n}\right) k+a_{n} k=a_{1} k .
\end{aligned}
$$

Hence the lemma.
Proof of the theorem. Firstly we prove the following :-

$$
\text { If } \int_{a}^{b} f(x) d x \text { and } \int_{a}^{b} \psi(x) d x \text { both exist and } \psi(x) \text { is monotonically }
$$

decreasing and positive in $(a, b)$, then there exists a point $\xi$ of $(a, b)$ such that

$$
\int_{a}^{b} f(x) \psi(x) d x=\psi(a) \int_{a}^{\xi} f(x) d x
$$

(This result is due to Bonnett).
Let

$$
\mathrm{D}\left(a=x_{0}, x_{1}, \ldots \ldots, x_{r-1}, x_{r}, \ldots \ldots, x_{n}=b\right)
$$

be any division of $(a, b)$. Let $M_{r}, m_{r}$ be the bounds of $f(x)$ in $\delta_{r} \equiv\left(x_{r}-1, x_{r}\right)$. Let $\xi_{1}=a$ and let $\xi_{r}$, when $r \neq 1$, be any arbitrary point of $\delta_{\text {. }}$.

We have

$$
\left.\begin{array}{l}
m_{r} \delta_{r} \leqslant \int_{x_{r-1}}^{x_{r}} f(x) d x \leqslant \mathrm{M}_{r} \delta_{r} \\
m_{r} \delta_{r} \leqslant f\left(\xi_{r}\right) \delta_{r} \leqslant \mathrm{M}_{r} \delta_{r}
\end{array}\right\}
$$

Putting $r=1,2,3, \ldots \ldots, p$ where $p \leqslant n$, and adding we obtain

This gives

$$
\begin{aligned}
& \left|\begin{array}{l}
\int_{a}^{x p} f(x) d x-\sum_{r=1}^{r=p} f\left(\xi_{r}\right) \delta_{r}
\end{array}\right| \leqslant \sum_{r=1}^{r=p}\left(\mathrm{M}_{r}-m_{r}\right) \delta_{r} \leqslant \sum_{r=1}^{r=n}\left(\mathrm{M}_{r}-m_{r}\right) \delta_{r}, \\
& \text { or } \int_{a}^{x_{p}} f(x) d x-\sum_{r=1}^{r=n} \mathrm{O}_{r} \delta_{r} \leqslant \sum_{r=1}^{r=p} f\left(\xi_{r}\right) \delta_{r} \leqslant \int_{a}^{x_{p}} f(x) d x+\sum_{r=1}^{r=n} \mathrm{O}_{r} \delta_{r},
\end{aligned}
$$

where $\mathrm{O}_{r}=\left(\mathrm{M}_{r}-m_{r}\right)$ is the oscillation of $f(x)$ in $\delta_{r}$.
Now, $\quad \int_{a} f(x) d x$, being a continuous function of $t,(\$ 889 \cdot 1,50 \cdot 3)$
is bounded. Let $\mathrm{C}, \mathrm{D}$ be the bounds. Therefore we have

$$
\mathrm{C}-\sum_{r=1}^{r=n} \mathrm{O}_{r} \delta_{r} \leqslant \sum_{r=1}^{r=p} f\left(\xi_{r}\right) \delta_{r} \leqslant \mathrm{D}+{ }_{r=1}^{r=n} \mathrm{O}_{r} \delta_{r} .
$$

In the Abel's lemma, we put, as is justifiable,

$$
\begin{array}{cl}
v_{r}=f\left(\xi_{r}\right) \boldsymbol{\delta}_{r} & a_{r}=\psi\left(\xi_{r}\right) ; \\
k=\mathrm{C}-\Sigma \mathrm{O}_{r} \delta_{r}, & \mathrm{~K}=\mathrm{D}+\Sigma \\
\mathrm{O}_{r} \boldsymbol{\delta}_{r},
\end{array}
$$

and obtain

$$
\begin{aligned}
\psi(a)\left[\mathrm{C}-{ }_{r=1}^{r=n} \mathrm{O}_{r} \delta_{r}\right] \leqslant \sum_{r=1}^{r=n} f\left(\xi_{r}\right) \psi\left(\xi_{r}\right) \delta_{r} \leqslant & \\
& \psi(a)\left[\mathrm{D}+\sum_{r=1}^{r=n} \mathrm{O}_{r} \delta_{r}\right] .
\end{aligned}
$$

Let the norm of the division tend to 0 . We then obtain, in the limit,

$$
\mathrm{C}_{\psi} \psi(a) \leqslant \int_{a}^{b} f(x) \psi(x) d x \leqslant \mathrm{D} \psi(a),
$$

or

$$
\int_{a}^{b} f(x) \psi(x) d x=\mu \cdot \psi(a),
$$

where $\mu$ is some number between C and D.
The continuous function

$$
\int_{a}^{t} f(x) d x
$$

of $t$ must obtain, for some value $\xi$ of $t$, the value $\mu$ which lies between its bounds C, D. (Cor. 1 to $\$ 50 \cdot 4$ ). Thus we obtain

$$
\begin{equation*}
\int_{a}^{b} f(x) \psi(x) d x=\psi(a) \int_{a}^{\xi} f(x) d x \tag{1}
\end{equation*}
$$

We now return to the theorem proper.
Let $\phi(x)$ be monotonically decreasing so that

$$
\psi(x)=\phi(x)-\phi(b)
$$

is monotonically decreasing and positive.
There exists, therefore, a number $\xi$, between $a$ and $b$, such that

$$
\int_{a}^{b} f(x)[\phi(x)-\phi(b)] d x=[\phi(a)-\phi(b)] \int_{a}^{\xi} f(x) d x
$$

or $\begin{aligned} \int_{a}^{b} f(x) \phi(x) d x & =\phi(a) \int_{a}^{\xi} f(x) d x+\phi(b)\left\{\int_{a}^{b} f(x) d x-\int_{a}^{\xi} f(x) d x\right\} \\ & =\phi(a) \int_{a}^{\xi} f(x) d x+\phi(b) \int_{\xi}^{b} f(x) d x .\end{aligned}$
Let $\phi(x)$ be monotonically increasing so that

$$
\psi(x)=\phi(b)-\phi(x)
$$

is monotonically decreasing and positive.

There exists, therefore, a number $\xi$, between $a$ and $b$, such that

$$
\int_{a}^{b} f(x)[\phi(b)-\phi(x)] d x=[\phi(b)-\phi(a)] \int_{a}^{\xi} f(x) d x
$$

$$
\begin{aligned}
\text { or } \int_{a}^{b} f(x) \phi(x) d x=\phi(a) & \int_{a}^{\xi} f(x) d x+\psi(b)\left\{\int_{a}^{b} f(x) d x-\int_{a}^{\xi} f(x) d x\right\} \\
& =\phi(a) \int_{a}^{\xi} f(x) d x+\phi(b) \int_{\xi}^{b} f(x) d x .
\end{aligned}
$$

Thus we have completely established the theorem.
Note. The reader may easily show that the theorem holds good even if $a>b$.

Ex. Taking $f(x)=x$ and $\phi(x)=\sigma^{x}$ verify the two mean value theorems for the interval ( $-1,1$ ).

Ex. Show that the second mean value theorem does not hold good in the interval $(-1,1)$ for $f(x)=\phi(x)=x^{2}$. What about the validity of the first mean value theorem in the same case.
92. Change of varlable in an integral. If

$$
b
$$

(i) $\int_{a} f(x) d x$ exists,
(ii) $x=\phi(t)$ is a derivable function in $(\alpha, \beta)$ and $\phi^{\prime}(t) \neq 0$ for any value of $t$, and $\phi(a)=a, \phi(\beta)=b$,
(iii) $f[\phi(t)]$ and $\psi^{\prime}(t)$ are bounded and integrable in $(\alpha, \beta)$,
then

$$
\int_{a}^{b} f(x) d x=\int_{\alpha}^{\beta} f[\phi(t)] \phi^{\prime}(t) d t .
$$

Since $\phi^{\prime}(t) \neq 0$, it follows by Darboux's theorem ( 862, P. 87) that $\phi^{\prime}(t)$ must always have the same sign and therefore $\phi(t)$ must be strictly monotonic in ( $\alpha, \beta$ ) ( $(66)$.
let
$\mathrm{D}\left(\alpha=t_{0}, t_{1}, t_{2}, \ldots \ldots, t_{r-1}, t_{r}, \ldots \ldots, t_{n-1}, t_{n}=\beta\right)$
be any division of ( $\alpha, \beta$ ) and
let
$\mathrm{D}^{\prime}\left(a=x_{0}, x_{1}, x_{2}, \ldots \ldots x_{r-1}, x_{r}, \ldots \ldots, x_{n-1}, x_{n}=b\right)$
be the corresponding division of $(a, b), \phi\left(t_{r}\right)$ being equal to $x_{r}$.
By the Lagrange's mean value theorem, we have

$$
\dot{x}_{r}^{\prime}-x_{r-1}=\phi\left(t_{r}\right)-\phi\left(t_{r-1}\right)=\left(t_{r}-t_{r-1}\right) \phi^{\prime}\left(\eta_{l}\right),
$$

where $\eta_{r}$ lies between $t_{r-1}$ and $t_{r}$.
Let

$$
\phi\left(\eta_{r}\right)=\xi .
$$

We have

$$
\sum_{r=1}^{r=n} f\left(\xi_{r}\right)\left(x_{r}-x_{r-1}\right)=\sum_{r=1}^{r=n} f\left[\phi\left(\eta_{r}\right)\right] \phi^{\prime}\left(\eta_{r}\right)\left(t_{r}-t_{r-1}\right)
$$

Now $\quad f(x)$ is integrable in $(a, b)$;
also $f[f(t)], \phi^{\prime}(t)$ are integrable in $(a, \beta)$ so that $f[\phi(t)] \phi^{\prime}(t)$ is also integrable in $(\alpha, \beta)$.

As the norm of the division $D \rightarrow 0$, the norm of $D^{\prime}$ also $\rightarrow 0$. From (1), therefore, we obtain in the limit

$$
\int_{a}^{b} f(x) d x=\int_{a}^{\beta} f[\phi(t)] \phi^{\prime}(t) d t .
$$

Note. The theorem holds even if $\phi^{\prime}(t)=0$ for a finite number of values of $t$ belonging to $(\alpha, \beta)$ In this case we can divide the range ( $\alpha, \beta$ ) into a finite number of ranges in each of which $\phi(t)$ is strictly increasing or decreasing and repeat the argument for each interval in turn and add the results.
98. Integration by parts. If

$$
\int_{a}^{b} f(x) d x, \int_{a}^{b} g(x) d x
$$

both exist and

$$
\mathrm{F}(x)=\mathrm{A}+\int_{a}^{x} f(x) d x, \mathrm{G}(x)=\mathrm{B}+\int_{a}^{x} g\left(x^{\prime} d x\right.
$$

where $A, B$ are two constanls, then

$$
\int_{a}^{b} \mathrm{~F}(x) g(x) d x=|\mathrm{F}(x) \mathrm{G}(x)|_{a}^{b}-\int_{a}^{b} \mathrm{G}(x) f(x) d x .
$$

$$
b
$$

[Here $|\mathrm{F}(x) \mathrm{G}(x)|$ denotes the difference $[\mathrm{F}(b) \mathrm{G}(b)-\mathrm{F}(a) \mathrm{G}(a)]$. $a$
Proof. Let

$$
\therefore \quad \mathrm{D}\left(a=x_{0}, x_{1}, x_{2}, x_{3}, \ldots \ldots, x_{r}, x_{r}, \ldots \ldots, x_{n}=b\right)
$$

be any division of $(a, b)$. We have

$$
\begin{align*}
& |\mathrm{F}(x) \mathrm{G}(x)|_{a}^{b}=\sum_{r=1}^{r=n}\left[\mathrm{~F}\left(x_{r}\right) \mathrm{G}\left(x_{r}\right)-\mathrm{F}\left(x_{r-1}\right) \mathrm{G}\left(x_{r-1}\right)\right] \\
& =\Sigma \mathrm{F}\left(x_{r}\right)\left[\mathrm{G}\left(x_{r}\right)-\mathrm{G}\left(x_{r-1}\right)\right]+\Sigma \mathrm{G}\left(x_{r_{r-1}}\right)\left[\mathrm{F}\left(x_{r}\right)-\mathrm{F}\left(x_{r-1}\right)\right] \\
& =\Sigma \mathrm{EF}\left(x_{r}\right) \int_{x_{r-1}}^{x_{r}} g(x) d x+\Sigma \mathrm{G}\left(x_{r-1}\right) \int_{x_{r-1}}^{x_{r}} f(x) d x \tag{1}
\end{align*}
$$

Let $M_{r}, m_{r}, O_{r}$ denote the bounds and oscillation of $f(x)$ and $M^{\prime} r, m^{\prime} r, O_{r}^{\prime}$ those of $g(x)$ in $\delta_{r} \equiv\left(x_{r-1}, x_{r}\right)$.

For every $x$ in $\delta_{r}$,

$$
\left|g(x)-g\left(x_{r}\right)\right| \leqslant 0_{r}^{\prime},\left|f(x)-f\left(x_{r-1}\right)\right| \leqslant 0_{r r}
$$

$$
\left.\begin{array}{l}
\text { i. e., } \left.\begin{array}{r}
g\left(x_{r}\right)-0_{r}^{\prime} \leqslant g(x) \leqslant g\left(x_{r}\right)+O_{r}^{\prime} ; \\
f\left(x_{-1}\right)-O_{r} \leqslant f(x) \leqslant f\left(x_{r-1}\right)+O_{r .}
\end{array}\right\} \\
\therefore\left[g\left(x_{r}\right)-O_{r}^{\prime}\right] \delta_{r} \leqslant \int_{x_{r-1}}^{x_{r}} g(x) d x \leqslant\left[g\left(x_{r}\right)+O_{r}^{\prime}\right] \delta_{r} ; \\
{\left[f\left(x_{r-1}\right)-O_{r}\right] \delta_{r} \leqslant \int_{x_{r-1}}^{x_{r}} f(x) d x \leqslant\left[f\left(x_{r-1}\right)+O_{r}\right] \delta_{r} .}
\end{array}\right\}
$$

These give

$$
\left.\begin{array}{l}
\int_{x_{r-1}}^{x_{r}} g(x) d x=\left[g\left(x_{r}\right)+\theta^{\prime} r . O_{r}^{\prime}\right] d r  \tag{2}\\
\int_{x_{r-1}}^{x_{r}} f(x) d x=\left[f\left(x_{r-1}\right)+\theta_{r} . O_{r}\right] \delta_{r}
\end{array}\right\}
$$

where $-1 \leqslant \theta_{r}, \theta_{r}^{\prime} \leqslant 1$.
From (1), (2) and (3) we obtain

$$
\begin{equation*}
|\mathrm{F}(x) \mathrm{G}(x)|_{a}^{0}=\Sigma \mathrm{F}\left(x_{r}\right) g\left(x_{r}\right) \delta_{r}+\Sigma_{i} \mathrm{G}\left(x_{r-1}\right) f\left(x_{r-1}\right) \delta_{r}+\sigma, \tag{4}
\end{equation*}
$$

where $\sigma=\mathrm{\Sigma}\left[\mathrm{~F}\left(x_{r}\right) \theta_{r}^{\prime} \mathrm{O}_{r}^{\prime}+\mathrm{G}\left(x_{r-1}\right) \theta_{r} \mathrm{O}_{r}\right] \delta_{r}$.
Sine $\mathrm{F}(x), \mathrm{G}(x)$ are continuous, therefore they are bounded. Let $k$ be a number such that

$$
|\mathrm{F}(x)|<k,|\mathrm{G}(x)|<k .
$$

$\therefore \quad|\sigma| \leqslant k\left[\Sigma \mathrm{O}_{r}+\Sigma^{2} \mathrm{O}_{r}^{\prime}\right] \delta_{r}$.
Let the norm of the division $\mathrm{D} \rightarrow 0$ so that $\sigma \rightarrow 0$.
From (4), we now obtain

$$
|\mathrm{F}(x) \mathrm{G}(x)|_{a}^{b}=\int_{a}^{b} \mathrm{~F}(x) g(x) d x+\int_{a}^{b} \mathrm{G}(x) f(x) d x_{0}
$$

Hence the result.
Cor. If a function $\mathrm{g}(x)$ is bounded and integrable in $(a, b)$ and a function $f(x)$ is derivable in $(a, b)$, and the derivative $f^{\prime}(x)$ is bounded and integrable, then

$$
\begin{aligned}
& \int_{a}^{b} f(x) g(x) d x=\left|f(x) \int_{a}^{x} g(x) d x\right| \begin{array}{l}
b \\
-\int_{a}^{b}\left\{f^{\prime}(x) \int_{a}^{x} g(x) d x\right\} d x
\end{array} \\
& =f(b) \int_{a}^{b} g(x) d x-\int\left\{f^{\prime}(x) \int_{a}^{x} g(x) d x\right\} d x
\end{aligned}
$$

## Examples

1. (i) Show that if $f(x)$ is a continuous function of $x$ in $a \leqslant x \leqslant b$, then

$$
\frac{d}{d x} \int_{a}^{x} f(y) d y=f(x)
$$

(ii) If $\mathrm{G}(x, \xi)=\left\{\begin{array}{l}x(\xi-1), \text { when } x \leqslant \xi, \\ \xi(x-1), \text { when } \xi \leqslant x,\end{array}\right.$ and if $f(x)$ is a continuous function of $x$ in $0 \leqslant x \leqslant 1$, 1 and if $\left.g(x)=\int_{0} f(\xi) \mathrm{G}^{\prime} x, \xi\right) d \xi$, show that $g^{\prime \prime}(x)=f(x)$, and find $g(0)$ and $\left.g^{\prime} 1\right)$.
(ii) Sol. $\left[g(x)=\int_{0}^{x} f(\xi) \xi(x-1) d \xi+\int_{x}^{1} f(\xi) x(\xi-1) d \xi\right.$

$$
=(x-1) \int_{0}^{x} \xi f(\xi) d \xi+x \int_{x}^{1}(\xi-1) f(\xi) d \xi
$$

$$
=x \int_{0}^{1} \xi f(\xi) d \xi-\int_{0}^{x} \xi f(\xi) d \xi-x \int_{x}^{1} f(\xi) d \xi
$$

$\therefore g^{\prime}(x)=\int_{0}^{1} \xi f(\xi) d \xi-x f(x)+x f(x)-\int_{x}^{1} f(\xi) d \xi$.
$\therefore g^{\prime \prime}(x)=f(x)$.
$g(0)$ and $g(1)$ are both zero.]
2. If $f(y, x)=1+2 x$, for $y$ rational

$$
f(y, x)=0, \quad \text { for } y \text { irrational; }
$$

calculate

$$
\mathrm{F}(y)=\int_{0}^{1} f(y, x) d x
$$

3. Integrate in $(0,2)$ the function $x[x]$, where $[x]$ denotes the greatest integer not greater than $x$.
4. Evaluate

$$
\int_{0}^{2} f(x) d x
$$

where

$$
\begin{aligned}
& f(x)=0 \text {, when } x=n /(n+1),(n+1) / n,(n=1,2,3, \ldots \ldots) . \\
& f(x)=1 \text {, elsewhere. }(0,2) \text { ? }
\end{aligned}
$$

Examine for continuity the function so defined at the point $x=1$.
5. A function $f(x)$ is defined, for $x \geqslant 0$, by

$$
f(x)=\int_{-1}^{1} \frac{d t}{\sqrt{ }\left(1-2 t x+x^{2}\right)}
$$

Prove that if $0 \leqslant x \leqslant 1, f(x)=2$. What is the value of $f(x)$ if $x>1$ ? Has the function $f(x)$ a differential co efficient $f$ or $x=1$.
[For $x>1, f(x)=2 / x, f(x)$ is not derivable for $x=1$ even though it is continuous thereat.]
6. Prove that if the functions $f(x)$ and $\phi(x)$ are bounded and integrable in $(a, b)$, then

$$
\left[\int_{a}^{b} f(x) \phi(x) d x\right]^{2} \leqslant \int_{a}^{b}[f(x)]^{2} d x . \int_{a}^{b}[\phi(x)]^{3} d x
$$

Under what conditions does the sign of equality hold?
Sol. We have

$$
\begin{gathered}
{\left[\int_{a}^{b} f(x) f(x) d x\right]^{2}=\left[\operatorname{lt} \Sigma\left(x_{r}-x_{r-1}\right) f\left(\xi_{r}\right) \phi\left(\xi_{r}\right)\right]^{1}} \\
\int_{a}^{b} f^{2}(x) d x=\operatorname{lt} \Sigma\left[\sqrt{ }\left(x_{r}-x_{r-1}\right) f\left(\xi_{r}\right)\right]^{3} \\
b \\
\int_{a}^{b} \phi^{2}(x) d x=\operatorname{lt} \Sigma\left[\left(x_{r}-x_{r-1}\right) \phi\left(\xi_{r}\right)\right]^{2}
\end{gathered}
$$

Now putting

$$
a_{r}=\sqrt{ }\left(x_{r}-x_{r-1}\right) f\left(\xi_{r}\right), b_{r}=\sqrt{ }\left(x_{r}-x_{r-1}\right) \phi\left(\xi_{r}\right)
$$

in the Cauchy's inequality

$$
\Sigma a_{r}^{2} \Sigma b^{2}{ }_{1} \geqslant\left(\Sigma a_{1} b_{r}\right)^{2},
$$

we get the required result.
The sign of equality holds when

$$
\begin{aligned}
a_{1} & =\frac{a_{2}}{b_{2}}=\ldots \ldots \\
\frac{f\left(\xi_{1}\right)}{\phi\left(\xi_{1}\right)} & =\frac{f\left(\xi_{2}\right)}{\phi\left(\xi_{2}\right)}=\ldots \ldots
\end{aligned}
$$

i. e., when $f(x), \phi(x)$ are both constants
7. Show that

$$
\operatorname{lt}_{m \rightarrow \infty} \int_{0}^{x} \frac{t^{m}}{t+1} d t=0, \text { for }-1<x \leqslant 1
$$
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[Let $0 \leqslant x \leqslant 1$. Then

$$
0 \leqslant \int_{0}^{x} \frac{t^{m} d t}{1+t}<\int_{0}^{x} t^{m} d t=\frac{x^{m+1}}{m+1} \leqslant \frac{1}{m+1} .
$$

Let $-1<x<0$. Putting $t=-u$, we obtain

$$
\left|\int_{0}^{x} \frac{t^{n}}{\overline{+} t} d t\right|=\left|\int_{0}^{-x} \frac{u^{m} d u}{1-u}\right|<\frac{1}{1+x} \int_{0}^{-x} u^{m} d u<\frac{1}{(m+1)(x+1)}
$$

8. Show that, when $|x| \leqslant 1$,

$$
\int_{0}^{x} \frac{d t}{1+t^{4}}=x-\frac{1}{5} x^{5}+\frac{1}{9} x^{9}-13 x^{18}+\ldots \ldots
$$

We have

$$
\begin{aligned}
& \frac{1}{1+t^{4}}=1-t^{4}+t^{\theta}-t^{12}+\ldots \ldots+(-1)^{n-1} t^{t_{n}-4}+\frac{(-1)^{n} t^{t_{n}}}{1+t^{4}} \\
& \therefore \int_{0}^{x} \frac{d t}{1+t^{4}}=x-\frac{1}{5} x^{5}+\frac{1}{9} x^{\theta}-\frac{1}{13} x^{13}+\ldots \ldots+\frac{(-1)^{n-1}}{4 n} x^{4 n} \\
& +(-1)^{n} \int_{0}^{x} \frac{t^{4 n}}{1+t^{4}} d t .
\end{aligned}
$$

Now, we have
so that

$$
0 \leqslant\left|\int_{0}^{x} \frac{t^{4 n}}{1+t^{4}} d t\right|<\left|\int_{0}^{x} t^{4 n} d t\right|=\left|\frac{x^{4 n+1}}{4 n+1}\right|<\frac{1}{4 n+1}
$$

$$
\underset{n \rightarrow \infty}{\operatorname{lt}} \int_{0}^{x} \frac{t^{s n}}{1+t^{d}} d t=0 .
$$

9. Prove that

$$
\operatorname{lt}_{x \rightarrow \infty} e^{-x^{2}} \int_{0}^{x} e^{t^{3}} d t=0
$$

10. If $f(x)$ is positive and monotonically decreasing in ( $1, \infty$ ], :how that the sequence $\left\{A_{n}\right\}$, where

$$
\mathrm{A}_{n}=\left\{f(1)+f(2)+\ldots \ldots+f(n)-\int_{1}^{n} f(x) d x\right\}
$$

is convergent.
Deduce the convergence of $\left(1+\frac{1}{2}+\frac{1}{3}+\ldots \ldots+\frac{1}{n}-\log n\right)$.

## CHAPTER VII

## UNIFORM CONVERGENCE

## Trigonometric Functions

94. Limit function of a convergent sequence of Functions. Let $\left[S_{n}(x)\right]$, i.e.,

$$
\mathrm{S}_{1}(x), \mathrm{S}_{2}(x), \ldots \ldots \ldots, \mathrm{S}_{n}(x), \ldots \ldots
$$

be a sequence, every member of which is a function of $\boldsymbol{x}$ defined in some interval ( $a, b$ ).

To each point $c$ of $(a, b)$, there corresponds a sequence

$$
\mathrm{S}_{1}(c), \mathrm{S}_{\Delta}(c), \ldots \ldots, \mathrm{S}_{n}(c), .
$$

of constant numbers. We suppose that all such sequences obtained by taking different points of $(a, b)$ are convergent. The limiting values of these sequences define a function, say, $S(x)$, such that the value $S(c)$ of this function for a value $c$ of $x$ is the limiting value of the convergent sequence $\left\{S_{n}(c)\right\}$. This function $S(x)$ is said to be the limit function or the limit of the convergent sequence $\left\{\mathrm{S}_{n}(x)\right\}$.

Again, let $\left\{f_{l}(x)\right\}$ be any given sequence of functions.
Consider the infinite series

$$
\begin{equation*}
f_{1}(x)+f_{z}(x)+\ldots \ldots+f_{n}(x)+ \tag{1}
\end{equation*}
$$

This series gives rise to a sequence of functions $\left\{\mathrm{S}_{\boldsymbol{n}}(x)\right\}$, where

$$
\mathrm{S}_{n}(x)=f_{1}(x)+f_{2}(x)+\ldots \ldots+f_{n}(x)
$$

The series (1) is said to be convergent, if the sequence $\left\{\mathrm{S}_{n}(x)\right\}$ is convergent and the limit $S(x)$ of the sequence is said to be the sum function or the sum of the series.
95. In the chapters, IV, V, VI, it has been shown that the algebraic sum of a finite number of continuous (derivable, integrable) functions is itself continuous (derivable, integrable). Also if
then

$$
\mathrm{S}_{n}(x)=f_{1}(x)+f_{2}(x)+\ldots \ldots+f_{n}(x)
$$

then

$$
\mathrm{S}_{n}^{\prime}(x)=f_{1}^{\prime}(x)+f_{2}^{\prime}(x)+\ldots \ldots+f_{n}^{\prime}(x)
$$

i.e.,

$$
\frac{d}{d x} \Sigma f_{r}(x)=\Sigma \Sigma \frac{d}{d x} f_{r}(x),
$$

where each, $f_{r}(x)$, is derivable,
and

$$
\begin{aligned}
\int_{a}^{b} \mathrm{~S}_{n}(x) d x= & \int_{a}^{b} f_{1}(x) d x+\int_{a}^{b} f_{2}(x) d x+\ldots+\int_{a}^{b} f_{n}(x) d x \\
& \int_{a}^{b} \Sigma f_{r}(x) d x=\Sigma \int_{a}^{b} f_{r}(x) d x
\end{aligned}
$$

where each $f_{r}(x)$ is integrable in $(a, b)$.

We now consider some examples which illustrate that these results may not hold good in case the number of functions is infinite.

95•1. Let $f_{n}(x)=x^{2}\left(1-x^{2}\right)^{n-1}$.
The series $\Sigma f_{n}(x)$, i.e.,

$$
x^{2}+x^{2}\left(1-x^{2}\right)+x^{2}\left(1-x^{2}\right)^{2}+\ldots \ldots+x^{2}\left(1-x^{2}\right)^{n-1}+\ldots \ldots
$$

is a geometrical progression whose common ratio is $\left(1-x^{2}\right)$. The sum $\mathrm{S}_{n}(x)$ of the $n$ terms of this series is given by

$$
\begin{aligned}
& \quad \begin{array}{l}
\mathrm{S}_{n}(x)=\frac{x^{2}\left[1-\left(1-x^{2}\right)^{n}\right]}{1-\left(1-x^{2}\right)}=1-\left(1-x^{2}\right)^{n} ; \text { if } x \neq 0, \\
\text { and } \quad
\end{array} \mathrm{S}_{n}(x)=0, \text { if } x=0 .
\end{aligned}
$$

We know that if $x \neq 0$, then lt $\left(1-x^{2}\right)^{n}$ exists finitely and $=0$, if and only if

$$
-1<1-x^{2}<1, \text { i.e., if }|x|<\sqrt{ } 2 .
$$

Thus we see that if $\mathrm{S}(x)$ denotes the sum to infinity of the given series, we have

$$
\mathrm{S}(x)=\left\{\begin{array}{l}
0, \text { when } x=0 \\
1, \text { when } 0<|x|<\sqrt{ } 2 .
\end{array}\right.
$$

This shows that the sum function $\mathrm{S}(x)$ is not continuous for $x=0$ even though every term $f_{n}(x)$ is continuous for $x=0$.
95.2. Let

$$
f_{n}(x)=n x e^{-n x^{2}}-(n-1) x e^{-(n-1) x^{2}} .
$$

It will now be shown that

$$
\begin{align*}
& \int_{0}^{1}\left[f_{1}(x)+f_{2}(x)+\ldots \ldots+f_{n}(x)+\ldots \ldots\right] d x \\
& \quad \neq \int_{0}^{1} f_{1}(x) d x+\int_{0}^{1} f_{2}(x) d x+\ldots+\int_{0}^{1} f_{n}(x) d x+\ldots
\end{align*}
$$

i.e., the integral of the sum $\neq$ the sum of the integrals.

The sum $\mathrm{S}_{n}(x)$ of the first $n$ terms of the infinite series is given by

$$
\mathrm{S}_{n}(x)=n x e^{-n x^{3}} .
$$

We know from $\S 71 \cdot 1$, P. 94 that for every value of $x$
so that

$$
\begin{aligned}
& e^{n x^{2}}>\left(n x^{2}\right)^{2} / 2=n^{2} x^{4} / 2 \\
& \left|n x e^{-n x^{2}}\right|<\frac{n|x|}{n^{2} x^{3} / 2}=\frac{2}{n|x|^{3}}, \text { if } x \neq 0 .
\end{aligned}
$$

Thus we see that as $n \rightarrow \infty, \mathrm{~S}_{n}(x) \rightarrow 0$ for every value of $x$, i.e.,

$$
S(x)=0, \quad \text { for every value of } x .
$$

Therefore the left hand side of $(1)=0$.

The sum $\rho$ of the infinite series on the right hand side of (1) is the limit of $\rho_{n}$ where $\rho_{n}$ denotes the sum of the first $n$ integrals. Since

$$
\int_{0}^{1} n x e^{-n x^{2}} d x=-\frac{1}{4}\left|e^{-n x^{3}}\right|_{0}^{1}=f\left(1-e^{-n}\right),
$$

we have

$$
\int_{0}^{1} f_{n}(x) d x=\frac{1}{2}\left(1-e^{-n}\right)-\frac{1}{2}\left\{1-e^{-(n-1)}\right\}=\frac{1}{2}\left\{e^{-(n-1)}-e^{-n}\right\},
$$

and accordingly

$$
\begin{array}{ll} 
& \begin{aligned}
\boldsymbol{\rho}_{n}=\frac{1}{2}\left(1-e^{-n}\right) .
\end{aligned} \\
\therefore \quad \rho=1 t \boldsymbol{\rho}_{n}=\frac{1}{b}, \text { as } n \rightarrow \infty
\end{array}
$$

Since $0 \neq \frac{1}{2}$, we have the required result.
95.3. Let

$$
f_{u}(x)=\frac{n x}{1+n^{2} x^{2}}-\frac{(n-1) x}{1+(n-1)^{x} x^{2}} .
$$

It will be shown that
the derivative for $x=0$ of the sum $\mathrm{S}(x)$, i.e., $\mathrm{S}^{\prime}(0)$

$$
\neq \text { the sum of the derivatives, i.e., } \Sigma f^{\prime}{ }_{n}(0) .
$$

We have

$$
\begin{array}{rlrl} 
& & \mathrm{S}_{n}(x) & ={ }_{1+n^{2}} x^{2} \\
\therefore & \mathrm{~S}^{2}(x) & =0, \text { for every value of } x, \\
\therefore \quad \mathrm{~S}^{\prime}(0) & =0 .
\end{array}
$$

Also it is easy to see that $f^{\prime}{ }_{n}(0)=1$, for every value of $n$, so that $\Sigma f^{\prime}{ }_{n}(0)$ is a divergent series. Hence

$$
\stackrel{d}{d x} \Sigma f_{n}(x) \neq \Sigma \underset{d x}{d} f_{n}(x)
$$

for $x=0$.
Note. It will thus be seen that the inversion of the operations of addition and intogration as implied by the equality

$$
\left.\int_{a}^{b} \sum f_{n}(x) d=x \Sigma \int_{a}^{b} f_{n}^{\prime} x\right) d x
$$

(integral of the sum=the sum of the integrals)
and the inversion of the operations of addition and differentiation as implied by the equality

$$
\frac{d}{d x} \sum f_{n}(x)=\Sigma{ }_{d x}^{d} f_{n}(x)
$$

(derivative of the sum=the sum of the derivatives)
(which are certainly valid when the summation extends only to a finite number of terms) may not be valid when the summation extends to an infinite number of terms. The concept of Uniform convorgence which is introduced in the following section enables us to obtain sufficient conditions for the validity of the inyersions in the case of an infinite number of terms,
96. The uniform convergence. The condition that $S(x)$ may be the limit of a convergent sequence of functions $\left\{\mathrm{S}_{n}(x)\right\}$ in $(a, b)$, is that to each positive number $\epsilon$, there corresponds a positive integer $m$ such that

$$
\left|S_{n}(x)-S(x)\right|<\epsilon, \text { when } n \geqslant m
$$

Obviously the value of $m$ will depend upon $\epsilon$ as well as $x$ and as such it may be written as $m(\epsilon, x)$.

Suppose, now, that we fix $\in$ and vary $x$. To each value of $x$ will correspond a value of $m$. The infinite aggregate of these values of $m$ may or may not be bounded above. In case this aggregate is bounded above there exists a value $m_{0}$, (the upper bound of the aggregate of the values of $m$ ), such that

$$
\left|S_{n}(x)-\mathrm{S}(x)\right|<\epsilon,
$$

when $n \geq m_{0}$ and $x$ has any value whatsoever. In such a case we say that the sequence uniformly converges.
Dep. A sequence $\left\{S_{n}(x)\right\}$ is said to converge uniformly to a function $S(x)$ in $(a, b)$, if, given any positive number $\epsilon$, there exists a positive integer $m$ such that

$$
\left|S_{n}(x)-S(x)\right|<\epsilon,
$$

for every value of $n \geqslant m$ and every value of $x$ in $(a, b)$.
Also a series $\Sigma f_{n}(x)$ is said to converge uniformly if the sequence $\left\{\mathrm{S}_{n}(x)\right\}$, where

$$
\mathrm{S}_{n}(x)=f_{1}(x)+f_{2}(x)+\ldots \ldots+f_{n}(x)
$$

uniformly converges.
We now illustrate the notion of uniform convergence by considering some particular cases.

1. Let $\mathrm{S}_{n}(x)=n /(x+n) . \quad(x \geqslant 0)$.

We have, when $n \rightarrow \infty$,

$$
\mathrm{S}(x)=\operatorname{lt}[n /(x+n)]=1, \text { for every value of } x
$$

If $\epsilon$ be any given positive number, we have

$$
\left|S_{n}(x)-S(x)\right|=x /(x+n)<\epsilon, \text { if } n>x(1 / \epsilon-1)
$$

Here $m(\epsilon, x)=$ the integer just greater then $x(1 / \epsilon-1)$.
Obviously $m(\epsilon, x)$ increases as $x$ increases and $\rightarrow \infty$ as $x \rightarrow \infty$ so that it is not possible to choose a number $m_{0}$ such that

$$
\left|S_{n}(x)-S(x)\right|<\epsilon,
$$

for every $n \geq m_{0}$ and every value of $x$ in $(0, \infty)$.
Thus the convergence is not uniform in $(0, \infty)$.
If, however, we consider the interval $(0, k)$, where $k$ is any fixed number, however large, we see that the maximum value of $x(1 / \epsilon-1)$ is $k(1 / \epsilon-1)$ so that, taking $m_{0}=$ any integer greater than $k(1 / \epsilon-1)$, we have

$$
\left|\mathrm{S}_{n}(x)-\mathrm{S}(x)\right|<\epsilon
$$

for every $n \geqslant m_{0}$ and every $x$ in (0,k).

Thus we see that the sequence $\left\{S_{n}(x)\right\}$ converges uniformly in the interval $(0, k)$ where $k$ is any fixed positive number, however large.

Note. It may similarly be shown that the sequence converges uniformly in ( $-k, 0$ ), where $k$ is any fixed positive number, however large.
2. Let $\mathrm{S}_{n}(x)=x^{n}$. $\quad(0 \leqslant x \leqslant 1)$.

We have, when $n \rightarrow \infty$,

$$
\mathrm{S}(x)=\text { lt } \mathrm{S}_{n}(x)=\left\{\begin{array}{l}
0, \text { when } 0 \leqslant x<1 \\
1, \text { when } x=1 .
\end{array}\right.
$$

We consider $0 \leqslant x<1$ i.e., the interval ( 0,1$]$.
Let $\epsilon$ be any positive number. We have
if
or if

$$
\left|\mathrm{S}_{n}(x)-\mathrm{S}(x)\right|=x^{n}<\epsilon,
$$

Thus, when $x \neq 0, m(\epsilon, x)=$ the integer just greater than $\log (1 / \epsilon) / \log (1 / x)$
Also obviously $m(\epsilon, x)=1$, when $x=0$.
We now see that $m(\epsilon, x)$ increases and $\rightarrow \infty$, when $x$, starting from 0 increases and tends to ' 1 ' so that it is not possible to choose $m_{0}$ such that

$$
\left|\mathrm{S}_{n}(x)-\mathrm{S}(x)\right|<\epsilon,
$$

for every $n \geqslant m$, and every value of $x$ in $(0,1]$. Thus the convergence is not uniform in the interval $(0,1]$.

If, however, we consider any number $k$ such that $0 \leqslant k<1$, we see that the maximum value of $\log (1 / \epsilon) / \log (1 / x)$ is $\log (1 / \epsilon) / \log (1 / k)$ so that if we take $m_{0}=$ any integer greater than this maximum value, we have

$$
\left|\mathrm{S}_{n}(x)-\mathrm{S}(x)\right|<\epsilon
$$

for every $n \geq m_{0}$ and every $x$ in ( $0, k$ ).
Thus the convergence is uniform in ( $0, k$ ).
Note. The point $x=1$, which is such that the sequence does not converge uniformly in any neighbourhood of $x=1$, however small it may be, is said to be a point of non-uniform convergence of the sequence.

$$
\text { 3. Let } \mathrm{S}_{n}(x)=e^{-n x} \quad x>0 \text {. }
$$

We have, when $n \rightarrow \infty$,

We consider $x>0$.

$$
\mathrm{S}(x)=\text { lt } \mathrm{S}_{n}(x)=\left\{\begin{array}{l}
1, \text { when } x=0, \\
0, \text { when } x>0
\end{array}\right.
$$

Let $\epsilon$ be any positive number. We have

$$
\begin{gathered}
\left|\mathrm{S}_{n}(x)-\mathrm{S}(x)\right|=e^{-n x}<\epsilon, \\
e^{n \cdot x}>1 / \epsilon, \text { i.e., if } n x>\log (1 / \epsilon), \\
n>\log (1 / \epsilon) / x .
\end{gathered}
$$

or if
Here $m(\epsilon, x)=$ the integer just greater than $\log (1 / \epsilon) / x$. Arguing as before, we see that the convergence is not uniform in $[0, \infty]$, but it is uniform in ( $k, \infty$ ], where $k$ is any positive number whatsoever.

The point $x=0$ is a point of non-uniform convergence of the sequence,

Ex. Show that ' 0 ' is a point of non-uniform convergence of the sequence $\left\{S_{n}(x)\right\}$, where $S_{n}(x)=1-\left(1-x^{2}\right)^{n}$.

It is easily seen that

$$
\mathrm{S}(x)=\left\{\begin{array}{l}
0, \text { when } x=0, \\
1, \text { when } 0<|x|<\sqrt{ } 2 .
\end{array}\right.
$$

Let, if possible, the sequence be uniformly convergent in a neighbourhood $[0, k)$ of ' 0 ' where $k$ is a number such that $0<|k|<\sqrt{ } 2$. There exists, therefore, a positive integer $m$ such that taking $\in=\frac{1}{2}$,

$$
\begin{equation*}
\left|S_{m}(x)-S(x)\right|=\left(1-x^{2}\right)^{m}<\frac{1}{2}, \tag{1}
\end{equation*}
$$

for every value of $x$ in $[0, k)$.
Since $\left(1-x^{n}\right)^{n \rightarrow 1}$ as $x \rightarrow 0$, we see that the inequality (1) cannot hold true in the neighbourhood of $x=0$ Hence the supposition is wrong.

Ex. Show that ' $o$ ' is a point of non-uniform convergence of the sequence $\left\{S_{n}(x)\right\}$, where $S_{n}\left(x=n x e^{-n x^{2}}\right.$.

It is easily seen that $\mathrm{S}(x)=0$ for every value of $x$.
If possible, let the sequence be uniformly convergent in a neighbourhood ( $0, k$ ) of 0 , where $k$ is any positive number.

There exists, therefore, a positive integer $m$ such that, taking $\epsilon=1$,

$$
\begin{equation*}
\left|\mathrm{S}_{n}(x)-\mathrm{S}(x)\right|=n x e^{-n x^{2}}<1 \tag{1}
\end{equation*}
$$

for every value of $(x)$ in $(0, k)$ and for $n \geqslant m$.
In particular, the inequality (1) must be true for $x=1 / \sqrt{ } n$ where $n$ is any integer $>1 / k^{2}$ as well as $m$, so that we have

$$
\begin{equation*}
n x e^{-n x^{3}}=\sqrt{ } n / \varepsilon<1 \tag{2}
\end{equation*}
$$

Since $x \rightarrow 0$ when $n \rightarrow \infty$, we see that on taking $x$ sufficiently near 0 we can take $n$ so large that $\sqrt{ } n / e>1$ and thus we have a contradiction of (2).

Ex. Show that $x=0$ is a point of non-aniform convergence of the seguence $\left[n x /\left(1+n^{2} x^{2}\right)\right]$.

Ex. Show that the series

$$
\frac{x}{x+1}+\frac{x}{(x+1)(2 x+1)}+\frac{x}{(2 x+1)(3 x+1)}+\cdots
$$

is uniformly convergent in $(k, \infty)$, where $k$ is any positive number and that $x=0$ is a point of non-uniform convergence.

Ex. Show that the series H.S.

- $\quad(1-x)^{3}+x(1-x)^{2}+x^{2}(1-x)^{2}+\ldots . . . . . . . . . .$.
is not aniformly convergent in ( 0,1 ).
E. Show that the series

$$
\Sigma_{n(n+1)}
$$

is uniformily convergent in $(0, k)$ where $k$ is any positice number whatsoever but that it does not converge uniformly in ( $0, \infty$ ].
97. Test for the uniform convergence of a series.

97 1. General principle of convergence. The necessary and suficient condition for the uniform convergence in $(a, b)$ of a series $\Sigma \cdot f_{"}(x)$ is that to every positive number $\in$ there corresponds a positive integer $m$ such that

$$
\left|f_{n+1}(x)+f_{n+2}(x)+\ldots \ldots+f_{n+p}(x)\right|<\epsilon,
$$

for every $n \geqslant m$, every positive integer $p$ and every value of $x$ in ( $a, b$ ).
The condition is necessary. Let $\epsilon$ be any positive number.
Let

$$
\begin{aligned}
& \mathrm{S}_{n}(x)=f_{1}^{\prime}(x)+f_{2}(x)+\ldots \ldots+f_{n}(x), \\
& \mathrm{S}(x)=\text { lt } \mathrm{S}_{n}(x) \text {, when } n \rightarrow \infty .
\end{aligned}
$$

Since the series is uniformly convergent, there exists a positive integer $m$ such that

$$
\begin{equation*}
\left|S_{n}(x)-S(x)\right|<\frac{1}{2} \in, \tag{1}
\end{equation*}
$$

for every $n \geq n$ and for every value of $x$ in $(a, b)$.
Also, therefore,

$$
\begin{equation*}
\left|S_{n+p} p(x)-S(x)\right|<\frac{1}{2}, \tag{2}
\end{equation*}
$$

for every $n>m$, every positive integer $p$ and every $x$ in $(a, b)$,
From (1) and (2), we see that

$$
\left|f_{n+1}(x)+f_{n} ;_{2}(x)+\ldots \ldots+f_{n+p}(x)\right|=\left|S_{n+p}(x)-S_{n}(x)\right|<\epsilon,
$$ for every $n \geqslant m$, every positive integer $p$ and every $x$ in $(a, b)$.

The condition is sufficient. We know that when this condition is satisfied the series is convergent. ( $\$ 35 \cdot 1$, P. 47). All that we have now to show is that the convergence is uniform. Let $\mathrm{S}(x)$ be the sum of the series.

Let $\in$ be any positive number. There exists a positive integer $m$ such that
i.e.

$$
\begin{align*}
& \left|\mathrm{S}_{n: p}(x)-\mathrm{S}_{n}(x)\right|<\frac{1}{2} \epsilon, \\
& \mathrm{~S}_{n}(x)-\frac{1}{2} \epsilon<\mathrm{S}_{n+p}(x)<\mathrm{S}_{n}(x)+\frac{1}{2} \epsilon, \tag{3}
\end{align*}
$$

for every $n>m$, every $p>0$ and every $x$ in $(a, b)$.
Keeping $n$ fixed, let $p \rightarrow \infty$ so that $\mathrm{S}_{n+p}(x) \rightarrow \mathrm{S}(x)$.
Therefore we have, from (3),
i.e.

$$
\begin{array}{r}
\mathrm{S}_{n}(x)-\frac{1}{2} \leqslant \leqslant \mathrm{~S}(x) \leqslant \mathrm{S}_{n}(x)+\frac{1}{2} \epsilon \\
\left|\mathrm{~S}_{n}(x)-\mathrm{S}(x)\right| \leqslant \frac{1}{2} \in<\epsilon,
\end{array}
$$

for every $n \geqslant m$ and every $x$ in $(a, b)$.
Hence the series is uniformly convergent.
97.2. Weierstrass's M-test for uniform convergence. A series $\Sigma f_{n}(x)$ will converge uniformly in $(a, b)$, if there exists a convergent series $\Sigma \mathrm{M}_{n}$ of positive constants such that

$$
\begin{equation*}
\left|f_{n}(x)\right| \leqslant M_{n} \tag{i}
\end{equation*}
$$

for every value of $n$ and every value of $x$ in $(a, b)$.
Let $\in$ be any positive number. Since $\Sigma M_{n}$ is convergent, there exists a positive integer $m$ such that

$$
\begin{equation*}
\left|M_{n+1}+M_{n+2}+\ldots \ldots \ldots+M_{n+p}\right|<\epsilon \tag{ii}
\end{equation*}
$$

for every $n>n$ and every $p>0$.
(î35 1, P. 47).

From (i) and (ii), we obtain

$$
\begin{aligned}
& \left|f_{n+1}(x)+f_{n+2}(x)+\ldots \ldots+f_{n+p}(x)\right| \\
& \quad \leqslant\left[M_{n+1}+M_{n+2}+\ldots \ldots+M_{n+p}\right]<\epsilon,
\end{aligned}
$$

for every $n>m$, every $p>0$ and every $x$ in $(a, b)$.
Hence $\Sigma f_{n}(x)$ is uniformly convergent in $(a, b)$.

## 98. Properties of uniformly convergent series.

98.1. Continuity of the sum. The sum function of a uniformly convergent series of continuous functions is itself contimuous.

Let $\Sigma f_{n}(x)$ be a series which is uniformly convergent in (a,b) and let each term $f_{n}(x)$ be continuous in $(a, b)$. It will be shown that the sum function $\mathrm{S}(x)$ of the series is also continuous in $(a, b)$.

Let $\quad \mathrm{S}_{n}(x)=f_{1}(x)+f_{2}(x)+\ldots \ldots \ldots+f_{n}(x)$.
Let $c$ be any point of $(a, b)$.
Since the series is uniformly convergent, there exists a positive integer $m$ such that

$$
\left|S_{n}(x)-S(x)\right|<\xi \in,
$$

for every $n \geqslant m$ and every $x$ in $(a, b)$.
In particular, this gives
and

$$
\begin{align*}
& \left|S_{m}(x)-S(x)\right|<\frac{1}{6} \epsilon \text {, for evẽry } x \text { in }(a, b),  \tag{i}\\
& \left|S_{m}(c)-S(c)\right|<\frac{1}{3} \epsilon . \tag{ii}
\end{align*}
$$

Now $S_{m}(x)$, being the sum of a finite number $m$ of continuous functions, is also continuous. ( $\$ 4^{\cdot}, \mathrm{P} .70$ )

There exists, therefore, a positive number $\delta$ such that

$$
\begin{equation*}
\left|S_{m}(x)-S_{m}(c)\right|<\frac{1}{3} \in, \text { when }|x-c| \leqslant \delta . \tag{iii}
\end{equation*}
$$

From (i), (ii), (iii), we deduce that when $|x-c| \leqslant \delta$,

$$
|\mathrm{S}(x)-\mathrm{S}(c)|=\left|\mathrm{S}(x)-\mathrm{S}_{m}(x)+\mathrm{S}_{m}(x)-\mathrm{S}_{m}(c)+\mathrm{S}_{m}(c)-\mathrm{S}(c)\right|
$$

$$
<\epsilon
$$

Hence $\mathrm{S}(x)$ is continuous at any point $c$ and, therefore, in $(a, b)$.
Note. This theorem shows that if the sum function of a series of continuous functions is discontinuous at any print, then that point must be a point of non-uniform convergence of the series. On the other hand, as the following example shows, the condition of uniform convergence is only sufficient but nol necessary for the continuity of the sum function.

Let $\quad f_{n}(x)=\frac{n x}{1+n^{2} x^{3}}-\frac{(n-1) x}{1+(n-1)^{2} x^{4}}$

## We have

$$
\therefore \quad S(x)=0 \text {, for every value of } x
$$

6o that $\mathrm{S}(x)$ is continuous at $x=0$ even though, as may be eabily thown, $x=0$ is a point of non-aniform convergence of the series.
98.2. Term-by-term integration. If
(i) $\Sigma f_{n}(x)$ is uniformly convergent in (a,b)
and (ii) each $f_{n}(x)$ is bounded and integrable in ( $a, b$ ),
then the sum function $S(x)$ of the series is also bounded and integrable in (a,b), and

$$
\int_{a}^{b} \Sigma f_{n}(x) d x=\Sigma \int_{a}^{b} f_{n}(x) d x .
$$

Firstly, we will show that the sum function $\mathbf{S}(x)$ is integrable in $(a, b)$. Let be any positive number.

Since the series is uniformly convergent, there exists a positive integer $m$ such that

$$
\left|S_{n}(x)-S(x)\right|<\epsilon / 4(b-a),
$$

for every $n \geq m$ and every $x$ in $(a, b)$.
In particular, we have

$$
\left|S_{m}(x)-S(x)\right|<\epsilon / 4(b-a),
$$

for every $x$ in $(a, b)$.
We write

$$
\mathrm{S}(x)-\mathrm{S}_{m}(x)=\mathrm{R}_{m}(x) \text {, i. e., } \mathrm{S}(x)=\mathrm{S}_{m}(x)+\mathrm{R}_{m}(x) \text {. }
$$

Now the function $S_{m}(x)$, being the sum of a finite number $m$ of integrable functions, is itself integrable. ( $\$ 86$ 2,P.119). There exists, therefore, a division D of $(a, b)$ such that the corresponding oscillatory sum for $\mathrm{S}_{m}(x)$ is $<\frac{1}{2} \in$.

Since for every $x$ in $(a, b),\left|\mathrm{R}_{m}(x)\right|<\epsilon / 4(b-a)$, the oscillation of $\mathrm{R}_{m}(x)$ in every sub-interval of $(a, b)$ is $<2 . \epsilon / 4(b-a)=\mathrm{e} / 2(b-a)$. Thus the oscillatory sum corresponding to any division and, in particular, the division D is

$$
<(b-a) \cdot \epsilon / 2(b-a)=\frac{1}{2} \epsilon .
$$

Now corresponding to any division, the oscillatory sum for the sum of two functions is $\leqslant$ the sum of the oscillatory sums for the two functions. (Use the result proved in Ex. 8, P. 30). Thus there exists a division D such that the corresponding oscillatory sum for $\mathrm{S}(x)$ is $<\left(\frac{1}{2} \epsilon+\frac{1}{2}\right)=\epsilon$. Hence $\mathrm{S}(x)$ is integrable in $(a, b)$ This proves the first part.

Again, let $\boldsymbol{\epsilon}$ be any positive number.
Since the series is uniformly convergent, there exists a positive integer $m$ such that

$$
\begin{gather*}
\\
\left|\mathrm{S}_{n}(x)-\mathrm{S}(x)\right|<\epsilon /(b-a),  \tag{1}\\
\text { i. e., } \\
-\epsilon /(b-a)<\mathrm{S}_{n}(x)-\mathrm{S}(x)<\epsilon /(b-a),
\end{gather*}
$$

for every $n>m$ and every $x$ in $(a, b)$
Now $\mathrm{S}_{n}(x)$, being the sum of a finite number $n$ of integrable functions, is itself integrable. Also $\mathrm{S}(x)$ is integrable. Therefore $\mathrm{S}_{n}(x,-\mathrm{S}(x)$ is integrable. From (1), we have, therefore,

$$
-\epsilon<\int_{a}^{b} \mathrm{~S}_{n}(x) d x-\int_{a}^{b} \mathrm{~S}(x) d x<\epsilon
$$

$$
\begin{equation*}
\text { i. e., } \quad\left|\int_{a}^{b} \mathrm{~S}_{n}(x) d x-\int_{a}^{b} \mathrm{~S}(x) d x\right|<e \tag{2}
\end{equation*}
$$

for every $n \geq m$.
Also, we have
$\int_{a}^{b} \mathrm{~S}_{n}(x) d x=\int_{a}^{b} \sum_{r=1}^{r=n} f_{r}(x) d x=\sum_{r=1}^{r=n} \int_{a}^{b} f_{r}(x) d x$. (cor. to §86.2, P. 120)
so that the relation (2) means that

$$
\operatorname{lt}_{n \rightarrow \infty}^{r=n} \sum_{r=1}^{b} f_{a}^{b}(x) d x=\int_{a}^{b} S(x) d x=\int_{a}^{b} \operatorname{lt}_{n \rightarrow \infty}^{r=n} \sum_{r=1}^{r=n} f_{r}(x) d x,
$$

i. e.,

$$
\Sigma \int_{a}^{b} f_{n}(x) d x=\int_{a}^{b} \Sigma f_{n}(x) d x
$$

Note. From (1), we have

$$
\begin{array}{ll} 
& \left|\int_{a}^{x} \mathrm{~S}_{n}(x) d x-\int_{a}^{x} \mathrm{~S}(x) d x\right|<[\epsilon /(b-a)](x-a)<\epsilon, \\
\text { i. e., } \quad\left|\sum_{r=1}^{r=n} \int_{a}^{x} f_{r}(x) d x-\int_{a}^{x} \mathrm{~S}(x) d x\right|<\epsilon,
\end{array}
$$

for every $n \geqslant m$ and every $x$ in $(a, b)$.
This shows that the series $\Sigma \int_{a} f_{n}(x) d x$, i. e,

$$
\int_{a}^{x} f_{1}(x) d x+\int_{a}^{x} f_{2}(x) d x+\ldots+\int_{a}^{x} f_{n}(x) d x+\ldots \ldots
$$

is also uniformly convergent in $(a, b)$. Also since each $\int_{a}^{x} f_{r}(x) d x$ is integra-
ble, (in fact continuous), we deduce that the operation ef successive integration may be carried out any number of times.

Note. The condition of uniform convergence is only sufficient but not necessary for the validity of term by term integration, as is shown by considering the series $\sum f_{n}(x)$, for which the sum $S_{n}(x)$ of the first $n$ terms is given by

We have

$$
\mathbb{S}_{n}(x)=n x /\left(1+n^{2} x^{3}\right) \quad \text { (See-note after § 98.1) }
$$

$$
\left.\int_{0}^{1} \sum f_{n}^{\prime} x\right) d x=\int_{0}^{1} S(x) d x=\int_{0}^{1} 0 d x=0
$$

and $\sum_{r=1}^{\prime=n} \int_{0}^{1} f_{r}(x) d x=\frac{1}{2 n} \log \left(1+n^{2}\right)$ which $\rightarrow 0,0.5 n \rightarrow \infty$.

Thos

$$
\int_{0}^{1} \Sigma f_{n}(x) d x=\Sigma \int_{0}^{1} f_{n}(x) d x
$$

even though 0 is a point of non-uniform convergence of the series.
98.8. Term-by-term differentiation. If
(i) the series $S(x)=\Sigma f_{n}(x)$ is convergent in $(a, b)$,
(ii) each term $f_{n}(x)$ is derivable in $(a, b)$,
and (iii) the series $\sigma(x)= \pm f_{n}{ }^{\prime}(x)$ is uniformly convergent in $(a, b)$ then

$$
\sigma(x)=S^{\prime}(x)
$$

Let $c$ be any fixed point of $(a, b)$,
Let $y$ be a variable which varies in the interval $(a-c, b-c)$ so that $c+y$ is also a variable which varies in the interval $(a, b)$.

We define, as follows, a sequence $\left\{\phi_{n}(y)\right\}$ of functions of $y$.

$$
\phi_{n}(y)=\left\{\begin{array}{l}
f_{n}(c+y)-f_{n}(c), \text { when } y \neq 0 \\
y \\
f_{n}^{\prime}(c), \text { when } y=0 .
\end{array}\right.
$$

By the Lagrange's mean value theorem, there exists a number $\eta$ lying between $c$ and $c+y$, i.e., between $a$ and $b$ such that

$$
\left[f_{n}(c+y)-f_{n}(c)\right] / y=f_{n}^{\prime}(\eta) .
$$

Thus we see that for $a n y$ value of $y$ in $(a-c, b-c)$, there exists a value of $x$ in $(a, b)$ such that

$$
\phi_{n}(y)=f_{n}^{\prime}(x) .
$$

Since the series $\Sigma f_{n}^{\prime}(x)$ is uniformly convergent in $(a, b)$, there exists a positive integer $m$ such tnat

$$
\left|f_{n+1}^{\prime}(x)+f_{n+2}^{\prime}(x)+\ldots \ldots+f^{\prime}{ }_{n+p}(x)\right|<\epsilon,
$$

for every $n>m$, every $p>0$ and every $x$ in $(a, b)$.
Therefore we have

$$
\left|\phi_{n+1}(y)+\phi_{n+2}(y)+\ldots \ldots+\phi_{n+p}(y)\right|<\epsilon,
$$

for every $n>m$, every $p>0$ and every $y$ in ( $a-c, b-c$ ), so that the series $\Sigma \phi_{n}(y)$ is uniformly convergent in $(a-c, b-c)$. From the definition of $\phi_{n}(y)$, we see that $\phi_{n}(y)$ is continuous for $y=0$. Therefore from $\S 98 \cdot 1$, we deduce that the sum function $G(y)=\Sigma \phi_{n}(y)$ is also continuous for $y=0$.

We have

$$
\begin{aligned}
\sigma(c) & =\Sigma f_{n}^{\prime}(c)=\Sigma \phi_{n}(0)=\mathrm{G}(0) \\
& =\operatorname{lt}_{y \rightarrow 0} \mathrm{G}(y)=\operatorname{lt}_{y \rightarrow 0} \mathrm{lt}_{n}(y)
\end{aligned}
$$

$$
\begin{aligned}
& =\operatorname{lt}_{y \rightarrow 0} \Sigma \frac{f_{n}(c+y)-f_{n}(c)}{y} \\
& =\operatorname{lt}_{y \rightarrow 0} \frac{\mathrm{~S}(c+y)-\mathrm{S}(c)}{y}=\mathrm{S}^{\prime}(c) .
\end{aligned}
$$

Since $c$ is any point of $(a, b)$, we have

$$
\sigma(x)=\mathrm{S}^{\prime}(x)
$$

A simple case of term by term differentiation. If we assume that each function $f_{n}^{\prime}(x)$ is continuous in $(a, b)$, then the proof becomes much simplified.

Since $\Sigma f^{\prime}{ }_{n}(x)$ is a uniformly convergent series of continuous and, therefore, integrable functions, the term by term integration is valid, so that we have

$$
\begin{aligned}
\int_{a}^{x} \sigma(x) d x & =\int_{a}^{x} f_{1}^{\prime}(x) d x+\int_{a}^{x} f_{2}^{\prime}(x) d x+\ldots+\int_{a}^{x} f_{n}^{\prime}(x) d x+\ldots \ldots \\
& =\sum_{r=1}^{\infty}\left[f_{1}(x)-f_{r}(a)\right]=\sum_{r=1}^{\infty} f_{1}(x)-\sum_{r=1}^{\infty} f_{1}(a) \\
& =\mathrm{S}(x)-\mathrm{S}(a) .
\end{aligned}
$$

Since $\sigma(x)$ is continuous, ( $\$ 98 \cdot 1$ ), we have, on differentiating with respect to $x,(\$ 89 \cdot 2$, P. 127).,

$$
\sigma(x)=\mathrm{S}^{\prime}(x) .
$$

This is the form in which the theorem is generally proved.
Note. The reader should note that for the validity of term-by-term differentiation, it is the derived series which must be uniformly convergent and that the original series need on!y be simply convergent.
99. Analytical theory of Trigonometrical Functions. The funetions $\sin x$ and $\cos x$.

99-1. Theorem. The two series
(A) $\sum_{n=0}^{\infty} \frac{(-1)^{n} x^{9 n+1}}{(2 n+1)!}$, i. e., $x-\frac{x^{3}}{3!}+\frac{x^{6}}{5!}-\ldots \ldots .$.
(B) $\sum_{n=0}^{\infty} \frac{(-1)^{n} x^{2 n}}{2 n!}$, i.e., $1-\frac{x^{4}}{2!}+\frac{x^{4}}{4!}-\ldots \ldots .$.
are uniformly convergent in every interval $(a, b)$.
Let $M$ be any positive number greater than $|a|$ as well as $|b|$ so that if $x$ denotes any number in $(a, b)$, we have

$$
\left|\frac{(-1)^{n} x^{2 n+1}}{(2 n+1)!}\right| \leqslant \frac{\mathrm{M}^{n+1}}{(2 n+1)!}
$$

and

$$
\left|\frac{(-1)^{n} x^{2 n}}{2 n!}\right| \leqslant \frac{M^{2^{n}}}{2 n!} .
$$

Consider now the two series
(C) $\mathrm{M}+\frac{\mathrm{M}^{3}}{3!}+\frac{\mathrm{M}^{\mathrm{B}}}{5!}+$
(D) $\quad 1+\frac{M^{2}}{2!}+\frac{M^{4}}{4!}+\ldots \ldots \ldots$

We know that, ( $\$ 71 \cdot 1, \mathrm{P} .94$.)

$$
\begin{gathered}
e^{M}=1+M+\frac{M^{2}}{2!}+\frac{M^{3}}{3!}+\ldots \ldots \\
e^{-M}=1-M+\frac{M^{2}}{2!}-\frac{M^{3}}{3!}+\ldots \ldots \\
\therefore \frac{1}{2}\left\{e^{M}+e^{-M}\right\}=1+\frac{M^{2}}{2!}+\frac{M^{s}}{4!}+\ldots \ldots \ldots \\
\frac{1}{2}\left\{e^{M}-e^{-M}\right\}=M+\frac{M^{3}}{3!}+\frac{M^{3}}{5!}+\ldots \ldots . .
\end{gathered}
$$

This shows that the series (C), (D) are convergent, whatever the positive constant $M$ may be

Therefore, by Wcierstrass's M test, we prove that the series (A), (B) are uniformly convergent in ( $a, b$.

Dofinitions. This theorem justifies the following two definitions:-
(A) $\sin x=x-\frac{x^{9}}{3!}+\frac{x^{5}}{5!} \ldots \ldots+\frac{(-1)^{n} x^{2 n+1}}{(2 n+1)!}+\ldots \ldots$,
(B) $\cos x=1-\frac{x^{3}}{2!}+\begin{aligned} & x^{4} \\ & 4! \\ & \cdots\end{aligned} \cdots+\begin{array}{r}(-1)^{n} x^{2 n} \\ 2 n!\end{array}+\ldots \ldots$,
99.2. The functions $\sin x, \cos x$ are defined and contimuous for every value of $x$. This follows from $\$ 98 \cdot 1$.

99 3. The functions $\sin x, \cos x$ are derivable for every value of $x$ and

$$
\frac{\mathrm{d}(\sin \mathrm{x})}{\mathrm{dx}}=\cos \mathrm{x} \text { and } \frac{\mathrm{d}(\cos \mathrm{x})}{\mathrm{dx}}=-\sin \mathrm{x}
$$

If we differentiate term by term the convergent series (A), we get the uniformly convergent series (B) and hence, ( $£ 98 \cdot 3$ ), $\sin x$ is derivable and $(\sin x)^{\prime}=\cos x$.

Again, on differentiating term by term the convergent series (B), we get the uniformly convergent series

$$
-x+\frac{x^{3}}{3!}-\frac{x^{5}}{5!}+\ldots \ldots
$$

and hence $\cos x$ is derivable and $(\cos x)^{\prime}=-\sin x$.
99'4. $\sin 0=0$ and $\cos 0=1$. The proof is obvious.
99.5. $\sin (-x)=-\sin x$ and $\cos (-x)=\cos x$. The proof is obvious.
100. The addition theorems. If $x, y$ are any numbers, then
$\sin (x+y)=\sin x \cos y+\cos x \sin y ;$
$\cos (x+y)=\cos x \cos y-\sin x \sin y$.
Giving any value to $y$ aid then $k \in$ eping it fixed, we wite $f(x)=\sin (x+y)-\sin x \cos y-\cos x \sin y ;$ $g(x)=\cos (x+y)-\cos x \cos y+\sin x \sin y$.

## We have

$$
\begin{gathered}
f^{\prime}(x)=\cos (x+y)-\cos x \cos y+\sin x \sin y=g(x), \\
\therefore \quad \frac{d\left[f^{\prime}(x)+g^{2}(x)\right]}{d x}=2 f(x)+f^{\prime}(x)+2 g(x) g^{\prime}(x) \\
=2 f(x) g(x)-2 g(x) f(x)=0,
\end{gathered}
$$

so that

$$
f^{\because}(x)+g^{2}(x) \text { is a constant. }
$$

Hence for every value of $x$,

$$
\begin{gathered}
f^{2}(x)+g^{2}(x)=f^{2}(0)+g^{2}(0)=0 \\
f(x)=0, g(x)=0 .
\end{gathered}
$$

Hence thetheorems.
Cor. 1. $\cos ^{2} x+\sin ^{2} x=1$. We have

$$
\begin{aligned}
1 & =\cos 0=\cos (x-x)=\cos x \cos (-x)-\sin x \sin (-x) \\
& =\cos x \cos x+\sin x \sin x=\cos ^{2} x+\sin ^{2} x .
\end{aligned}
$$

Cor. 2. $|\sin x \leqslant 1,| \cos x: \leqslant 1$.
This follows from the preceding corollary.
Cor. 3. Changing $y$ to $x$, we have

$$
\sin 2 x=2 \sin x \cos x, \cos 2 x=\cos ^{2} x-\sin ^{3} x .
$$

Cor. 4. Changing $y$ to $-y$, we have $\sin (x-y)=\sin x \cos y-\cos x \sin y$; $\cos (x-y)=\cos x \cos y+\sin x \sin y$.
101. The number $\pi$. Smallest positive root of the equation $\cos \mathbf{x}=\mathbf{0}$. Theorem. To prove that there exists a positive number ' $\pi$ ' such that
and $\cos (\pi / 2)=0$,

Consider the interval $(0,2)$.
We know that $\cos 0,(=1)$, is positive and we will now show that $\cos 2$ is negative. We have

$$
\begin{aligned}
\cos 2 & =1-\frac{2^{2}}{2!}+\frac{2^{4}}{4!}-\frac{2^{8}}{6!}+\ldots \ldots \\
& =1-\frac{2^{3}}{2!}\left(1-2_{3 \cdot 4}^{3}\right)-\frac{2^{2}}{6!}\left(1-\frac{2^{2}}{7 \cdot 8}\right) \ldots \ldots \ldots
\end{aligned}
$$

Since the brackets are all positive, we have

$$
\cos 2<1-\frac{2^{2}}{2}\left(1-\frac{2^{2}}{3 \cdot 4}\right)=-\frac{1}{3},
$$

so that $\cos 2$ is negative.
There exists, therefore, atleast, one number a between 0 and 2 , such that $\cos \alpha=0$. Also there cannot exist more than one such value, for, if possible let $\beta$ be another so that

$$
\cos \alpha=0, \cos \beta=0,
$$

$$
0<a, \beta<2 .
$$

By Rolle's theorem, there exists atleast one number $\lambda$ between $\alpha$ and $\beta$ such that the derivative, $-\sin x$, of $\cos x$ vanishes for $x=\lambda$, i.e.,

$$
\sin \lambda_{\lambda^{2}}=0, \lambda^{5}, \quad 0<\lambda<2 .
$$

But $\quad \sin \lambda=\frac{\lambda}{1!}\left(1-\lambda_{2}^{2} \cdot 3\right)+\frac{\lambda^{5}}{5!}\left(1-\frac{\lambda^{2}}{6 \cdot 7}\right)+\ldots .$. which is clearly positive.

Thus there exists one and only one root of the equation $\cos x=0$ lying between 0 and 2. Denoting twice this value by $\pi$, we see that $\pi / 2$ is the least positive root of the equation $\cos x=0$. Also, therefore, we have $\cos x>0$, when $0 \leqslant x<\pi / 2$.
102. Sin $x>0$, when $0<x \leqslant \frac{1}{2} \pi$.

Since the derivative $\cos x$ of $\sin x$ is positive in $\left[0, \frac{1}{2} \pi\right]$, therefore by $\S 66 \cdot 2$, P. $90, \sin x$ is strictly increasing. Also, since $\sin 0=0$, we see that $\sin x$ is positive when $0<x \leqslant \frac{1}{2} \pi$.
103.1. $\quad \operatorname{Sin}(\pi / 2)=1$.

Since

$$
\begin{gathered}
\sin ^{2}(\pi / 2)+\cos ^{2}(\pi / 2)=1, \\
\sin ^{2}(\pi / 2)=1 \text { or } \sin (\pi / 2)= \pm 1 .
\end{gathered}
$$

But, by the Lagrange's mean value theorem,

$$
\begin{gathered}
\sin (\pi / 2)=\sin (\pi / 2)-\sin 0=(\pi / 2) \cos \alpha>0, \quad 0<\alpha<\pi / 2 . \\
\sin (\pi / 2)=1 .
\end{gathered}
$$

103.2. $\operatorname{Cos} \pi=-1, \sin \pi=0$.
$\cos \pi=2 \cos ^{2}(\pi / 2)-1=-1$ and $\sin \pi=2 \sin \pi / 2 \cos \pi / 2=0$.
103.3. $\operatorname{Cos} 2 \pi=1, \sin 2 \pi=0$.

$$
\cos 2 \pi=2 \cos ^{2} \pi-1=1 \text { and } \sin 2 \pi=2 \sin \pi \cos \pi=0 .
$$

103.4. $\operatorname{Cos}(\pi / 4)=\sin (\pi / 4)=1 / \sqrt{ } 2$

We have

$$
\begin{gathered}
0=\cos (\pi / 2)=2 \cos ^{2}(\pi / 4)-1, \\
\cos (\pi / 4)=1 / \sqrt{ },
\end{gathered}
$$

rejecting the negative sign as $\cos \pi / 4$ is necessarily positive. $\$ 101$.

$$
\begin{array}{lc}
\text { Also } & 1=\sin (\pi / 2)=2 \sin (\pi / 4) \cos (\pi / 4) \\
\therefore & \sin (\pi / 4)=1 / \sqrt{ } .
\end{array}
$$

103.5. $\quad \sin \left(\frac{1}{2} \pi-x\right)=\cos x, \quad \cos \left(\frac{1}{2} \pi-x\right)=\sin x$.

$$
\begin{array}{ll}
\operatorname{Sin}\left(\frac{1}{2} \pi+x\right)=\cos x, & \cos \left(\frac{1}{2} \pi+x\right)=-\sin x . \\
\operatorname{Sin}(\pi+x)=-\sin x, & \cos (\pi+x)=-\cos x . \\
\operatorname{Sin}(\pi-x)=\sin x, & \cos (\pi-x)=-\cos x . \\
\operatorname{Sin}(2 \pi+x)=\sin x, & \cos (2 \pi+x)=\cos x . \tag{iv}
\end{array}
$$

These are easily proved with the help of the addition formulae.
Note. Because of the formulae $(\nu), \sin x, \cos x$ are said to be pariodic functions with $2 \pi$ as their period.
104.1. $\quad \operatorname{Cos} x>0$, when $0 \leqslant x<\frac{1}{2} \pi$ or $\frac{9}{2} \pi<x \leqslant 2 \pi$;

$$
\text { Cos } x<0 \text {, when } \frac{1}{2} \pi<x \leqslant \pi \text { or } n \leqslant x<\frac{8}{2} \pi \text {. }
$$

When $0 \leqslant x<\frac{1}{2} \pi$, we know from $\S 101$ that $\cos x>0$.
When $\frac{1}{8} \pi<x \leqslant \pi$, we write $x=\frac{1}{2} \pi+y$ so that $0<y \leqslant \frac{1}{2} \pi$.
$\therefore \quad \cos x=\cos \left(\frac{1}{2} \pi+y\right)=-\sin y<0$. (§102).
When $n \leqslant x<\frac{3}{2} \pi$, we write $x=\pi+y$ so that $0 \leqslant y<\frac{1}{2} \pi$.
$\therefore \quad \cos x=\cos (n+y)=-\cos y<0$. ( 1101 ).
When $\frac{8}{8} \pi<x \leqslant 2 \pi$, we write $x=\pi+y$ so that $\frac{1}{2} \pi<y \leqslant \pi$.
$\therefore \quad \cos x=\cos \left(\pi+y_{i}=-\cos y>0\right.$.
104.2. $\sin x>0$, when $0<x<\pi$; $\sin x<0$, when $\pi<x<2 \pi$.

The proof is similar to that of the preceding theorem.
Ex Discuss how $\sin x$ and $\cos x$ vary, (monotonically increase or decrease,) as $\times$ daries in the interval $(0,2 \pi)$.

Ex. Show that when $n$ is any integer,

$$
\begin{aligned}
\sin n \pi=0, \quad \cos f(2 n+1) \pi=0 ; \\
\sin 1(2 n+1) \pi=(-1) n, \quad \cos n \pi=(-1) n,
\end{aligned}
$$

105. The function $\tan \mathbf{x} . \operatorname{Tan} x$ is defined by the relation

$$
\tan x=\frac{\sin x}{\cos x} .
$$

Clearly $\tan x$ is defined, continuous and derivable for all values of $x$ except those for which the denominator $\cos x$ vanishes which is the case for $x=\frac{1}{\frac{1}{2}}(2 n+1) \pi, n$ being any integer, positive, negative or zero.

From the formula (iii) of $\$ 103 \cdot 5$, we have $\tan (\pi+x)=\tan x$, so that we see that $\tan x$ is a periodic function whose period is $\pi$.

Also we may easily show that when $x \neq \frac{1}{2}(2 n+1) \pi$,

$$
\frac{d(\tan x)}{d x}=\frac{d(\sin x / \cos x)}{d x}=\frac{1}{\cos ^{2} x} .
$$

105•. To show that

$$
l_{x \rightarrow\left(\frac{1}{2} \pi-0\right)}^{l t} \tan x=\infty, \quad \int_{x \rightarrow\left(\frac{1}{2} \pi+0\right)}^{l t} \tan x=-\infty .
$$

Let G be any positive number, however large.
Since $\sin x \rightarrow \sin \frac{1}{2} \pi=1$ as $\left.x \rightarrow\right\}$ there exists a positive number $\delta_{1}$ such that, (taking $\in=\frac{1}{2}$ ),

$$
\begin{equation*}
\frac{1}{8}<\sin x \text {, when } \frac{1}{2} \pi-\delta_{1} \leqslant x \leqslant \frac{1}{2} \pi+\delta_{1} \text {. } \tag{1}
\end{equation*}
$$

Since $\cos x \rightarrow 0$ as $x \rightarrow \frac{1}{2} \pi$, there exists a positive number $\delta_{2}$ such that, $\quad-1 / 2 \mathrm{G}<\cos x<1 / 2 \mathrm{G}$, when $\frac{1}{2} \pi-\delta_{2} \leqslant x \leqslant \frac{1}{2} \pi+\delta_{2}$.

As $\cos \mathrm{x}$ is positive in $\left(0, \frac{1}{2} \pi\right]$ and negative in $\left[\frac{1}{2} \pi, \pi\right)$, we have

$$
\begin{array}{lll} 
& 0<\cos x<1 / 2 \mathrm{G}, & \text { when } \frac{1}{2} \pi-\delta_{3} \leqslant x<\frac{1}{2} \pi . \\
\text { and } & -1 / 2 \mathrm{G}<\cos x<0, & \text { when } \frac{1}{2} \pi<x \leqslant \frac{1}{2} \pi+\delta_{2} . \tag{3}
\end{array}
$$

From (1) and (2), we have, if $\delta=\min \left(\delta_{1}, \delta_{2}\right)$,

$$
\tan x=\frac{\sin x}{\cos \frac{x}{x}}>\mathrm{G} . \quad \text { when } \frac{1}{2} \pi-\delta \leqslant x<\frac{1}{2} \pi
$$

and from (1) and (3), we have

$$
\tan x=\frac{\sin x}{\cos x}<-G, \text { when } \frac{1}{2} \pi<x \leqslant \frac{1}{2} \pi+\delta .
$$

Hence the results.
108. The inverse trigonometrical funetions, $\sin ^{-1} y, \cos ^{-1} y, \tan ^{-1} y$.
106.1. $\operatorname{Sin}^{-1} y$. Since, as may easily be seen, $y=\sin x$ strictly increases from -1 to 1 as $x$ increases from $-\frac{1}{8} \pi$ to $\frac{1}{2} \pi$, we have $x$ as an inverse function of $y$, ( 851 P .78 ), known as inverse sine of $y$. In symbols, we write

$$
x=\sin ^{-1} y .
$$

Thus $\sin ^{-1} y$ is the number $x$ lying between $-\frac{1}{2} \pi$ and $\frac{1}{8} \pi$ whose sine is $y$.

Clearly $\sin ^{-1} y$ is defined in the interval $(-1,1)$ only.
To prove that $\sin ^{-1} y$ is derivable in the open range $[-1,1]$ and that its derivative with respect to $y$ is $1 / \sqrt{ }\left(1-y^{2}\right)$.

Let $x=\sin ^{-1} y$ so that $y=\sin x$.
We have $d y / d x=\cos x$, which is 0 only when $x=-\frac{1}{2} \pi$ or $\frac{1}{3} \pi i$. e., when $y=-1$ or 1 .
$\therefore$ when $y \neq 1$ or -1 , we have

$$
d x=\frac{1}{d y}=\frac{1}{\cos x}=\frac{1}{\sqrt{ }\left(1-\sin ^{2} x\right)}=\frac{1}{\sqrt{ }\left(1-y^{2}\right)},
$$

as $\cos x$ is necessarily positive in $\left[-\frac{1}{2} \pi, \frac{1}{2} \pi\right]$,
100.2. $\operatorname{Cos}^{-1} \mathbf{y}$. Since $y=\cos x$ strictly decreases from 1 to -1 as $x$ increases from 0 to $\pi$, we have $x$ as an inverse function of $y$ and write

$$
x=\cos ^{-1} y .
$$

Thus $\cos ^{-1} y$ is the number $x$, lying between 0 and $\pi$, whose cosine is $x$ and is defined in the interval ( $-1,1$ ) only.

It is easy to show that $\cos ^{-1} y$ is derivable in the open interval $[-1,1]$ and that its derivative is $-1 / \sqrt{ }\left(1-y^{2}\right)$.
106.3. Tan $^{-1} y$. Since, as may easily be seen, $y=\tan x$ strictly increases from $-\infty$ to $\infty$ as $x$ increases from $-\frac{1}{2} \pi$ to $\frac{1}{2} \pi$, we have $x$ as an inverse function of $y$ and write

$$
x=\tan ^{-1} y .
$$

Thus $\tan ^{-1} y$ is the number $x$ lying between $-\frac{1}{2} \pi$ and $\frac{1}{2} \pi$ whose tangent is $y$ and is defined for the entire aggregate of real numbers.

It may easily be shown that $\tan ^{-1} y$ is derivable for every value of $y$ and that its derivative is $1 /\left(1+y^{2}\right)$.

## Examples

1. (i) Show that $1 \mathrm{sin}(1 / x)$, when $x \rightarrow 0$, does not exist.
(ii) If $f(x)=x \sin (1 / x)$, when $x \neq 0$ and $f(0)=0$, show that $f(x)$ is continuous but not derivable for $x=0$.
(iii) If $f(x)=x^{2} \sin (1 / x)$, when $x \neq 0$ and $f(0)=0$ show that $f^{\prime}(x)$ exists for every value of $x$ but is not continuous for $x=0$.
2. If

$$
f(x)=\left\{\begin{array}{cc}
x^{2} \sin (1 / x), & \text { when } x \neq 0 \\
0 & , \text { when } x=0
\end{array}\right.
$$

and

$$
g(x)=x
$$

show that $\operatorname{lt}\left[f^{\prime}(x) / g^{\prime}(x)\right]$, as $x \rightarrow 0$, does not exist, but lt $[f(x) / g(x)]$ exists and is equal to $f^{\prime}(0) / g^{\prime}(0)$.
3. If $f(x)=|x|, g(x)=2|x|$. show that $f^{\prime}(0)$ and $g^{\prime}(0)$ do not exist but $\operatorname{lt}[f(x) / g(x)]$ exists and is equal to $1 \mathrm{l}\left[f^{\prime}(x) / g^{\prime}(x)\right]$, when $x \rightarrow 0$.
4. If

$$
f(x)=e^{-1 / x^{2}} \sin (1 / x), \text { for } x \neq 0, ; f(0)=0
$$

show that (i) this function has at every point a differential co-efficient and this is continuous at $x=0$, (ii), the differential co-efficient vanishes at $x=0$, and at an infinite number of points in the neighbourhood of $x=0$.

When $x \neq 0, f^{\prime}(x)=\frac{e^{-1 / x^{2}}}{x^{3}}\left(2 \sin \frac{1}{x}-x \cos \frac{1}{x}\right)$, and when $x=0, f^{\prime}(0)=\operatorname{lt}_{x \rightarrow 0} \frac{e^{-1 / x^{2}} \sin (1 / x)-0}{x}$

$$
\begin{aligned}
& \text { Since } e^{1 / x^{2}}>1 / x^{2} \text {, we see that } \\
& \left|\frac{e^{-1 / x^{3}} \sin }{x} \frac{(1 / x)}{|x|}\right|<\frac{x^{3} \cdot 1}{|x|}=|x|
\end{aligned}
$$

$\therefore \quad f^{\prime}(0)=0$.
Also, when $x \neq 0$,

$$
\begin{aligned}
\left|f^{\prime}(x)-f^{\prime}(0)\right| & =\left|\frac{e^{-1 / x^{2}}}{x^{3}}\left(2 \sin \frac{1}{x}-x \cos \frac{1}{x}\right)\right| \\
& \leqslant \frac{e^{-1 / x^{2}}}{|x|^{8}}(2+|x|) .
\end{aligned}
$$

Since $e^{1 / x^{2}}>1 / 2 x^{4}$, we see that

$$
\left|f^{\prime}(x)-f^{\prime}(0)\right| \leqslant 2|x|(2+|x|)
$$

so that $\left[f^{\prime}(x)-f^{\prime}(0)\right] \rightarrow 0$, as $x \rightarrow 0$, i.e., $f^{\prime}(x)$ is continuous for $x=0$.
We have now to show that $f^{\prime}(x)$ vanishes at a point in every neighbourhood of $x=0$.

Let $\delta$ be any positive number however small.
There surely exists a positive integer $n$ such that

$$
0<\frac{2}{(2 n+1) \pi}<\frac{1}{n \pi}<\delta .
$$

It is casy to see that,
for $x=1 / n \pi, f^{\prime}(x)$ is -ve or + ve according as $n$ is even or odd,
for $x=2 /(2 n+1) \pi, f^{\prime}(x)$ is +ve or -ve according as $n$ is even or odd.

Therefore $f^{\prime}(x)$, which is continuous, must vanish atleast once between $2 /(2 n+1) \pi$ and $1 / n \pi$.

We may similarly dispose of left-handed neighbourhood of $x=0$.
6. If

$$
\begin{aligned}
& f(x)=\sqrt{x(1+x} \sin 1 / x), \text { for } x>0 ; \\
& f(x)=-\sqrt{-x}(1+x \sin 1 / x), \text { for } x<0 ; \\
& f(0)=0,
\end{aligned}
$$

show that $f^{\prime}(x)$ exists every where and is finite except at $x=0$, in the neighbourhood of which it oscillates between indefinitely great positive and negative values.
7. Show that the function

$$
\begin{aligned}
& f(x)=x\left[1+\frac{1}{2} \sin \left(\log x^{2}\right)\right], \text { when } x \neq 0, \\
& f(0)=0,
\end{aligned}
$$

is every where continuous but has no differential co-efficient at $\alpha=0$.
8. Show that the function

$$
f(x)=4+7 x+x^{2}(8+x \sin 1 / x)
$$

where $x \sin (1 / x)$ is zero for $x=0$ has a first derivative but no second derivative at the origin.
9. Find the points of discontinuity of

$$
\left.f(x)=\operatorname{lt}_{m \rightarrow \infty}(\cos \pi x)^{2 m} ; \phi^{\prime}(x)=\operatorname{lt}_{n \rightarrow x} \operatorname{lt}_{m \rightarrow \infty}(\cos \pi n!x)^{2 m}\right]
$$

$[f(x)=1$ when $x$ is an integer and otherwise $f(x)=0$. Since, when $x$ is rational $n!x$ is an integer for sufficiently large values of $n$ therefore $\phi(x)=1$ when $x$ is rational and 0 when $x$ is irrational].
10. Find the points of discontinuity of

$$
\text { (i) } f(x)=\operatorname{lt}_{t \rightarrow \infty} \frac{(1+\sin \pi x)^{t}-1}{(1+\sin \pi x)^{t}+1} \text { (ii) } f(x)=\operatorname{lt}_{n \rightarrow \infty} \operatorname{lt}_{t \rightarrow 0} \frac{\sin ^{2}(n!\pi x)}{\sin ^{2}(n!\pi x)+t^{2}}
$$

11. If
$\quad f(x)=\sin x \sin (1 / \sin x)$, when $0<x<\pi<x<2 \pi$,
and $\quad f(x)=x 0$ when $x=0, \pi, 2 \pi ;$
show that $f(x)$ is continuous but not derivable for $x=0, \pi, 2 \pi$.
12. If $a_{0}, a_{1}, a_{2} \ldots \ldots a_{n}$ are real and

$$
\left|a_{0}\right|+\left|a_{1}\right|+\left|a_{2}\right|+\ldots \ldots+\left|a_{n-1}\right|<a_{n},
$$

show that

$$
u(x)=a_{0}+a_{1} \cos x+a_{2} \cos 2 x+\ldots \ldots+a_{n} \cos n x
$$

has atleast $2 n$ zeros in the interval $0<x<2 \pi$. Show also that $u^{\prime}(x)$ has atleast $2 n$ zeros in the interval $a \leqslant x<2 \pi+u$ for every real $a$.
[ $u(0), u(\pi / n), u(2 \pi / n) \ldots \ldots, u(2 n \pi / n)$ have positive and negative signs alternately)
13. By use of the inequality $\sin x<x$, or ortherwise, prove that, if $0<c<1$, then

$$
2 \int_{0}^{1} \sqrt{ }\left(1-c^{2} \sin ^{2} x\right) d x>\sqrt{ }\left(1-c^{2}\right)+1
$$

14. If

$$
f(x)=\operatorname{lt}_{n \rightarrow \infty} \frac{\log (2+x)-x^{2 n} \sin x}{1+x^{2 n}},
$$

explain, why the function does not vanish anywhere in the interval ( $0, \frac{1}{1} \pi$ ), although $f(0)$ and $f\left(\frac{1}{2}\right)$ differ in sign.
15. Determine the differential co-efficient, if any, of

$$
\begin{aligned}
& f(x)=(x-a) \frac{\mathrm{A} e^{1 /(x-a)}+\mathrm{B} e^{-1 /(x-a)}}{e^{1 /(x-a)}+e^{-1 /(x-a)}} \sin \frac{\pi}{2(x-a)}, \text { when } x \neq a, \\
& f(a)=0,
\end{aligned}
$$

when $x=a$.
16. A function $f(x)$ is defined as follows :-
$f(x)=\left(x-w_{1}\right)\left(x-w_{3}\right)^{2}\left(x-w_{3}\right)^{2} \sin \frac{1}{(x-w)} \sin \frac{1}{\left(x-w_{2}\right)} \sin \frac{1}{\left(x-w_{8}\right)}$,
for all values of $x$ except $w_{1}, w_{1}, w_{3}$ in a domain $(a, b)$, and $f(x)=0$ when $x=w_{1}$ or $w_{3}, w_{3}$. Show that
(i) $d f / d x$ does not exist at the point $x=w_{1}$,
(ii) $d f / d x$ exists but has a discontinuity of the second kind at $x=w_{3}$.
(iii) $d f / d x$ exists and is continuous at $x=w_{8}$,
17. If $a$ is a fixed positive namber, prove that

$$
\operatorname{lt}_{h \rightarrow 0} \int_{-a}^{a} \frac{h d x}{h^{2}+x^{2}}=\pi
$$

18. Assuming that $|n| \neq|m|$, prove that

$$
\operatorname{lt}_{y \rightarrow \infty} \frac{1}{y} \int_{0}^{y} \sin n x \sin m x d x=0
$$

19. If $f(x)$ is continuous in $(0,1)$, show that

$$
\operatorname{lt}_{n \rightarrow \infty} \int_{0}^{n} \frac{n f(x)}{1+n^{2} x^{2}} d x=\frac{\pi}{2} f(0)
$$

We write

$$
\int_{0}^{1} \frac{n f x)}{1+n^{2} x^{2}} d x=\int_{0}^{1 / \sqrt{ } n} \frac{n f(x)}{1+n^{2} x^{2}} d x+\int_{1 / \sqrt{ } n}^{1} \frac{n f(x) d x}{1+n^{2} x^{2}} .
$$

By the first mean value theorem, we have

$$
\begin{aligned}
\int_{0}^{1 / \sqrt{n}} \frac{n f(x)}{1+n^{2} x^{2}} d x & =f\left(\alpha_{n}\right) \int_{0}^{1 / \sqrt{n}} \frac{n d x}{1+n^{2} \cdot x^{2}}, \text { where } 0 \leqslant \alpha_{n} \leqslant 1 / \sqrt{ } n, \\
& =f\left(\alpha_{n}\right) \cdot \tan ^{-1} \sqrt{ } n, \text { which } \rightarrow f(0) \cdot \frac{1}{2} \pi \text { as } n \rightarrow \infty .
\end{aligned}
$$

Again

$$
\begin{aligned}
& \left|\begin{array}{rl}
\left|\int_{1 / \sqrt{ } n}^{1} \frac{n f(x)}{1+n^{2} x^{2}} d x\right| & =\mid f\left(\beta_{n}\right) \int_{1 / \sqrt{ } n}^{1} 1+n^{2} x^{2}
\end{array}\right| \text {, where } 1 / \sqrt{ } n \leqslant \beta_{n} \leqslant 1 \\
& \\
& \\
& =\left|f\left(\beta_{n}\right)\left(\tan -1 n-\tan ^{-1} \sqrt{ } n\right)\right| \\
& \\
& \\
& \text { M, being the upper bound of }\left|\tan ^{-1} n-\tan ^{-1} /(x)\right| . \text { which } \rightarrow 0 \text {, as } n \rightarrow \infty
\end{aligned}
$$

20. If $f(x)$ is continuous in the interval $(-1,1)$, prove that

$$
\operatorname{lt}_{h \rightarrow 0} \int_{-1}^{1} \frac{h f(x)}{1+h^{2} x^{2}} d x=\pi f(0)
$$

[Split np the range $(-1,1)$ into three ranges $(-1,-\sqrt{ } h),(-\sqrt{ } h, \sqrt{ } h)$, ( $\sqrt{ } h, 1$ )].
21. In the second mean value theorem of Integral Calculus, show that $\phi(x)$ must be necessarily monotonic by proving that the theorem does not hold if $\phi(x)=\cos x, f(x)=x^{2}$.
22. If $(x)$ is bounded and integrable in the range $(a, b)$, show that

$$
\operatorname{lt}_{n \rightarrow \infty} \int_{a}^{b} f(x) \cos n x d x=0
$$

$$
b
$$

We write $\mathrm{I}_{n}=\int_{a} f(x) \cos n x d r$.

Let $\epsilon$ be any positive number. Since $f(x)$ is bounded and integrable in ( $a, b$ ), there exists a division

$$
\mathrm{D}\left(a=x_{0}<x_{1}<x_{2}<\ldots \ldots<x_{r-1}<x_{r}<\ldots \ldots<x_{n}=b\right)
$$

such that the corresponding oscillatory sum

$$
\left.\Sigma\left(x_{r}-x_{r-1}\right) \mathrm{O}_{r}<\right\} \in,
$$

$\mathrm{O}_{r}$ being the oscillation of $f(x)$ in $\left(x_{r-1}, x_{r}\right)$.
We have

$$
\mathrm{I}_{n}=\Sigma \int_{x_{r-1}}^{x_{r}} f(x) \cos n x d x
$$

$$
=\Sigma f\left(x_{r-1}\right) \int_{x_{r-1}}^{x_{r}} \cos n x d x+\Sigma \int_{x_{r}}^{x_{r}}\left[f(x)-f\left(x_{r-1}\right)\right] \cos n x d x
$$

$$
\therefore \quad\left|\mathrm{I}_{n}\right| \leqslant \Sigma\left|f\left(x_{r}\right)\right|\left|\int_{x_{r-1}}^{x_{r}} \cos n x d x\right|+
$$

$$
\sum_{x_{r-1}}^{x_{r}}\left|\left\{f(x)-f\left(x_{r-1}\right)\right\} \cos n x\right| d x
$$

As $x$ varies in $\left(x_{r-1}, x_{r}\right)$, we have

$$
\left|f(x)-f\left(x_{r-1}\right)\right| \leqslant 0
$$

and $\quad \therefore \quad\left|\left[f(x)-f\left(x_{r-1}\right)\right] \cos n x\right| \leqslant 0_{r}$.

$$
\text { Also }\left|\int_{x_{r-1}}^{x_{r}} \cos n x d x\right| \leqslant \frac{1}{n}\left\{\left|\sin n x_{r}\right|+\mid \sin n x_{r-1}\right\}=\frac{2}{n} .
$$

$$
\therefore \quad\left|\mathrm{I}_{n}\right| \leqslant \frac{2}{n} \Sigma\left|f\left(x_{r-1}\right)\right|+\Sigma\left(x_{r}-x_{r-1}\right) \mathrm{O}_{r}
$$

$$
\leqslant \frac{2}{n} \Sigma\left|f\left(x_{r-1}\right)\right|+\frac{\epsilon}{2}
$$

Keeping the division D fixed, we see that $\Sigma\left|f\left(x_{r-1}\right)\right|$ is fixed. We now choose a positive integer $m$ such that

$$
\frac{2}{n} \Sigma\left|f\left(x_{r-1}\right)\right|<-\frac{\epsilon}{2}, \text { where } n \geqslant m
$$

Thus for $n \geq m,\left|\mathrm{I}_{n}\right|<\epsilon$.
Hence the result.
It may similarly be shown that

$$
\operatorname{lt}_{n \rightarrow \infty} \int_{a}^{0} f(x) \sin n x d x=0
$$

23. If $f(x)$ is bounded and integrable in ( $a, b$ ), show that

$$
\operatorname{lt}_{n \rightarrow \infty} \int_{a}^{b} f(x) \frac{\sin n x}{x} d x=0, \text { when } 0<a<b
$$

24. Show that, for $0<a<b$,
(i) $\left|\int_{a}^{b} \frac{\sin x}{x} d x\right| \leqslant \frac{2}{a},(i i)\left|\int_{a}^{b} \sin x^{2} d x\right| \leqslant \frac{1}{a}$.
25. Show that it $I_{n}$, where

$$
\mathrm{I}_{n}=\int_{0} \frac{\sin 4 x}{x} d x
$$

exists when $n \rightarrow \infty$ through positive integral values and that the limit is equal to $\pi / 2$.

The integrand becomes continuous for every value of $x$, if we assign to it the value $n$ for $x=0$. The result will be proved in three steps.
I. Firstly, it will be proved that $\left\{\mathrm{I}_{\boldsymbol{n}}\right\}$ is convergent. Putting $n x=t$, we have

$$
\begin{aligned}
& \text { nh } \\
& \mathrm{I}_{n}=\int_{0}^{\sin t} \frac{-}{t} d t . \\
& \therefore \quad\left|\mathrm{I}_{n+p}-\mathrm{I}_{n}\right|=\left|\int_{n h}^{(n+p) h} \frac{\sin t}{t} d t\right|
\end{aligned}
$$

As $1 / t$ is positive and monotonically decreasing in $[n h,(n+p) h]$, we have, by the Bonnett's form of the second mean value theorem,

$$
\left|\mathrm{I}_{n+p-}-\mathrm{I}_{n}\right|=\frac{1}{n h}\left|\int_{n h}^{\alpha} \sin t d t\right| \leqslant \frac{2}{n h}<\epsilon, \text { if } n>2 / \epsilon h
$$

Hence, by Cauchy's principle of convergence, $\left\{I_{n}\right\}$ converges. ( $630 \cdot 1$, P. 39)
II. It will now be proved that, when $n \rightarrow \infty$,

$$
\text { lt } \mathrm{I}_{n}=1 \mathrm{l} \int_{0}^{\frac{1}{2} \pi} \frac{\sin n x}{\sin x} d x
$$

We write

$$
\int_{0}^{\frac{1}{2} \pi} \frac{\sin n x}{x} d x=\int_{0}^{h} \frac{\sin n x}{x} d x+\int_{h}^{\frac{1}{2} \pi} \frac{\sin n x}{x} d x
$$

As proved in Ex. 22 above, $\int_{h}^{\frac{1}{b} \pi} \frac{\sin n x}{x} d x \rightarrow 0$ as $n \rightarrow \infty$.

$$
\therefore \quad \text { lt } \mathrm{I}_{n}=\mathrm{lt} \int_{0}^{\frac{1}{2} \pi} \frac{\sin n x}{x} d x .
$$

Again, taking $f(x)=(1 / x-1 / \sin x)$ in Ex. 22 above, we have

$$
\text { lt } \int_{0}^{\frac{1}{2} \pi}\left(\frac{1}{x}-\frac{1}{\sin x}\right) \sin n x d x=0
$$

for $f(x)$ is continuous in $\left(0, \frac{1}{2} \pi\right)$, if we set $f(0)=0$.

$$
\begin{array}{ll}
\therefore & \operatorname{lt} \int_{0}^{\frac{1}{2} \pi} \frac{\sin n x}{x} \cdot d x=\operatorname{lt} \int_{0}^{\frac{1}{2} \pi} \frac{\sin n x}{\sin x} d x \\
\therefore \quad & \operatorname{lt} \mathrm{I}_{n}=\operatorname{lt} \int_{0}^{\frac{1}{2} \pi} \frac{\sin n x}{x} d x=\operatorname{lt} \int_{0}^{\frac{1}{2} \pi} \frac{\sin n x}{\sin } \frac{1}{x} d x .
\end{array}
$$

To determine the actual value of the limit we proceed by making $n \rightarrow \infty$ through odd integral values.
III. We have, as may be easily shown, -

$$
\begin{array}{ll} 
& \frac{\sin (2 n+1) x}{\sin x}=2\left[\frac{1}{2}+\cos 2 x+\cos 4 x+\ldots+\cos 2 n x\right] \\
\therefore \quad & \quad \int_{0}^{\frac{1}{2} \pi} \frac{\sin (2 n+1) x}{\sin x} d x=\frac{\pi}{2} .
\end{array}
$$

Hence the result.
26. Show that

$$
\sum_{n=-\infty}^{\infty} e^{-(x-n)^{2}}
$$

converges uniformly in any fixed interval ( $a, b$ ).
27. Show that the series

$$
S(x)=\sum_{n=1}^{\infty} \frac{1}{n^{5}+n^{4} x^{4}}
$$

is uniformly convergent for all values of $x$; and that $\mathrm{S}^{\prime}(x)$ is given by term-by-term difterentiation.
28. Show that

$$
S(x)=\sum_{n=0}^{\infty} \frac{1}{1+n^{2}+n^{4} x^{2}}
$$

converges uniformly for all values of $x$, examine whether $\mathbf{S}^{\prime}(0)$ can be found term by term differentiation.
29. Show that the series $\sum_{n^{-x}}$ is uniformly convergent in $(1+\delta, \infty$ ] where $\delta$ is any positive number. Show also that term-by term differentiation is valid in the same interval.
30. Show that the following series converge uniformly in the intervals ndicated.

$$
\begin{aligned}
& x-x^{8}+x^{3}-x^{4}+x^{5}-x^{6}+\ldots \ldots \ldots(-1 \leq x \leq i) \\
& e^{x}+e^{2 x}+e^{2 x}+d^{x}+\ldots . . . . . . . . . .(-2 \leqslant \lambda \leqslant-b) .
\end{aligned}
$$

## CHAPTER VIII

IMPROPER INTEGRALS
107. The theory of Riemann integration, as developed in Chapter VI, expressly requires that the range of integration is finite and that the integrand is bounded in that range. It is possible, however, to so extend the theory that the symbol

$$
\int_{a}^{b} f(x) d x
$$

may sometimes have a meaning (i.c., denote a number) even when $f(x)$ is not bounded or when either $a$ or $b$ or both are infinite. In case $f(x)$ is unbounded or the limits $a$ or $b$ are infinite, the symbol

$$
\int_{a}^{b} f(x) d x
$$

is called an improper (or generalised or infinite) integral. Thus

$$
\int_{0}^{1} \frac{d x}{x^{3}}, \int_{1}^{2} \frac{d x}{(1-x)(2-x)}, \int_{-\infty}^{\infty} \frac{d x}{1+x^{2}},
$$

are examples of improper integrals.
For the sake of distinction an integral which is not improper will be called a proper integral.

We know (Ex. after, § 503, P. 76) that if a function $f(x)$ is not bounded in a finite interval $(a, b)$, then there exists atleast one point ' $c$ ' of the interval such that in every neighbourhood of $c$, however small it may be, $f(x)$ is not bounded. Such a point ' $c$ ' is a point of infinite discontinuity of the function $f(x)$. It will always be assumed that the function $f(x)$ is such that its points of infinite discontinuity, which lie in any interval, finite or infinite, are finite in number; the consideration of functions having an infinite number of points of infinite discontinuity being beyond the scope of the book.

In a finite interval which encloses no point of infinite discontinuity, the function is always bounded and we assume, once for all in order to avoid tedious repetition, that it is also integrable in such an interval.
108. Definitions.
1081. Convergence at the left-end. Let ' $a$ ' be the orlly point of infinite discontinuity of a function $f(x)$ in a finite interval $(a, b)$ so that, according to the assumption made in the last paragraph, the integral
$\int_{a+\epsilon}^{b} f(x) d x, \quad$ where $0<\epsilon<(b-a)$,

If, when $\boldsymbol{\epsilon} \rightarrow(0+0), \phi(\boldsymbol{\epsilon})$ tends to a finite limit, say I, we say that the improper integral

$$
\begin{equation*}
\int_{a}^{b} f(x) d x \tag{1}
\end{equation*}
$$

exists, or converges at $a$, and use the symbol (1) to denote the number I. Thus

$$
\int_{a}^{b} f(x) d x=\operatorname{lt}_{\epsilon \cdot 0}^{b} \int_{a+\epsilon} f(x) d x
$$

provided that the limit on the right exists. In case the limit does $b$
not exist we say that $\int_{a} f(x) d x$ does not exist or that it does not converge.

Ex. 1. Show that if $\int_{a}^{b} f(x) d x$ converges at $a$, then $\int_{a}^{c} f(x) d x,(a<c<b)$ also converges at a.

Ex. 2. The improper integral $\int_{a}^{b} f(x) d x$ converges at $a$ and $k$ is any constant ; show that $\int_{a}^{b} k f(x) d x$ also converges at $a$ and conversely.
108.2. Convergence at the right-end. Let $b$ be the only point of infinite discontinuity of $f(x)$ in a finite interval $(a, b)$. If then the proper integral

$$
\begin{equation*}
\int_{a}^{b-\epsilon} f(x) d x, \text { where } 0<\epsilon<(b-a) \tag{1}
\end{equation*}
$$

which is a function of $\epsilon$, tends to a finite limit, as $\epsilon \rightarrow(0+0)$, we say that the improper integral

$$
\int_{a}^{b} f(x) d x
$$

exists or converges at $b$ and use the symbol (2) to denote the limit of (1).

Ex. Examine the existence of the improper integrals
(i) $\int_{0}^{1} d x$,
(ii) $\int_{0}^{1} \frac{d x}{\sqrt{\left(1-x^{2}\right)}}$.
(i) The left-end point ' 0 ' is the only point of infinite discontinuity of the integrand $1 / x^{2}$ in $(0,1)$. We have, when $0<\in \leqslant 1$,

$$
\phi(\epsilon)=\int_{\epsilon}^{1} \frac{d x}{x^{2}}=\left|-\frac{1}{x}\right|_{\epsilon}^{1}=\frac{1}{\epsilon}-1 \text {, which } \rightarrow+\infty \text { as } \epsilon \rightarrow(0+0) \text {. }
$$

Thus we see that $\phi(\epsilon)$ does not tend to a finite limit. Hence the improper integral, in question, does not exist.
(ii) The right-end point ' 1 ', is the only point of infinite discontinuity of $1 / \sim\left(1--x^{2}\right)$ in $(0,1)$. We have

$$
\phi(\epsilon)=\int_{0}^{1-\epsilon} \frac{d x}{\sqrt{ }\left(1-x^{2}\right)}=\sin ^{-1}(1-\epsilon) \text {, which } \cdot \sin ^{-1} 1=\frac{1}{2} \pi \text {, as } \epsilon \rightarrow 0 \text {. }
$$

Thus the improper integral exists and is equal to $\frac{1}{2} \pi$.
Note. The reader will note that the integrand $1 / \lambda^{2}$ is not defined for $x=0$ and $1 / \sqrt{ }\left(1-x^{2}\right)$ is not defined for $x=1$. We may assign to the integrand at such points any value we please without affecting the existence and the value of the corresponding improper integral.

108 3. Let the end points $a$ and $b$ be the only two points of infinite discontinuity of $f(x)$.

We take any point $c$ within $(a, b)$.
If the improper integrals

$$
\int_{a}^{c} f(x) d x \text { and } \int_{c}^{b} f(x) d x
$$

converge at the left-end $a$ and at the right-end $b$ respectively, $b$
we say that the improper integral $\int_{a} f(x) d x$ exists and write

$$
\int_{a}^{b} f(x) d x=\int_{a}^{c} f(x) d x+\int_{c}^{b} f(x) d x
$$

It is easy to show that the existence and the value of the improper Integral, in question, is independent of the position of $c$. If $d$ be any point of (a, b), we bave

$$
\int_{a+\epsilon}^{d} f(x) d x=\int_{a+\epsilon}^{c} f(x) d x+\int_{c}^{d} f(x) d x
$$

If $\in \rightarrow 0$, we see that $\int_{a+\in}^{d} f(x) d x$ tends to a finite limit i. e., $\int_{a}^{d} f(x) d x$
exists if, and only if, $\int_{a+\in}^{c} f(x) d x$ tends to a finite limit i. e., $\int_{a}^{c} f(x) d x$ exists. Also, in case they exist finitely,

$$
\int_{a}^{d} f(x) d x=\int_{a}^{c} f^{\prime}(x) d x+\int_{c}^{d} f(x) d x
$$

It may similarly be shown that $\int_{d}^{b} f(x) d x$ exists if, and only if, $\int_{c}^{b} f(x) d x$ exist and in case they exist,

$$
\int_{d}^{b} f(x) d x=\int_{d}^{c} f(x) d x+\int_{c}^{b} f(x) d x
$$

Adding, we get

$$
\int_{a}^{d} f(x) d x+\int_{d}^{b} f(x) d x=\int_{a}^{c} f(x) d x+\int_{c}^{b} f(x) d x=\int_{a}^{b} f(x) d x
$$

Ex. Examine the existence of the improper integrals

$$
\text { (i) } \int_{0}^{1} \frac{d x}{\sqrt{x-x^{2}}} \quad \text { (ii) } \int_{0}^{2} \frac{d x}{x(2-x)}, \quad \text { (iii) } \int_{0}^{\pi} \frac{d x}{\sin x} \text {. }
$$

108.4. Let $c_{1}, c_{2}, c_{3}, \ldots \ldots c_{n}$ be any finite number of points of infinite discontinuity of $f(x)$ lying in $(a, b)$, where

$$
a \leqslant c_{1}<c_{2} \ldots \ldots<c_{n-1}<c_{n} \leqslant
$$

If the improper integrals

$$
\int_{a}^{c_{1}} f(x) d x, \int_{c_{1}}^{c_{2}} f(x) d x, \ldots \ldots . ., \int_{c_{n-1}}^{c_{n}} f(x) d x, \int_{c_{n}}^{b} f(x) d x
$$

all exist in accordance with the definitions given above and $\int_{a}^{c_{1}} f(x) d x=0$ if $c_{1}=a$ and $\int_{c_{n}}^{b} f(x) d x=0$ if $b=c_{n}$, then we say that $\int_{a}^{b} f(x) d x$ exists and write

$$
\int_{a}^{b} f(x) d x=\int_{a}^{c_{1}} f(x) d x+\int_{c_{1}}^{c_{2}} f(x) d x+\ldots \ldots+\int_{c_{n}}^{b} f(x) d x
$$

1085 . Infinite Range of Integration. Convergence at $\infty$. Let $f(x)$ be bounded and integrable in ( $a, \mathrm{X}$ ) where X is any number $\geqslant a$ so that the proper integral

$$
\int_{a}^{\mathrm{X}} f(x) d x
$$

exists and is a function of X , say, $\phi(\mathrm{X})$.
If $\phi(\mathrm{X})$ tends to a finite limit, I , as $\mathrm{X} \rightarrow \infty$, we say that the improper integral

$$
\begin{equation*}
\int_{a}^{\infty} f(x) d x \tag{1}
\end{equation*}
$$

exists or that it converges at $\infty$ and regard the symbol (1) as denoting the number I. Thus

$$
\int_{a}^{\infty} f(x) d x=\mathrm{X} \rightarrow \infty \int_{a}^{\mathrm{X}} f(x) d x
$$

provided the limit exists.
Ex. Examine the convergence of

$$
\text { (i) } \int_{0}^{\infty} \frac{d x}{1+x^{2}}, \quad \text { (ii) } \int_{1}^{\infty} \frac{d x}{x^{2}} \text {. }
$$

108.6. Convergence at $-\infty$. If $f(x)$ be bounded and integrable in $(X, b)$ where $X \leqslant b$, and

$$
\begin{equation*}
\int_{\mathbf{X}}^{b} f(x) d x \tag{1}
\end{equation*}
$$

tends to a finite limit as $\mathrm{X} \rightarrow-\infty$, we say that

$$
\begin{equation*}
\int_{-\infty} f(x) d x \tag{2}
\end{equation*}
$$

exists and regard the symbol (2) as denoting the limit of (1).
108.7. Let the range of integration be $(-\infty, \infty)$.

If $c$ be any number and

$$
\int_{-\infty}^{c} f(x) d x, \int_{c}^{\infty} f(x) d x
$$

both exist in accordance with the definitions already given, then we say that $\int_{-\infty}^{\infty} f(x) d x$ exists and write

$$
\int_{-\infty}^{\infty} f(x) d x=\int_{-\infty}^{c} f(x) d x+\int_{c}^{\infty} f(x) d x
$$

It is easy to show that the existence and the value of

$$
\int_{-\infty}^{\infty} f(x) d x
$$

15 independent of the choice of $c$.
1078. If an infinite range of integration includes a finite number of points of infinite discontinuity, then we arbitrarily consider an interval $(a, b)$ which embraces all the points of infinite discontinuity of $f(x)$ and examine the existence of the three improper integrals

$$
\int_{-\infty}^{a} f(x) d x, \quad \int_{a}^{b} f(x) d x, \int_{b}^{\infty} f(x) d x
$$

in accordance with the definitions given above, and in case they all exist we say that

$$
\int_{-\infty}^{\infty} f(x) d x
$$

exists and write

$$
\int_{-\infty}^{\infty} f(x) d x=\int_{-\infty}^{a} f(x) d x+\int_{a}^{b} f(x) d x+\int_{b}^{\infty} f(x) d x .
$$

Note. It may be seen thatin order to examine the existence of any given improper integral, we have to examine the convergence of a system of improper integrals of the four types which have been considered in the subsections $108.1,108 \cdot 2,108.5$. 108.6. Also we see that the case $\$ 108^{\circ} 2$ Is analogous to that of $\S 108 \cdot 1$ and the case of $\S 108.6$ is analogous to that of §1085.
109. From the foregoing it will be seen that it is enough to consider tests for the convergence of

$$
\begin{aligned}
& \text { (i) } \int_{a}^{b} f(x) d x \text { at } a \text {, where } f(x) \text { is bounded and integrable in } \\
& (a+\epsilon, b), 0<\epsilon \leqslant(b-a) \text {. }
\end{aligned}
$$

(ii) $\int f(x) d x$ at $\propto$, where $f(x)$ is bounded and integrable in $(a, X), \quad X \geqslant a$.


Note. In the examples given above the improper integrals are such that the integrands admit of primitives in terms of elementary functions. In auch cases the examination of the existence is generally easy but more advanced methods are necessary when the integrand does not possess a primitive in terms of elementary functions.
110. Test for convergence at ' $a$.' Positive integrand. Let $a$ be the only point of infinite discontinuity of $f(x)$ in $(a, b)$. The case where the integrand $f(x)$ is positive in a certain neighbourhood (a,c) of ' $a$ ' is particularly simple and important and covers a large class of improper integrals

Since

$$
\int_{a+\epsilon}^{b} f(x) d x=\int_{a+\epsilon}^{c} f(x) d x+\int_{c}^{b} f(x) d x
$$

it follows that either

$$
\int_{a}^{c} f(x) d x \text { and } \int_{a}^{b} f(x) d x
$$

are both convergent at ' $a$ ' or both non-convergent. It is, therefore, no loss of generality to suppose that $f(x)$ is positive in $(a, b)$.

The question of the existence of the integral is, in such a case, decided by comparison with another suitably chosen integral whose existence or otherwise is already known.
110.1 The necessary and sufficient condition for the convergence of the improper integral.

$$
\int_{a}^{b} f(x) d x
$$

at ' $a$,' where, $f(x)$ is positive in $(a, b)$, is that there exists a positive number ' M ', independent of $\epsilon$, such that

$$
\int_{a+c}^{b} f(x) d x<M, \text { where } 0<e<(b-a) \text {. }
$$

The proof follows from the fact that, since $f(x)$ is positive in $[a, b)$, the integral

$$
\int_{+\in}^{b} f(x) d x
$$

monotonically increases as $\epsilon$ decreases and will, therefore, tend to a finite limit if, and only if, it is bounded above.

Noto. In case $\phi(\epsilon)=\int_{a+\epsilon}^{b} f(x) d x$ is not bounded above, then $\phi(\mathbb{C}) \rightarrow+\infty$ as $e \rightarrow(0+0)$ end we say that the improper integral $\int_{a}^{b} f(x) d x$ diverges to $\infty$.
110.2. Comparison of two integrals. Let $f(x)$ and $\phi(x)$ be two functions such that in $[a, b)$, they are both positive and $f(x) \leqslant \phi(x)$; then
(i) $\int_{a} f(x) d x$ converges if $\int_{a} \phi(x) d x$ converges,
and
(ii) $\int_{a} \phi(x) d x$ does not converge if $\int_{a} f(x) d x$ does not.

It is assumed that $f(x)$ and $\psi(x)$ are both bounded and integrable in $(a+\epsilon, b), 0<\epsilon \leqslant(b-a)$, and ' $a$ ' is the only point of infinite discontinuity.

We have

$$
\begin{equation*}
\int_{a+\in}^{b} f(x) d x \leqslant \int_{a+\epsilon}^{b} \phi(x) d x . \quad(\operatorname{cor} .5, \S 88, \text { P. 124) } \tag{1}
\end{equation*}
$$

b
Let $\int_{a} \phi(x) d x$ converge so that there exists a number $M$ such that

$$
\int_{a+\epsilon}^{b} \phi(x) d x<M \text { for } 0<\epsilon \leqslant(b-a)
$$

From (1) and (2),

$$
\int_{a}^{b} f(x) d x<M \text { for } 0 \lll(b-a)
$$

therefore $\int_{a}^{b} f(x) d x$ converges at ' $a$ '
For the second part we see that if $\int_{a}^{b} f(x) d x$ does not converge b
at a, then $\int f(x) d x$ is not bounded above and consequently, from $b$ b
(1), $\int_{a+\epsilon} \phi(x) d x$ is also not bounded above so that $\int_{a} \phi(x) d x$ does not converge.
110.8. If $f(x) \mid \phi(x) \rightarrow l$ when $x \rightarrow a$, and $l$ is neither 0 nor infinite, then the two integrals

$$
\int_{a}^{b} f(x) d x \text { and } \int_{a}^{b} \phi(x) d x
$$

either both converge or both do not converge.
Since $f(x) / \phi(x)$ is positive, $l$ cannot be negative.
Let $\delta$ be any positive number less than $l$.
There exists a number $c,(a<c<b)$, such that

$$
l-\delta<f(x) / \phi(x)<l+\delta \text { for } a<x \leqslant c,
$$

i.e., in $[a, c)$, we have

| and | $\begin{align*} & (l-8) \phi(x)<f(x)  \tag{i}\\ & f(x)<l+\delta) \phi^{\prime}(x) \tag{ii} \end{align*}$ |
| :---: | :---: |
|  |  |
| Let | $\int f(x) d x$ converge ; |
|  | $a$ |
|  | $c$ |
| $\therefore$ | $\int f(x) d x$ converges : |
|  | , |
|  | 0 |
| $\therefore$ from (i), (l- $\delta$ ) | $\int \phi(x) d x$ converges ; |
|  | a |
| $\therefore$ | $\int^{c} \phi(x) d x$ converges ; |
|  | $\begin{aligned} & a \\ & b \end{aligned}$ |
| hence | $\int \phi(x) d x$ converges. |
|  |  |

From (i), it may similarly be shown that if $\int_{a} \phi(x) d x$ does not converge, then $\int_{a}^{b} f(x) d x$, also, does not. Also, from $(i i)$, we may prove that if $\int_{a}^{b} \phi(x) d x$ converges, then $\int_{a}^{b} f(x) d x$ converges, and if, $\int_{a}^{b} f(x) d x$ does not converge then $\int_{a}^{b} f^{b}(x) d x$ also does not.

Ex. Prove that if $f(x) / \phi(x) \rightarrow 0$, then $\int_{a}^{b} f(x) d x$ converges if $\int_{a}^{b} \phi(x) d x$ converges and that if $f(x) / \phi(x) \rightarrow \infty$, then $\int_{a}^{b} \phi(x) d x$ converges it $\int_{a}^{b} f(x) d x$ converges. $V^{110 \cdot 4 .}$. An important comparison integral, $\int_{a}^{b} d x x^{\mu}$.

The improper integral

$$
\int_{a}^{b} \frac{d x}{(x-a)} \mu \text { converges if, and only if, } \mu<1
$$

We have, if $\mu \neq 1$,

$$
\left.\begin{array}{rl}
\int_{a+e}^{b} \frac{d x}{(x-a)^{\mu}} & =\left|\frac{1}{(1-\mu)(x-a)^{\mu-1}}\right|_{a+\in}^{b} \\
& =\frac{1}{(1-\mu)}\left\{\frac{1}{(b-a)} \mu-1\right.
\end{array} \frac{1}{\mu-1}\right\}, ~ l
$$

which tends to $1 /(1-\mu)(b-a)^{\mu-1}$ or $+\infty$ according as $\mu<1$ or $>1$. Again, if $\mu=1$,

$$
\int_{-1}^{b} \frac{d x}{x-a}=\log (b-a)-\log \epsilon, \text { which } \rightarrow+\infty \text { as } \in \rightarrow(0+0)
$$

Hence the theorem.

Note. The integral $\int_{a}^{b} \frac{d x}{(x-a)^{\mu}}$ is proper if $\mu \leqslant 0$. The notion of the convergence of improper integrals has enabled us to give a moaning to the symbol $\int_{a}^{b} \frac{d x}{(x-a)^{\mu}}$ even for those values of $\mu$ which are positive bat $<1$. For $\mu \geqslant 1$, the symb ol does not represent any number.
111. With the help of $\S 110$, we now deduce two important practical tests for the convergence at ' $a$ ' of

$$
\begin{equation*}
\int_{a}^{b} f(x) d x \tag{1}
\end{equation*}
$$

I. Let $f(x)$ be positive in $(a, b)$. Then the integral (1) converges at ' $a$ ' if there exists a positive number $\mu$ less than 1 and a fixed positive number $M$ such that $f(x) \leqslant M /(x-a)^{\mu}$ in the interval $a<x \leqslant b$.

Also, the integral (1) does not converge if there exists a number $\mu \geq 1$ and a fixed positive number $M$ such that $f(x) \geq M /(x-a)^{\mu}$ in the interval $a<x \leqslant b$.
II. If It $\left[f(x)(x-a)^{\mu}\right]$ exists and is equal to ' $l$ ' and ' $l$ ' is neither $x \rightarrow a$
0 nor infinite, then the integral (1) converges if, and only if, $\mu<1$.

## Examples

1. Examine the convergence of
(i) $\int_{0}^{1} \frac{d x}{x^{\frac{1}{3}}\left(1+x^{2}\right)}$,
(ii) $\int_{0}^{1} \frac{d x}{x^{3}(1+x)}$,
(iii)
$\int_{0}^{1} \frac{d x}{x^{\frac{1}{2}}(1-x)^{\frac{1}{3}}}$

The integrands are all positive.
(i) Here, ' 0 ' is the only point of infinite discontinuity of the integrand. Let

$$
f(x)=1 / x^{\frac{1}{3}}\left(1+x^{2}\right)
$$

Now,
Therefore $\int_{0}^{1} f(x) d x$ converges.
(ii) Here ' 0 ' is the only point of infinite discontinuity of the integrand.

Let
Now

$$
\begin{aligned}
& f(x)=1 / x^{2}(1+x) . \\
& x^{2} f(x) \rightarrow 1 \text { as } x \rightarrow 0, \text { so that } \mu=2>1 .
\end{aligned}
$$

Therefore $\int_{0}^{1} f(x) d x$ does not converge.
(iii) Here, ' 0 ' and ' 1 ' are the two points of infinite discontinuity of the integrand.

Let

$$
f(x)=1 / x^{\frac{1}{2}}(1-x)^{\frac{1}{3}}
$$

We take any number between 0 and 1 , say, $\frac{1}{2}$, and examine the convergence of the improper integrals,

$$
\int_{0}^{\frac{1}{2}} f(x) d x \text { and } \int_{\frac{1}{2}}^{1} f(x) d x
$$

at ' 0 ' and ' 1 ' respectively. We have
$(x-0)^{\frac{1}{2}} \cdot f(x) \cdot 1$ as $x \cdot 0$ so that $\mu=\frac{1}{2}<1 . \therefore \int_{0}^{\frac{1}{2}} f(x) d x$ exists.
$(1-x)^{\frac{1}{y}} \cdot f(x) \rightarrow 1$ as $x \rightarrow 1$ so that $\mu=\frac{1}{8}<1 . \therefore \int_{\frac{1}{3}}^{1} f(x) d x$ exists.

Hence $\int_{0}^{1} f(x) d x$ converges.
2. Show that $\int_{0}^{1} x^{m-1}(1-x)^{n-1} d x$ exists if, and only if, $m, x$ are both positive.

The integral is proper if $m>1$ and $n>1$.
The number ' 0 ' is a point of infinite discontinuity if $m<1$ and the number ' 1 ' is a point of infinite discontinuity if $n<1$.

Let $\quad m<1$ and $n<1$.
We take any number, say $\frac{1}{2}$, between 0 and 1 and examine the convergence of the improper integrals

$$
\int_{0}^{\frac{1}{3}} x^{m-1}(1-x)^{n-1} d x \text { and } \int_{\frac{1}{3}}^{1} x^{m-1}(1-x)^{n-1} d x
$$

at ' 0 ' and ' 1 ' respectively.
Let $\begin{aligned} & f(x)=x^{m-1}(1-x)^{n-1} . \\ & \text { We have } \quad\left[(x-0)^{1-m} \cdot f(x)\right] \rightarrow 1 \text {, as } x \rightarrow 0 \text {. Here } \mu=1-m . \\ & \text { Therefore } \int_{0}^{3} f(x) d x \text { converges if, and only if, } \mu=(1-m)<1,\end{aligned}$,
i. e., if, and only if, $m>0$,

Also $(1-x)^{1-n} f(x) \rightarrow 1$ as $x \rightarrow 1$. Here $\mu=1-n$ so that 1
$\int f(x) d x$ converges if, and only if, $\mu=(1-n)<1$ i. e., if, and only if, $n>0$.

Thus $\int_{0}^{1} x^{m-1}(1-x)^{n-1} d x$ exists for positive values of $m, n$
only. It is a function of $m, n$ and is called Beta function denoted by $B(m, n)$.
8. Shout that

$$
\begin{equation*}
\int_{0}^{\frac{1}{2} \pi} \frac{x^{m} d x}{(\sin x)^{n}} \tag{i}
\end{equation*}
$$

exists if, and only if, $n<(m+1)$.
Writing,

$$
f(x)=\frac{x^{m}}{(\sin x)^{n}}=\left(\frac{x}{\sin x}\right)^{n} \cdot x^{m-n}
$$

we see that if $x \rightarrow 0$ then, $f(x) \rightarrow 0$ if $(m-n)>0$ and $\rightarrow \infty$ if $(m-r)<0$.
Thus ( $i$ ) is a proper integral if $(m-n) \geqslant 0$; and improper if $(m-n)<0$, ' 0 ' being the only point of infinite discontinuity of the integrand in this case. Let $(m-n)<0$.

Now, $\left[x^{m} /(\sin x)^{n}\right] .(x-0)^{n-n} \rightarrow 1$, as $x \rightarrow 0$, and therefore the integral converges if, and only if, $(n-m)<1 i . c$., if, and only if, $n<(m+1)$, which also includes the case $n \leqslant m$ when the integral is proper.
4. Examine the convergence of

$$
\int_{0}^{1} x^{n-1}(\log x) d x
$$

The integrand is negative in the interval $(0,1)$ and we, therefore, consider $\int_{0}^{1}-x^{n-1} \log x d x$.

The integral is proper if $(n-1)>0$, in as much as the integrand, then, $\rightarrow 0$ as $x \rightarrow 0$. (Cor. to $\S 79 \cdot 2, \mathrm{p} .103$ )

Let $(n-1) \leqslant 0$ so that we have now to examine the convergence at ' 0 '. Let $\mu$ be a positive number such that

$$
(\mu+n-1) \text { is }>0 .
$$

We have

$$
\operatorname{lt}_{x \rightarrow 0}\left[-x^{\mu+n-1} \log x\right]=0
$$

so that for values of $x$, sufficiently near 0 ,

$$
-x^{\mu+n-1} \log x<\epsilon
$$

where $\epsilon$ is a given positive number.
or

$$
-x^{n-1} \log x<\epsilon \mid x^{\mu}
$$

Now, the integral of $\epsilon / x^{\mu}$ converges at ' 0 ' if, and only if, $\mu<1$.
It is possible to choose a number $\mu<1$ such that $(\mu+n-1)>0$ if, and only if, $n>0$.

Thus the integral converges if $n>0$.
When $n=0$, the integrand becomes $x^{-1} \log x$. We have

$$
\int^{1} x^{-1} \log x d x=-{\left.\frac{(\log }{2}\right)^{2}}^{\text {which }} \rightarrow-\infty \text { as } \epsilon \rightarrow 0 .
$$

When $n<0$, we have

$$
x^{n-1}>x^{-1} \text { for } x \text { in }(0,1)
$$

so that in this case also the integral does not converge. Thus the integral converges if, and only if, $n>0$.
4. Test the convergence of the following infinite integrals :-
(i) $\int_{0}^{\pi / 2} \frac{\cos x}{x^{n}} \ldots$
(ii) $\int_{0}^{\pi / 2} \frac{\sin x}{x^{n}} d x$
(iii) $\int_{0}^{1} \frac{x^{a-1}}{1+x} d x$.
(iv) $\int_{0}^{1} \frac{x^{a-1}}{1-x} d x$. (v) $\int_{0}^{2} \frac{\log x}{\sqrt{2-x}} d x_{0}$
(vi) $\int_{0}^{\pi / 4} \frac{d x}{\sqrt{\tan x}}$.
(oii) $\int_{0}^{\pi / 2} \sin ^{m-1} x \cos ^{n-2} x d x$.
(viii) $\int_{0}^{1} x^{a-1} e^{-x} d x$.
(lx) $\int_{0}^{3} \frac{d x}{\left.\left[{ }^{\prime} x-1\right)^{2}(x-2)^{3}\right]^{\frac{2}{3}}}$
(x) $\int_{0}^{1} \frac{x^{p} \log x d x}{(1+x)^{\frac{3}{?}}}$
(xi) $\int_{0}^{\pi} \frac{\sqrt{ } x}{\sin x} d x$.
(xii) $\int_{0}^{\pi} \frac{d x}{\cos a-\cos x}$
5. Show that

$$
\int_{0}^{\frac{1}{2} \pi} \sin x \log \sin x d x
$$

is convergent and its walue is ( $\log 2-1$ ),

Integrating by parts,

## $1^{\pi}$

$\int_{\epsilon}^{2} \sin x \log \sin x d x=\left|-\cos x \log \sin x+\log \tan \frac{1}{2} x+\cos x\right|_{\epsilon}^{\frac{1}{2} \pi}$
$=-(1-\cos \epsilon) \log \sin \frac{1}{2} \epsilon+\cos \epsilon \log 2 \cos \frac{1}{2} \epsilon-\cos \epsilon+\log \cos \frac{1}{2} \epsilon$.
Now, when $\epsilon \rightarrow 0$,

$$
\text { lt } \begin{aligned}
(1-\cos \epsilon) \log \sin \frac{1}{2} \epsilon & =\text { lt } 2 l^{2} \log t ; \text { when } t \rightarrow 0,\left(t=\sin \frac{1}{\mathbf{b}} \epsilon\right) \\
& =0
\end{aligned}
$$

$$
\int_{0}^{\frac{1}{2} \pi} \sin x \log \sin x d x=\log 2-1
$$

6. Show that $\int_{0}^{\frac{1}{1} \pi} \operatorname{lng} \sin x d x$ converges.
7. $\mathbf{f}(\mathbf{x})$, not necessarily positive. We now obtain a general teat for convergence at ' $a$ ' of the infinite integral

$$
\int_{a}^{b} f(x) d x .
$$

The necessary and sufficient condition for the convergence of the improper integral (1) at ' $a$ ' is that corresponding to every positive number $\eta$ there exists a positive number $\delta$ such that

$$
\int_{a+\epsilon_{2}}^{a+\epsilon_{2}} f(x) d x<\eta,
$$

where $\boldsymbol{\epsilon}_{1}, \mathbf{\epsilon}_{\mathbf{2}}$ are any two positive numbers less than or equal to $\delta$.
We write

$$
\psi(\epsilon)=\int_{a+\epsilon}^{b} f(x) d x .
$$

From § 44, p. 65, we know that the necessary and sufficient condition for $l t \phi(\boldsymbol{\epsilon})$ to exist finitely is that corresponding to every positive number $\eta$, there exists a number $\delta>0$ such that when $0<\epsilon_{1}, \epsilon_{2}<\delta$, then

$$
\left|\phi\left(\epsilon_{1}\right)-\phi\left(\epsilon_{2}\right)\right|<\eta
$$

i.e. $\left|\int_{a+\epsilon_{1}}^{b} f(x) d x-\int_{a+\epsilon_{2}}^{b} f(x) d x\right|<\eta$ or $\left|\int_{a+\epsilon_{1}}^{a+\epsilon_{2}} f(x) d x\right|<\eta$.
112.1. From above we deduce an important suficient test for convergence vix ।

If $\int_{a}^{b}|f(x)| d x$ exists, then $\int_{a}^{b} f(x) d x$ also exists.
(It is assumed that the proper integral $\int_{a+\boldsymbol{\epsilon}}^{b} f(x) d x$ exists).
This theorem follows from the general condition of convergence above and the inequality

$$
\left|\int_{a+\epsilon_{1}}^{a+\epsilon_{2}} f(x) d x\right| \leqslant\left|\int_{a+\epsilon_{1}}^{a+\epsilon_{2}}\right| f(x)|d x| \begin{aligned}
& \text { (Cor. } 6 \text { to } \S 88, ~ \\
& \text { p. 125) }
\end{aligned}
$$

Def. Absolute convergence. The improper integral $\int_{a} f(x) d x$ is $b$
said to be absolutely convergent if $\int_{a}|f(x)| d x$ is convergent.
From the result proved above it follows that every absolutely convergent integral is also convergent

Ex. 1. Test the convergence of $\int_{0}^{1} \frac{\sin (1 / x)}{\sqrt{ } x} d x$.
Let $f(x)=\sin (1 / x) / \sqrt{ } x$. Here there is no neighbourhood of the point ' 0 ' in which $f(x)$ constantly keeps the same sign.

In $[0,1)$, we have

$$
\left|\frac{\sin 1 / x}{\sqrt{ } x}\right|=\frac{|\sin 1 / x|}{\sqrt{ } x} \leqslant \frac{1}{\sqrt{x}} .
$$

$$
1
$$

Also $\int_{0}^{1} \frac{1}{\sqrt{ } x} d x$ is convergent.
$\therefore \int_{0}^{1}\left|\frac{\sin 1 / x}{\sqrt{x}}\right| d x$ is convergent so that $\int_{0}^{1} \frac{\sin 1 / x}{\sqrt{x}} d x$ is absolutely convergent.
118. Convergence at $\infty$. Convergence of

$$
\int_{a}^{\infty} f(x) d x
$$

where $f(x)$ is lounded and integrable in $(a, X)$ for every $X \geqslant a$.

Positive Integrand. Let $f(x)$ be positive in (a, X). The necessary and sufficient condition for $\int_{\boldsymbol{a}} f(x) d x$ to be convergent is that there exists a positive number $M$, independent of $X$, such that

$$
\int_{a}^{X} f(x) d x<M \text { for every } X \geqslant a .
$$

The proof follows immediately from the fact that, since $f(x)$ is positive, the integral $\int_{a}^{X} f(x) d x$ monotonically increases as $X$ increases and will, therefore, tend to a finite limit or to $\infty$ according as it is bounded above or not.

From this we immediately deduce that if $f(x)$ and $\phi(x)$ are both positive and $f(x) \geqslant p(x)$ in $(a, X)$, then

$$
\int_{a}^{\infty} \phi(x) d x \text { converges if } \int_{a}^{\infty} f(x) d x \text { converges. }
$$

Also, it may be shown that if $f(x)$ and $\phi(x)$ are positive and, when $x \rightarrow \infty$, then lt $(f / \phi)$ exists and is equal to $l$ and ' $l$ ' is neither 0 nor $\infty$, then

$$
\int_{a}^{\infty} f(x) d x \text { and } \int_{a}^{\infty} \phi(x) d x \text { either both converge or both do not converge. }
$$

Ex. What conclusion can be drawn if $l$ is zero or infinite.
113.1. An important comparison integral. To prove that

$$
\begin{equation*}
\int_{a}^{\infty} \frac{d x}{x^{\mu}}, \quad(a>0) \tag{1}
\end{equation*}
$$

converges if and only if $\mu>1$.
We have, if $\mu \neq 1$,

$$
\int_{a}^{e} \frac{d x}{x^{\mu}}=\frac{1}{1-\mu}\left|\frac{1}{x^{\mu-1}}\right|_{a}^{X}=\frac{1}{1-\mu}\left[\frac{1}{X^{\mu-1}}-\frac{1}{a^{\mu-1}}\right]
$$

which $\rightarrow 1 /(\mu-1) a^{\mu-1}$ or $\infty$ according as $\mu>1$ or $\mu<1$.
For $\mu=1$, we have
X

$$
\int \frac{d x}{x}=\log \frac{\mathrm{X}}{a}, \text { which } \rightarrow \infty \text { as } \mathrm{X} \rightarrow \infty \text {. }
$$

Hence the result.

Adopting (1) as the comparison integral and employing the test of $\S 113$, we may now easily obtain the following practical tests for convergence at $\infty$.
113.2. If $f(x)$ is positive in ( $a, X$ ), then the integral converges if there exists a positive number $\mu$ greater than 1 and a fixed positive number $M$ such that

$$
f(x) \leqslant M / x^{\mu} \text { for evcry } x \geq a
$$

Again, the integral does not converge if there exists a positive number $\mu \leqslant 1$ and a fixed positive number $M$ such that

$$
f(x)>M / x^{\mu} \text { for every } x \geqslant a \text {. }
$$

113.3. If, wh'n $x \rightarrow \infty, \operatorname{lt}\left[f(x) x^{\mu}\right]$ exists finitely, the limit being neither 0 nor infinite, then the integral converges if, and only $i f, \mu>1$.

## Examples

1. Examine the convergence of
(i) $\int_{0}^{\infty} x d x$.
(ii) $\int_{1}^{\infty} \frac{d x}{(1+x) \sqrt{ } x}$.
(iii) $\int_{1}^{\infty} \frac{d x}{x^{\frac{1}{3}}}(1+x)^{\frac{1}{2}}$
(iv) $\int_{0}^{\infty} \frac{\sin ^{2} x}{x^{2}} d x$.
(i) Let $\quad f(x)=x /(1+x)^{3}$.

We have $\underset{x \rightarrow \infty}{\text { lt }} x^{3} f(x)=1$ so that $\mu=2>1$.
$\therefore \quad \int_{0}^{\infty} \frac{x d x}{(1+x)^{3}}$ is convergent.
(ii) Let

$$
\operatorname{lt}_{x \rightarrow \infty} x^{\frac{\frac{8}{2}}{\infty}} f(x)=1 \text {, so that } \mu=\frac{8}{3}>1
$$

$\therefore \quad \int_{1}^{\infty} f(x) d x$ is convergent.
(iii) Let

$$
f(x)=1 / x^{\frac{1}{3}}(1+x)^{\frac{1}{2}}
$$

Now $x^{\frac{b}{\square}} \cdot f(x) \rightarrow 1$ as $x \rightarrow \infty$. Here $\mu=\frac{\mathrm{r}}{8}<1$.
$\therefore \quad \int_{1}^{\infty} f(x) d x$ is divergent.
(iv) Let

$$
f(x)=\sin ^{2} x / x^{2}
$$

Here $x^{4} f(x)=\sin ^{2} x$, which does not tend to a limit but is bounded.
But $\frac{\sin ^{2} x}{x^{2}} \leqslant \frac{1}{x^{2}}$ and $\int_{1}^{\infty} \frac{1}{x^{2}} d x$ converges.
$\therefore \quad \int_{1}^{\infty} \frac{\sin ^{2} x}{x^{2}} d x$ converges. Also $\int_{0}^{\infty} \frac{\sin ^{2} x}{x^{2}} d x$ is a proper integral
for $\mathbf{l t}\left(\sin ^{2} x / x^{2}\right)=1$ when $x \rightarrow 0$, so that ' 0 ' not a point of infinite discontinuity. Therefore $\int_{0}^{\infty} f(x) d x$ is convergent.


Let $f(x)=x^{a-1} e^{-x}$.
Here, ' 0 ' is a point of infinite discontinuity of $f(x)$ if $a<1$. Thus we have to examine the convergence at $\infty$ as well as at ' 0 '.

We consider any positive number $>0$, say 1 , and examine the convergence of

$$
\int_{0}^{1} f(x) d x \text { and } \int_{1}^{\infty} f(x) d x
$$

at 0 and $\infty$ respectively
(i) Let $a<1$.

$$
\operatorname{lt}_{x \rightarrow 0} x^{1-a} f(x)=1 \text { so that } \int_{0}^{1} f(x) d x \text { converges if, and only if, }
$$ $(1-a)<1$, i.e., if $0<a$.

(ii) We know that $e^{\varepsilon}>x^{a+1}$ whatever value $a$ may have $\therefore x^{a-1} e^{-x}<1 / x^{2}$.

But $\int_{1}^{\infty} \frac{1}{x^{2}} d x$ converges. Therefore $\int_{1}^{\infty} x^{a-1} e^{-\alpha} d x$ also converges for every value of $a$.

Thus $\int_{0}^{\infty} x^{a-1} e^{-x} d x$ converges if, and only if, $a>0$.

The integral $\int_{0}^{\infty} x^{n-1} e^{-x} d x$, which is a function of $a$, is called a Gamma Function and is denoted by
3. Discuss the convergence of the following :-
(i) $\int_{0}^{\infty} \frac{x^{m}\left(1+x^{n}\right)}{1+x^{p}} d x$.
(ii) $\int_{0}^{\infty}-\frac{x^{2 m}}{1+x^{2} n} d x$.
$(m>0, n>0)$
(iii) $\int_{0}^{\infty} \frac{x^{m-1}-x^{n-1}}{1-x} d x$.
(iv) $\int_{1}^{\infty} x^{m-1},-n x d x$.
(v) $\int_{2}^{\infty} x^{m}(\log x)^{n} d x$.
(vi) $\int_{0}^{\infty} \frac{x a}{(1+x)^{b}\left[1+(\log x)^{2}\right]} d x$.
4. Show that the improper integral

$$
\int_{0}^{\infty} \log (1+2 \operatorname{sech} x) d x
$$

converges.
$[\log (1+2 \operatorname{sech} x)<2 \operatorname{sech} x, \quad$ for $\log (1+x)<x$, if $x>0$

$$
\left.=\frac{2 \cdot 2}{e^{x}+e^{-x}}<\frac{4}{e^{x}}=4 e^{-x}\right] .
$$

5. Show that

$$
\int_{0}^{\infty} \frac{\cosh b t}{\cosh a t} d t, \quad a>0, b>0,
$$

converges if, and only if, $b<a$.
[II $b<a$, we have

$$
\frac{\cosh b t}{\cosh a t}=\frac{e^{b t}+e^{-b t}}{e^{a t}+e^{-a t}}<\frac{e^{b t}+e^{b t}}{e^{a t}}=2 e^{-(a-b) t}
$$

and if $b>a$, we have

$$
\left.\frac{\cosh b t}{\cosh a t}=\frac{e^{b t}+e^{-b t}}{e^{a t}+e^{-a t}}>\frac{e^{b t}}{e^{a t}+e^{a t}}=b e^{(b-a) t}\right]
$$

6. Show that

$$
\int^{\infty} \frac{\sinh b x}{\sinh ^{-} a x} d x, \quad a>0, b>0
$$

converges if, and only if $a>b$.
[If $a>b$, we write

$$
\frac{\sinh b x}{\sinh } \frac{a x}{}=\frac{e^{b x}-e^{-b x}}{e^{a x}-e^{-a x}}<\frac{e^{b x}}{e^{a x}-1}
$$

and if $a<b$, we write

$$
\left.\frac{\sinh }{\sinh } \frac{b x}{a x}=\frac{e^{b x}-e^{-b x}}{e^{a x}-e^{-a x}}>\frac{e^{b x}-1}{e^{a x}}\right] .
$$

7. Show that

$$
\int_{0}^{\infty}\left(\frac{1}{x}-\frac{1}{\sinh x}\right) \frac{d x}{x}
$$

is convergent.
The point ' 0 ' is inot a point of infinite discontinuity of the integrand in as much as the integrand $\rightarrow \frac{1}{8}$ as $x \rightarrow 0$. We have, therefore, to examine the convergence at $\infty$ only. We have

$$
\begin{aligned}
\left(\frac{1}{x}-\frac{1}{\sinh x}\right) \frac{1}{x} & =\frac{e^{x}-e^{-x}-2 x}{x^{2}\left(e^{x}-e^{-x}\right)}<\frac{e^{x}}{x^{2}\left(e^{x}-e^{-x}\right)}, \text { for } x>0 \\
& =\frac{e^{2 x}}{e^{-x}-1} \cdot \frac{1}{x^{2}} .
\end{aligned}
$$

Since $e^{2 x} /\left(e^{2 x}-1\right) \rightarrow 1$ as $x \rightarrow \infty$, we can find a number X such that for $x \geqslant \mathrm{X}$

Thus for $x \geqslant \mathrm{X}$,

$$
e^{z^{3 x}} /\left(e^{9 x}-1\right)<\frac{8}{2} .
$$

$$
\left(\frac{1}{x}-\frac{1}{\sinh x}\right) \frac{1}{x}<\frac{3}{2} \cdot-\frac{1}{x^{2}},
$$

so that $\int_{\mathrm{X}}\left(\frac{1}{x}-\frac{1}{\sinh x}\right) \frac{1}{x} d x$ is convergent, and, also, therefore the given integral is convergent.
8. Show that the integrals

$$
\int_{-\infty}^{\infty} e^{-x^{2}} d x \text { and } \int_{-\infty}^{\infty} e^{-(x-a \mid x)^{2}} d x
$$

cenverge.
9. Show that the integral

$$
\int_{0}^{\infty}\left(\frac{1}{1+x}-e^{-x}\right) \frac{d x}{x}
$$

is convergent,
[The integrand, $\frac{e^{x}-1-x}{x(1+x) e^{x}}$, is clearly positive, when $x>0$.
Also, ' 0 ' is not a point of infinite discontinuity, for the integrand tends to $\dagger$ as $x \rightarrow 0$. For the convergence at $\infty$, we rewrite the integral as $\frac{1}{x^{2}} \cdot\left(\frac{x}{1+x}-\frac{x}{e^{x}}\right)$ and note that $\left(\frac{x}{1+x}-\frac{x}{e^{x}}\right) \rightarrow 1$ as $x \rightarrow \infty$.
114. Convergence of $\int_{a} f(x) d x$ at $\infty$, when $f(x)$ is not necessarily positive. General test for convergence.

The necessary and sufficient condition for the convergence of $\infty$

$$
\int_{a} f(x) d x
$$

at $\infty$ is that, corresponding to every positive number $\eta$, there exists a number $X$, such that

$$
\left|\int_{\mathbf{X}_{1}}^{\mathbf{X}_{\mathbf{2}}} f(x) d x\right| \cdot<\eta
$$

when $\mathrm{X}_{1}, \mathrm{X}_{2}$ are any two numbers $\geqslant \mathrm{X}$.
We write

$$
\phi(\mathrm{X})=\int_{a}^{\mathrm{X}} f(x) d x .
$$

From §44, we know that the necessary and sufficient condition for $l t \phi(x)$ to exist finitely is that corresponding to every positive number $\eta$ there exists a number X , such that when $\mathrm{X}_{1}, \mathrm{X}_{2}$ are $\geqslant \mathrm{X}$,

$$
\text { i.e., } \left\lvert\, \begin{gathered}
\left|\phi\left(\mathrm{X}_{2}\right)-\phi\left(\mathrm{X}_{1}\right)\right|<\eta, \\
\int_{a}^{\mathrm{X}_{2}} f(x) d x-\int_{a}^{\mathrm{X}_{1}} f(x) d x \mid<\eta \quad \text { or }\left|\int_{\mathrm{X}_{1}}^{\mathrm{X}_{2}} f(x) d x\right|<\eta
\end{gathered}\right.
$$

115. Thoorem. If $\int_{a}^{\infty}|f(x)| d x$ converges, then $\int_{a}^{\infty} f(x) d x$ also converges.

Let $\eta$ be any positive number. Since $\int_{a}^{\infty}|f(x)| d x \quad$ converges, there exists a number X , such that

$$
\begin{equation*}
\left|\int_{\mathrm{X}_{1}}^{\mathrm{X}_{2}}\right| f(x)|d x|<\eta, \text { where } \mathrm{X}_{1}, \mathrm{X}_{2} \cdot \text { are both }>\mathrm{X} . \tag{1}
\end{equation*}
$$

Also, $\left|\int_{\mathbf{X}_{\mathbf{1}}}^{\mathbf{X}_{\mathbf{2}}} f(x) d x\right| \leqslant\left|\int_{\mathbf{X}_{1}}^{\mathbf{X}_{\mathbf{1}}}\right| f(x)|d x|$
From (1) and (2), the result follows.
Def. Absolute convergence. The improper integral $\int_{a}^{\infty} f(x) d x$ is
said to be absolutely convergent if $\int^{\infty}|f(x)| d x$ is convergent.
From the theorem above it follows that every absolute convergent improper integral is convergent.

It will later on be seen that the converse is not necessarily true.
(See Ex. 4 p. 190, at the end of this chapter).
115.1. Test for the absolute convergence of the integral of a produet. Let $\phi(x)$ be bounded in $(a, \infty$ ] and integrable in ( $a, X$ ) where X is $\infty$
any number $>$ a. Let $\int_{a} f(x) d x$ converge absolutely at $\infty$. Thert

$$
\int_{a} f(x) \phi(x) d x
$$

is absolutely convergert.
Since $\phi(x)$ is bounded in ( $a, \infty$ ) there exists a positive constant A such that

$$
\begin{equation*}
|\phi(x)| \leqslant \mathrm{A}, \text { for every } x \geqslant a \tag{1}
\end{equation*}
$$

Since $\int_{a}|f(x)| d x$ is convergent, there exists a positive number B such that

$$
\int^{\mathrm{X}}|f(x)| d x<B, \text { for every } \mathrm{X} \geqslant a
$$

the integrand, $|f(x)|$, being positive. (§113).
We have, from (1),

$$
|f(x) \phi(x)|_{\mathrm{X}} \leqslant \mathrm{~A}|f(x)|, \text { for every } x>a
$$

$\therefore \int_{a}|f(x) \phi(x)| d x<\mathrm{A} \int_{a}|f(x)| d x \leqslant \mathrm{AB}$, for every $\mathrm{X}>a$.
so that $\int_{a}|f(x) \phi(x)| d x$ is bounded above for $\mathrm{X}>a$,
Heace $\int^{\infty}|f(x) \phi(x)| d x$ is convergent,

$$
a
$$

i. e., $\int_{a}^{\infty} f(x) \phi(x) d x$ is absolutely convergent.

Bx. Discuss the convergence of the following integrals :
(i) $\int_{1}^{\infty} \frac{\sin x}{x^{2}} d x$.
(ii) $\int_{0}^{\infty} e^{-a x} \cos x d x$.
116. Tests for conditional convergence.
116.1. Abel's theorem for the convergence of the Integral of a product. Let $\phi(x)$ be bounded and monotonic in $(a, \infty)$ and
let

$$
\begin{aligned}
& \int_{a}^{\infty} f(x) d x \text { be convergent. } \\
& \int_{a}^{\infty} f(x) \psi\left(x^{\prime}\right) d x \text { is convergent. }
\end{aligned}
$$

Then

The bounded -function $\phi(x)$, which is monotonic in $x>a$, is integrable in ( $a, \mathrm{X}$ ) where X is any number $>a$.

Applying the second mean value theorem, we have

$$
\begin{equation*}
\int_{\mathrm{X}_{1}}^{\mathrm{X}_{2}} f(x) \phi(x) d x=f\left(\mathrm{X}_{1}\right) \int_{\mathrm{X}_{1}}^{\xi} f(x) d x+\phi\left(\mathrm{X}_{\Delta}\right) \int_{\xi}^{\mathrm{X}_{2}} f(x) d x \tag{1}
\end{equation*}
$$

where $a<\mathrm{X}_{1} \leqslant \xi \leqslant \mathrm{X}_{2}$.
Let $\eta$ be any positive number.
Since $\phi(x)$ is bounded in ( $a, \infty$ ], there exists a positive number A such that

In particular, $\therefore, \quad\left|\begin{array}{l}\phi(x) \mid \leqslant A, \text { for every } x \geqslant a . \\ \phi\left(\mathrm{X}_{1}\right)\end{array}\right| \leqslant \mathrm{A},\left|\phi\left(\mathrm{X}_{\mathbf{2}}\right)\right| \leqslant \mathrm{A}$.
Also, since $\int_{a}^{\infty} f(x) d x$ is convergent, there exists, by $\$ 114$, a number $X_{0}$ such that,

$$
\left|\int_{\mathrm{X}_{1}}^{\mathrm{X}_{2}} f(x) d x\right|<\frac{\eta}{2 \mathrm{~A}}, \text { for } \mathrm{X}_{1}, \mathrm{X}_{3}>\mathrm{X}_{0}
$$

We now suppose that in (1), $X_{i}, X_{2}$ are numbers $\geqslant X_{\mathcal{L}}$ so that $\xi$, which lies between $X_{1}$ and $X_{2}$, is also $>X_{0}$.

$$
\begin{equation*}
\therefore \quad\left|\int_{\mathbf{X}_{1}}^{\boldsymbol{\xi}} f(x) d x\right|<\frac{\eta}{2 \mathrm{~A}} \text { and }\left|\int_{\xi}^{\mathbf{X}_{\mathbf{2}}} f(x) d x\right|<\frac{\eta}{2 \mathrm{~A}} \tag{3}
\end{equation*}
$$

From (1) and (2) and (3) we deduce that there exists a number $X_{0}$ such that for any pair of numbers $X_{1}, X_{8}>X_{0}$.

$$
\begin{aligned}
&\left|\begin{array}{ll}
\int_{\mathrm{X}_{1}}^{\mathrm{X}_{2}} f(x) \phi(x) d x \mid & <\left|\phi\left(\mathrm{X}_{1}\right)\right| \int_{\mathrm{X}_{1}}^{\xi} f(x) d x \\
& <\mathrm{A} \cdot-\frac{\eta}{2 \mathrm{~A}}+\mathrm{A} \cdot \frac{\eta}{2 \mathrm{~A}}=\eta,
\end{array}\right| \int_{\xi}^{\mathrm{X}_{\mathbf{2}}} f(x) d x \\
&
\end{aligned}
$$

where $\eta$ is any positive number assigned arbitrarily.

## $\infty$

Hence $\quad \int_{a} f(x) \not f(x) d x$ converges at $\infty$.
116.2. Drichilet's theorem for the convergence of the integral of a product. Let $f(x)$ be bounded and monotonic in $(a, \infty]$ and $X$ let $\phi(x) \rightarrow 0$, when $x \rightarrow \infty$. Let $\int_{a}^{X} f(x) d x$ be bounded when $X>a$.

$$
\int_{a}^{\infty} f(x) \phi(x) d x \text { is convergent. }
$$

The function $\phi(x)$, which is monotonic in ( $a, \infty$ ], is integrable in $(a, \mathrm{X})$ where X is any number $\geqslant a$.

Applying the second mean value theorem, we have

$$
\begin{equation*}
\int_{\mathbf{X}_{1}}^{\mathbf{X}_{2}} f(x) \psi(x) d x=\phi\left(\mathrm{X}_{1}\right) \int_{\mathrm{X}_{1}}^{\boldsymbol{\xi}} f(x) d x+\phi\left(\mathrm{X}_{\mathbf{2}}\right) \int_{\xi}^{\mathrm{X}_{\mathbf{2}}} f(x) d x, \tag{1}
\end{equation*}
$$

where $a<\mathrm{X}_{1} \leqslant \xi \leqslant \mathrm{X}_{4}$.

$$
\mathrm{x}
$$

Since $\int_{a} f(x) d x$ is bounded when $\mathrm{X}>a$, there exists a number A such that

$$
\begin{align*}
& \begin{array}{l}
\int_{a}^{\mathrm{X}} f(x) d x
\end{array} \\
\therefore \quad \left\lvert\, \begin{array}{c}
\mathrm{A}, \text { for every } \mathrm{X}>a . \\
\int_{\mathrm{X}_{1}} f(x) d x
\end{array}\right. & =\mid \int_{a}^{\xi} f(x) d x-\int_{a}^{\mathrm{X}_{1}} f(x) d x \\
& \leqslant\left|\int_{a}^{\xi} f(x) d x\right|+\left|\int_{a}^{\mathrm{X}_{1}} f(x) d x\right| \leqslant \mathrm{A}+\mathrm{A}=2 \mathrm{~A} . \tag{2}
\end{align*}
$$

Similarly

$$
\begin{equation*}
\left|\int_{\xi}^{\mathbf{X}_{3}} f(x) \mathrm{d} x\right|<2 \mathrm{~A} \tag{3}
\end{equation*}
$$

Let $\eta$ be any positive number.
Since $\phi(x) \rightarrow 0$ as $x \rightarrow \infty$, there exists a number $\mathrm{X}_{0}$, such that

$$
\begin{equation*}
|\phi(x)|<\eta / 4 \mathrm{~A} \text {, when } x\rangle \mathrm{X}_{\text {。 }} \tag{4}
\end{equation*}
$$

We now suppose that $X_{1}, X_{2}$ are any two numbers $>X_{0}$, so that from (4),

$$
\begin{equation*}
\left|\phi\left(\mathrm{X}_{1}\right)\right|<\eta / 4 \mathrm{~A}, \quad\left|\psi\left(\mathrm{X}_{2}\right)\right|<\eta / 4 \mathrm{~A} \tag{5}
\end{equation*}
$$

From (1), (2), (3) and (5), we deduce that there exists a number $\mathrm{X}_{0}$, such that for any pair of numbers $\mathrm{X}_{1}, \mathrm{X}_{2}>\mathrm{X}_{0}$,

$$
\left.\left.\begin{array}{rl}
\left|\begin{array}{ll}
\int_{\mathrm{X}_{1}}^{\mathrm{X}_{2}} f(x) \phi(x) d x
\end{array}\right| & \leqslant \mid\left(\phi\left(\mathrm{X}_{1}\right) \mid\right. \\
& \int_{\mathrm{X}_{1}}^{\xi} f(x) d x \mid \\
& +\left|\phi\left(\mathrm{X}_{2}\right)\right|
\end{array} \right\rvert\, \int_{\xi}^{\mathrm{X}_{2}} f x\right) d x \mid
$$

$$
\leqslant(\eta / 4 \mathrm{~A}) \cdot 2 \mathrm{~A}+(\eta / 4 \mathrm{~A}) \cdot 2 \mathrm{~A}=\eta
$$

where $\eta$ is any positive number arbitrarily assigned.
Hence $\int_{a}^{\infty} f(x) \phi(x) d x$ converges at $\infty$.

## Examples

1. Show that

$$
\int_{0}^{\infty} \cdot \frac{\sin x}{x} d x
$$

is convergent.
Since the integrand $\rightarrow 1$, as $x \rightarrow 0$, therefore ' 0 ' is not a point of infinite discontinuity.

Now, consider the improper integral

$$
\int_{1}^{\infty} \frac{\sin x}{-x} d x .
$$

The factor $1 / x$ of the integrand is monotonic and $\rightarrow 0$ as $x \rightarrow \infty$. Also

$$
\left|\int_{1}^{X} \sin x d x\right|=|-\cos X+\cos 1|<|\cos X|+|\cos 1|<2
$$

so that

$$
\int_{1}^{\mathrm{X}} \sin x d x \text { is bounded above for every } \mathrm{X}>1
$$

Here by $8116 \cdot 2$, the integral (2) is convergent. Now since 1 $\int \frac{\sin x}{x} d x$ is only a proper integral, we see that the integral (1) is 0 convergent.
2. Show that $\int_{0}^{\infty} \sin x^{2} d x$ is convergent.

We write

$$
\sin x^{2}=\frac{1}{2 x} \cdot 2 x \sin x^{2}
$$

and consider the improper integral

$$
\int_{1}^{\infty} \sin x^{2} d x \text {, i.e., } \int_{1}^{\infty} \frac{1}{2 x} .2 x \sin x^{2} d x .
$$

Now, $1 / 2 x$ is monotonic and $\rightarrow 0$ as $x \rightarrow \infty$. Also

$$
\left|\int_{1}^{\mathrm{X}} 2 x \sin x^{2} d x\right|=\left|-\cos \mathrm{X}^{2}+\cos 1\right| \leqslant 2
$$

so that

$$
\int_{1}^{\mathrm{X}} 2 x \sin x^{2} d x \text { is bounded for } \mathrm{X}>1
$$

Hence

$$
\int_{1}^{\infty} \frac{1}{2 x} \cdot 2 x \sin x^{3} d x \text {, i.e. } \int_{1}^{\infty} \sin x^{3} d x
$$

is convergent.
Since $\int_{0}^{1} \sin x^{2} d x$ is only a proper integral, we see that the given integral is convergent.
3. Show that

$$
\int_{0}^{\infty} e^{-a x} \frac{\sin x}{x} d x, a>0,
$$

is convergent.
[ $0^{-\alpha x}$ is monotonic and $\int_{0}^{\infty}(\sin x / x) d x$ is convergent.
4. Test the following for convergence
(i) $\int_{0}^{\infty} \frac{\sin k x}{x} d x$
(ii) $\int_{0}^{\infty} \frac{\sin x}{\sqrt{x}} d x$
(iii) $\int_{0}^{\infty} e^{-a^{2} x^{2}} \sin 2 b x \frac{d x}{x}$.
(iv) $\int_{0}^{\infty} \frac{\cos a x \cos b x}{x} d x$
(v) $\int_{0}^{\infty} \frac{\sin x^{m}}{x^{n}} d x$
(vi) $\int_{0}^{\infty} \frac{\sin x(1-\cos x)}{x^{a}} d x$
(xii) $\int_{0}^{\infty} \frac{\sin \left(x+x^{2}\right)}{x^{n}} d x$
(viii) $\int_{0}^{\infty} \frac{x^{m} \cos a x}{1+x^{n}} d x$

## Examples

1. If $\phi(x)$ is bounded and integrable in an interval $(a, b)$ and $\int_{a}^{b} f(x) d x$ converges absolutely at $a$, then $\int_{a}^{b} f(x) \phi(x) d x$ also converges absolutely at a. [Analogue of §ilib].
2. If $\phi(x)$ is monotonic in an interval $(a, b)$ and $\int_{a}^{b} f(x) d x$ converges at a, then $\int_{a}^{b} f(x) \phi(x) d x$ a] so converges at $a$. [Analngue of $\left.\S 116 \cdot 1\right]$.
3. If $\phi(x)$ is monotonic in $(a, b)$ and $\rightarrow 0$, as $x \rightarrow(a+0)$, and $\int_{\mathbf{X}}^{b} f(x) d x$ is bounded for all X such that $a<\mathrm{X} \leqslant b$, then $\int_{a}^{b} f(x) \phi(x) d x$ converges at a. [Analogue of §116.2].
4. Show that the improper integral

$$
\int_{0}^{\infty} \frac{\sin x}{x} d x
$$

is not absolutely convergent.

We have to show that

$$
\int_{0}^{\infty} \frac{|\sin x|}{x} d x
$$

is not convergent.
Consider the proper integral

$$
\int_{0}^{n \pi} \frac{|\sin x|}{x} d x
$$

where $n$ is a positive integer. We have

$$
\int_{0}^{n \pi}-\frac{\sin x^{\prime}}{x} d x=\sum_{r=1}^{n} \int_{(r--1) \pi}^{r \pi}|\sin x| x .
$$

We put $x=(r-1) \pi+y$ so that $y$ varies in $(0, \pi)$. We have

$$
|\sin [(r-1) \pi+y]|=\left|(-1)^{r-1} \sin y\right|=\sin y .
$$

$$
\int_{(r-1)_{\pi}}^{r \pi} \frac{\sin x}{x} d x=\int_{0}^{\pi} \frac{\sin y}{(r-1) \pi+y} d y
$$

Since $r \pi$ is the max. value of $[(r-1) \pi+y]$ in $(0, \pi)$, we have

Since $\sum_{1}^{n} \underset{r}{1} \rightarrow \infty$ as $n \rightarrow \infty$, we sec that

$$
\int_{0}^{n \pi} \frac{|\sin x|}{x} d x \rightarrow \infty, \text { as } r u \rightarrow \infty
$$

Let, now, X be any real number. There exists a positive integer $n$ such that

$$
n \pi<X \leqslant(n+1) \pi
$$

We have

$$
\left.\int_{0}^{\mathrm{X}} \frac{|\sin x|}{x} x \right\rvert\, d x>\int_{0}^{n \pi} \frac{|\sin x|}{x} d x
$$

$$
\begin{aligned}
& \int_{0}^{\pi} \frac{\sin y}{(r-1) \pi+y} d y>_{r \pi}^{1} \int_{0}^{\pi} \sin y d y=\frac{2}{r \pi} . \\
& \therefore \quad \int_{0}^{n \pi} \left\lvert\, \underset{x}{\sin x \mid} d x>\underset{1}{n} \frac{2}{r \pi}=\begin{array}{lll}
2 & \sum_{1}^{n} & 1 \\
1
\end{array} .\right.
\end{aligned}
$$

Let $X \rightarrow \infty$ so that $n$ also $\rightarrow \infty$. Thus we see that

$$
\int_{0}^{\mathrm{X}} \frac{|\sin x|}{x} d x \rightarrow \infty \text { as } \mathrm{X} \rightarrow \infty
$$

so that

$$
\int_{0}^{\infty} \frac{1 \sin x-}{x} d x \text { does not converge. }
$$

5. Show that

$$
\int_{0}^{\infty} \frac{x d x}{1+x^{6} \sin ^{2} x}
$$

is convergent.
The integrand is positive for positive values of $x$ but the test obtained in $\$ 113$ does not enable us to establish the convergence.

In order to show that the integral converges we proceed as follows. Consider the proper integral

$$
\int_{0}^{n \pi} \frac{x d x}{1+x^{6} \sin ^{2} x},
$$

and write

$$
\int_{0}^{n \pi} \frac{x d x}{1+x^{6} \sin ^{2} x}=\sum_{r=}^{n} \int_{(r-1) \pi}^{r \pi} \frac{x}{1+x^{6} \sin ^{4} x}
$$

Now, if $x$ varies in $(\overline{r-1} \pi, r \pi)$, we have

$$
\begin{aligned}
\frac{x}{1+x^{6} \sin ^{8} x} & <\frac{r \pi}{1+(r-1)^{6} n^{6} \sin ^{2} x} \\
\therefore \int_{(r-1) \pi}^{r \pi} \frac{x d x}{1+x^{6} \sin ^{2} x}<\int_{(r-1)^{\pi}}^{r \pi} \frac{y d x}{1+(r-1)^{6} \pi^{6} \sin ^{2} x} & =a_{r}, \text { say }
\end{aligned}
$$

Putting $x=(r-1)^{\pi}+y$, we see that

$$
a_{r}=\int_{0} \frac{r \pi d y}{1+(r-1)^{6} \pi^{\theta} \sin ^{2} y}=2 \int_{0}^{\pi / 2} \frac{r \pi d y}{1+(r-1)^{6} \pi^{6} \sin ^{2} y} .
$$

If $A>0$, we have

$$
\begin{aligned}
\int_{0}^{\pi / 2} \frac{d y}{1+A \sin ^{2}} \bar{y}=\int_{0}^{\pi / 2} \frac{\operatorname{cosec}^{2} y d y}{A+1+\cot ^{2} y} & =-\frac{1}{\sqrt{(A+1)}}\left|\tan ^{-1} \frac{\cot y}{\sqrt{(A+1)}}\right|_{0}^{\pi / 2} \\
& =\frac{\pi}{2} \cdot \frac{1}{\sqrt{(A+1)}}
\end{aligned}
$$

$$
\begin{aligned}
& \therefore a_{r}=2 . r \pi \cdot \frac{\pi}{2} \cdot-\sqrt{ }\left[(r-1)^{6} \pi^{6}+1\right]=\frac{r \pi^{2}}{\sqrt{ }\left[(r-1)^{6} \pi^{6}+1\right]} . \\
& \therefore \int_{(r-1) \pi}^{r \pi} \frac{x}{1+x^{6} \sin ^{2} x} d x<\sqrt{\left.\sqrt{2}+(r-1)^{6} \pi^{6}\right]}<\frac{r}{(r-1)^{3}} \cdot \frac{1}{\pi},(r \neq 1)
\end{aligned}
$$

Now

$$
\frac{r}{(r-1)^{3}}=\frac{1}{(r-1)^{2}}+\underset{(r-1)^{3}}{1},
$$


$\therefore \quad \sum_{r=2}^{\infty} \underset{(r-1)^{3}}{ } \quad \begin{array}{r}\pi\end{array}$ is convergent.

$$
\begin{array}{ll}
\therefore & \int_{\pi}^{n \pi} 1+i^{6} \sin ^{2} x
\end{array} \rightarrow \text { a finite limit as } n \rightarrow \infty .
$$

6. Show that $\int_{0}^{\infty} \frac{x d x}{1+x^{3} \sin ^{2} x}$ is divergent.

We write

$$
\int_{0}^{n \pi} \frac{x d x}{1+x^{2} \sin ^{2} x}=\sum_{r=1}^{n} \int_{(r-1) \pi}^{r \pi} \frac{x d x}{1+x^{3} \sin ^{2} x}
$$

If $x$ varies in $(\underset{\sim}{r}-1 \pi, r n)$, we have

$$
\text { or } \quad \int_{(r-1) \pi}^{r \pi} \frac{(r-1) \pi}{1+(r \pi)^{4}} \frac{(r-1) \pi}{\sin ^{4} x}<\frac{x}{1+x^{4} \sin ^{2} x} \sin ^{r \pi} d x<\int_{(r-1) \pi}^{1+x^{4} \sin ^{3} x} d x
$$

Now, $\int_{(r-1) \pi}^{r \pi} \frac{(r-1) \pi}{1+(r \pi)^{4} \sin ^{3} x} d x=(r-1) \pi \int_{0}^{\pi} \frac{d y}{1+(r \pi)^{4}} \sin ^{2} y$

$$
=2(r-1) \pi \int_{0}^{\pi / 2} \frac{d y}{1+(r \pi)^{4} \sin ^{2} y}=2(r-1) \pi \cdot \frac{\pi}{2} \cdot \frac{1}{\sqrt{ }\left[1+(r \pi)^{4}\right]}
$$

$$
=\frac{(r-1) \pi^{2}}{\sqrt{ }\left[1+(r \pi)^{4}\right]}
$$

The infinite series $\Sigma \frac{(r-1) \pi^{2}}{\left.\sqrt{[1}+(r \pi)^{4}\right]}$ diverges as we see on comparision with $\Sigma(1 / r)$. Hence the integral does not converge.
7. Show that

$$
\int_{0}^{\infty} \frac{d x}{1+x^{6} \sin ^{2} x} \text { converges but } \int_{0}^{\infty} \frac{d x}{1+x^{2} \sin ^{2} x} \text { does not. }
$$

8. Show that the following improper integrals converge :-
(i) $\int_{0}^{1} \log x \log (1+x) d x$.
(ii) $\int_{0}^{1} \frac{\log x}{\sqrt[7]{(1-x)}} d x$. (iii) $\int_{0}^{\infty} \frac{x}{\left(1+x^{2}\right) \sqrt[5]{\sin x}} d x$
(iv) $\int_{0}^{\infty} e^{-a^{2} x} \log \cos ^{2} x d x,(a \neq 0)$
(v) $\int_{0}^{\infty} \frac{e^{-a x}}{\sqrt[3]{\sin x}} d x$.
(vi) $\int_{0}^{\infty} \frac{x^{m}+x^{-m}}{x} \log (1+x) d x .|m|<1 \quad$ (vii) $\int_{0} x^{n} e^{-a^{2} x^{2}-b^{3} / x^{2}} d x$.
$\infty$
(viii) $\int_{0} e^{x} x^{n-1}(\log x)^{n} d x . \quad(n>0$ and $m$ is a positive integer).

(x) $\int_{0}^{\infty} \frac{e^{x}}{e^{4 x}} \frac{\sin ^{2} x+\cos ^{2} x}{d}$.
$\infty$
(xi) $\int_{0}^{\cosh a x \cosh b x} \frac{\cosh x}{} d x . \quad|a|+|b|<1$.
9. Show that the integral

$$
\int_{0}^{\infty} \frac{e^{a x}-e^{-x x}}{x} d x
$$

$$
(a>0, b>0)
$$

converges and is equal to $\log (b / a)$.
Since, when $x=0$,

$$
\text { lt } \frac{e^{-a x}-e^{-t x}}{x}=-a+b,
$$

we see that $x=0$ is not a point of infinite discontinuity. Again, since $e^{a x}>a^{3} x^{3} / 6$, i.e., $\left(e^{-a x} / x\right)<\left(6 / a^{3} x^{4}\right)$, therefore

$$
\int_{0}^{\infty} \frac{e^{-a x}}{x} d x
$$

converges at $\infty$. Similarly

$$
\int_{0}^{\infty} \frac{e^{-b x} d x}{x}
$$

converges at $\infty$. The convergence follows by Abel's test $\mathfrak{\xi}(116 \cdot 1)$ also Now, we have

$$
\int_{0}^{\infty} \frac{e^{-a x}-e^{-b x}}{x} d x=\operatorname{lt}_{\lambda \rightarrow 0} \int_{\lambda}^{\infty} \frac{e^{-a x}-e^{-b x}}{x} d x
$$

the integral being a continuous function of $\lambda$.

$$
\begin{aligned}
& \text { Putting } a x=t, \int_{\lambda}^{\infty} \frac{e^{-a x}}{x} d x=\int_{a \lambda}^{\infty} \frac{e^{-t}}{t} d t ; \\
& \text { putting } l x=t, \quad \int_{\lambda}^{\infty} \frac{e^{-x x}}{x} d x=\int_{b \lambda}^{\infty} \frac{e^{-t}}{t} d t . \\
& \therefore \quad \int_{\lambda}^{\infty} \frac{e^{-a x}-e^{-h x}}{x} d x=\int_{a \lambda}^{\infty} \frac{e^{-t} d t}{t}-\int_{b \lambda}^{\infty} \frac{e^{-t} d t}{t}=\int_{a \lambda}^{b \lambda} \frac{-t d t}{t} . \\
&=\int_{a}^{b} \frac{e^{-\lambda y}}{y} d y, \text { where } y=\frac{t}{\lambda}
\end{aligned}
$$

Since $e^{-\lambda y} \rightarrow 1$ as $\lambda y \rightarrow 0$, theref exists a positive number $\delta$, corresponding to any positive number $\epsilon$, such that

$$
\left|e^{-\lambda y}-1\right|<\epsilon, \text { when } 0<\lambda y<\delta .
$$

If $y$ lies in $(a, b), \lambda y \leqslant \lambda b$, so that we see that

$$
\left|e^{-\lambda y}-1\right|<\epsilon \text {, when } \lambda<\delta / b \text {, }
$$

for every value of $y$ in $(a, b)$.
This gives

$$
\begin{gathered}
\frac{1-\epsilon}{y}<\frac{e^{-\lambda y}}{y}<\frac{1+\epsilon}{y}, \\
\text { or }\left|\int_{a}^{b} \frac{e^{-\lambda y}}{y} d y-\log \frac{b}{a}\right|<\epsilon \log \frac{b}{a}, \text { when } 0<\lambda<\frac{\delta}{b} \\
\therefore \quad \operatorname{lt} \int_{a}^{b} e^{-\lambda y y} d y=\log \frac{b}{a} .
\end{gathered}
$$

## 10. Frullani's Integrals.

(a) If

$$
\int_{0}^{\infty} \phi(x) d x
$$

converges or oscillates between finite limits at $\infty$ and $\phi(x)$ tends to a definite limit $\phi_{0}$ as $x$ tends to 0 , prove that

$$
\int_{0}^{\infty} \frac{\phi(a x)-\phi(b x)}{x} d x=\phi_{0} \log \frac{b}{a}
$$

[The integral considered in the previous example is only a particular case of the one considered here.
(b) If $\phi(x)$ tends to a definite number $\phi_{1}$ as $x \rightarrow \infty$ and to a definite number $\phi_{\bullet}$ as $x \rightarrow 0$ then

$$
\int_{0}^{\infty} \frac{\phi(a x)-\phi(b x)}{x} d x=\left(\phi_{0}-\phi_{1}\right) \log \frac{b}{a}
$$

[In this case the integral of $\phi(x)$ diverges at $\infty$ unless $\phi_{1}=0$ ].
(c) Evaluate

$$
\int_{0}^{\infty} \frac{\tan ^{-1} a x-\tan ^{-1} b x}{x} d x
$$

11. Show that $a, b$ being positive,

$$
\int_{U}^{\infty} \frac{\cos a x-\cos b x}{x} d x=\log \frac{b}{a}
$$

and deduce that

$$
\int_{0}^{\infty} \frac{\sin a x \sin b x}{x} d x=\frac{1}{2} \log \frac{a+b}{a-b} ; \quad(a>b>0)
$$

12. Show that

$$
\int_{0}^{\infty} \frac{\sin x}{x} d x=\frac{\pi}{2}
$$

$\left[\right.$ (i) $\int_{0}^{\infty} \frac{\sin }{x} d x=\operatorname{li}_{n \rightarrow \infty} \int_{0}^{\frac{1}{2}(2 n+1) \pi} \frac{\sin x}{x} d x=\operatorname{lt}_{n \rightarrow \infty} \int_{0}^{\frac{1}{3} \pi} \frac{\sin (2 n+1) x}{x} d x$
(ii) Integrating by parts or otherwise, (see Ex. 22, p. 159 and Ex. 26, p. 161) show that

$$
\operatorname{lt}_{n \rightarrow \infty} \int_{0}^{\frac{1}{2} \pi} \sin (2 n+1) x\left(\frac{1}{\sin x}-\frac{1}{x}\right)!x=0
$$

(iii) Show that

$$
\left.\int_{0}^{\frac{1}{2} \pi} \frac{\sin (2 n+1) x}{\sin x} d x=\frac{\pi}{2} \cdot\right]
$$

13. Show that

$$
\int_{0}^{\infty} \frac{\sin a x}{x} d x=\frac{\pi}{2}, 0 \text { or }-\frac{\pi}{2}
$$

according as $a$ is positive, zero or negative.
14. Show that

$$
\int_{0}^{\infty} \frac{\sin ^{2} x}{x^{2}} d x=\frac{\pi}{2}
$$

(Integrate by parts)
15. Show that

$$
\int_{0}^{\infty} \frac{\cos a x-\cos b x}{x^{2}} d x=\frac{\pi}{2}(b-a) . \quad(a>0, b>0)
$$

(Integrate by parts).
16. Show that

$$
\begin{aligned}
& \int_{0}^{\infty} \frac{\sin a x \sin x}{x^{2}} d x=\frac{1}{2} \pi a \text { when }(0 \leqslant a \leqslant 1) ; \frac{1}{\mathbf{i}} \pi \text { when }(a \geqslant 1) . \\
& \int_{0}^{\infty} \frac{\sin a x \sin ^{2} x}{x^{3}} d x=\frac{1}{8} \pi a(4-a) \text { when }(0 \leqslant a \leqslant 2) ; \quad 1 \pi \text { when }(a \geqslant 2) .
\end{aligned}
$$

17. Find the value of the definite integral

$$
\int_{0}^{\pi} \frac{\sin x d x}{\sqrt{ }\left(1-2 a \cos x+a^{2}\right)}
$$

where $a$ is positive.
18. Evaluate the integral

$$
\int_{-1}^{+1} \frac{\sin a d x}{1-2 x \cos a+x^{1}}
$$

for what value of $a$ is the integral a discontinuous function of $a$.
19. Show that

$$
\int_{0}^{1} \frac{d x}{x^{2}+2 x \cos a+1}=\frac{a}{2 \sin a},
$$

if $-\pi<a<\pi$, except when $a=0$, when the value of the integral is $\frac{1}{2}$.
20. Prove that

$$
\int_{0}^{\infty} \log \left(1+a^{2} x^{-3}\right) d x=\pi a, \text { if } a>0,
$$

21. Discuss the convergence of

$$
\int_{0}^{\frac{1}{\pi} \pi} \cos 2 n x \log \sin x d x
$$

and evaluate it when $n$ is a positive integer.
[ 0 is the only point of infinite discontinuity. Now, since, when $x \rightarrow 0$, It $(\sqrt{x} \log \sin x . \cos 2 n x)=0$, therefore for values of $x$ sufficiently near 0 , $|\cos 2 n x \log \sin x|<\epsilon / \sqrt{x}$.
For evaluation, proceed integrating by parts].
22. From the preceding example, deduce that
(i)

$$
\int_{0}^{\frac{1}{\pi}} \cos 2 n x \log \cos x d x=(-1)^{n+1} \cdot \frac{\pi}{4 n}
$$

$$
\pi
$$

(ii)
(iii)

$$
\begin{aligned}
& \int_{0}^{\pi} \cos n x \log 2(1-\cos x) d x=-\frac{\pi}{n} \\
& \int_{0}^{\pi} \cos n x \log 2(1+\cos x) d x=(-1)^{n+1} \frac{\pi}{n} .
\end{aligned}
$$

23. Prove that if $g(x)$ is bounded and integrable then

$$
\int_{a}^{b} g(x) \sin n x d x \rightarrow 0 \text { as } n \rightarrow \infty,
$$

where $(a, b)$ is any finite interval.
If further $\int_{-\infty}^{+\infty}|g(x)| d x$ is convergent, prove that

$$
\int_{-\infty}^{+\infty} g(x) \sin n x d_{1} \rightarrow 0 \text { as } n \rightarrow \infty \text {. }
$$

24. Prove that

$$
\operatorname{lt}_{k \rightarrow \infty} \int_{0}^{\infty} \frac{d x}{1+k x^{11}}=0
$$

We write

$$
\int_{0}^{\infty} \frac{d x}{1+k x^{10}}=\int_{0}^{\epsilon} \frac{d x}{1+k x^{1}}+\int_{\epsilon}^{\infty} \frac{d x}{1+k x^{10}},
$$

where $\epsilon$ is any given positive number. Now, we have

$$
\begin{array}{cc} 
& \int_{0}^{\epsilon} \frac{d x}{1+k x^{10}}<\epsilon, \\
\text { and } \quad & \int_{\epsilon}^{\infty} \frac{d x}{1+k x^{10}}<\int_{\epsilon}^{\infty} \frac{d x}{k x^{10}}=\frac{1}{9 k \epsilon^{9}}<\epsilon, \text { if } k>\frac{1}{9 \epsilon^{10}} . \\
\therefore \quad 0<\int_{0}^{\infty} \frac{d x}{1+k x^{10}}<2 \epsilon, \text { il } k>\frac{1}{9 \epsilon^{10}} .
\end{array}
$$

Hence the result.
25. Prove that as $p \rightarrow 0$ through positive values, then

$$
p \sum_{r=1}^{\infty} \underset{r=1}{1+p} \rightarrow 1 .
$$

Since $(1+p)>0$, therefore the infinite series $\Sigma\left(1 / r^{1+\rho}\right)$ is convergent.

Let $\quad s_{n}=\sum_{r=1}^{n} \frac{1}{r^{1+\rho}} ; \quad \sum_{s=\sum}^{\infty} \frac{1}{r^{1+\mu}}$
We have $\quad 2^{1+\overline{l^{\prime}} \leqslant} \int_{1}^{2} \frac{1}{x^{1+\prime},} d x \leqslant \begin{gathered}1+j \\ 1^{\prime+}\end{gathered}$;

$$
\frac{1}{3^{1+p}} \leqslant \int_{2}^{3} \frac{1}{x^{1+p}} d x \leqslant \frac{1}{2^{1+p}}
$$

.................................

$$
\frac{1}{n^{1+p}} \approx \int_{n-1}^{n} \frac{1}{x^{1+p}} d x \leqslant \frac{1}{(n-1)^{1+} p}
$$

$$
\therefore \quad\left[s_{n}-1\right] \leqslant \int_{1}^{n} \frac{d x}{x^{1+\mu}}=\frac{1}{p}\left(1-\frac{1}{n^{2}}\right) \leqslant\left[s_{n}-\frac{1}{n^{1+\mu}}\right]
$$

Let $n \rightarrow \infty$.

$$
\begin{array}{ll}
\therefore & (s-1) \leqslant 1 / p \leqslant s \quad \text { or } \quad 1 \leqslant p s \leqslant(p+1) \\
\therefore & \text { lt } p s=1 \text { as } p \rightarrow(0+0) .
\end{array}
$$

26. Prove that

$$
\operatorname{lt}_{a \rightarrow(0+0)} \operatorname{lt}_{n \rightarrow \infty}\left(a \sum_{1}^{n} \frac{1}{1+a}\right)=1
$$

27. If $f(x)$ is positive and decreases for $x \geqslant 1$, prove that

$$
u_{n}=\sum_{r=1}^{n} f(r)-\int_{1}^{n} f(x) d x
$$

tends to a limit $l$ as $n \rightarrow \infty$ and that $0 \leqslant l \leqslant f(1)$.
[Show that $\left(u_{n}\right)$ is a monotonic bounded sequence].
Prove that if $s>1$, then

$$
\sum_{r=1}^{n}\left(\frac{s}{r}-\frac{1}{r}\right)-s \log n
$$

tends to a limit as $n \rightarrow \infty$ (s being fixed) and that if this limit is $\phi(s)$ then, $0 \leqslant\left[\phi(s)+(s-1)^{-2}\right] \leqslant(s-1)$.

## CHAPTER IX

## FUNCTIONS OF SEVERAL VARIABLES Differentiation

117. Upto this point we have concerned ourselves with functions of one independent variable only but in the following part of the book the functions of several variables will be considered.

It is usually sufficient to consider the case of two independent variables only, for the extension to three or more variables can, in general, be made without introducing any essentially new ideas. In order to avoid complicating our statements, notations and proofs, we shall, therefore, mainly confine ourselves to functions of two variables only.
118. A function of two variables defined in a certain domain. Let $x, y$ be two variables. One of these variables, say $x$, may have any value belonging to a certain given interval and corresponding to this value of $x, y$ may have any value belonging to any given interval or a set of given intervals. In this way we obtain a system of ordered pairs of numbers $(x, y)$. If, now, to each possible pair $(x, y)$, there is associated, in any manner whatsocver, a value of another variable $z$, then we say that $z$ is a function of $x, y$, and the aggregate of the pairs of numbers $(x, y)$ is said to be the domain or region of definition of the function.

The simplest domain arises when the range of $x$ is an interval $(a, b)$ and for each value of $x, y$ has the same range $(c, d)$. Such a domain is called rectangular and will be symbolically denoted as $\mathrm{R}(a, b ; c, d)$.

Note. In the theory of functions of two variables, an ordered pair of numbers $(x, y)$ is called a point. The use of the word 'point' is suggested by l'Plane analytical geometry' where, by chonsing a pair of co-ordinate axes, a point is represented by a pair of numbers. Obviously, a domain $\mathrm{R}(a, b ; c, d)$ corresponds, when geometrically interpreted, to the geometrical rectargle bounded hy the lines $x=a, x=b, y=c, y=d$,

Illustration. For the domain of variation of a point $(x, y)$ defined by the inequalities $x \geqslant 0, y \geqslant 0, x+y \leqslant 1, x$ varies in the interval ( 0,1 ) and to each value of $x$ in this interval $y$ varies in the variable interval ( $0,1-x$ ). Geometrically this domain consists of the points lying in the interior and on the boundary of the triangle formed by the co ordinate axes and the line $x+y=1$.

Analytically a domain is always given by means of relationships of inequality between $x$ and $y$.

Ex. Locate geometrically the domains of definition of the following functions:

$$
\begin{array}{lll}
\text { (i) } z=\sqrt{ }\left(1-x^{2}-y^{2}\right) . & \text { (ii) } z=\sqrt{ }(x-y) /(x+y)] . & \text { (iii) } z \approx[\log (x y)]^{-1}
\end{array}
$$

118.1. The neighbourhood of a point. The square

$$
(a-\delta, a+\delta ; b-\delta, b+\delta)
$$

where $\delta$ has any positive value whatsoever, is said to be a neighbourhood of the point $(a, b)$.
119. Simultaneous limit. It $\quad \mathbf{~}(\mathbf{x}, \mathrm{y})$.

$$
(x, y) \rightarrow(a, b)
$$

A function $f(x, y)$ is said to tend to the limit $l$, as a point $(x, y)$ tends to the point $(a, b)$, if, to every positive number $\in$, there corresponds a positive number $\delta$, such that

$$
|f(x, y)-l|<\epsilon
$$

for every point $(x, y)$, [different from ( $a, b$ ) itself], which belongs to the domain of definition of the function and which is such that

$$
|x-a| \leqslant \delta, \quad|y-b| \leqslant \delta
$$

This means that for every point $(x, y)$,other than ( $a b$ ), which is common to the domain of definition of the function and to the square ( $a-\delta, a+\delta ; b-\delta, b+\delta), f(x, y)$ differs from $l$ numerically by a number which is less than $\in$.

Note. Instead of saying that ' $(x, y) \rightarrow(a, b)$ '.we also sometimes say that ' $x \rightarrow a$ and $y \rightarrow b$ ' and write

$$
\underset{\substack{\operatorname{lt} \\ y \rightarrow a \rightarrow b .}}{ } f(x, y)=l .
$$

Note. In the definition of limit, we can replace the domain $"|x-a| \leqslant \delta, \quad|y-b| \leqslant \delta$ " by the domain " $\left.\sqrt{[ }(x-a)^{2}+(y-b)^{2}\right] \leqslant \delta$."

Ex. If $\underset{(x, y) \rightarrow(a, b)}{\text { lt }} f(x, y)=l$, then $\underset{x \rightarrow a}{\text { lt }} f(x, b)=\underset{y \rightarrow b}{\text { lt }} f(a, y)=l$.
119.1. Non-Existence of a limit In general, to determine whether a simultaneous limit exists or not, is a difficult matter but a simple consideration, as we now describe, sometimes enables us to show that the limit does not exist.

It is easy to see that if

$$
\operatorname{lt}_{(x, y) \rightarrow(a, b)} f(x, y)=l \text {, }
$$

and if $y=\phi(x)$ is any function whatsoever such that

$$
\phi(x) \rightarrow b \text {, when } x \rightarrow a \text {, }
$$

then, when $x \rightarrow a$

$$
\text { It } f[x, \phi(x)]
$$

must exist and be equal to $l$.
Thus if we can determine two functions $\phi_{1}(x), \phi_{2}(x)$ such that the limits of $f\left[x, \phi_{1}(x)\right]$ and $f\left[x, \phi_{2}(x)\right]$ are different, then we can certainly say that the simultaneous limit, in question, does not exist.
(The reader is advised to geometrically interpret the consideration outlined here.)

Ex. Show that

$$
l t\left[2 x y /\left(x^{2}+y^{2}\right)\right], \text { when }(x, y) \rightarrow(0,0)
$$

does not exist.
Taking $y=m x$, we see that when $x \rightarrow 0$,

$$
\text { lt } \frac{2 x \cdot m x}{x^{2}+m^{2} x^{2}}=\frac{2 m}{1+m^{2}},
$$

which is different for different values of $m$. Hence the limit does not exist.

Ex. Show that

$$
\text { It } \frac{x y^{\mathbf{3}}}{x^{2}+y^{6}} \text {, when }(x, y) \rightarrow(0,0) \text {. }
$$

does not exist.
[Consider the relation $x=m y^{2}$ ]

Ex. Evaluate the following limits or show that the limits do not exist :-
(i) $1 \mathrm{t} \frac{x y^{2}}{x^{2}+y^{4}}$
(ii) ]t $(x+y) \frac{y+(x+y)^{2}}{y-(x+y)^{3}}$
(iii) It $\frac{x y}{\sqrt{ }\left(x^{2}+y^{2}\right)}$
(iv) $\operatorname{lt}(y \sin 1 / x+x \sin 1 / y)$
when, in each case, $(x, y) \rightarrow(0,0)$.
120. Theorem. If, when $(x, y) \rightarrow(a, b)$,

$$
\text { lt } f(x, y)=l_{1}, l t g(x, y)=l_{2}
$$

then
(i) $l t[f(x, y) \pm g(x, y)]=l_{1} \pm l_{2}$
(ii) $l t[f(x, y) g(x, y)]=l_{1} l_{2}$
(iii) $l t[f(x, y) / g(x, y)]=l_{1} / l_{2}$, if $l_{2} \neq 0$.

The proofs are exactly similar to those of the corresponding results in the case of functions of one variable.
121. Repeated limits. Let $f(x, y)$ be defined in a certain neighbourhood of $(a, b)$. Then

$$
\operatorname{lt}_{x \rightarrow a} f(x, y)
$$

if it exists, is a function of $y$, say $\rho(y)$. If

$$
\operatorname{lt}_{y \rightarrow b} \phi(y)
$$

exists and is equal to $\lambda$, we write

$$
\begin{array}{ll}
\text { lt } \quad \text { lt } \\
y \rightarrow b & f(x, y)=\lambda \text {, }
\end{array}
$$

and say that $\lambda$ is a repeated limit of $f\left(x, y^{\prime}\right)$ as $x \rightarrow a$ and $y \rightarrow b$. A change in the order of passing to limits may producc a change in the final result. Thus

$$
\operatorname{lt}_{x \rightarrow a} \operatorname{lt}_{y \rightarrow b} f(x, y) \text {, }
$$

where $y \rightarrow b$ and then $x \rightarrow a$ may be different from $\lambda$.
Ex. We have

$$
\begin{aligned}
& \operatorname{lt}_{y \rightarrow 0} \operatorname{lt}_{x \rightarrow 0} \frac{x-y}{x+y}=\operatorname{lt}_{y \rightarrow 0} \frac{-y}{y}=-1 \\
& \operatorname{lt}_{x \rightarrow 0} \operatorname{lt}_{y \rightarrow 0} \frac{x-y}{x+y}=\operatorname{lt}_{x \rightarrow 0} \frac{x}{x}=1
\end{aligned}
$$

so that the two repeated limits are different. The simultaneous limit, as may easily be secn, woes not even exist.
122. Continuity. A function $f(x, y)$ is said to be continuous at a point $(a, b)$ of its domain of definition, if

$$
\stackrel{l t}{ } f(x, y)=f(a, b)
$$

Again $f(x, y)$ is said to be continuous in a domain if it is contiruous at every point of the domain.

It can now be easily shown that ( $i$ ) the sum, difference, and product of continuous functions are also continuous. (ii) The quotient of two continuous functions is continuous except where the denominator vanishes. (iii) Continuous functions of continuous functions are themselves continuous.

Note. It is easy to show that if $f(x, y)$ is a continuous function of two variables at ( $a, b$ ), then $f(x, b)$ is a continuous function of one variable $x$ for $x=a$ and $f(a, y)$ is a continuous function of one variable $y$ for $y=b$.

The converse of this result is not necessarily true as may be seen by considering a function $f(x, y)$ which is such that $f(x, y)=0$ when $x$ is 0 or when $y$ is 0 and $f(x, y)=1$ elsewhere.

Note. The continuous functions of two variables have properties analogous to those of a single variable and attention to some of these properties will be paid in Chap. XI. One property whose proof is simple may, however, be stated here:-

If $f(x, y)$ is continuous at $(a, b)$ and $f(a, b) \neq 0$, then there exists a neighbourhood of $(a, b)$ such that for every point of this neighbourhood $f(x, y)$ has the sign of $f(a, b)$.

Ex. Discuss the continuity and discontinuity of the following functions:-
(i) $f(x, y)=2 x y^{2} /\left(x^{3}+y^{9}\right)$ when $(x, y) \neq(0,0)$ and $f(0,0)=0$.
(ii) $\left.\phi(x, y)=2 x y / \sqrt{ } x^{2}+y^{2}\right)$ when $(x, y) \neq(0,0)$ and $\phi(0,0)=0$.

Ex. Show that the following function is continuous at ( 00 ).

$$
f(x, y)=e^{-|x-y| /\left(x^{2}-2 x y+y^{2}\right)} \text {, when }(x, y) \neq(1,0) \text { and } f(0,0)=0
$$

Ex. Show that the functions
(i) $\quad f(x, y)=x^{4} y^{4} /\left(x^{2}+y^{4}\right)^{3}$, when $(x, y) \neq(0,0)$ and $f(0,0)=0$
(ii) $\phi(x, y)=x^{2} /\left(x^{2}+y^{2}-x\right)$ when $(x, y) \neq(0,0)$ and $\phi(0,0)=0$.
tend to 0 if $(x, y)$ approaches the origi:a along any straight line, but that they are discontinuons at the origin.
[Hint. It $f(x, y)=\frac{1}{6}$, It $\phi(x, y)=1$ if $(x, y) \rightarrow(0,0)$ along $\left.y^{2}=x\right]$.
123. Partial Derivatives. Let $(a, b)$ be any point of the domain of definition of a function $f(x, y)$. Then

$$
\operatorname{lt}_{h \rightarrow 0} \frac{f(a+h, b)-f(a, b)}{h}
$$

if it exists, is called the partial derivative of $f(x, y)$ with respect to $x$ at $(a, b)$ and is symbolically denoted by $f_{x}(a, b)$ or $\partial f(a, b) / \partial x$.

Similarly

$$
\operatorname{lt}_{k \rightarrow 0} \underline{f(a, b+k)-f(a, b)} k
$$

if it exists, is called the partial derivative with respect to $y$ at $(a, b)$ and is denoted by $f_{y /}(a, b)$ or $\partial f(a, b) / \partial y$.

Now, if, $f(x, y)$ possesses a partial derivative w. r. to $x$ at every point of its domain of definition, then the function determined by the aggregate of the values of the derivative, is called the partial derivative of $f(x, y)$ w. r. to $x$ and is denoted by $f_{i x}(x, y)$ or $\partial f / \partial x$.

Similarly the partial derivative w. r. to $y$ may be defined.
Note. If ( $a-\delta, a+\delta ; b-\delta, b+\delta$ ) be a neigtourhood of $(a, b)$, then the question of the existence and values of the partial derivatives of $f(x, y)$ at ( $a, b$ ) depends only on the values of the function at those points ot the neighbourhood which lie along the lines $x=a, y=b$ and is absolutely independent of the values of the function at the remaining points of the neighbourhood. The question of continuity at ( $a, b$ ), however, takes into accoant the values of the function at every point of the neighbourhood. There is, therefore, nothing surprising in the fact, which we will now illustrate by means of an example, that the partial derivatives of a function may exist at a point at which the function is not cven continuous. Consider a function $f(x, y)$ such that
$f(x, y)=0$ when either $x$ or $y$ is 0, i.e, along the lines $x=0, y=0$ and $f(x, y)=1$ elsewhere.

Clearly $f(x, y)$ is not continnonis at $(0,0)$ even though $f_{x}(0,0), f_{y}(0,0)$ both exist and are zero.

Ex. If

$$
\begin{array}{ll}
\phi(x, y)=\left(x^{3}+y^{3}\right) /(x-y) & \text { when } x \neq y \\
\phi(x, y)=0 & \text { when } x=y
\end{array}
$$

show that this function is discontinuous at the origin, but that the partial derivatives exist at that point.

Putting $y=x-m x^{3}$, we see that

$$
\operatorname{lt}_{x \rightarrow 0} \phi(x, y)=2 / m \text {, }
$$

so that this limit is different for different values of $m$.
Thus it $\phi(x, y)$ when $(x, y) \rightarrow(0,0)$ does not exist and therefore the function is necessarily discontinuous at ( 0,0 ).

Again, we have

$$
\begin{aligned}
& \phi_{x}(0,0)=\operatorname{lt}_{h \rightarrow 0} \frac{\phi(0+h, 0)-\phi(0,0)}{h}=\operatorname{lt}_{h \rightarrow 0} \frac{h^{3}}{h}=0 ; \\
& \phi_{y^{\prime}}^{\prime} 0,0, \operatorname{lt}_{k \rightarrow 0} \frac{\phi(0,0+k)-\phi(0,0)}{k}=\operatorname{lt}_{k \rightarrow 0} \frac{-k^{3}}{k}=0
\end{aligned}
$$

Ex. If $f(x, y)=x y\left(x^{2}-y^{2}\right) /\left(x^{2}+y^{2}\right)$ when $x$ and $y$ are not simultaneously zero and $f(0,0)=0$, show that $f_{x}(x, 0)=0$ and $f_{y}(0, y)=0$.

Ex. Show that the function

$$
f(x, y)=x y / \sqrt{ }\left(x^{2}+y^{2}\right) \text { if }\left(x^{2}+y^{2}\right) \neq 0 \text { and } f(0,0)=0
$$

possesses partial derivatives $f_{x}$ and $f y$ at every point $(x, y)$ but they are not continuous at ( 0,0 ).

Ex. Show that $f(x, y)=\sqrt{ }\left(x^{2}+y^{2}\right)$ possesses partial derivatives $f_{x}$ and $f_{y}$ at all points different from the origin.
124. Differentlability and Differentials. Let $(a, b),(a+h, b+k)$ be any two points of the domain of definition of a function $f(x, y)$, Now $f(a+h, b+k)-f(a, b)$ is the change in the function as the point $(x, y)$ changes from $(a, b)$ to $(a+h, b+k)$.

The function $f(x, y)$ is said to be differentiable at $(a, b)$ if, as $(x, y)$ changes from $(a, b)$ to $(a+h, b+k)$, the change in the value of the function can be expressed in the form

$$
f(a+h, b+k)-f(a, b)=A h+B k+h \phi(h, k)+k \psi(h, k),
$$

where $A, B$ are constants independent of $h$ and $k$ and $\phi(h, k), \psi(k, k)$ are functions of $h$ and $k$ such that

$$
l_{(h, k) \rightarrow(0,0)}^{l t} \phi(h, k)=0=l_{(h, k) \rightarrow(0,0)}^{l t} \psi(h, k) .
$$

Also then $A h+B k$ is called the differential of $f(x, y)$ at $(a, b)$ and is denoted as $d f(a, b)$.

Ex. Show that $f(x, y)=x y$ is differentiable at overy point $(x, y)$.
124.1. Theorem. If $f(x, y)$ is differentiable at $(a, b)$ then it is also continuous at $(a, b)$.

Since

$$
f(a+h, b+k)-f(a, b)=\mathrm{A} h+\mathrm{B} k+h \phi(h, k)+k \psi(h, k),
$$

we have, when $(h, k) \rightarrow(0,0)$,
$[f(a+h, b+k)-f(a, b)] \rightarrow 0$,
i.e., $f(x, y)$ is continunus at $(a, b)$.

The converse of this result is not true. (See Ex. 1, below).
124.2. Theorem. If $f(x, y)$ is differentiable at $(a, b)$, then it also possesses the partial derivatives $f_{x}(a, b)$ and $f_{y}(a, b)$.

Putting $k=0$ in the relation

$$
\begin{aligned}
& f(a+h, b+k)-f(a, b)=\mathrm{A} h+\mathrm{B} k+h \phi(h, k)+k \psi(h, k), \\
& \text { we have }
\end{aligned}
$$ so that when $h \rightarrow 0$, we obtain

$$
\begin{aligned}
& f_{x}(a, b)=\mathrm{A} . \\
& f_{y}(a, b)=\mathrm{B} .
\end{aligned}
$$

The demonstration also shows that if $f(x, y)$ is differentiable at $(a, b)$ then $\mathrm{A}, \mathrm{B}$ are uniquely defined in as much as they are the partial derivatives of $f(x, y)$ at $(a, b)$.

The converse of this theorem is also not true. (See Ex. 1, below)
Ex. 1. Given

$$
\begin{aligned}
f(x, y) & =x y / \sqrt{ }\left(x^{2}+y^{2}\right) \text { when }(x, y) \neq(0,0), \\
f(x, y)=0 & \text { when }(x, y)=(0,0),
\end{aligned}
$$

show that $f(x, y)$ is continuous, possesses partial derivatives but is not differcntiable at ( 0,0 ).

We have

$$
\left|\frac{x y}{\sqrt{ }\left(x^{2}+y^{2}\right)}-0\right|=\frac{|x y|}{\sqrt{ }\left(x^{2}+y^{2}\right)}
$$

Putting $x=r \cos \theta, y=r \sin \theta$, we see that

$$
\frac{|x y|}{\sqrt{\left(x^{2}+y^{2}\right)}}=r|\cos \theta \sin \theta| \leqslant r=\sqrt{x^{3}+y^{2}},
$$

Again
$\sqrt{ }\left(x^{2}+y^{2}\right)<\epsilon$; if $x^{2}<\frac{1}{2} \epsilon^{2}, y^{2}<\frac{1}{2} \epsilon^{2}$, i.e., if $|x|<\epsilon|\sqrt{ } 2,|y|<\epsilon / \sqrt{ } 2$.
Thus $f(x, y)$ is continuous at ( 0,0 ).
Also it is easy to see that $f_{x}(0,0)=0=f_{y}(0,0)$ so that if $f(x, y)$ were differentiable at $(0,0)$, we should have, by definition,

$$
\begin{equation*}
\frac{h k}{\sqrt{ }\left(h^{2}+k^{2}\right)}=0 h+0 k+h \phi(h, k)+k \psi(h, k) \tag{1}
\end{equation*}
$$

where $\phi(h, k)$ and $\psi(h, k) \rightarrow 0$ as $(h, k) \rightarrow(0,0)$.
Putting $k=m h$ and letting $h \rightarrow 0$, we obtain from (1),

$$
m / \sqrt{ }\left(1+m^{2}\right)=0
$$

which is absurd, as $m$ may have any value whatsoever. Hence $f(x, y)$ is not differentiable at $(0,0)$.

Ex. 2. Show that $f(x, y)=|x|+|y|$ is continuous bat not differentiable at ( 0,0 ).

Ex. 3. Discuss the differentiability of the following functions at ( 0,0 )
(i) $f(x, y)=\sqrt{|x y|}$.
(ii) $f(x, y)=x y^{2} /\left(x^{3}+y^{2}\right)$ when $(x, y) \neq(0,0)$ and $f(0,0)=0$.

Examine them for continuity also.
Ex. 4. If $f(x, y)=x \sin 1 / x+y \sin 1 / y$ when $x \neq 0, y \neq 0 ; f(x, 0)=x \sin 1 / x$ when $x \neq 0, f(0, y)=y \sin 1 / y$ when $y \neq 0 ; f(0,0)=0$, show that $f(x, y)$ is continuous but not differentiable at $(0,0)$.
124.3. A sufficient condition for differentiability. Theorem. If $(a, b)$ be a point of the domain of definition of a function $f(x, y)$ such that
(i) $f_{x}(a, b)$ exists, (ii) $f_{b}(x, y)$ is continuous at $(a, b)$,
then $f(x, y)$ is differentiable at $(a, b)$.
The condition (ii) implies that $f_{y}(x, y)$ exists in a certain neighbourhood $(a-\delta, a+\delta ; b-\delta, b+\delta)$ of $(a, b)$. Let $(a+h, b+k)$ be any point of this neighbourhood. We have $f(a+h, b+k)-f(a, b)=f(a+h, b+k)-f(a+h, b)+f(a+h, b)-f(a, b)$. (1)

The function $f(a+h, y)$ of $y$ is derivable w. r. to $y$ in the interval $(b, b+k)$. Therefore, by mean value theorem,

$$
\begin{equation*}
f(a+h, b+k)-f(a+h, b)=k f_{y}(a+h, b+\theta k) \tag{2}
\end{equation*}
$$

where $\theta$, which lies between 0 and 1 , is a function of $h$ and $k$.
Now, if we write,

$$
\begin{equation*}
f_{y}(a+h, b+\theta k)-f_{y}(a, b)=\psi(h, k), \tag{3}
\end{equation*}
$$

we see that, because of the condition (ii), $\psi(h, k) \rightarrow 0$ as $(h, k) \rightarrow(0,0)$.

Again, because of the condition, (i) we have, when $h \rightarrow 0$,

$$
\text { lt } \frac{f(a+h, b)-f(a, b)}{h}=f_{x}(a, b)
$$

so that if we write

$$
\begin{equation*}
[f(a+h, b)-f(a, b)] / h-f_{x}(a, b)=\phi(h) \tag{4}
\end{equation*}
$$

then $\phi(h) \rightarrow 0$ as $h \rightarrow 0$.
From (1), (2), (3), (4), we obtain

$$
f(a+h, b+k)-f(a, b)=h f_{x}(a, b)+k f_{y}(a, b)+h \phi(h)+k \psi(h, k) .
$$

Hence the result.
Note. It may similarly be shown that if $f_{y}(a, b)$ exists and $f_{x}(x, y)$ is continuous at $(a, b)$ then $f(x, y)$ is differentiable at $(a, b)$.

Note. We have shown above that the mere existence of one partial derivative and the continuity of the other is sufficient for the differentiability of the function but, by considering an example, we now show that the condition of continuity is not necessary so that a function may be differentiadle even though neither partial derivative is continuous.

Let

$$
\begin{aligned}
& f(x, y)=x^{2} \sin (1 / x)+y^{2} \sin (1 / y) \text { when } x \neq 0, y \neq 0, \\
& f(x, 0)=x^{2} \sin (1 / x) \text { when } x \neq 0, y=0 \\
& f(0, y)=y^{2} \sin (1 / y) \text { when } y \neq 0, x=0 \\
& f(0,0)=0 .
\end{aligned}
$$

It is easy to see that

$$
\begin{aligned}
& f_{x}(x, y)=2 x \sin (1 / x)-\cos (1 / x) \text { when }(x \neq 0) \text { and } f_{x}(0, y)=0, \\
& f_{y}(x, y)=2 y \sin (1 / y)-\cos (1 / y) \text { when } y \neq 0 \text { and } f_{y}(x, 0)=0,
\end{aligned}
$$

so that neither $f_{x}(x, y)$ nor $f_{y}(x, y)$ is continuous at the origin.
Again, we have

$$
\begin{aligned}
f(h, k)-f(0,0) & =h^{2} \sin (1 / h)+k^{2} \sin (1 / k) \\
& =0 h+0 k+h(h \sin 1 / h)+k \cdot(k \sin 1 / k)
\end{aligned}
$$

so that, since $(h \sin 1 / h)$ and $(k \sin 1 / k)$ both $\rightarrow 0$ as $(h, k) \rightarrow(0,0), f(x, y)$ is differentiable at ( 0,0 ).
125. Theorem. If $f(x, y)$ and $g(x, y)$ are differentiable at $(a, b)$, then
$f(x, y) \pm g(x, y), f(x, y) g(x, y)$ are also differentiable at $(a, b)$
and $\quad(x, y) \pm g(f+g)=d f+d g ; d(f g)=f d g+g d f ;$
also if $g(a, b) \neq 0$, then $f(x, y) / g(x, y)$ is differentiable at $(a, b)$
and $\quad d(f / g)=(g d f-f d g) / g^{2}$
The proof is simple.
126. Partial derivatives of the second and higher orders. Suppose that a function $f(x, y)$ possesses partial derivatives $f_{x}(x, y), J_{y}(x, y)$ of the first order in a certain neighbourhood of $(a, b)$.

Then we write

$$
\begin{aligned}
& \underset{h \rightarrow 0}{ } \operatorname{lt}_{x}(a+h, b)-f_{x}(a, b)=f_{x^{2}}(a, b), \\
& \operatorname{lt}_{k \rightarrow 0} \frac{\left.f_{x}(a, b+k)-f_{x}^{\prime} a, b\right)}{k}=f_{y_{x}(a, b) ; ~} \\
& \underset{h \rightarrow 0}{ }{ }_{h} J_{y}(a+h, b)-J_{y}(a, b)=f_{x y}(a, b), \\
& \operatorname{lt}_{k \rightarrow 0}{ }^{13}(a, b+k)-f_{3}(a, b)=y_{y^{2}}(a, b),
\end{aligned}
$$

in case the limits exist.
$f_{x^{2}}(a, b), f_{y x}(a, b), f_{x y}(a, b), f_{y^{2}}(a, b)$ are known as partial derivatives of second order at $(a, b)$ and are also sometimes written as $\left(\hat{\sigma}^{2 f} / \grave{\partial} x^{2}\right)(a, b), \quad\left(\hat{c}^{2} f / \hat{\imath} y \bar{c} x\right)(a, b), \quad\left(\hat{c}^{\prime} f / \partial x \hat{c} y\right)(a, b) \quad,\left(\hat{\sigma}^{2} / / \hat{c} y^{2}\right)(a, b) \quad$ respectively.

The reader should carefully note the difference in the meanings of $f_{y_{x}}(a, b)$ and $f_{x^{\prime}}(a, b)$.

Partial derivatives of the third and higher orders can be similarly defined.
126.1. Change in the order of derivation. In general, a partial derivative has the same value in whatever order the different operations are performed. Thus, for example, in general, we have

$$
f_{x y}=f_{y x^{\prime}} f_{x^{2} y}=f_{x y x}, f_{x^{2} y^{3}}=f_{x v} x x y^{2}
$$

That this is not always the case is shown below by considering an example.
127. It is easy to see a priori why $f_{y_{p}}(a, b)$ may be different from $f_{w y}(a, b)$.

We have

$$
f_{x y}(a, b)=\operatorname{lt}_{h \rightarrow 0} f_{y}(a+h, b)-\frac{y}{h}(a, b)
$$

Also $f_{y}(a+h, b)=\operatorname{lt}_{k \rightarrow 0} \frac{f(a+h, b+k)-f(a+h, b)}{h} \underline{( }$
and $\quad f_{y}(a, b)=\operatorname{lt}_{k \rightarrow 0} \underset{k}{f(a, b+k)-f(a, b)}$

$$
\begin{aligned}
\therefore f_{\alpha y}(a, b) & =\operatorname{lt}_{h \rightarrow 0} \operatorname{lt}_{k \rightarrow 0} f(a+h, b+k)-f(a+h, b)-f(a, b+k)+f(a, b) \\
& =\operatorname{lt}_{h \rightarrow 0} \operatorname{lt}_{k \rightarrow 0} \underline{k} k(h, k), \text { say. }
\end{aligned}
$$

It may similarly be shown that

$$
f_{y_{\otimes}(a, b)}=\operatorname{lt}_{k \rightarrow 0} \operatorname{lt}_{h \rightarrow 0} \frac{\varphi(h, k)}{h k}
$$

Thut we see that $f_{y_{x}}(a, b)$ and $f_{x y}(a, b)$ are repeated limits of the same expression taken in different orders.

Ex. 1. If $f(x, y)=x y\left(x^{3}-y^{2}\right) /\left(x^{2}+y^{2}\right)$ when $(x, y) \neq(0,0)$
and $f(0,0)=0$,
show that $\quad f_{x y}(0,0) \neq f_{y_{x}}(0,0)$.
We have

But $\quad f_{y}(0,0)=\operatorname{lt}_{k \rightarrow 0} \frac{f(0,0+k)-f(0, \underline{0})}{k}=\operatorname{lt}_{k \rightarrow 0} \underset{k}{0}=0$,
and $\quad f_{y}(h, 0)=\operatorname{lt}_{k \rightarrow 0} f(h, 0+k)-f(h, 0)=\operatorname{lt}_{k \rightarrow 0} \frac{h k\left(h^{2}-k^{2}\right.}{k\left(h^{2}+k^{2}\right)}=h$
$\therefore \quad f_{x y}(0,0)=1 \mathrm{lt} \underset{h \rightarrow 0}{ } \frac{h-0}{h}=1$.
Again $f_{y_{x}(0,0)}=\operatorname{ll}_{h \rightarrow 0} \frac{f_{x}(0,0+k)-f_{x}(0,0)}{k}$
But $\quad f_{x}(0,0)=\underset{h \rightarrow 0}{\text { lt }} f(0+h, 0)-f(0,0)=0$
and $\quad f_{x}(0, k)=\underset{h \rightarrow 0}{\operatorname{lt}} \frac{f(0+h, k)-f(0, \underline{k})}{h}=\operatorname{lt}_{h \rightarrow 0} \frac{h k\left(h^{2}-k^{2}\right)}{h\left(h^{2}+k^{2}\right)}=-k$
$\therefore \quad f_{y_{x}}(0,0)=\operatorname{lt}_{k \rightarrow 0} \frac{-k-0}{k}=-1$
$\therefore \quad f_{x y}(0,0) \neq f_{y / x}(0,0)$.
Ex. 2. Given that
$f(x, y)=x y$ if $|y| \leqslant|x|$ and $f(x, y)=-x y$ if $|y|>|x|$
show that $f_{x y}(0,0) \notin f_{y x}(0,0)$.
Ex. 3. Examine for the change in the order of derivation at the origin :-
(i) $f(x, y)=\left|x^{3}-y^{2}\right|$
(ii) $f(x, y)=x^{1} \tan ^{-1}(y / x)-y^{2} \tan ^{-1}(x / y), x \neq 0, y \neq 0$

$$
f(x, y)=0 \text {, elsewhere. }
$$

127. We now prove two theorems which lay down sufficient conditions for the validity of the statement $f_{x i y}=f_{y_{x}}$.
127.1. Schawarz's theorem. If $(a, b)$ be a point of the domain of definition of a function $f(x, y)$ such that
(i) $f_{x}(x, y)$ exists in a certain neighbourhood of $(a, b)$;
(ii) $f_{x \geqslant}(x, y)$ is continuous at $(a, b)$,
then

$$
f_{y_{x}}(a, b) \text { exists and is equal to } f_{x 3}(a, b) \text {. }
$$

The given conditions imply that there exists a certain neighbourhood of $(a, b)$ at every point $(x, y)$ of which $f_{k}(x, y), f_{y}(x, y)$ and $f_{x, y}(x, y)$ exist. Let $(a+h, b+k)$ be any point of this neighbourhood. We write

$$
\begin{align*}
& \phi(h, k)=f(a+h, b+k)-f(a+h, b)-f(a, b+k)+f(a, b), \\
& g(y)=f(a+h, y)-f(a, y), \tag{1}
\end{align*}
$$

so that $\phi(h, k)=g(b+k)-g(b)$

Since $f$. exists in a neighbourhood of $(a, b)$, the function $g(y)$ is derivable in $(b, b+k)$, and therefore, by applying the mean value theorem to the expression on the right of (1), we have

$$
\begin{align*}
\phi(h, k) & =k g(\dot{o}+\theta k) \\
& =k\left[f_{l}(a+h, b+\theta k)-f_{\nu}(a, b+\theta \theta)\right. \tag{2}
\end{align*}
$$

Again since $f_{x y}$ exists in a neighbourhood of ( $a, b$ ), the function $f_{y}(x, b+\theta k)$ of $x$ is derivable w. r. to $x$ in $(a, a+h)$ and therefore by applying the mean value theorem to the right of (2), we have

$$
\phi(h, k)=h k f_{x^{y}}\left(a+\theta^{\prime} h, b+\theta k\right) \quad\left(0<\theta^{\prime}<1\right)
$$

or

$$
\operatorname{l}_{k}^{1}\left[\frac{f(a+h, b+k)-f(a, b+k)}{h}-\frac{f(a+h, b)-f(a, b)}{h}\right]
$$

Since $f_{x}(x, y)$ exists in a neighbourhood of $(a, b)$ this gives, when $h \rightarrow 0$,

$$
f_{x}(a, b+k)-f_{x}(a, b)=\operatorname{lt}_{h \rightarrow 0}^{k} f_{r:}\left(a+\theta^{\prime} h, b+\theta k\right)
$$

Let, now, $k \rightarrow 0$ Since $f_{x y}(x, y)$ is continuous at $(a, b)$, we obtain

$$
f_{y_{x}}(a, b)=\operatorname{lt}_{k \rightarrow 0} \operatorname{lt}_{h \rightarrow 0} f_{x}\left(a+\theta^{\prime} h, b+\theta k\right)=f_{x}(a, b)
$$

Cor. 1. If $f_{x y}(x, y)$ and $f_{x}(x, y)$ are both continuous at $(a, b)$, then $f_{x^{\prime}}(a, b)=f_{y_{x}}(a, b)$.
128.2. Young's theorem. If $(a, b)$ be a point of the domain of definition of a function $f(x, y)$ such that $f_{x}(x, y)$ and $f_{y}(x, y)$ are both differentiable at ( $a, b$ ), then

$$
f_{x y}(a, b)=f_{y_{x}}(a, b) .
$$

The differentiability of $f_{x}$ and $f_{y}$ at $(a, b)$ implies that they exist in a certain neigbourhood of $(a, b)$ and

$$
f_{x^{2}}, f_{y x^{\prime}}, f_{x y^{\prime}} f_{y^{2}}
$$

exist at $(a, b)$. Let $(a+h, b+h)$ be any point of this neighbourhood.
We write

$$
\begin{align*}
\phi(h, h) & =f(a+h, b+h)-f(a+h, b)-f(a, b+h)+f(a, b) \\
g(h) & =f(a+h, y)-f(a, y) \\
\text { so that } \phi(h, h) & =g(b+h)-g(b) \tag{1}
\end{align*}
$$

Since $f_{y}$ exists in a neighbourhood of $(a, b)$, the function $g(y)$ is derivable in $(b, b+h)$ and therefore by applying the mean value theorem to the expression on the right of (1), we obtain

$$
\begin{align*}
\phi(h, h) & =h g^{\prime}(b+\theta h) \\
& =h\left[f_{y}(a+h, b+\theta h)-f_{3}(a, b+\theta h)\right] \tag{2}
\end{align*}
$$

Since $f_{y}(x, y)$ is differentiable at ( $a, b$ ), we have, by definition,

$$
\begin{gather*}
f_{y}(a+h, b+\theta h)-f_{y}(a, b)=h f_{x y}(a, b)+\theta h f_{y^{\mathbf{2}}}(a, b)+h p_{1}(h, h)  \tag{4}\\
\quad+\theta k \psi_{1}(h, h)  \tag{3}\\
\text { and } f_{y}(a, b+\theta h)-f_{y}(a, b)=\theta h f_{y^{\mathbf{2}}}(a, b)+\theta h \psi_{2}(h, h),
\end{gather*}
$$

where $\phi_{1}, \psi_{1}, \psi_{2}$ all $\rightarrow 0$ as $h \rightarrow 0$
From (2), (3) and (4), we obtain

$$
\begin{equation*}
\phi\left(h_{1} h\right)\left(h^{2}=f_{x y}(a, b)+\phi_{1}(h, h)+\theta \psi_{1}(h, h)-\theta \psi_{2}(h, h)\right. \tag{5}
\end{equation*}
$$

By a similar argument and on considering

$$
\mathrm{H}(x)=f(x, b+h)-f(x, b),
$$

we can show that

$$
\begin{equation*}
\phi(h, h) / h^{2}=f_{y_{x}}(a, b)+\psi_{3}(h, h)+\theta^{\prime} \phi_{2}(h, h)-\theta^{\prime} \phi_{3}(h, h) \tag{6}
\end{equation*}
$$

where $\phi_{2}, \phi_{3}, \psi_{3}$ all $\rightarrow 0$ as $h \rightarrow 0$
Equating the right hand sides of (5) and (6) and making $h \rightarrow 0$, we obtain

$$
f_{x y}(a, b)=f_{y_{x}}(a, b) .
$$

Ex. In view of the Schwarz's and Young's theorems, explain the inquality $f_{x y}(0,0) \neq f_{y x}(0,0)$ for the function considered in Ex. 1 after §127, p. 208 .
[Show that neither $f_{x} y(x, y)$ nor $f_{y x}(x, y)$ is continuous at $(0,0)$ and that $f_{x}(x, y)$ and $f_{y}(x, y)$ are not differentiable at $(0,0)$ ].

Explain the same inequality for the functions considered in Ex 2 and Ex. 3 also.
128. Theorem. If $f(x, y)$ posscsses continuous partial derivatives of the nth order at a point $(a, b)$, then

$$
f_{p_{n} p_{n-1} \cdots p_{2} p_{1}}(a, b)=f_{q_{n} q_{n-1} \cdots q_{2} q_{1}}(a, b)
$$

where each $p$ and $q$ is either $x$ or $y$ and the number of $x$ 's among $p$ 's is the same as the number of $x$ 's among $q$ 's and similarly about the $y$ 's.

The proof which is simple, may be obtained by the principle of mathematical induction from the cor. of $\S 127 \cdot 1$.

For example, the theorem shows that when $n=3$,

$$
f_{x^{2} y}=f_{x y x}=f_{y x^{2}} .
$$

Ex. $f(x, y) \equiv\left(x^{2}+y^{2}\right) \log \left(x^{2}+y^{2}\right)$ for $(x, y) \neq(0,0)$ and $f(0,0)=0$. Show that $f_{x} y$ and $f_{y x}$ are not continuous at ( 0,0 ), bat $f_{x y}(0,0)=f_{y x}(0,0)$.
129. Differentials of second and higher orders. Let $z=f(x, y)$ be defined in a domain $E$ and let it be differentiable at every point $(x, y)$ of the domain. The differential $d z$ of the function $z$ at any point $(x, y)$ is given by

$$
\begin{equation*}
d z=\frac{\partial z}{\partial x} \delta x+\frac{\partial z}{\partial x} \delta y \tag{1}
\end{equation*}
$$

where we have taken $\delta x, \delta y$ for $h, k$ respectively and $\partial z / \partial x, \partial z / \partial y$ denote the partial derivatives of the function $z$ at $(x, y)$.

Taking $z=x$, we obtain from (1)

$$
d x=d z=1 . \delta x+0 . \delta y=\delta x
$$

Similarly taking $z=y$, we obtain $d y=\delta y$.
Thus we see that the differentials $d x$, $d y$ of the independent variables $x, y$ are $\delta x$ and $\delta y$ respectively so that we can write

$$
\begin{equation*}
d z=\frac{\partial z}{\partial x} d x+\frac{\partial z}{\partial y} d y \tag{2}
\end{equation*}
$$

Regarding $d x$ and $d y$ as constants, we see that the differential $d z$ is a function of two variables $x$ and $y$ and is itself differentiable in the domain E , if $\partial z / \partial x, \partial z / \partial y$ are both differentiable in E . ( 8125, p. 206) and also then

$$
d(d z)=d\left(\frac{\partial z}{\partial x}\right) d x+d\left(\frac{\partial z}{\partial x}\right) d y
$$

Replacing $z$ by $\partial z / \partial x$ and $\partial z / \partial y$ in (2), we obtain

$$
\begin{aligned}
& \left.d_{\left(\frac{\partial z}{\partial x}\right.}^{\partial x}\right)=\frac{\partial^{2} z}{\partial x^{2}} d x+\frac{\partial^{2} z}{\partial y \partial x} d y ; \\
& d\left(\frac{\partial z}{\partial x}\right)=\frac{\partial^{z} z}{\partial x \partial y} d x+\frac{\partial^{2} z}{\partial y^{3}} d y .
\end{aligned}
$$

Since $\partial z / \partial x, \partial z / \partial y$ are differentiable in E , we have, by Young's theorem, at every point of the domain,

$$
\partial^{2} z / \partial x \partial y=\partial^{2} z / \partial y \partial x .
$$

Thus denoting $d(d z)$ by $d^{2} z$, we obtain
where

$$
d^{2} z=\frac{\partial^{2} z}{\partial x^{2}} d x^{2}+2 \frac{\partial^{2} z}{\partial x \partial y} d x d y+\frac{\partial^{2} z}{\partial y^{2}} d y^{2},
$$

$$
d x^{2}=(d x)^{2}, d y^{2}=(d y)^{2} .
$$

For the sake of brevity this is usually written as

$$
d^{2} z=\left(d x \frac{\partial}{\partial x}+d y \frac{\partial}{\partial y}\right)^{2} z
$$

whose meaning is self evident.
Again, $d^{\prime} z$ is differentiable in the domain E if the second order partial derivatives $\partial^{3} z / \partial x^{2}, \partial^{2} z i \partial x \partial y, \partial^{2} z / \partial y^{2}$ are all differentiable in E . This condition ensures the legitimacy of the inversion of the order of derivation w. r. to $x$ and w. r. to $y$ in the partial derivatives of the third order. Thus we have

$$
\begin{aligned}
d^{3} z & =\frac{\partial^{3} z}{\partial x^{3}} d x^{3}+3 \frac{\partial^{3} z}{\partial x^{3} \partial y} d x^{2} d y+3 \frac{\partial^{3} z}{\partial x \partial y^{3}} d x d y^{9}+\frac{\partial^{3} z}{\partial y^{3}} d y^{3} \\
& =\left(d x \frac{\partial}{\partial x}+d y \frac{\partial}{\partial y}\right)^{3} z .
\end{aligned}
$$

Proceeding in this manner we see that $d^{n} z$ exists if $d^{n-1} z$ is differentiable which is the case when all the partial derivatives of the $(n-1)$ th order are differentiable. This condition also ensures the legitimacy of inverting the order of derivation w. r. to $x$ and w. r. to $y$ in the partial derivatives of the $n$th order. The expression for $d^{n} z$ in terms of partial derivatives of the $n$th order, as may be shown by Mathematical induction, is given by

$$
\begin{aligned}
& d^{n} z=\frac{\partial^{n} z}{\partial x^{n}} d x^{n}+n \frac{\partial^{n} z}{\partial y \partial x^{n-1}} d y d x^{n-1}+\frac{n(n-1)}{2!} \frac{\partial^{n} z}{\partial y^{2} \partial x^{n-1}} d y^{2} d x^{n-2}+\ldots . . \\
& \text { i.e., } \quad \ldots \ldots+\frac{\partial^{n} z}{\partial y^{n}} d y^{n} \\
& \quad d^{n} z=\left[d x \frac{\partial}{\partial x}+d y \frac{\partial}{\partial y}\right]^{n} z .
\end{aligned}
$$

180. Differentlation of Functions of Functions. If

$$
x=\phi(u, v), y=\psi(u, v)
$$

be two functions of ( $u, v$ ) defined in a domain E of the point $(u, v)$, then the domain $\mathrm{E}_{1}$ of the point $(x, y)$ as $(u, v)$ varies in E is said to be the image of E .

Theorem. If
(i) $x=\phi(u, v), y=\psi(u, v)$ are two differentiable functions of $(u, v)$ in a domain $E$,
(ii) $z=f(x, y)$ is a differentiable function of $(x, y)$ in a domain $E_{1}$,
(iii) $E_{1}$ is the image of $E$,
then
$z$, regarded as a function of $u, v$, is differentiable in $E$ and

$$
d z=\frac{\partial z}{\partial x} d x+\frac{\partial z}{\partial y} d y .
$$

[This theorem shows that the expression for $d z$ is the same whether the variables $x, y$ are independent or dependent upon some other variables. Of course $d x, d y$ are not constants when $x, y$ ate dependent variables].

Let $(u, v)$ and $(u+\delta u, v+\delta v)$ be any two points of $E$, and let $(x, y)$ and $(x+\delta x, y+\delta y)$ be the two corresponding points of $\mathrm{E}_{1}$ so that

$$
\delta x=\phi(u+\delta u, v+\delta v)-\phi(u, v), \delta y=\psi(u+\delta u, v+\delta v)-\psi(u, v) .
$$

Because of the differentiability, $\phi\left(u,{ }^{\circ} v\right)$ and $\psi(u, v)$ are continuous functions of $u$ and $v, i . e ., \delta x$ and $\delta y \rightarrow 0$ as $(\delta u, \delta v) \rightarrow(0,0)$.

Since $x=\phi(u, v), y=\psi(u, v)$ are differentiable at $(u, v)$, therefore

$$
\begin{equation*}
\delta x=\phi_{u} \delta u+\phi_{1} \delta v+\phi_{1} \delta u+\phi_{2} \delta v, \tag{1}
\end{equation*}
$$

$$
\begin{equation*}
\delta y=\psi_{11} \delta u+\psi_{1} \delta v+\psi_{1} \delta u+\psi_{2} \delta v, \tag{2}
\end{equation*}
$$

where $\phi_{1}, \phi_{2}, \psi_{1}, \psi_{2}$ are functions of $\delta u, \delta v$ and $\cdot 0$ as $(\delta u, \delta v) \rightarrow(0,0)$.
Also since $z=f(x, y)$ is differentiable at $(x, y)$, therefore

$$
\begin{equation*}
\delta z=f_{x} \delta x+f_{y} \delta y+f_{1} \delta x+f_{2} \delta y, \tag{3}
\end{equation*}
$$

Fwhere $f_{1}, f_{2}$ are functions of $\delta x, \delta y$ and $\rightarrow 0$, as $(\delta x, \delta y) \rightarrow(0,0)$.
From (1), (2), (3), we obtain

$$
\delta z=\left(f_{a} \phi_{p_{u}}+f_{y} \psi_{u}\right) \delta u+\left(f_{r} \phi_{r}+f \psi_{n}\right) \delta v+\mathrm{F}_{1} \delta u+\mathrm{F}_{z} \delta v,
$$

where $\mathrm{F}_{1}=\left(f_{x} \phi_{1}+f_{y} \psi_{1}+f_{1} \phi_{u}+f_{1} \phi_{1}+f_{3} \psi_{u}+f_{2} \psi_{1}\right)$
and $\quad \mathrm{F}_{2}=\left(f_{x} \phi_{2}+f_{3} \psi_{2}+f_{1} \phi_{1}+f_{1} \phi_{2}+f_{3} \psi_{:}+f_{2} \psi_{2}\right)$
Since the co-efficients $\mathrm{F}_{1}$ and $\mathrm{F}_{2}$ of $\delta u$ and $\delta v \rightarrow 0$ as $(\delta u, \delta v) \rightarrow(0,0)$ we see that $z$ is a differentiable function of $(u, v)$ and

$$
\begin{aligned}
d z & =\left(f_{x} \phi_{l}+f_{y} \psi_{v}\right) d u+\left(f_{x} \phi_{r}+f_{y} \psi_{r}\right) d v \\
& =f_{r}\left(\phi_{u} d u+\phi_{1} d v\right)+f_{( }\left(\psi_{\iota} d u+\psi_{)}\right) d v \\
& =\frac{\partial z}{\partial x} d x+\frac{\partial z}{\partial y} d y .
\end{aligned}
$$

130.1. Differentials of higher orders of functions of functions.

From the preceding theorem we deduce that if $\partial z / \partial x, \partial z / \partial y$ are differentiable functions of $x, y$ (so that they are also differentiable functions of $u, v$ ) and $d x, d y$ are differentiable functions of $u, v(i . e .$, $d^{2} x, d^{2} y$ exist, then $d z$ is a differentiable function of $u, v$ and we have

$$
\begin{align*}
d^{2} z & =d(d z)=d\left(\frac{\partial z}{\partial x}\right) d x+\frac{\partial z}{\partial x} d(d x)+d\left(\frac{\partial z}{\partial y}\right) d y+\frac{\partial z}{\partial y} d(d y)  \tag{8125,p.206}\\
& =\frac{\partial^{2} z}{\partial x^{2}} d x^{3}+2 \frac{\partial^{2} z}{\partial x \partial y} d x d y+\frac{\partial^{2} z}{\partial y^{2}} d y^{2}+\frac{\partial z}{\partial x} d^{3} x+\frac{\partial z}{\partial y} d^{3} y
\end{align*}
$$

Proceeding in this manner we see that $d^{n-1} z$ is a differentiable function of $u, v, i . e ., d^{n} z$ exists, if the ( $n-1$ )th order partial derivatives of $z$ are differentiable functions of $x$ and $y$ and the $n$th differentials $d^{n} x, d^{n} y$ of $x, y$ exist. But the formation of differentials of higher orders becomes more and more complicated and no simple general formula exists for $d^{n} z$ in this case.

Note In case $x, y$ are linear functions of $u$ and $v$ i.e., $x, y$ are of the form $x=a+b u+c v, y=d+e u+f v$, then $d^{2} x, d^{2} y$ and all higher differentials of $x$ and $y$ are 0 and, therefore, we have

$$
d n_{z}=\left(\frac{\partial}{\partial x} d x+\frac{\partial}{\partial y} d y\right)^{n} z
$$

so that the form is the same as if $x$ and $y$ are independent.
131. Derivation of functions of functions. If (i) $x=\phi(u, v)$, $y=\psi(u, v)$ possess conlinuous first order partial derivatives in a domain $E$ of the point $(u, v)$ (ii) $z=f(x, y)$ possesses continuous first order partial derivatives in a domain $E_{1}$ of $(x, y)$ and (iii) $E_{1}$ is the image of $E$, then $z$ possesses continuous first order partial derivatives $w, r$, to $u$, and $v$ in $E$; also

$$
\begin{aligned}
& \frac{\partial z}{\partial u}=\frac{\partial z}{\partial x} \cdot \frac{\partial x}{\partial u}+\frac{\partial z}{\partial y} \cdot \frac{\partial y}{\partial u} ; \\
& \frac{\partial z}{\partial v}=\frac{\partial z}{\partial x} \cdot \frac{\partial x}{\partial v}+\frac{\partial z}{\partial y} \cdot \frac{\partial y}{\partial v} .
\end{aligned}
$$

Because of (i) $x, y$ are differentiable functions of $u, v$ and because of (ii) $z$ is a differentiable function of $x, y$. Hence from $\S 130$. $z$ is a differentiable function of $(u, v)$. Therefore $\partial z / \partial u, \partial z / \partial v$ exist and

$$
\begin{equation*}
d z=\frac{\partial z}{\partial u} d u+\frac{\partial z}{\partial v} d v \tag{1}
\end{equation*}
$$

Also from $\S 130$, we have

$$
\begin{align*}
d z & =\frac{\partial z}{\partial x} d x+\frac{\partial z}{\partial y} d y \\
& =\frac{\partial z}{\partial x} \cdot\left(\frac{\partial x}{\partial u} d u+\frac{\partial x}{\partial v} d v\right)+\frac{\partial z}{\partial y}\left(\frac{\partial y}{\partial u} d u+\frac{\partial y}{\partial v} d v\right) \\
& =\left(\frac{\partial z}{\partial x} \frac{\partial x}{\partial u}+\frac{\partial z}{\partial y} \frac{\partial y}{\partial u}\right) d u+\left(\frac{\partial z}{\partial x} \frac{\partial x}{\partial v}+\frac{\partial z}{\partial y} \frac{\partial y}{\partial v}\right) d v(2 \tag{2}
\end{align*}
$$

From (1) and (2), on comparison, we obtain the values of $\partial z / \partial u$ and $\partial z / \partial v$.

Again, because of the conditions (i) and (ii), we see that $\partial z / \partial u$ and $\partial z / \partial v$ are continuous functions of $(u, v)$.

Cor. If (i) $x=\phi(u, v), y=\psi(u, v)$ possess continuous $n$th order partial derivatives in the domain E of $(u, v)$, (ii) $z=f(x, y)$ possesses continuous $n$th order partial derivatives in the domain $\mathrm{E}_{1}$ of $(x, y)$ and (iii) $\mathrm{E}_{1}$ is the image of E , then $z$ possesses continuous $n$th order partial derivatives w. r. to $u$ and $v$ in the domain E .

Because of (i) and (ii), $d^{n-1} x, d^{n-1} y$ are differentiable in $E$ and $d^{n-1} z$ in $\mathrm{E}_{1}$ so that the result now follows from $\$ 130 \cdot 1$.

Cor. A particular case. If $z=f(x, y)$ possesses nth order partial derivatives and $x=a+h t, y=b+k t$, where $a, b, h, k$ are constants, then

$$
\frac{d^{n} z}{d t^{n}}=\left(h \frac{\partial}{\partial x}+k \frac{\partial}{\partial y}\right)^{n} z
$$

We have

$$
\begin{aligned}
& d z=\frac{\partial z}{\partial x} \cdot \frac{d x}{d t}+\frac{\partial z}{\partial y} \frac{d y}{d t}=h \frac{\partial z}{\partial x}+k \frac{\partial z}{\partial y}- \\
& \frac{d^{3} z}{\overline{d t} t^{3}}=h\left[\frac{\partial^{2} z}{\partial x^{2}} \frac{d x}{d t}+\frac{\partial^{2} z}{\partial y \partial x} \frac{d^{2} y}{d t}\right]+k\left[\frac{\partial^{2} z}{\partial x \partial y} \frac{d x}{d t}+\frac{\partial^{2} z}{\partial y^{2}} \frac{d y}{d t}\right] \\
&=h^{3} \frac{\partial^{3} z}{\partial^{3} x}+2 h k \\
& \partial x \partial y \partial^{2} z \\
& \frac{\partial^{3} z}{\partial y^{3}}=\left(h \frac{\partial}{\partial x}+k \frac{\partial}{\partial y}\right)^{2} z .
\end{aligned}
$$

By Mathematical induction, we may now obtain the value of $d^{n} z / d t^{n}$.
182. Taylor's theorem for a function of two variables. If $f(x, y)$ possesses continuous partial derivatives of the nth order in any neighbourhood of a point ( $a, b$ ) and if $(a+h, b+k)$ be any point of this neighbourhood then, there exists a positive number $\theta$ which is less than 1 such that

$$
\begin{aligned}
& \bullet f(a+h, b+k)=f(a, b)+\left(h \frac{\partial}{\partial x}+k \frac{\partial}{\partial y}\right) f(a, b) \\
& +\frac{1}{2}!\left(h \frac{\partial}{\partial x}+k \frac{\partial}{\partial y}\right)^{2} f(a, b)+\ldots \ldots \ldots+\frac{1}{(n-1)!}\left(h \frac{\partial}{\partial x}+k \frac{\partial}{\partial y}\right)^{n-1} f(a, b) \\
& +\frac{1}{n!}\left(h \frac{\partial}{\partial x}+k \frac{\partial}{\partial y}\right)^{n} f(a+\theta h, b+\theta k), \quad(0<\theta<1) .
\end{aligned}
$$

We write

$$
x=a+t h, y=b+t k
$$

Let

$$
f(x, y)=f(a+t h, b+t k)=g(t) .
$$

Since all the partial derivatives of $f(x, y)$ of order $n$ are continuous, $g^{n}(t)$ is continuous in $(0,1)$; also, as proved in $\S 131$, we have

$$
g^{n}(t)=\left(h_{\partial}^{\partial}+k \frac{\partial}{\partial \dot{y}}\right)^{n} f(x, y)
$$

Applying Maclaurin's theorem to $g(t)$, we obtain

$$
g(t)=g(0)+t g^{\prime}(0)+\frac{t^{\prime}}{2!} g^{\prime \prime}(0)+\ldots \ldots \ldots+\frac{t^{n-1}}{(n-1)!} g^{n-1}(0)+\frac{t^{n}}{n!} g^{n}(\theta t)
$$

For $t=1$, this becomes

$$
g(1)=g(0)+g^{\prime}(0)+\frac{1}{2!} g^{\prime \prime}(0)+\ldots \ldots \ldots+\frac{1}{(n-1)!} g^{n-1}(0)+\frac{1}{n!} g^{n}(\theta)
$$

$$
\text { Since } g(1)=f(a+h, b+k) ; g(0)=f(a, b)
$$

$$
g^{\prime}(0)=\left(\dot{h}^{\frac{\partial}{\partial x}}+k_{\partial y}^{\partial y}\right) f(a, b) ; g^{\prime \prime}(0)=\left(h_{\partial x}^{\partial x}+k_{\partial}^{\partial y}\right)^{2} f(a, b)
$$

$$
g^{n}(\theta)=\left(h \frac{\partial}{\partial x}+k \frac{\partial}{\partial y}\right)^{n} f(a+\theta h, b+\theta k),
$$

We get the result as stated.
[It is easy to see that Taylor's theorem can also be written more compactly as

$$
\begin{aligned}
& \left.f(a+h, b+k)=f(a, b)+d f(a, b)+\frac{1}{2!} d^{\imath} f(a, b)\right)+\ldots \ldots \\
& \quad+\ldots \ldots \ldots+\frac{1}{(n-1)!} d^{n-1} f(a, b)+\frac{1}{n!} d^{n} f(a+\theta h, b+\theta k)
\end{aligned}
$$

Ex. Show that
(i) $\sin x \sin y=x y-\frac{1}{8}\left[\left(x^{3}+3 x y^{4}\right) \cos \theta x \sin \theta y+\left(y^{3}+3 x^{2} y\right) \sin \theta x \sin \theta y\right]$
(ii) $e^{a x} \sin b y=b y+a b x y+\frac{1}{2}\left[\left(a^{3} x^{3}-3 a b^{2} x y^{2}\right) \sin v+\left(3 a^{3} b x^{2} y-b^{8} y^{0}\right) \cos v\right] e^{0}$, where $u=a \theta x, v=b \nexists y,(0<\theta<1)$.
133. Maxima and Minima for functions of two variables. Let ( $a, b$ ) be any* inner point of the domain of definition of a function $f(x, y)$. Then $f(a, b)$ is said to be an extreme value of $f(x, y)$, if for every point $(x, y)$, [other than $(a, b)]$, of some neighbourhood of $(a, b)$, the difference

$$
f(x, y)-f(a, b)
$$

is of the same sign; the extreme value $f(a, b)$ being called a maximum or a minimum value according as this difference is negative or positive.

133 1. The necessary conditions for $f(a, b)$ to be an extreme value of $f(x, y)$ are that

$$
f_{x}(a, b)=0=f_{y}(a, b),
$$

provided that these partial derivatives exist.
If $f(a, b)$ is an extreme value of the function $f(x, y)$ of two variables then, clearly, it is also an extreme value of the function $f(x, b)$ of one variable $x$ for $x=a$ and therefore its derivative $f_{x}(a, b)$ for $x=a$ must necessarily be 0 . Similarly we have $f_{y}(a, b)=0$.

Note. If $f(x, y)=0$ when $x=0$ or $y=0$ and $f(x, y)=1$ elsewhere then $f_{x}(0,0)=0=f_{y}(0,0)$ but $f(0,0)$ is not an extreme value so that we see that the conditions obtained above are only necessury and not sufficiant.

Ex. Show that $f(x, y)=|x|+|y|$ has an extreme value at $(0,0)$, even though $f_{x}(0,0), f y(0,0)$ do not even exist.
133.2. To determine sufficient conditions for $f(a, b)$ to be an extreme value of $f(x, y)$.

We suppose that

$$
f_{x}(a, b)=0=f_{y}(a, b) .
$$

Also we suppose that $f(x, y)$ possesses continuous second order partial derivatives in a certain neighbourhood of $(a, b)$ and that the derivatives at $(a, b), v i z .$,

$$
f_{x^{2}}(a, b), f_{x y}(a, b), f_{y^{2}}(a, b) \text { are not all zero. }
$$

We write

$$
\mathrm{A}=f_{x^{8}}(a, b), \mathrm{B}=f_{x y}(a, b), \mathrm{C}=f_{y^{2}}(a, b) .
$$

By Taylor's theorem we have

$$
f(a+h, b+k)=f(a, b)+h f_{x}(a, b)+k f_{y}(a, b)
$$

[^2]$$
+\frac{1}{2}\left[h^{2} f_{x^{2}}(\alpha, \beta)+2 h k f_{x y}(a, \beta)+k^{2} f_{y^{2}}(\alpha, \beta)\right]
$$
where $\alpha=a+\theta h, \beta=b+\theta k$ and $0<\theta<1$.
We write
\[

$$
\begin{aligned}
& f_{x^{2}}(a+\theta h, b+\theta k)-f_{x^{2}}(a, b)=\rho_{1}, \\
& f_{x y}(a+\theta h, b+\theta k)-f_{x y}(a, b)=\rho_{2}, \\
& f_{y^{2}}(a+\theta h, b+\theta k)-f_{y^{2}}\left(a, b_{i}=\rho_{3},\right.
\end{aligned}
$$
\]

so that $\rho_{1}, \boldsymbol{\rho}_{2}, \rho_{3}$ are functions of $h$ and $k$ and $\rightarrow 0$ as $(h, k) \rightarrow \mathbf{0}$.
$\therefore f(a+h, b+k)-f(a, b)=\frac{1}{2}\left[\mathrm{~A} h^{2}+2 \mathrm{~B} h k+\mathrm{C} k^{3}+\boldsymbol{P}\left(h^{2}+k^{2}\right)\right]$.
where $\boldsymbol{\rho}$ is a function of $h, k$ defined by

$$
\boldsymbol{P}\left(h^{3}+k^{2}\right)=h^{2} \boldsymbol{P}_{\mathbf{1}}+2 h k \boldsymbol{\rho}_{\mathbf{2}}+k \mathrm{P}_{\mathbf{3}} .
$$



$$
\leqslant\left|P_{1}\right|+\left|P_{2}\right|+\left|P_{3}\right|
$$

we see that $\boldsymbol{\rho} \rightarrow 0$ as $(h, k) \rightarrow(0,0)$.
Writing

$$
\begin{equation*}
h=r \cos \phi, k=r \sin \phi, \tag{1}
\end{equation*}
$$

we obtain
$f(a+h, b+k)-f(a, b)=\frac{1}{2} r^{2}\left[\mathrm{~A} \cos ^{2} \phi+2 \mathrm{~B} \sin \phi \cos \phi+\mathrm{C} \sin ^{2} \phi+\rho\right]$
We now determine conditions for the function

$$
\mathrm{G}(\phi)=\mathrm{A} \cos ^{3} \phi+2 \mathrm{~B} \sin \phi \cos \phi+\mathrm{C} \sin ^{3} \phi
$$

of $\phi$ to be definite, semi-definite, or indefinite.
(The definitions of defnite, semi-definite and indefinite functions are given in a note at the end of this section.)

Let $A \neq 0$. Then

$$
\mathrm{G}(\phi)=\left[(\mathrm{A} \cos \phi+\mathrm{B} \sin \phi)^{3}+\left(\mathrm{AC}-\mathrm{B}^{2}\right) \sin ^{2} \phi\right] / \mathrm{A}
$$

If $\left(A C-B^{J}\right)>0$, then $G(\phi)$ has always the sign of $A$ and is, therefore, definite.

The only possibility of the vanishing of $G(\phi)$ arises when $\sin \phi=0$ as well as $A \cos \phi+B \sin \phi=0, i . \%$, when sin $\phi=0$ and $\cos \phi=0$ but this is impossible.

If $A C-B^{2}=0$ then the function is semi-defnite, for it vanishes when $\mathrm{A} \cos \phi+\mathrm{B} \sin \phi=0$ and has for every other value of $\phi$ the sign of A.

If $\left(A C-B^{2}\right)<0$, then the function is indefinite, for it assumes value of different signs when $\sin \phi=0$ and when $\mathrm{A} \cos \phi+\mathrm{B} \sin \phi=0$.

Let $A=0$ but $B \neq 0, C \neq 0$. Then
$\mathrm{G}(\phi)=2 \mathrm{~B} \sin \phi \cos \phi+\mathrm{C} \sin ^{2} \phi=\left[(\mathrm{C} \sin \phi+\mathrm{B} \cos \phi)^{2}-\mathrm{B}^{2} \cos ^{2} \phi\right] / \mathrm{C}$ is clearly indefinite.

Let $A=0, B \notin 0, C=0$. Then $\mathrm{G}(\phi)=2 \mathrm{~B} \sin \phi \cos \phi=\mathrm{B} \sin 2 \phi$
is clearly indefinite.
Let $A=0, B=0, C \neq 0$. Then

$$
G(t)=C \sin ^{8} \phi
$$

## is semi-definite.

Thus we see that $G(p)$ is definite if and only if $(A C-B)>0$; also, then, it is positively or negatively definite according as $A$ (or $C$ ) is positive or negative.

We now return to the equality (1), viz.,

$$
f(a+h, b+k)-f(a, b)=\frac{1}{2} r^{2}[\mathrm{G}(\phi)+p] .
$$

Let $G(\phi)$ be positively definite. There exists, in this case, a positive number $m$, the lower bound of the continuous function $\mathrm{G}(\phi)$, such that for every value of $\phi$,

$$
m \leqslant \mathrm{G}(\uparrow) .
$$

Also, since $\rho \cdot 0$ as $(h, k) \rightarrow(0,0)$, there exists a positive number $\delta$ such that, when $|h| \leqslant \delta,|k| \leqslant \delta$, we have

$$
|\rho| \leqslant \frac{1}{2} m, \text { i.c. },-\frac{1}{2} m \leqslant \rho \leqslant \frac{1}{2} m .
$$

Thus when $|h| \leqslant \delta,|k| \leqslant \delta$, we have

$$
\mathrm{G}(\phi)+\rho \geqslant m-\frac{1}{2} m=\frac{1}{2} m>0 .
$$

Hence $f(a, b)$ is a minimum value of $f(x, y)$ in this case.
Let $G(t)$ be negatively definite. There exists in this case a negative number $M$, the upper bound of the continuous function $G(\phi)$, such that for every value of $\dot{\psi}$,

$$
G(:) \leqslant M .
$$

Also there exists a positive number $\delta$ such that when $|h| \leqslant \delta,|k| \leqslant \delta$,

$$
|\rho| \leqslant-\frac{1}{2} M \text {, i.e., } \frac{1}{2} M \leqslant \rho \leqslant-\frac{1}{2} M \text {. }
$$

Thus when $|h| \leqslant \delta,|k| \leqslant \delta$,

$$
\mathrm{G}(\phi)+\rho \leqslant \frac{1}{2} \mathrm{M}<0 .
$$

Hence $f(a, b)$ is a maximum value of $f(x, y)$ in this case.
Let $G(j)$ be semi-definite. This case is doubtful for the sign of $f(a+h, b+k)-f(a, b)$ depends upon $\boldsymbol{\rho}$.

Let $G(\phi)$ be indefinite. Let $\phi_{1}$ and $\phi_{2}$ be any two numbers such that

$$
\mathrm{G}\left(\phi_{1}\right)>0, \mathrm{G}\left(\phi_{2}\right)<0 \text {. }
$$

There surely exists a positive number $m$ such that

$$
\mathrm{G}\left(\phi_{1}\right)>m, \mathrm{G}\left(\phi_{2}\right)<-m .
$$

We choose a positive number $\delta$ such that when $|h|<\delta$ and $|k| \leqslant \delta$,

$$
\left\lvert\, P<\frac{1}{2} m\right., \text { i. e., }-\frac{1}{2} m<P<\frac{1}{2} m .
$$

Thus when $|h| \leqslant \delta,|k| \leqslant \delta$,

$$
\mathrm{G}\left(\rho_{1}\right)+\rho>\frac{1}{2} m>0 \text { and } \mathrm{G}\left(\phi_{2}\right)+\rho<-\frac{1}{2} m<0,
$$

so that in every neighbourhood of $(a, b)$ there exist points $(a+h, b+k)$ for which the difference $f(a+h, b+k)-f(a, b)$ has different signs. Hence $f(a, b)$ is not an extreme value in this case.

Rule. If at a point $(a, b)$

$$
\begin{gathered}
f_{x}(a, b)=0=f_{y}(a, b) \\
f_{x^{2}}(a, b) f_{y^{2}}(a, b)-f_{y^{2}}(a, b)>0,
\end{gathered}
$$

and
then $f(a, b)$ is an extreme value which is a maximum or a minimum according as $A<0$ or $>0$ (and consequently $C<0$ or $>0$ ).

Note. The case when $A=B=C=0$ or the doultfal case which arisen when $A C-B^{2}=0$ or when $A=B=0$ and $C \neq 0$ require more elaborate consideration where we have to employ Taylor's theorem with remainder after three or more terms but this consideration is beyond the scope of this book.

Note. Any function $G(\phi)$ of $\phi$ is said to be definite if for every value of $\phi$ it assumes values which have always one sign; also a definite function is said to be positively or negatively definitely negative according as the sign is positive or negative.
2. The lunction is said to be semi-definite if it can vanish for some value or $\nabla$ ulues of $\phi$ and $y e t$, when not 0 , has always one sign.
3. The function is said to ve indefinite if it can assume values which are of different signs.

Note. Since $d f(a, b)=h f_{x}(a, b)+k f_{y}(a, b)$

$$
\text { and } \begin{aligned}
d^{2} f(a, b)= & h^{2} f_{x^{2}}(a, b)+2 h k f_{x y}(a, b)+k^{2} f_{y^{3}}(a, b) \\
= & \rho^{2}\left[\cos ^{2} \phi f_{x^{2}}(a, b)+2 \sin \phi \cos \phi f_{x y}(a, b)\right. \\
& \left.+\sin ^{2} \phi f_{y^{2}}(a, b)\right]
\end{aligned}
$$

we see that $f(a, b)$ will be an extreme value of $(x, y)$ if at $(a, b)$ the first differential $d f=0$ and the second differcntial $d^{2} f$ is of invariable sign (i.e., is definite) for all values of $h$ and $k$. Stated in this form the result is quite general and applies to a function of any number of variables as can be proved by an obvious extension of the method for two variables.

## Examples

1. Examine the followiog for extreme values :-
(i) $y^{8}+4 x y+3 x^{3}+x^{3}$.
(ii) $3 x^{4} y^{2}-6 x^{2} y^{3}+3 x^{4}+2 y^{2}-6 x^{4}-3 y^{2}+1$.
(iii) $y^{2}+x^{2} y+a x^{4}$.
(iv) $x^{2}+x y+y^{2}+a x+b y$.
(p) $x^{2} y^{2}(12-3 x-4 y)$.
(vi) $x y(a-x-y)$.
(vii) $2 x y z+x^{3}+y^{2}+z^{3}$.
(viii) $2 x^{2}+3 y^{2}+4 z^{2}-3 x y+8 z$.
2. Show that

$$
f(x, y)=(y-x)^{4}+(x-2)^{4}
$$

has a min. at $(2,2)$ even though at $(2,2)$,

$$
f_{x^{2}} f_{y^{2}}-f_{x y}^{2}=0 .
$$

3. Show that

$$
f(x, y)=y^{2}+x^{2} y+x^{4}
$$

has a min. at $(0,0)$ even though at $(0,0)$

$$
f_{x_{x} \cdot f_{y_{1}}-f_{x y}^{2}=0 .}
$$

4. Show that

$$
f(x, y)=2 x^{4}-3 x^{2} y+y^{2}
$$

bas neither a max nor a min. at ( 0,0 ) where

$$
f_{x^{2}} f_{y^{2}}-f_{x y}^{2}=0
$$

5. Find the maximum and minimum values of the function

$$
\begin{equation*}
\left(x^{2}+y^{2}\right) e^{6 x+2 x^{3}} \tag{I.C.S.}
\end{equation*}
$$

6. If $r$ is the distance between two points $P$ and $Q$ situared respectively on the cuives

$$
y^{2}=4 a x \text { nnd }(x-3 a)^{2}+y^{2}=12 a^{2}
$$

fird the postions of $P$ and $Q$ when $r$ is a maximnm or a minimum and interpret the results geometrically,

## CHAPTER X

## IMPLICIT FUNCTIONS

134. If $f(x, y)$ be a function of two variables and $y=\phi(x)$ be a function of $x$ such that for every value of $x$ for which $\varphi(x)$ is defined, $f[x, \phi(x)]$ vanishes identically, then we say that $y=f(x)$ is an implicit function defined by the functional equation $f(x, y)=0$.

A functional equation may not define any implicit function or it may define one or more than one such function; for example, the functional equation $x^{2}+y^{2}-1=0$ determines two implicit functions, viz., $y=\sqrt{ }\left(1-x^{2}\right)$ and $y=-\sqrt{ }(1-x)$, whereas the equation $x^{2}+y^{4}+1=0$ determines no such function.

It is only in elementary cases, such as those given above, that we may be able to determine the implicit functions, (in case they exist!, defined by a functional equation. lor more complicated functional equations such as $x y+\sin y+\log x=0$, no such determination is possible; this impossibility of determination, however, does not rule out the possibility of the existence of the implicit function or functions defined by an equation. The question of the existence of implicit functions, (apart from their actual determination) will be investigated in this chapter.
135. Implicit functions determined by a functional equation. Let $f(x, y)$ be a function of two variables and let $(a, b)$ be a point of its domain of definition such that
(i) $f(a, b)=0$,
(ii) the function possesses continuous derivatives $f_{x}$ and $f_{y}$ in a certain reighbourhood of $(a, b)$, and
(iii) $f_{y}(a, b) \neq 0$;
then there exists a rectangle $(a-h, a+h, b-k, b+k)$ about $(a, b)$ such that for every value of $x$ in the interval $(a-h, a+h)$, the equation $f(x, y)=0$ determines one and only one value $y=\phi(x)$ lying in the interval $(b-k, b+k)$ and this function $\phi(x)$ is such that
(1) $b=\phi(a)$.
(2) $f[x, \phi(x)]=0$ for every value of $x$ in $(a-h, a+h)$.
(3) $\phi(x)$ is derivable and both $\phi(x)$ as well as $\phi^{\prime}(x)$ are continuous in $(a-h, a+h)$.
(The reader is advised to follow the following line of argument by means of the diagram which he may easily construct for himself).

Without any loss of generality, we suppose that $f_{y}(a, b)>0$, for, otherwise we should only have to replace $f(x, y)$ by $-f(x, y)$ and this change would leave the equation $f(x, y)=0$ unaltered.

Unique Existence. Let $f_{z}, f_{y}$ be continuous in the neighbourhood $R_{1}\left(a-h_{1}, a+h_{1} ; b \rightarrow k_{1}, b+k_{1}\right)$ of $(a, b)$.

Since $f_{x}, f_{y}$ are continuous in $\mathrm{R}_{\text {: }}$, therefore $f(x, y)$ is also continuous in $\mathrm{R}_{\mathbf{1}}$.

Since $f_{y}(x, y)$ is continuous at $(a, b)$ and $f_{y}(a, b)>0$, there exists a rectangle

$$
\mathrm{R}_{2}\left(a-h_{2}, a+h_{2} ; b-k, b+k\right) \quad h_{3}<h_{1}, k<k_{1}
$$

such that for every point ( $x, y$ ) of this rectangle $\mathrm{R}_{2}, f_{3}(x, y)>0$.
Now, since $f_{y}(x, y)>0$ in $\mathrm{R}_{2}$, therefore for every value of $x$ in $\left(a-h_{2}, a+h_{4}\right)$, the function $f(x, y)$ of $y$ strictly increases as $y$ increases from $b-k$ to $b+k$. In particular, since $f(a, b)=0$, we have

$$
f(a, b-k)<0, f(a, b+k)>0 .
$$

In view of this and the fact that $f(x, y)$ is continuous, there exists an interval $(a-h, a+h),\left(h<h_{t}\right)$ such that for every $x$ of this interval, we have

$$
f(x, b-k)<0, f(x, b+k)>0 .
$$

Now for every fixed value of $x$ in $(a-h, a+h)$ the continuous function $f(x, y)$ of $y$ strictly increases from a negative to a positive value as $y$ increases from $b-k$ to $b+k$ and therefore there exists one and only one value of $y$ for which the function $f(x, y)$ vanishes.

Hence for each value of $x$ in $(a-h, a+h)$ there is a uniquely determined value of $y$ for which $f(x, y)=0$; this value of $y$ is a function of $x$, say $\phi(x)$ such that the properties (1) and (2) are true.

This completes the proof of the existence and the uniqueness of the implicit function $\phi(x)$.

Continuity. We now prove that $\phi(x)$ is continuous in $(a-h, a+h)$. Let $x_{0}$ be any point of this interval and let $y_{0}=\phi\left(x_{0}\right)$. Let $\epsilon$ be any given positive number. Let

$$
\mathrm{R}^{\prime}\left(x_{0}-\delta_{1}, x_{0}+\delta_{1} ; y_{0}-\epsilon, y_{0}+\epsilon\right)
$$

be a rectangle entirely lying within the rectangle

$$
\mathrm{R}(a-h, a+h ; b-k, b+k)
$$

found above. For this rectangle we can carry out exactly the same process as before in order to obtain a solution of $f(x, y)=0$. Since the solution was uniquely determined in R which encloses $\mathrm{R}^{\prime}$, we see that the same function viz., $y=\phi(x)$ is the solution in $\mathrm{R}^{\prime}$ also. Thus there exists an interval $\left(x_{0}-\delta, x_{0}-\delta\right),\left(\delta \leqslant \hat{\delta}_{1}\right)$, such that for every value of $x$ in this interval $y=\phi(x)$ lies between $y_{0}-\epsilon$ and $y_{0}+\epsilon, i$. e.,

$$
\left|y-y_{0}\right|=\left|\phi(x)-\phi\left(x_{\mathrm{c}}\right)\right|<\epsilon, \text { when }\left|x-x_{0}\right| \leqslant \delta .
$$

Hence $\phi(x)$ is continuous at $x_{0}$ and, therefore, in $(a-h, a+h)$.
Derivability. Let $x$ be a point of the interval $(a-h, a+h)$ and let $x+\delta x$ be another point of the same interval. Let
so that

$$
y=\phi(x), y+\delta y=\phi(x+\delta x),
$$

$$
\begin{aligned}
& f(x, y)=0, f(x+\delta x, y+\delta y)=0 . \\
\therefore \quad 0 & =f(x+\delta x, y+\delta y)-f(x, y) \\
& =f(x+\delta x, y+\delta y)-f(x+\lambda x, y)+f(x+\delta x, y)-f(x, y) \\
& =\delta y f_{y}\left(x+\delta x, y+\theta_{1} \delta y\right)+\delta x f_{w}\left(x+\theta_{2} \delta x, y\right)
\end{aligned}
$$

(By mean ralue theorem).

Since $f_{y} \neq 0$ in R and ( $x+\delta x, y+\theta_{1} \delta y$ ) is a point of R we have

$$
\frac{\delta y}{\delta x}=-\frac{f_{x}\left(x+\theta_{2} \theta x, y\right)}{f_{y}\left(x+\delta x, y+\theta_{1} \delta y\right)} .
$$

Since $\phi(x)$ is continuous, $\delta y \circ 0$ as $\delta x \rightarrow 0$. Therefore, $f_{x}$ and $f_{y}$ being continuous, we obtain from above, when $(\delta x, \delta y) \rightarrow(0,0)$,

$$
\phi^{\prime}(x)=\frac{d y}{d x}=-\frac{f_{x}(x, y)}{f_{y}(x, y)} .
$$

Thus $\phi^{\prime}(x)$ is derivable and $\phi^{\prime}(x)=-f_{x}(x, y) \mid f_{y}(x, y)$. Also this formula for $\phi^{\prime}(x)$ shows that it is continuous.

Note. The function $y=\phi(x)$ is said to be the unique solution of $f(x, y)=0$ near $(a, b)$ or the unique implicit function deterrained by $f(x, y)=0$ near $(a, b)$.

## Examples

1. If $f(x, y)$ is a continnous function of each variable $x$ and $y$ separately in a certain neighbourhood of $(a, b), f(a, b)=0, f y(x, y)$ is continuous at $(a, b)$ and $f y(a, b) \neq$, then the equation $f(x, y)=0$ determines a unique contiaupus implicit function $y=\phi(x)$ near $(a, b)$.
2. If $f(x, y)$ is a continuous function of each variable $x$ and $y$ separately in a neighbourhood of $(a, b), f(a, b)=0$ and $f y(a, b)$ exists and $\neq 0$, then the equation $f(x, y)=0$ determines alleast one continunusimplicit function $y=\phi(x)$ ренг ( $a, b$ ).
3. $f(x, y)$ is a continuous function of $x$ and $y$ in the neighbourhond of $a, b$ such that $f(a, b)=0$; and iurther $f(x, y)$ is, tor all $x$ in the neghbourhond of $a$, a strictly increasing function of $y$. Frove that there exists a unnque tunction $y=\phi(x)$, which when substituted in the equation $f(x, y)=0$ sati fies it identically for all valnes of $x$ in the neighbonthood of $a$, and that $\phi(x)$ is continuous for all values of $x$ in the neighbourhood of $a$.

If $f(x, y)=y^{4}-y^{2}+x^{2}$, discuss the existence of the function $y=\phi(x)$ in the neighbourhood of $x=0, y=0$.
4. Show that the following equations determine unique implicit functions near the points indicuted ; find also the tirst derivatives of the solutions.
(i) $x^{3}+y^{8}-3 x y+y=0,(1,1)$.
(ii) $x y \sin x+\cos y=0,(0, \gamma \pi)$.
(iii) $y^{2} \cos x+y^{2} \sin ^{2} x=7$, (1) $\pi, 2$ ) (iv) $2 x y-\log x y=2,(1,1)$.
5. Examine the following equations for the existence of unique implicit fanctions near the points indicated and verify by direct calculation.
(i) $y^{1}-y x^{2}-2 x^{b}=0$ near $(0,0)$ and $(1,-1)$.
(ii) $y^{4}+y^{2} x^{2}-2 x^{5}=0$ near ( 1,1 ).
(iii) $y^{8}+2 x^{2} y+x^{6}=0$ near $(1,-1)$.
(iv) $y^{2}+y x^{2}+x^{2}=0$ neer ( 0,0 ).
6. Show that the least positive root of $x y=\tan y$ is a continuous function of $x$ throughout the interval ( $1, \infty$ ) and iucreases steadily from 0 to $f \pi$ as increases from 1 towards $\infty$.
(Use §ั1, p. 78).
136. Before considering the question of the-existence of implicit functions determined by a system of functional equations containing any number of variables, we give, in this section, a few necessary definitions. These definitions constitute an obvious extension of those given in the preceding chapter for functions of two variables.

## A point in a space of $n$ dimensions. Any ordered set of $n$ numbers

 $\left(a_{1}, a_{2}, a_{3}, \ldots, a_{n}\right)$ is called a point in a space of $n$ dimensionsA set of points $\left(x_{1}, x_{2}, \ldots \ldots, x_{n}\right)$ such that

$$
\left|x_{1}-a_{1}\right| \leqslant h_{1},\left|x_{3}-a_{2}\right| \leqslant h_{2}, \ldots \ldots\left|, x_{n}-a_{n}\right| \leqslant h_{n}
$$

is said to be a rectangle with the point ( $a_{1}, a_{2}, \ldots \ldots a_{n}$ ) at its centre and will be denoted by

$$
\left(a_{1}-h_{1}, a_{1}+h_{1} ; a_{2}-h_{2}, a_{2}+h_{2} ; \ldots . . ; a_{n}-h_{n}, a_{n}+h_{n}\right) .
$$

If to each point ( $x_{1}, x_{2}, \ldots \ldots, x_{k}$ ) of anv given set of points in the space of $n$ dimensions, be associated a value of another variable $u$, then we say that $u$ is a functiou of the $n$ variables $x_{1}, x_{2}, \ldots \ldots, x_{n}$ and the given set of points is said to be the domain of definition of this function.

Ex. $u=x_{1}+x_{3}+\ldots .+x_{n}$ is a fuaction of the $n$ variables $x_{1}, x_{2}, \ldots, x_{n}$.
Neighbourhood of a point. The rectangle

$$
\left(a_{1}-h_{1}, a_{1}+h_{1} ; a_{2}-h_{2}, a_{2}+h_{2} ; \ldots ; a_{n}-h_{n}, a_{n}+h_{n}\right) ;
$$

when $h_{1}, h_{2}, \ldots \ldots h_{n}$ ate any positive numbers whatsoever is said to be a neighbourhood of ( $a_{1}, a_{1}, \ldots, a_{n}$ )

Continulty. A function $f\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ is said to be continuous at a point $\mathrm{P}\left(a_{1}, a_{2}, \ldots, a_{n}\right)$, if to every positive number $\epsilon$, there corresponds a neighbourhood of $P$ such that for every point $\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ of this neighbourhood

$$
\left|f\left(x_{1}, x_{2}, \ldots, x_{n}\right)-f\left(a_{1}, a_{2}, \ldots, a_{n}\right)\right|<\epsilon .
$$

Partial Derivatives. The limit

$$
\operatorname{lt}_{h_{1} \rightarrow 0} \frac{f\left(a_{1}+h_{1}, a_{2}, \ldots, a_{n}\right)-f\left(a_{1}, a_{2}, \ldots, a_{n}\right)}{h_{2}},
$$

if it exists, is called the partial derivative of the function $f$ w. r. to $x_{1}$ at ( $a_{1}, a_{2}, \ldots, a_{n}$ ) and is denoted as

$$
f_{x_{1}}\left(a_{1}, a_{2}, \ldots, a_{n}\right) .
$$

We may similarly define other partial derivatives of the first and of the second and higher orders.
137. Implicit funetion determined by a functional equation. General Theorem. If $f\left(x_{1}, x_{2}, \ldots, x_{n}, y\right)$ be a function of $(n+1)$ variables and ( $\left.a_{1}, a_{2}, \ldots, a_{n}, b\right)$ be any point of its domain of definition such that
(i) $f\left(a_{1}, a_{2}, \ldots, a_{n}, b\right)=0$,
(ii) the function possesses continuous first order partial derivatives $w . r$. to the $(n+1)$ variables in a certain neighbourhood of the point ( $\left.a_{1}, a_{2}, \ldots, a_{n}, b\right)$, and
(iii) $f_{y}\left(a_{1}, a_{2}, \ldots, a_{n}, b\right) \neq 0$,
then there exists a rectangle

$$
\left(a_{1}-h_{1}, a_{1}+h_{1} ; a_{2}-h_{2}, a_{2}+h_{2} ; \ldots ; a_{n}-h_{n}, a_{n}+h_{n} ; b-k, b+k\right)
$$

such that for every point ( $x_{1}, x_{2}, \ldots, x_{n}$ ) of the rectangle

$$
\mathrm{R}\left(a_{1}-h_{1}, a_{1}+h_{1} ; a_{3}-h_{3}, a_{3}+h_{3} ; \ldots ; a_{n}-h_{n}, a_{n}+h_{n}\right)
$$

the equation $f\left(x_{1}, x_{2}, \ldots, x_{n}, y\right)=0$ determines one and only one value $y=\phi\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ lying in $(b-k, b+k)$ and this function $\phi(x)$ is such that
(1) $b=\phi\left(a_{1}, a_{2} a_{3}, \ldots, a_{n}\right)$
(2) $f\left[x_{1}, x_{2}, \ldots, x_{n}, \phi\right]=0$ for every point $\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ in $R$
(3) $\phi$ is continuous and possesses continuous partial derivatives of the first order w. r. to $x_{1}, x_{2}, \ldots, x_{n}$ in $R$.

The proof of $t$ is general theorem follows exactly on the same lines as the proof of the preceding theorem (§135) and offers no fresh difficulties.
138. Jacobians. If $u_{1}, u_{2}, u_{3}, \ldots, u_{n}$ be $n$ functions of $n$ variables $x_{1}, x_{2}, \ldots, x_{n}$ possessing partial derivatives of the first order at every point of the domain of definition of the functions, then the determinant

$$
\left|\begin{array}{l}
\frac{\partial u_{1}}{}, \frac{\hat{c}}{\partial u_{1}}, \ldots, \frac{\partial u_{1}}{\partial x_{1}} \\
\frac{\partial x_{2}}{\partial x_{2}} \\
\frac{\partial u_{2}}{\partial x_{1}}, \frac{\partial u_{2}}{\partial x_{2}}, \ldots, \frac{\partial u_{2}}{\partial x_{n}} \\
\cdots \cdots \ldots \ldots \ldots \ldots \ldots \ldots \\
\frac{\partial u_{n}}{\partial x_{1}}, \frac{\partial u_{n}}{\partial x_{2}}, \ldots, \frac{\partial u_{n}}{\partial x_{n}}
\end{array}\right|
$$

is called the Jacobian of $u_{1}, u_{2}, \ldots, u_{n}$ w. r. to $x_{1}, x_{2}, \ldots, x_{n}$ and is denoted by

$$
\frac{\partial\left(u_{1}, u_{1}, \ldots, u_{n}\right)}{\partial\left(x_{1}, x_{4}, \ldots, x_{n}\right)} \text { or } \mathrm{J}\binom{u_{1}, u_{2}, \ldots, u_{n}}{x_{1}, x_{2}, \ldots, x_{n}}
$$

139. Implicit functions determined by a system of functional Equations. Theorem. Let $f .(x, y, z, u, v)$ and $f_{2}(x, y, z, u, v)$ be two functions of five variables and let $\left(a_{1}, a_{2}, a_{3}, b_{1}, b_{2}\right)$ be a point of their domain of definition such that
(i) $f_{1}\left(a_{1}, a_{2}, a_{3}, b_{1}, b_{2}\right)=0=f_{2}\left(a_{1}, a_{3}, a_{3}, b_{1}, b_{2}\right)$,
(ii) the functions possess continuous first order partial derivatives w. r. to the five variables in a certain neighbourhood of the point $\left(a_{1}, a_{2}, a_{3}, b_{1}, b_{2}\right)$, and

$$
\text { (iii) } \partial\left(f_{1}, f_{2}\right) / \partial(u, v) \neq 0 \text { at }\left(a_{1}, a_{2}, a_{3}, b_{1}, b_{2}\right) \text {, }
$$

then there exist one and only one pair of functions

$$
u=\phi_{1}(x, y, z), \quad v=\phi_{2}(x, y, z)
$$

of $x, y, z$ defined in a certain neighbourhood of $\left(a_{1}, a_{2}, a_{3}\right)$ such that
(1) $\phi_{1}\left(a_{1}, a_{2}, a_{3}\right)=b_{1} \quad \phi_{2}\left(a_{1}, a_{2}, a_{3}\right)=b_{3}$
(2) $f_{1}\left(x, y, z, \phi_{1}, \phi_{2}\right)=0=f_{2}\left(x, y, z, \phi_{1}, \phi_{2}\right)$ for every point $x, y, z$ of the dcmain of definition of $\phi_{1}$ and $\phi_{2}$.
(3) $\phi_{1}, \phi_{2}$ are continuous and possess continuous first order partial derivatives $w$. r. to $x, y, z$.

Proof. Since $\partial\left(f_{1}, f_{2}\right) / \partial(u, v) \neq 0$ at $\left(a_{1}, a_{2}, a_{3}, b_{1}, b_{2}\right)$, one atleast of the partial derivatives $\partial f_{1} \partial v, \partial f_{2} / \hat{\imath} v$ must not vanish at this point. Suppose that $\partial f_{1} / \partial v \neq 0$.

Then, by the preceding theorem (§ 136) the equation

$$
f_{1}(x, y, z, u, v)=0
$$

is satisfied by one and only one function

$$
v=g(x, y, z, u)
$$

defined in a certain neighbourhood of ( $a_{1}, a_{2}, a_{3}, b_{1}$ ) and such that $b_{2}=g\left(a_{1}, a_{2}, a_{3}, b_{1}\right)$; the function $g$ is continuous and possesses continuous first order partial derivatives. Replacing $v$ by $g(x, y, z, u)$ in the function $\left.f_{\mathbf{z}}^{\prime} x, y, z, u, v\right)$, we write
so that

$$
h(x, y, z, u)=f_{2}(x, v, z, u, g),
$$

We have, at ( $a_{1}, a_{2}, a_{3}, b_{1}$ )

$$
\frac{\partial h}{\partial u}=\frac{\partial f_{2}}{\partial u}+\frac{\partial J_{2}}{\partial v} \cdot \frac{\partial g}{\partial u}
$$

Also, since $f_{1}(x, y, z, u, g)=0$, we have at $\left(a_{1}, a_{2}, a_{3}, b_{1}\right)$.

$$
\frac{\partial f_{1}}{\partial u}+\frac{\partial f_{1}}{\partial v} \cdot \frac{i g}{i u}=0 .
$$

From these we obtain

$$
\frac{\partial h}{\partial u}=-\frac{\partial\left(f_{1}, f_{2}\right) / 2(u, v)}{\partial f_{1} / \bar{L} v}
$$

so that $\partial h / \partial u \neq 0$ at $\left(a_{1}, a_{2}, a_{3}, b_{1}\right)$.
Thus, again, by the preceeding theorem the equation

$$
h(x, y, z, u)=0
$$

is satisfied by one and only one function

$$
u=\phi_{1}(x, y, z)
$$

defined in a certain neighbourhood of ( $a_{1}, a_{3}, a_{3}$ ) and such that $b_{1}=\phi_{1}\left(a_{1}, a_{2}, a_{3}\right)$. Replacing $u$ by $\phi_{1}(x, y, z)$ in $g(x, y, z, u)$ we obtain

$$
v=g\left(x, y, z, \phi_{1}\right)=\phi_{2}(x, y, z)
$$

where $\phi_{2}\left(a_{1}, a_{2}, a_{3}\right)=g\left(a_{1}, a_{2}, a_{3}, b_{1}\right)=b_{2}$.
It is easy to see that $\phi_{1}, \phi_{2}$ are continuous and possess continuous first order partial derivatives.

Hence the theorem.
Cor. To determine $\partial u / \partial x, \partial u / \partial y, \partial v / \partial x, \partial v / \partial y$.
Applying the theorem on the derivation of functions of functions to $f_{1}(x, y, z, u, v)$ and $f_{2}(x, y, z, u, v)$ where $u=\phi_{1}(x, y, z)$ and $\left.\nu=\phi_{2}: x, y, z\right)$, we have, $f_{1}, f_{2}$ being indentically zero, we have

$$
\begin{aligned}
& \frac{\partial f_{1}}{\partial x}+\frac{\partial f_{1}}{\partial u} \cdot \frac{\partial u}{\partial x}+\frac{\partial f_{1}}{\partial v} \cdot \frac{\partial v}{\partial x}=0 \\
& \frac{\partial f_{2}}{\partial x}+\frac{\partial f_{2}}{\partial u} \cdot \frac{\partial u}{\partial x}+\frac{\partial f_{2}}{\partial v} \cdot \frac{\partial v}{\partial x}=0
\end{aligned}
$$

which give

$$
\frac{\partial u}{\partial x}=-\frac{\partial\left(f_{1}, f_{2}^{\prime} / \partial(x, v)\right.}{\partial\left(f_{1}, f_{2}\right) / \partial(u, v)}, \frac{\partial v}{\partial x}=\frac{\partial\left(f_{1}, f_{1}\right) / \partial(x, u)}{\partial\left(f_{1} \cdot f_{z}\right) / \partial(u, v)}
$$

We may similarly determine $\partial u / \partial y$ and $\partial v / \partial y$.
140. Change of varlables. If $z=f x, y)$ be a function of two independent variables $x$ and $y$, and if $u$, $v$ be two new variables connected with $x$ and $y$ by the relations

$$
x=\phi(u, v), y=\psi(u, v),
$$

to express the first and second order partial derivative of $z$ with respect to $x$ and $y$ in terms of $u, v$ and the partial derivatives of $z$ with respect to $u$ and $v$.

By the rule of $\$ 131$, we have

$$
\begin{aligned}
& \frac{\partial z}{\partial u}=\frac{\partial z}{\partial x} \cdot \frac{\partial x}{\partial u}+\frac{\partial z}{\partial y} \cdot-\frac{\partial y}{\partial u} \\
& \frac{\partial z}{\partial v}=\frac{\partial z}{\partial x} \cdot \frac{\partial x}{\partial v}+\frac{\partial z}{\partial y} \cdot \frac{\partial y}{\partial v},
\end{aligned}
$$

whence we obtain

$$
\begin{aligned}
& \frac{\partial z}{\partial x}=\mathrm{A} \frac{\partial z}{\partial u}+\mathrm{B} \frac{\partial z}{\partial v}, \\
& \frac{\partial z}{\partial y}=\mathrm{C} \frac{\partial z}{\partial u}+\mathrm{D}-\frac{\partial z}{\partial v},
\end{aligned}
$$

where $\mathrm{A}=\frac{\partial y}{\partial v} / \frac{\partial(x, y)}{\partial(u, v)}, \mathrm{B}=-\frac{\partial y}{\partial u} / \frac{\partial^{\prime}(x, y)}{\partial(u, v)}$;

$$
\mathrm{C}=-\frac{\partial x}{\partial v} / \frac{\left.\partial^{\prime} x, y\right)}{\partial(u, v)}, \mathrm{D}=\quad \frac{\partial x}{\partial v} / \frac{\partial(x, y)}{\partial(u, v)} .
$$

are known functions of $u$ and $v$. The determinant $\partial(x, y) / \partial(u, v)$ cannot vanish, for, if it did. the change of variables performed would have no meaning. ( $\$ 139$ ) Thus we see that the derivative of $z$ with respect to $x$ is the sum of the two products formed by multiplying the derivatives of $z$ with respect to $u$ and $r$ by the known functions $A, B$ respectively. Similar rule holds good for $\partial z / \partial y$. These rules may be expressed as follows :

$$
\frac{\partial}{\partial x}=\mathrm{A} \frac{\partial}{\partial u}+\mathrm{B} \frac{\partial}{\partial v}, \frac{\partial}{c y}=\mathrm{C} \frac{\partial}{\partial u}+\mathrm{D} \frac{\partial}{\partial v} .
$$

In order to calculate the second derivatives, we apply the above rule to the first derivatives and obtain

$$
\begin{aligned}
& \frac{\partial^{2} z}{\partial x^{2}}= \frac{\partial}{\partial x}\left(\frac{\partial z}{\partial x}\right)=\frac{\partial}{\partial x}\left(\mathrm{~A} \frac{\partial z}{\partial u}+\mathrm{B} \frac{\partial z}{\partial v}\right) \\
&=\left(\mathrm{A} \frac{\partial}{\partial u}+\mathrm{B} \frac{\partial}{\partial v}\right)\left(\mathrm{A} \frac{\partial z}{\partial u}+\mathrm{B} \frac{\partial z}{\partial v}\right) \\
&= \mathrm{A} \frac{\partial}{\partial u}\left(\mathrm{~A} \frac{\partial z}{\partial u}+\mathrm{B} \frac{\partial z}{\partial v}\right)+\mathrm{B} \frac{\partial}{\partial v}\left(\mathrm{~A} \frac{\partial z}{\partial u}+\mathrm{B} \frac{\partial z}{\partial v}\right) \\
&=\mathrm{A}^{2} \frac{\partial^{2} z}{\partial u^{2}}+2 \mathrm{AB} \frac{\partial^{2} z}{\partial u \frac{}{\partial v} v}+\mathrm{B}^{2} \frac{\partial^{2} z}{\partial v^{2}}+\left(\mathrm{A} \frac{\partial \mathrm{~A}}{\partial u}+\mathrm{B} \frac{\partial \mathrm{~A}}{\partial v}\right) \frac{\partial z}{\partial u} \\
&+\left(\mathrm{A} \frac{\partial \mathrm{~B}}{\partial u}+\mathrm{B}-\frac{\partial \mathrm{B}}{\partial v}\right) \frac{\partial z}{\partial v} .
\end{aligned}
$$

$\partial \partial^{2} z / x>y, \partial^{2} z / c y^{2}$ can be similarly obtained.

## Examples

1. If $x$ be a function of the two variables $x, y$ ard

$$
x=r \cos \theta, y=r \sin \theta,
$$

## prove that

$$
\frac{\partial^{2} z}{\partial x^{2}}+\frac{\partial^{2} z}{\partial y^{2}}=\frac{\partial^{2} z}{\partial r^{2}}+\frac{1}{r^{2}} \frac{\partial^{2} z}{\partial \theta^{2}}+\frac{1}{r} \frac{\partial x}{\partial r}
$$

We have
$\frac{\partial z}{\partial r}=\frac{\partial z}{\partial x} \cdot \frac{\partial x}{\partial r}+\frac{\partial z}{\partial y} \cdot \frac{\partial y}{\partial r}=\cos \theta \frac{\partial z}{\partial x}+\sin \theta \frac{\partial z}{\partial y}$
$\frac{\partial z}{\partial \theta}=\frac{\partial z}{\partial x} \cdot \frac{\partial x}{\partial \theta}+\frac{\partial z}{\partial y} \cdot \frac{\partial y}{\partial \theta}=-r \sin \theta \frac{\partial z}{\partial x}+r \cos \theta \cdot \frac{\partial x}{\partial y}$
These give

$$
\begin{aligned}
& \frac{\partial z}{\partial x}=\cos \theta \cdot \frac{\partial z}{\partial r}-\frac{\sin \theta}{r} \cdot \frac{\partial z}{\partial \theta} \text { i.e., } \frac{\partial}{\partial x}=\cos \theta \frac{\partial}{\partial r}-\frac{\sin \theta}{r} \cdot \frac{\partial y}{\partial \theta} \\
& \frac{\partial z}{\partial y}=\sin \theta \cdot \frac{\partial z}{\partial r}+\frac{\cos \theta}{r} \cdot \frac{\partial z}{\partial \theta}, \text { i.e., } \frac{\partial}{\partial y}=\sin \theta \frac{\partial}{\partial r}+\frac{\cos \theta}{r} \cdot \frac{\partial}{\partial \theta}
\end{aligned}
$$

Hence $\frac{\partial^{\prime} z}{\partial x^{t}}=\frac{\partial}{\partial x}\left(\frac{\partial z}{\partial x}\right)=\left(\cos \theta \frac{\partial}{c r}-\frac{\sin \theta}{r} \cdot \frac{\partial}{\partial \theta}\right)\left(\cos \theta-\frac{\partial z}{\partial r}-\frac{\sin \theta}{r} \cdot \frac{\partial z}{\partial \theta}\right)$

$$
\begin{aligned}
&=\cos ^{2} \theta \cdot \frac{\partial^{2} z}{\partial r^{2}}-\frac{2 \sin \theta \cos \theta}{r} \frac{\partial^{2} z}{\partial r \partial \theta}+\frac{\sin ^{2} \theta}{r^{2}} \frac{\partial^{2} z}{\partial \theta^{2}} \\
&+\frac{2 \cos \theta \sin \theta}{r^{2}} \frac{\partial z}{\partial \theta}+\frac{\sin ^{2} \theta}{r} \frac{\partial z}{\partial r}
\end{aligned}
$$

Similarly $\frac{\partial^{2} z=}{\partial y^{2}}=\sin ^{2} \theta \frac{\partial^{2} z}{\partial r^{2}}+\frac{2 \sin \theta \cos \theta}{r} \frac{\partial^{2} z}{\partial r \partial \theta}+\frac{\cos ^{2} \theta}{r^{2}} \frac{\partial^{2} x}{\partial \theta^{2}}$

$$
-\frac{2 \cos \theta \sin \theta}{r^{2}} \frac{\partial z}{\partial \theta}+\frac{\cos ^{2} \theta}{r} \frac{\partial z}{\partial r}
$$

On adding, we get the result as given.
2. If $z$ be a fanction of two variables $x$ and $y$ and

$$
x=c \cosh u \cos y, y=c \sinh u \sin d \text {. }
$$

prove that

$$
\frac{\partial^{2} z}{\partial u^{2}}+\frac{\partial^{2} z}{\partial u^{i}}=\frac{1}{2} \sigma^{2}(\cosh 2 u-\cos 2 v)\left(\frac{\partial^{2} z}{\partial x^{2}}+\frac{\partial^{2} z}{\partial y^{i}}\right) .
$$

3. Express $\left(x^{3}+y^{2}\right)^{-2}\left(\frac{\partial^{2} \phi}{\partial x^{2}}+\frac{\partial^{2} \phi}{\partial y^{2}}\right)$ in terms of the derivatives of $f$ with respect to $u$ and $v$ wherc $u=x^{2}-y^{\prime}, v=2 x y, f(u, v)=\phi(x, y)$.

Dedice that the most eeneral function of $x, y$ satisfying

$$
\frac{\partial^{\prime} \phi}{\partial x^{2}}+\frac{\partial^{\prime} \phi}{\partial y^{\prime}}=0,
$$

18 ary + t, where $a$ and $b$ are constants and find the most general fanction of $x y\left(\mu^{3}-y^{2}\right)$ satisfying the sime equation.
4. A function $f(x, y)$, when expressed in terms of the new variables $u, 0$ defined by the equations

$$
x=\frac{1}{2}(u+v), y^{2}=u 0,
$$

becomes $g(u, v)$; prove that

$$
\frac{\partial^{2} g}{\partial u \partial v}=\frac{1}{4}\left(\frac{\partial^{2} f}{\partial x^{2}}+2 \frac{x}{y} \frac{\partial^{2} f}{\partial x \partial y}+\frac{\partial^{2} f}{\partial y^{2}}+\frac{1}{y} \frac{\partial f}{\partial y}\right) .
$$

5. If $\mathrm{F}(u, v)$ is a twice differentiable function of $(u, v)$ and if $u=x^{0}-\mathrm{y}^{4}$, $p=2 x y$, preve that

$$
4\left(u^{2}+v^{2}\right) \mathrm{F}_{u v}+2 u \mathrm{~F}_{0}+2 v \mathrm{~F}_{u}=x y\left(f_{x^{2}}-f_{y^{2}}\right)+\left(x^{2}-y^{2}\right) f_{x y}
$$

6. Show that if $x=u^{2} v, y=v^{1} u$, then

$$
2 x^{2} \frac{\partial^{2} f}{\partial x^{2}}+2 y^{2} \frac{\partial^{2} f}{\partial y^{4}}+5 x y \frac{\partial^{2} f}{\partial x \partial y}=u v \frac{\partial^{2} f}{\partial u \partial v}-\frac{2}{2}\left(u \frac{\partial f}{\partial u}+0 \frac{\partial f}{\partial v}\right) .
$$

141. Dependence of Functions. Let $u_{1}, u_{2}, u_{3}, \ldots, u_{n}$ be $n$ functions of $n$ variables $\left(x_{1}, x_{2}, x_{3}, \ldots, x_{n}\right)$. The functions are said to be dependent if they satisfy one or more equations in which the variables $x_{1}, x_{2}, \ldots, x_{n}$ do not appear explicitly and otherwise they are said to be independent. Thus if

$$
u=x+y-z, v=x-y+z, w=x^{2}+y^{3}+z^{3}-2 y z
$$

then $u, v, w$ are dependent in as m:uch as we have the relation $u^{2}+v^{9}=2 w$ which does not contain $x, y, z$ explicitly, and, which, therefore, is satisfied by every set of values of $x, y, z$.

Theorem. The necessary and sufficient condition that a functional relation independent of $x, y, z$ should exist between the three functions $u, v, w$ (i.e., $u, v, w$ be dependent) of the threc independent variables $x, y, z$ is that the Jacobian

$$
\partial(u, v, w) / \partial(x, y, z),
$$

vanishes identically.
The condition is necessary. There exists a function $\phi(u, v, w)$ which vanishes for every set of values of $x, y, z$. The partial derivatives, of $\phi(u, v, w)$ must vanish identically, so that we have

$$
\begin{aligned}
& \frac{\partial \phi}{\partial u} \cdot \frac{\partial u}{\partial x}+\frac{\partial \phi}{\partial v} \cdot \frac{\partial v}{\partial x}+\frac{\partial \phi}{\partial w} \cdot \frac{\partial w}{\partial x}=0, \\
& \frac{\partial \phi}{\partial u} \cdot \frac{\partial u}{\partial y}+\frac{\partial \phi}{\partial v} \cdot \frac{\partial v}{\partial y}+\frac{\partial \phi}{\partial w} \cdot \frac{\partial w}{\partial y}=0, \\
& \frac{\partial \phi}{\partial u} \cdot \frac{\partial u}{\partial z}+\frac{\partial \phi}{\partial v} \cdot \frac{\partial v}{\partial z}+\frac{\partial \phi}{\partial w} \cdot \frac{\partial w}{\partial z}=0 .
\end{aligned}
$$

Eliminating the partial derivatives $\partial \phi / \partial u, \partial \phi / \partial v, \partial \phi / \partial w$,

## we get

$$
\frac{\partial(u, v, w)}{\hat{c}(x, y, z)}=0 .
$$

Thus the condition is necessary.
The condition is sufficient.
Let

$$
\begin{equation*}
u=f_{4}(x, y, z), v=f_{2}(x, y, z), w=f_{2}(x, y, z) \tag{1}
\end{equation*}
$$

The Jacobian $\partial(u, v, w) / \partial(x, y, z)=0$,
i.e.,

$$
\left\lvert\, \begin{align*}
& \frac{\partial f_{1}}{\partial x}, \frac{\partial f_{1}}{\partial y}, \frac{\partial f_{1}}{\partial z}  \tag{2}\\
& \frac{\partial f_{2}}{\partial x}, \frac{\partial f_{2}}{\partial y}, \frac{\partial f_{2}}{\partial z} \\
& \partial f_{3}, \frac{\partial f_{3}}{\partial y}, \frac{\partial f_{3}}{\partial z}
\end{align*}=0\right.
$$

Suppose that one atleast of the first minors of the Jacobian, say $\partial(u, v) / \partial(x, y) \neq 0$. By theorem $\S 139$, the functional equations

$$
\begin{equation*}
u-f_{1}(x, y, z)=0, v-f_{2}(x, y, z)=0 \tag{3}
\end{equation*}
$$

determine implicit functions

$$
\begin{equation*}
\left.x=g_{1}, u, v, z\right), y=g_{2}(u, v, z) . \tag{4}
\end{equation*}
$$

These give

$$
\begin{equation*}
w=f_{3}(x, y, z)=f_{3}\left(g_{1}, g_{2}, z\right)=h(u, v, z) \tag{5}
\end{equation*}
$$

We will now prove that $\hat{2} h / \hat{z} z=0$.
In the following discussion, $u, v, z$ will be looked upon as independent variables and $x, y, w$ as dependent.

From (5), differentiatiating with respect to $z$,

$$
\frac{\partial h}{\partial z}=\frac{\partial f_{3}}{\partial x} \cdot \frac{\partial g_{1}}{\partial z}+\frac{\partial f_{3}}{\partial y} \cdot \frac{\partial g_{2}}{\partial z}+\frac{\partial f_{3}}{\partial z}
$$

From (3), differenting with respect to $z$,

$$
\begin{aligned}
& 0=\frac{\partial f_{1}}{\partial x} \cdot \frac{\partial g_{1}}{\partial z}+\frac{\partial f_{1}}{\partial y} \cdot \frac{\partial g_{2}}{\partial z}+\frac{\partial f_{1}}{\partial z} \\
& 0=\frac{\partial f_{1}}{\partial x} \cdot \frac{\partial g_{1}}{\partial z}+\frac{\partial f_{2}}{\partial y} \cdot \frac{\partial g_{2}}{\partial z}+\frac{\partial f_{2}}{\partial z} .
\end{aligned}
$$

Multiplying* the elements of the I, II, columns by $\partial g_{1} / \partial z, \partial g_{2} / \partial z$ respectively and adding to those of the third in the determinant (2) we obtain

$$
\left|\begin{array}{ll}
\frac{\partial f_{1}}{\partial x}, \frac{\partial f_{1}}{\partial y}, & 0 \\
\partial f_{1}, \frac{\partial f_{2}}{\partial x}, & 0 \\
\frac{\partial f_{3}}{\partial x}, \frac{\partial f_{3}}{\partial y}, & \frac{\partial h}{\partial z}
\end{array}\right|=0
$$

i.e.,

$$
(\partial h / \partial z) \partial\left(f_{1}, f_{z}\right) / \partial(x, y)=0,
$$

Therefore $\partial h / \partial z=0$ so that $h$ does not depend on $z$ and $w=h(u, v)$ is the relation sought.

Now, suppose that all the first minors of the Jacobian are zero, but one of the second minors, say $\partial f_{1} / \dot{c} u \neq 0$. Therefore, by theorem $\$ 137$ the functional equation $u-f_{1}(x, y, z)=0$ determines an implicit function

$$
x=g(u, v, z)
$$

so that we get

$$
\begin{array}{r}
v=f_{2}(x, y, z)=f_{2}(g, y, z)=h_{1}(u, y, z) \\
w=f_{y}(x, y, z)=f_{2}(g, y, z)=h_{2}(u, y, z)
\end{array}
$$

For the following discussion, $u, y, z$ will be looked upon as independent variables and $x, v, w$ as dependent.

We have

$$
\begin{array}{ll}
\frac{\partial h_{1}}{\partial y}=\frac{\partial f_{2}}{c x} \cdot \frac{\partial g}{\partial y}+\frac{\partial f_{2}}{\partial y}, & \frac{\partial h_{1}}{\partial z}=\frac{\partial f_{2}}{\partial x} \cdot \frac{\partial g}{\partial z}+\frac{\partial f_{2}}{\partial z} \\
\frac{\partial h_{2}}{\partial y}=\frac{\partial f_{3}}{\partial x} \cdot \frac{\partial g}{\partial y}+\frac{\partial f_{3}}{\partial y}, & \frac{\partial h_{2}}{\partial z}=\frac{\partial f_{3}}{\partial x} \cdot \frac{\partial g}{\partial z}+\frac{\partial f_{3}}{\partial z} \\
0=\frac{\partial f_{1}}{\partial x} \cdot \frac{\partial g}{\partial y}+\frac{\partial f_{1}}{\partial y}, & 0=\frac{\partial f_{1}}{\partial x} \cdot \frac{\partial g}{\partial z}+\frac{\partial f_{1}}{\partial z}
\end{array}
$$

Also
Since

we see on making use of the relations obtained above

$$
0=\imath h_{1} / \bar{c} y=\bar{c} h_{1} / \hat{c} z=\hat{c} h_{2} / \bar{c} y=\hat{c} h_{2} / \hat{c} z
$$

so that the functions $h_{1}$ and $h_{2}$ do not contain $y$ and $z$. There are thus two relations in this case.

Note. The theorem above is capable of generalisation to $n$ functions of $n$ variables.

Ex. If

$$
\begin{aligned}
& u=(a y z+b y+b z+c) /(y-z), \\
& y=(a z x+b z+b x+c)(z-x), \\
& w=(a x y+b x+b y+c) /(x-y),
\end{aligned}
$$

show that $u, v, w$ are connected by a fuuctional relation and fiad it.
Ex. Show that

$$
u=3 x+2 y-z, v=x-2 y+z, w=x(x+2 y-z)
$$

are connected by a fuctional equation and and fiod it.
Ex. Show that the quadratic forms $a x^{2}+2 h x y+b y^{2}$ and $A x^{2}+2 H x y+B y^{2}$ are independent unless

$$
\frac{a}{A}=\frac{h}{H}=\frac{b}{B} .
$$

141. Extreme values of a function of $n$ variables. Stationary points and stationary values. As in the case of functions of one and two variables, we say that a function $f\left(x_{1}, x_{2}, \ldots \ldots, x_{n}\right)$ has a maximum (or a mimimum) at a point $\left(a_{1}, a_{2}, \ldots \ldots, a_{n}\right)$ if at every point in a certain neighbourhood of $\left(a_{1}, a_{2}, \ldots \ldots a_{1}\right)$ the function assumes a smaller value (or a larger value) than at the point itself; in either case we say that $\left(a_{1}, a_{2}, \ldots \ldots, a_{n}\right)$ is an extreme point and that $f\left(a_{1}, a_{2}, \ldots \ldots, a_{n}\right)$ is an extreme value of the function.

If $f\left(a_{1}, a_{2}, \ldots . a_{n}\right)$ is an extreme value of the function $f\left(x_{1}, x_{2}, \ldots \ldots x_{n}\right)$, then it is also an extreme value of the function $f\left(x_{1}, a_{2}, \ldots \ldots, a_{n}\right)$ of one variable $x_{1}$ for $x_{1}=a_{1}$ and therefore the derivative $f_{x_{1}}\left(a_{1}, a_{2}, \ldots . . a_{n}\right)$, in case it exists, must be zero.

Thus we see that the ngcessary conditions for $f\left(a_{i}, a_{2}, \ldots, \ldots, a_{n}\right)$ to be an extreme value of the function $f\left(x_{1}, x_{2}, \ldots \ldots, x_{n}\right)$ are the equations

$$
f_{x_{1}}\left(a_{1}, a_{2}, a_{3}, \ldots \ldots, a_{n}\right)=0
$$

$$
\begin{gathered}
f_{2}\left(a_{1}, a_{3}, a_{3}, \ldots \ldots, a_{n}\right)=0 \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
f_{x_{n}}\left(a_{1}, a_{2}, a_{3}, \ldots \ldots, a_{n}\right)=0
\end{gathered}
$$

incase the function possesses partial derivatives, in question, at the point ( $a_{1}, a_{2}, \ldots \ldots, a_{n}$ ).

To find the position of the extreme points of a function $f\left(x_{1}, x_{2}, \ldots \ldots, x_{n}\right)$, which possesses partial derivatives at every point of its domain of definition, we have to find the points ( $x_{1}, x_{2}, \ldots, x_{n}$ ) which satisfy the $n$ equations, obtained by equation to zero the partial derivatives of the function. Since there are as many unknowns as there are equations we can calculate the positions of the extreme points by means of them. But a point obtained in this way may not necessarily be an extreme point ; further investigation is necessary to decide whether it is really an extreme point or not (See note below).

It proves useful to have a special name for the point at which the necessary conditions for the extreme position are satisfied, irrespective of whether it is really an extreme point or not. Thus we say that a point $\left(a_{1}, a_{4}, a_{3}, \ldots . ., a_{n}\right)$ is a stationary point if all the first order partial derivatives of the function vanish at that point.

The conditions for a stationary point may also be given an other more compact form. Thus if $\left(a_{1}, a_{2}, \ldots, a_{n}\right)$ is a stationary point then

$$
d f\left(a_{1}, a_{2}, \ldots \ldots, a_{n}\right)=0,
$$

i.e., the differential of a function vanishes at a stationary point, no matter what values may be assigned to the differentials $d x_{1}, d x_{2}, \ldots d x_{n}$ of the independent variables. For, we have
$d f\left(a_{1}, a_{2}, \ldots, a_{n}\right)=f_{x_{1}}\left(a_{1}, a_{2}, \ldots, a_{n}\right) d x_{1}+f_{x_{2}}\left(a_{1}, a_{2}, \ldots, a_{n}\right) d x_{2}+\ldots=0$
Conversely, if the differential $d f$ is 0 for arbitrary values of the differentials $d x_{1}, d x_{2}$, etc., of the independent voriables, then separately taking all but one of these differentials equal to zero, we can show that all the partial derivatives are zero.

Note.-It is easy to see that the results obtained in \$133, concerning the extreme values of a function $f(x, y)$ of two variables may be restated in the following form :-

If at $(a, b)$, the first differential $d f=0$, then
(i) $f(a, b)$ is a minimum or a maximum according as $d^{2} f$ is a positive or a negative form; (ii) $f(a, b)$ is not an extreme value if $d^{\text {a }} f$ is indefinite and finally (iii) the case is doubtful if $d^{2} f$ is a semi-definite form.

Similar results hold true for a function of any number of variables also but the details of the proof will not be given here.

Thus in the case of a function $f(x, y, z)$ of three variabiea sufficient conditions for ( $a, b, c$ ) to be an extreme value are that

$$
d f(a, b, c)=f_{2} d x+f_{3} d y+f_{8} d x=0
$$

for arbitrary values of $d x, d y, d x$, i. e.,

$$
f_{x}=f_{y}=f_{x}=0 .
$$

and (ii) $d^{i} f(4, b, c)=f_{x^{2}}(d x)^{2}+f_{y^{2}}(d y)^{2}+f_{z^{2}}(d z)^{2}+2 f_{x y} d x d y$

$$
+2 f_{y z} d y d z+2 f_{z x} d x d z
$$

is definite, i. c., assumes values of the same sign for abitrary values of $d x, d y, d x$.

Also if the conditions are satisfied, $f(a, b, c)$ is a maximum or minimum according as $d^{3} f$ is a negative or a positive definite form.

It will thus be seen that in order to find out whether a stationary point is also an extreme point or not one has to examine the character of the second differential.
143. Stationary points under subsidiary conditions. The problem. To find the stationary points of the function

$$
\begin{equation*}
f\left(x_{1}, x_{2}, \ldots \ldots x_{n} ; u_{1}, u_{2}, \ldots \ldots u_{m}\right) \tag{1}
\end{equation*}
$$

of $(n+m)$ variables which are connected by the $m$ equations

$$
\begin{equation*}
\phi_{r}\left(x_{1}, x_{2}, \ldots \ldots, x_{n} ; u_{1}, u_{2} ; \ldots . u_{i n}\right)=0 . \quad(r=1,2, \ldots \ldots m) \tag{2}
\end{equation*}
$$

If we assume that the system of equations (2) is such so as to determine the $m$ variables $u_{1}, u_{1}, \ldots \ldots, u_{m}$ as functions of $x_{1}, x_{2}, \ldots, x_{n}$, then the functions $f$ in (1) is essentially a function of $n$ independent variables $x_{1}, x_{2}, \ldots \ldots, x_{n}$.

For a stationary point of this function, we must have $d f=0$.

$$
0=d f=\frac{\partial f}{\partial x_{1}} d x_{1}+\ldots \ldots+\frac{\partial f}{\partial x_{n}} \cdot d x_{n}+\frac{\partial f}{\partial u_{1}} d u_{1},+\ldots+\frac{\partial f}{\partial u_{m}} d u_{m}
$$

$$
\begin{equation*}
(\$ 130) \tag{3}
\end{equation*}
$$

Again differentiating the system of equations (2), we obtain

$$
\left.\begin{array}{ccccc}
\frac{\partial \phi_{1}}{\partial x_{1}} d x_{1}+\ldots \ldots+\frac{\partial \phi_{1}}{\partial x_{n}} d x_{n}+\frac{\partial \phi_{1}}{\partial u_{1}} d u_{1}+\ldots \ldots+\frac{\partial \phi_{1}}{\partial u_{m}} d u_{m}=0  \tag{4}\\
\ldots & \ldots & \ldots & \ldots & \ldots \\
\ldots & \ldots & \ldots & \ldots \\
\ldots & \ldots & \cdots & \ldots & \ldots \\
\frac{\partial \phi_{m}}{\partial x_{1}} d x_{1}+\ldots \ldots+\frac{\partial \phi_{m}}{\partial x_{n}} d x_{n}+\frac{\partial \phi_{m}}{\partial u_{1}} d u_{1}+\ldots \ldots+\frac{\partial \phi_{m}}{\partial u_{m}} d x_{m}=0 .
\end{array}\right\}
$$

Solving the system (4) of $m$ equations for the $m$ differentials $d w_{i}, d u_{2} \ldots . . . d u_{m}$ of the dependent variables in terms of the $n$ differentials $d x_{1}, d x_{2} \ldots \ldots, d x_{n}$ of the independent variables and substituting their values in (3) we will express $d f$ in terms of tle differentials of the independent variables only. Since $d f=0$, the co-efficients of each of these $n$ differentials must separately vanish. These $n$ equations together with the system of equations (2) constitute a system of ( $m+n$ ) equations for determining the $(m+n)$ co-ordinates of the stationary points.

Ex. Find the stationary points of the function $x y$ where $x, y$ are consected by the relation $x^{2}+y^{2}-a^{2}=0$.

Ex. Find the stationary points of the function $x^{2} y^{2} z^{2}$, where $x, y, z$ are connected by the relation $x^{2}+y^{2}+z^{2}-a^{2}=0$.
144. Lagrange's method of multipliers. Lagrange has given a
method of forming the system of equations for the determination of stationary points, which is often useful. It rests on the introduction of-certain undetermined multipliers

$$
\lambda_{1}, \lambda_{2}, \ldots \ldots \ldots, \lambda_{m} .
$$

Multiplying the system of equations (4) of $\S 143$, by $\lambda_{1}, \lambda_{2}, \ldots \ldots \lambda_{m}$ and adding to the results to the equation (3), we obtain

$$
\begin{array}{r}
0=d f=\left(\frac{\partial f}{\partial x_{1}}+\Sigma \lambda_{r} \frac{\partial \phi_{r}}{\partial x_{1}}\right) d x_{1}+\ldots \ldots+\left(\begin{array}{r}
\partial f_{1} \\
\partial u_{1}
\end{array}+\Sigma \lambda_{r} \frac{\partial \phi_{r}}{\partial u_{1}}\right) d u_{1} \\
+\ldots \ldots=0(5)
\end{array}
$$

We now assume that the $m$ multipliers $\lambda_{1}, \lambda_{2}, \ldots \ldots, \lambda_{m}$ have been so chosen that the $m$ co-efficients of the differentials $d u_{1}, d u_{2} \ldots$ $d u_{m}$ all vanish, i.e.,

$$
\begin{equation*}
\frac{\partial f}{\partial u_{1}}+\Sigma \lambda_{r} \frac{\partial \phi_{r}}{\partial u_{1}}=0, \ldots \ldots, \frac{\partial f}{\partial u_{m}^{-}}+\Sigma \lambda_{1} \frac{\partial \phi_{n}}{\partial u_{m}}=0 \tag{6}
\end{equation*}
$$

Then (5) gives

$$
0=d f=\left(\frac{\partial f}{\partial x_{1}}+\Sigma \lambda_{r} \frac{\partial \phi_{n}}{\partial} \backslash d x_{1}+\ldots .+\left(\frac{\partial f}{\partial x_{n}}+\Sigma \lambda_{r} \frac{\partial \phi_{r}}{\partial x_{n}}\right) d x_{n}\right.
$$

so that the differential $d f$ which vanishes is expressed in terms of the differentials of the independent variables only. Hence

$$
\begin{equation*}
\frac{i f}{\partial x_{1}}+\Sigma \lambda_{r} \frac{i \phi_{r}}{\partial x_{1}}=0, \ldots \ldots, \frac{\partial f}{\dot{c} x_{n}}+\Sigma \lambda_{r} \frac{\partial \phi_{r}}{\partial x_{n}}=0 \tag{7}
\end{equation*}
$$

The systems (3), (6) and (7) of ( $m+m+n$ ) i.e., $(n+2 m)$ equations suffice to determine the values of the $m$ multipliers and of the $(m+n)$ co-ordinates of the stationary points of the function $f$.

An important note. We define a function

$$
g=f+\lambda_{1} \phi_{1}+\lambda_{2} \phi_{2}+\ldots \ldots+\lambda_{m} \phi_{m}
$$

and observe that, considering $x_{1}, x_{2}, \ldots . . x_{n}, u_{1}, u_{3} \ldots u_{m}$ as independent variables,

$$
\frac{\lambda g}{\partial x_{1}}=\Omega, \ldots \ldots, \frac{\partial g}{\partial x_{n}}=0, \frac{\partial g}{i u_{1}}=0, \ldots \ldots, \frac{\partial g}{\partial u_{m}}=0
$$

are exactly the systems of equations (7) and (6).
In practice, therefore, the system of equations (6) and (7) may be conveniently obtained by first furming the function ' $g$ ' and then equating its first order partial derivatives to zero, considering all the variables as independent.

To determine whether a stationary point is really an extreme point or not it is necessary to consider the second order differential $d^{2} \mathrm{~F}$ where F denotes the function $f$ considered as a function of $x_{1}, x_{2}, \ldots, x_{n}$ only. In this connection it is generally found convenient to make use of the fact that at a stationary point $d^{2} F=d^{2} g$, where the differential $d^{\prime} g$ is calculated on the supposition that all the variables are independent.

Let $f$ and $g$ considered as functions of $x_{1}, x_{2}, \ldots \ldots, x_{n}$ alone be denoted as F and G . Since, at the stationary points ' $\psi \mathrm{s}$ ' vanish, we have

$$
\begin{aligned}
\mathrm{F}\left(x_{1}, x_{2}, \ldots \ldots, x_{n}\right) & =\mathrm{G}\left(x_{1}, x_{2}, \ldots \ldots, x_{n}\right), \\
d^{2} \mathrm{~F} & =d^{3} \mathrm{G}
\end{aligned}
$$

But $d^{2} \mathrm{G}=d^{2} g+\Sigma\left(\frac{\partial g}{\partial x_{1}} d^{2} x_{1}+\ldots .+\frac{\partial g}{\partial u_{1}} \cdot d^{2} u_{1}+\ldots\right),(\$ 130.1$, P. 212 $)$

$$
=d^{2} g
$$

Hence the result.

## Examples

Ex. 1. If $u=a^{3} x^{2}+b^{3} y^{3}+c^{3} z^{3}$ where $1 / x+1 / y+1 / z=1$, show that a stationary value is given by $a x=b y=c z$ and this gives a true maximum or a minimum if $a b c(a+b+c)$ is positive.

Let $\quad g(x, y, z)=a^{3} x^{2}+b^{3} y^{3}+c^{3} z^{2}+\lambda(1 / x+1 / y+1 / z-1)$.
Equating to zero, the first order partial derivatives of the function $g$, we obtain

$$
\begin{equation*}
2 a^{3} x-\lambda / x^{2}=0,2 b^{3} y-\lambda / y^{2}=0,2 c^{3} z-\lambda / z^{2}=0, \tag{i}
\end{equation*}
$$

which give

$$
\begin{equation*}
a x=b y=c z . \tag{ii}
\end{equation*}
$$

$a x=b y=c z$.
an extreme value or not, we find $d^{2} g$. We have

$$
\begin{aligned}
d^{2} g & =\left(\frac{\partial}{\partial x} d x+\frac{\partial}{\partial y} d y+\frac{\partial}{\partial z} d z\right)^{2} g \\
& =\left(2 a^{3}+\frac{2 \lambda}{x^{3}}\right)(d x)^{2}+\left(2 b^{3}+\frac{2 \lambda}{y^{3}}\right)(d y)^{2}+\left(2 c^{3}+\frac{2 \lambda}{z^{3}}\right)(d z)^{2} \\
& =6\left[a^{3}(d x)^{2}+b^{3}(d y)^{2}+c^{3}(d z)^{2}\right], \text { from }(i) .
\end{aligned}
$$

There being only two independent variables, we shall express $d^{2} g$ in terms of $d x$ and $d y$ alone. From the relation $\Sigma 1 / x=1$, we have $\Sigma d x / x^{2}=0$ or $\Sigma a^{9} d x=0$, from (ii)

$$
\therefore d^{2} g=\frac{6}{c}\left\{(c+a) a^{9}(d x)^{2}+2 a^{2} b^{2} d x d y+(c+b) b^{3}(d y)^{2}\right\}
$$

We have seen in $\S 133.2, \mathrm{P} .215$, that $\mathrm{A} h^{2}+2 \mathrm{~B} h k+\mathrm{C} k^{2}$ is definite if $\mathrm{B}^{2}-\mathrm{AC}$ is negative. $\therefore d^{2} g$ is definite if

$$
\frac{a^{4} b^{4}}{c^{4}}-\frac{(c+a)(c+b) a^{3} b^{3}}{c^{2}}=-\frac{(a+b+c) a^{3} b^{3}}{c}=-(a+b+c)(a b c)^{3},
$$

is negative, i.e., $(a+b+c) a b c$ is positive.
Ex. 2. Find the rectangular parallelopiped of greatest volume that can be inscribed in the ellipsoid $x^{2} / a^{2}+y^{2} / b^{6}+z^{2} / c^{3}=1$.

The problem is to find the greatest value of $V=8 x y z$ where $x, y, z$ are all positive and subject to the condition

$$
\begin{equation*}
x^{2} / a^{2}+y^{2} / b^{2}+z^{2} / c^{2}=1 . \tag{1}
\end{equation*}
$$

Let $\quad g(x, y, z)=8 x y z+\lambda\left(x^{2} / a^{2}+y^{2} / b^{2}+z^{3} / c^{2}-1\right)$.
For extreme points, we have

$$
\begin{align*}
& g_{x}=8 y z+2 \lambda x / a^{2}=0,  \tag{2}\\
& g_{y}=8 z x+2 \lambda \lambda / b^{2}=0,  \tag{3}\\
& g z=8 x y+2 \lambda z / c^{2}=0, \tag{4}
\end{align*}
$$

Multiplying (2), (3), (4) by $x, y, z$ respectively and adding, we get

$$
\begin{equation*}
24 x y z+2 \lambda=0 \text {, or } \lambda=-12 x y z \text {, using (1). } \tag{5}
\end{equation*}
$$

Thus we obtain, from (2) and (5), $x=a / \sqrt{ } 3$.
Similarly $y=b / \sqrt{ } 3, z=c / \sqrt{ } 3$.
Thus the stationary value of $\mathrm{V}=8 a b c / 3 \sqrt{ } 3$.
Again
$d^{2} g=2 \lambda \Sigma(d x)^{2} / a^{9}+16 \Sigma y d z d x=-(8 a b c / \sqrt{ } 3) \Sigma(d x)^{2} / a^{2}+(16 / \sqrt{ } 3) \Sigma b d z d x(6)$

Now, we have

$$
\begin{array}{r}
x d x / a^{2}+y d y / b^{2}+z d z / c^{2}=0, \\
d x / a+d y / b+d z / c=0,
\end{array}
$$

for the stationary point in question.
These give

$$
2 d x d y / a b=(d z)^{2} / c^{2}-(d x)^{2} / a^{2}-(d y)^{2} / b^{2}
$$

and two similar results.
Substituting these values of $d x d y$, etc, in (6), we see that $d^{2} g=(-16 a b c / \sqrt{ } 3)\left[\Sigma(d x)^{2} / a^{2}\right]$,
which is a definite negative form.
Hence the stationary value, in question, is a maximum.
Note. As in the preceding example, the question could also be completed by expressing $d^{2} g$ in terms of $d x$ and $d y$ alone.

Ex. 3. If $\phi(a)=k \neq 0, \phi^{\prime}(a) \neq 0$ and $x, y, z$ satisfy the relation

$$
\phi(x) \phi(y) \phi(z)=k^{3},
$$

prove that the function

$$
f(x)+f(y)+f(z)
$$

has a maximum when $x=y=z=a$ provided.that

$$
f^{\prime}(a)\left[\begin{array}{l}
\phi^{\prime \prime}(a) \\
\phi^{\prime}(a)
\end{array}-\frac{\phi^{\prime}(a)}{\bar{\phi}(a)}\right]>f^{\prime \prime}(a)
$$

Let

$$
g(x, y, z)=f(x)+f(y)+f(z)+\lambda\left[p(x) \phi(y) \phi(z)-k^{3}\right]
$$

For stationary points, we have

$$
\begin{aligned}
& g_{x}=f^{\prime}(x)+\lambda \phi^{\prime}(x) \psi^{\prime}(y) \phi(z)=0 \\
& g_{y}=f^{\prime}(x)+\lambda \phi(x) \phi^{\prime}(y) \phi(z)=0 \\
& g_{z}=f^{\prime}(z)+\lambda \phi(x) \phi(y) \phi^{\prime}(z)=0 .
\end{aligned}
$$

For the function to be a minimum at $(a, a, a)$, we must necessarily have
i.e.,

$$
\begin{aligned}
& f^{\prime}(a)+\lambda \phi^{\prime}(a) \not(a) \phi(a)=0, \\
& \lambda=-f^{\prime}(a) / \phi^{\prime}(a) \phi^{2}(a), \text { for } \phi^{\prime}(a) \neq 0, \phi(a) \neq 0 . \\
& d^{\prime} g=\Sigma\left[f^{\prime \prime}(x)+\lambda \phi^{\prime \prime}(x) \phi(y) \phi(z)\right](d x)^{2} \\
& +2 \lambda \Sigma \phi^{\prime}(x) \phi^{\prime}(y) \phi(z) d x d y \\
& =\left[f^{\prime \prime}(a)+\lambda k^{2} \phi^{\prime \prime}(a)\right] \Sigma(d x)^{2} \\
& \quad+2 \lambda k\left[\phi^{\prime}(a)\right]^{2} \Sigma d x d y, \text { at }(a, a, a) .
\end{aligned}
$$

From the given equation of condition, we have

$$
\sum p^{\prime}(x) \phi(y) \gamma^{\prime}(z) d x=0
$$

so that for $(a, a, a)$, we have $\Sigma d x=0$,
This gives

$$
2 \Sigma d x d y=-\Sigma(d x)^{2}
$$

$\therefore$ we have

$$
\begin{aligned}
\dot{d^{2}} g & =\left[f^{\prime \prime}(a)-f^{\prime}(a) \phi^{\prime \prime}(a) / \phi^{\prime}(a)\right] \Sigma(d x)^{2}+\left[f^{\prime}(a) \phi^{\prime}(a) / \phi(a)\right] \Sigma(d x)^{2} \\
& =\left\{f^{\prime}(a)-f^{\prime}(a)\left[\begin{array}{c}
{\left[\frac{\phi^{\prime \prime}(a)}{\phi^{\prime}(a)}-\frac{\phi^{\prime}(a)}{\phi(a)}\right]}
\end{array}\right]\right\} \Sigma(d x)^{2},
\end{aligned}
$$

which under the given condition is a definite negative form. Hence the result.
4. Find the minimum value of $x^{2}+y^{2}+z^{2}$, when
(i) $x+y+z=3 a$. (ii) $x y+y z+z^{2}=3 a^{2}$. (iii) $x y z=a^{2}$
5. Find the extreme values of $x y$ when $x^{2}+x y+y^{2}=a^{2}$.
6. Find the shortest distance of the point $(a, b, b)$ from the plane $l x+m y+n z==0$.
7. Find the shortest distance between the lines
$\left(x-x_{2}\right) / l_{2}=\left(y-y_{1}\right) / m_{1}=\left(z-z_{2}\right) / n_{1} ;\left(x-x_{2}\right) / l_{2}=\left(y-y_{1}\right) / m_{2}=\left(z-z_{2}\right) / n_{2}$
8. Find the point of the ellipse $5 x^{2}-6 x y+5 y^{2}=4$ for which the tangent is at the greatest distance from the origin.
9. Which point of the sphere $x^{2}+y^{2}+z^{2}=1$ is at the maximum distance from the point $(2,1,3)$.
10. Determine the maximum and minimum values of $u=(x+1)(y+1)(z+1)$ where $x, y, z$ are connected by the relation $a^{x} b y_{c} z=k$.
11. Given, $x_{0}, y_{0}, z_{0}$ are constants and $x_{1}, y_{1}, z_{1}$ are variables such that $\Sigma x_{0}=\sum x_{1}=1, l x_{1}+m y_{1}+n z_{1}=1$; find the minimum value of the function $a^{2}\left(y_{0}-y_{1}\right)\left(z_{0}-z_{1}\right)+b^{2}\left(z_{0}-z_{1}\right)\left(x_{0}-x_{1}\right)+c^{2}\left(x_{0}-x_{1}\right)\left(y_{0}-y_{1}\right)$, where $a, b, c$ and $l, m, n$ are constants.
12. Find the shortest distance between the points $P_{1}\left(x_{1}, y_{1}, z_{1}\right)$ and $\mathbf{P}_{x^{2}}\left(x_{2}, y_{2}, z_{2}\right)$, if $\mathrm{P}_{1}$ lies on the plane $x+y+z=2 a$ and $\mathrm{P}_{2}$ lies on the ellipsoid $x^{2} / a^{2}+y^{2} / b^{2}+z^{2} / c^{2}=1$.
13. Show that the lengths of the axes of the section of the ellipsoid $x^{2} / a^{2}+y^{2} / b^{2}+z^{2} / c^{2}=1$ bv the plane $I x+m y+n z=0$ are the roots of the equation $l^{2} a^{2} /\left(r^{2}-a^{2}\right)+m^{2} b^{2} /\left(r^{2}-b^{2}\right)+n^{2} c^{2} /\left(r^{2}-c^{2}\right)=0$.
14. If $\left(x_{1}, y_{1}, z_{1}\right),\left(x_{2}, y_{2}, z_{2}\right)$ are two points on the conic

$$
l x+m v+n z=0=a x^{3}+b y^{2}+c z^{3}-1
$$

the distance between these mints is stationary when

$$
l^{2} /\left(1-a r^{2}\right)+m^{2} /\left(1-b r^{2}\right)+n^{2} /\left(1-c r^{2}\right)=0 .
$$

15. Show that if

$$
x_{1}{ }^{2}+y_{1}^{2}+z_{1}^{2}=a^{2}, x_{2}^{2}+y_{2}^{2}+z_{2}^{2}=b^{2}, x_{3}^{8}+y_{8}^{2}+z_{3}^{2}=c^{2},
$$

then the maximum and minimun values of the determinant

$$
\left|\begin{array}{l}
x_{1}, y_{1}, z_{1} \\
x_{2}, y_{2}, \\
x_{0}, z_{2}
\end{array}\right|
$$

are respectively $+a b c$ and $-a t c$.
16. If $x, y, z$ are snbiect to the condition $a x+b y+c z=1$, show that, in general, $x^{3}+y^{2}+z^{3}-3 x y z$ has the two stationary ralues! and $\left(a^{3}+b^{2}+c^{2}-3 a b c\right)^{-2}$ of which the first is a maximum or a minimum according as $a+b+c<0$, but the second is not an extreme value. Discuss, in particular, the cases in which (i) $a+b+c=0$, (ii) $a=b=c$.
17. Obtain the stationary values of

$$
x^{3}+y^{2}+z^{3}+3 m x y z, \quad(m \neq 2)
$$

when $x, y, z$ are subjent to the condition

$$
x+v+z=1 \text {, }
$$ and show that the symmetrical stationary value is a maximum or minimum according as $m<2$. Show also that the other stationary values are not extreme values.

Show that $x^{2}+y^{3}+z^{3}+6 x y z$ has only one stationary value and no extreme value.
18. Establish Lagrance's method of undetermined multipliers for finding the stationary values of a function $f(x, y, z, \ldots \ldots)$ of $n$ variables connected by $m(<n)$ independent equations $\phi_{r}(x, y, z \ldots \ldots)=0,(r=1,2, \ldots \ldots m), f$ and $\phi$ being supposed to have continuous derivatives for all values of the variables concerned.

The sum of 12 edges of a rectangular block is $a$; the sum of the areas of the 6 faces is $a^{8} / 25$. Prove that, when the excess of the volume of the block over that of a cube whose edge is equal to least edge of the block is greatest, the least edge is $a / 20$ and find the other edges.
19. If $x, y$ and $z$ are connected by the relation

$$
f(x)+\phi(y)+\psi(z)=f(a)+\phi(b)+\psi(c),
$$

show that the following conditions are sufficient for $x^{2}+y^{2}+z^{2}$ to have a maximum value at $(a, b, c)$;

$$
\mathrm{A} \psi_{1}^{2}(c)+C f_{1}^{2}(a)^{\prime}<0<\mathrm{AB} \psi_{1}^{2}(c)+\mathrm{BC} f_{1}^{2}(a)+\mathrm{CA} \phi_{1}^{2}(b)
$$

where

$$
\mathrm{A}=1-a f_{1}(a) / f_{1}(a) \cdot \mathrm{B}=1-b \phi_{2}(b) / \phi_{1}(b), \mathrm{C}=1-c \psi_{1}(c) / \psi_{1}(c),
$$

provided none of the derivatives $f_{1}(a), \phi_{1}(b), \psi_{1}(c)$ is zero and

$$
a / f_{1}(a)=b / \phi_{1}(b)=c / \psi_{1}(c)
$$

## CHAPTER XI

## PROPERTIES OF CONTINUOUS FUNCTIONS OF TWO VARIABLES <br> Definite Integrals as Functions of a Parameter

145. Theorem. If $f(x, y)$ is continuous in a rectangle $R(a, b ; c, d)$ and $\in$ is any positive number, then there exists a division of $R$ into a finite number of sub-rectanciles such that

$$
\left|f\left(x_{i}, y_{2}\right)-f\left(x_{1}, y_{1}\right)\right|<\epsilon,
$$

where $\left(x_{1}, y_{1}\right)$ and $\left(x_{2}, y_{2}\right)$ are points bclonging to the same subrectangle.

We assume that the theorem is false in R . By drawing lines parallel to the co-ordinate axes, divjde $R$ into four sub-rectangles

$$
\begin{aligned}
& {\left[a, \frac{1}{2}(a+b) ; c, \frac{1}{2}(c+d)\right],\left[\frac{1}{2}(a+b), b ; c, \frac{1}{2}(c+d)\right]} \\
& {\left[a, \frac{1}{2}(a+b) ; \frac{1}{2}(c+d) ; d\right],\left[\frac{1}{2}(a+b), b ; \frac{1}{2}(c-1 d), d\right] .}
\end{aligned}
$$

Because of the assumption, the theorem must be false in atleast one of these sub-rectangles, say $R_{1}$, which we would rename as ( $a_{1}, b_{1} ; c_{1}, d_{1}$ ). Subdividing $\mathrm{R}_{1}$ in a similar manoer and continuing the process indefinitely, we would obtain a sequence of rectangles

$$
\begin{equation*}
\mathrm{R}_{1}, \mathrm{R}_{2}, \mathrm{R}_{3}, \ldots \ldots, \mathrm{R}_{n} \tag{1}
\end{equation*}
$$

where $R_{n}$ is the rectangle $\left(a_{n}, b_{n} ; c_{n}, d_{n}\right)$,
The theorem is false in every rectangle $\mathrm{R}_{n}$. As in $\S 502, \mathrm{p} .73$, it can be shown that the sequences $\left\{a_{n}\right\}$ and $\left\{b_{n}\right\}$ approach 2 common limit $\xi$ and $\left\{c_{n}\right\}$ and $\left\{d_{n}\right\}$ approach a common limit $\eta$. This point $(\xi, \eta)$ belongs to every $\mathrm{R}_{n}$.

Since $f(x, y)$ is continuous at $(\xi, \eta)$, there exists a positive number $\delta$ such that

$$
\begin{equation*}
|f(x, y)-f(\xi, \eta)|<\frac{1}{2} \in, \tag{2}
\end{equation*}
$$

for every point $(x, y)$ of R which lies in the rectangle.

$$
\begin{equation*}
(\xi-\delta, \xi+\delta ; \eta-\delta, \eta+\delta) \tag{3}
\end{equation*}
$$

If $\left(x_{1}, y_{1}\right)$ and $\left(x_{2}, y_{2}\right)$ be any two points of (3), we deduce from (2) that

$$
\left|f\left(x_{2}, y_{2}\right)-f\left(x_{1}, y_{1}\right)\right|<\epsilon .
$$

Now, since there exists a positive integer $m$ such that a rectangle $\mathrm{R}_{m}$ of the sequence (1) lies wholly within the rectangle (3), we see that the theorem is true for $\mathrm{R}_{m}$. Thus we arrive at a contradiction. Hence the theorem.

Cor. 1. If $f, x, y)$ is continuous in $R$, then it is necessarily bounded in $R$. We divide $R$ into a finite number, say ' $p$ ', of subrectangles such that for every pair of points $\left(x_{1}, y_{1}\right)$ and $\left(x_{2}, y_{2}\right)$ of the same sub-rectangle

$$
\left|f\left(x_{2}, y_{2}\right)-f\left(x_{1}, y_{1}\right)\right|<\epsilon,
$$

so that if $\left(a_{r}, \beta_{r}\right)$ be any fixed point of the $r$ th sub-rectangle and $(x, y)$ any variable point of the same, we have

$$
\begin{equation*}
f\left(a_{r}, \beta_{r}\right)-\epsilon<f(x, y)<f\left(\alpha_{r}, \beta_{r}\right)+\epsilon \tag{4}
\end{equation*}
$$

From $p$ inequalities, similar to (4), obtained for the $p$ subrectangles we deduce as in ( $\$ 50 \cdot 3, \mathrm{P} .75$ ) that $f(x, y)$ is bounded.

Cor. 2. If $f(x, y)$ is continuous in $R$, then it must attain its bounds.

The proof is exactly similar to the proof of the corresponding theorem for functions of a single variable.

Cor. 3. If $f(x, y)$ is continuous in $R$, then it is possible to divide $R$ into a finite number of sub-rectangles such that the oscillation of $f(x, y)$ in every sub-rectangle is less than a given positive number.

Follows from the main theorem and the Cor. 2.
Cor. 4. Uniform Continuity. If $f(x, y)$ is continuous in $R$, and $\epsilon$ is any given positive number, then there exists a positive number $\delta$ such that

$$
\left|f\left(x_{2}, y_{2}\right)-f\left(x_{1}, y_{1}\right)\right|<\epsilon,
$$

when $\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right)$ are any two points such that

$$
\left|x_{2}-x_{1}\right| \leqslant \delta,\left|y_{2}-y_{1}\right| \leqslant \delta .
$$

We divide R into a finite number of sub-rectangles such that for every pair of points $\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right)$ of the same subrectangle

$$
\left|f\left(x_{2}, y_{2}\right)-f\left(x_{1}, y_{1}\right)\right|<\frac{1}{2} \in .
$$

It will now be shown that a positive number $\delta$ which is smaller than every side of every sub-rectangle is the requisite one. Now, a pair of points $\left(x_{1}, y_{1}^{\prime}\right)$ and $\left(x_{2}, y_{2}\right)$ such that

$$
\left|x_{2}-x_{1}\right| \leqslant \delta,\left|y_{2}-y_{1}\right| \leqslant \delta,
$$

either belong to the same sub-rectangle or to two such subrectangles as have a side or a part of side in common. In the former case,

$$
\left|f\left(x_{2}, y_{2}\right)-f\left(x_{1}, y_{1}\right)\right|<\frac{1}{2} \epsilon<\epsilon,
$$

and in the latter, if $(x, y)$ be a point of the common side, we have

$$
\left|f\left(x_{2}, y_{2}\right)-f\left(x_{1}, y_{1}\right)\right| \leqslant\left|f\left(x_{2}, y_{2}\right)-f(x, y)\right|+\left|f(x, y)-f\left(x_{1}, y_{1}\right)\right|,
$$

Hence the result.
Cor. 5. If $(x, y)$ is continuous in $R$, then it must assume every value between its upper and lower bounds.

Iet $\mathrm{M}, m$ be the bounds and let

$$
f(\alpha, \beta)=\mathrm{M}, f(\gamma, \delta)=m .
$$

The points $(\alpha, \beta),(\gamma, \delta)$ can be joined by any number of continuous curves lying inside R . Along such a curve $f(x, y)$ is a continuous function of only one variable and, therefore, assumes every value between $M$ and $m$.
146. Definite integral as function of a parameter. Let $f(x, y)$ be a continuous function of two variables defined in $\mathrm{R}(a, b ; c, d)$. For a fixed value of $y$ in $(c, d)$, the function $f(x, y)$ of $x$ is continuous and therefore the integral

$$
\int_{a}^{b} f(x, y) d x
$$

exists and defines a function of $y$, say $\phi(y)$, in $(c, d)$.

It is now proposed to investigate the nature of the function $\phi(y)$ in relation to continuity and differentiability.
146.1. Theorem. The function $\phi(y)$ is continuous in $(c, d)$.

Let $y, y+\Delta y$ be any two points of $(c, d)$. We have

$$
\phi(y+\angle y)-\phi(y)=\int_{a}[f(x, y+\Delta y)-f(x, y)] d x .
$$

Let $\in$ be any positive number.
Since $f(x, y)$ is continuous in R thetefore there exists a positive number $\delta$ such that

$$
\begin{equation*}
\left|f\left(x_{2}, y_{2}\right)-f\left(x_{1}, y_{1}\right)\right|<\epsilon^{\prime}(b-a) \text {, when }\left|x_{2}-x_{1} \leqslant \delta,\left|y_{2}-y_{1}\right| \leqslant \delta\right. \tag{Cor.4,P.237}
\end{equation*}
$$

In particular we see that when $|\Delta y| \leqslant \delta$, and $x$ has any value, we have

$$
\begin{aligned}
& \mid f(x, y+\Delta y)-f(x, y)!<\epsilon /(b-a) . \\
& \therefore \quad|\phi(y+\Delta y)-\phi(y)|=\int_{a}^{b}[f(x, y+\Delta y)-f(x, y)] d x \\
& \leqslant \int_{a}^{b}|f(x, y+\Delta y)-f(x, y)| d x \\
& \leqslant[\epsilon /(h-a)](b-a)=\mathbf{\epsilon}, \text { when }|\Delta y|<\delta .
\end{aligned}
$$

Hence $p(y)$ is a continuous function of $y$.
Ex. If $f(x, y)$ is continuous in $\mathrm{R}(a, b ; c, d)$ and $\mathrm{F}(x)$ is a function of $x$ which is bounded and integrable in $(a, b)$ then $\int_{a}^{b} f(x, y) \mathrm{F}(x) d x$ is a continuous function of $y$ in $(c, d)$.
146.2. Theorem. If, in addition to the continuity of $f(x, y)$, $f_{y}(x, y)$ also exists and is continuous in $R(a, b ; c, d)$, then $\phi(y)$ is derivable in ( $c, d$ ) and

$$
\begin{gathered}
\phi^{\prime}\left(y^{\prime}\right)=\int_{a}^{b} \frac{f(x, y)}{\partial y} d x . \\
\text { i.e., } \left.\quad d y \int_{a}^{b} f(x, y) d x\right\}^{b}=\int_{a}^{b} \frac{\partial f(x, y)}{\partial y} d x,
\end{gathered}
$$

so that the inversion of the operations of differentiation and integration is valid.

We have

$$
\phi(y+\Delta y)-\phi(y)=\int_{a}^{b}[f(x, y+\Delta y)-f(x, y)] d x
$$
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By Lagrange's mean value theorem, we bave

$$
\begin{aligned}
f(x, y+\Delta y)-f(x, y) & =\Delta y f_{y}(x, y+\theta \Delta y) \\
& =\Delta y\left[f_{y}(x, y+\theta \Delta y)-f_{y}(x, y)+f_{y}(x, y)\right]
\end{aligned}
$$

$\therefore$ we obtain

$$
\phi(y+\Delta y)-\phi(y)-\int_{a}^{b y} f_{y}(x, y) d x=\int_{a}^{b}\left[f_{y}(x, y+\theta \Delta y)-f_{y}(x, y)\right] d x .
$$

Let $\epsilon$ be any positive number. Because of the continuity of $f_{y}(x, y)$, there exists a positive number $\delta$, such that when $|\Delta y| \leqslant \delta$ and $x$ has any value, then

$$
\left|f_{y}\left(x, y^{\prime}+\theta \delta y\right)-f_{y}(x, y)\right|<\epsilon_{\prime}^{\prime}(b-a) .
$$

Thus there exists a positive number $\delta$ such that

$$
\frac{\phi(y+\Delta y)-\phi(y)}{\Delta y}-\int_{a}^{b} f_{3}(x, y) d x<\epsilon, \text { when }|\Delta y| \leqslant \delta .
$$

Hence the result.
Ex. If $f(x, y)$ and $f_{y}(x, y)$ be continuous in R and $\mathrm{F}(x)$ be bounded and integrable in $(a, b)$, then $\int_{a} f(x, y) F(x) d x$ is derivable in ( $c, d$ ) and its derivative is $\int_{a}^{b} f_{y}(x, y) F(x) d x$.

Note. In the investigation above, the limits ( $a, b$ ) of Integration were constants independent of $y$. The case where the limits are themselves functions of $y$ is considered below.
146.3. Let $f(x, y), f_{y}(x, y)$ be continuous in $R(a, b ; c, d)$; and let $g_{1}(y), g_{2}(y)$ be two functions of $y$ derivable in $(c, d)$ such that the points

$$
\left[g_{1}(y), y\right] \text { and }\left[g_{2}(y), y\right]
$$

belong to the rectangle $R$ for every value of $y$ in $(c, d)$, then

$$
\phi(y)=\int_{g_{1}(y)}^{g_{8}(y)} f(x, y) d x
$$

is derivable in ( $c, d$ ) and

$$
\phi^{\prime}(y)=\int_{g_{1}(y)}^{g_{2}(y)} f_{y}(x, y) d x-g_{1}{ }^{\prime}(y) f\left[g_{1}(y), y\right]+g_{2}^{\prime}(y) f\left[g_{2}(y), y\right] .
$$

We have
$\phi(y+\Delta y)-\phi(y)=$
$\int_{\boldsymbol{g}_{1}(y)}^{g_{2}(y)}[f(x, y+\Delta y)-f(x, y)] d x-\int_{g_{1}(y)}^{g_{1}(y+\Delta y)} f(x, y+\Delta y) d x \int_{g_{\mathbf{g}}(y)}^{g_{2}(y+\Delta y)} f(x, y+\Delta y) d x$

Applying the result of Cor. 2 to $\S 88$, p. 123 to each of the last two integrals and dividing by $\Delta y$, we get

$$
\begin{aligned}
& \frac{\phi(y+\Delta y)-\phi(y)}{\Delta y}=\int_{g_{1}(y)}^{g_{2}(y)} f_{y}(x, y+\theta \Delta y) d x= \\
& \frac{g_{1}(y+\Delta y)-g_{1}(y)}{\Delta y} f(\xi, y+\Delta y)+g_{2}(y+\Delta y)-g_{2}(y) f(\eta, y+\Delta y),
\end{aligned}
$$

where $\xi, \eta$ lie between $g_{1}(y), g_{1}(y+\Delta y)$ and $g_{2}(y), g_{2}(y+\Delta y)$ respectively. As in the previous section it can be shown that when $\Delta y \rightarrow 0$ then

$$
\int_{g_{1}(y)}^{g_{2}\left(y^{\prime}\right)} f_{y}(x, y+\theta \Delta y) d x \rightarrow \int_{g_{1}(y)}^{g_{2}(y)} f_{y}(x, y) d x .
$$

Thus on taking limits, when $\Delta y \rightarrow 0$, we deduce, that

$$
\phi^{\prime}(y)=\int_{g_{1}(y)}^{g_{2}(y)} f_{y}(x, y) d x-g_{1}{ }^{\prime}(y) f\left[g_{1}(y), y\right]+g_{\mathbf{2}}{ }^{\prime}(y) f\left[g_{2}(y), y\right] .
$$

146.4. Inversion of the order of Integration. If $f(x, y)$ be continuous in $R(a, b ; c, d)$, then

$$
\int_{c}^{d}\left\{\int_{a}^{b} f(x, y) d x\right\} d y=\int_{a}^{b}\left\{\int_{c}^{d} f(x, y) d y\right\} d x
$$

i.e., the two repeated integrals are equal.

Because of the continuity of $f(x, y)$, the integrals of $f(x, y)$ over $(a, b)$ with respect to $x$ and over ( $c, d$ ) with respect to $y$ exist ( $\$ 851, \mathrm{P} .115$ ) and are continuous functions of $y$ and $x$ respectively ( $\$ 146 \cdot 1, \mathrm{P} .238$ ) and therefore both the repeated integrals exist.

We consider two functions of $t$ defined as follows :-
$\phi(t)=\int_{c}^{t}\left\{\int_{c}^{b} f(x, y) d x\right\} d y ; \dot{\psi}(t)=\int_{a}^{b}\left\{\int_{c}^{t} f(x, y) d y\right\} d x$,
so that

$$
\phi(0)=\psi(0)=0 .
$$

Now,

$$
\psi^{\prime}(t)=\int_{a}^{b} f(x, t) d x
$$

Also

$$
\begin{array}{rlr}
\psi^{\prime}(t) & =\int_{a}^{b}\left\{\frac{\partial}{\partial t} \int_{c}^{t} f(x, y) d y\right\} d x & \text { (\$146.2 P. 238) } \\
& =\int_{a}^{b} f(x, t) d x & \text { (§89.2, P. 127). }
\end{array}
$$

Since, $\phi^{\prime}(t)=\psi^{\prime}(t)$, therefore $\phi(t)$ and $\psi(t)$ differ by a constant.Also, since $\phi(0)=\psi(0)$, we see that for every vaule of $t, \psi(t)=\psi(t)$. Putting $t=b$, we obtain the required equality.

Ex. If $f(x, y)$ is continuous in $\mathrm{R}(a, b ; c, d)$ and

$$
\mathrm{F}(x, y)=\int_{c}^{y}\left\{\int_{a}^{x} f(x, y) d x\right\} d y
$$

then show that

$$
F_{x y}=F_{y x}=f(x, y)
$$

Deduce that

$$
\begin{aligned}
\int_{a}^{b}\left\{\int_{c}^{d} f(x, y) d y\right\} d x & =F(a, c)+F(b, d)-F(a, d)-F(b, c) \\
& =\int_{c}^{d}\left\{\int_{a}^{b} f(x, y) d x\right\} d y .
\end{aligned}
$$

Note. The theorems above enable us to evaluate certain definite integrals without the knowledge of the corresponding primitives. A few examples of such evaluation are given below.

## Examples

1. Since $\int_{0} \frac{d x}{x^{3}+a^{2}}=\frac{1}{a}-\tan ^{-1} \frac{b}{a}$, it follows on differentiating w. r. to $a$ under the integral sign that

$$
\begin{aligned}
& -2 a \int_{0}^{b} \frac{\dot{d x}}{\left(x^{3}+a^{2}\right)^{2}}=-\frac{1}{a^{2}} \tan ^{-1} \frac{b}{a}-\frac{b}{a\left(b^{3}+a^{2}\right)} \\
& \text { i.e., } \quad \int_{0}^{b} \frac{d x}{\left(x^{2}+a^{2}\right)^{2}}=\frac{1}{2 a^{4}} \tan ^{-1} \frac{b}{a}+\frac{b}{2 a^{2}\left(b^{2}+a^{2}\right)^{\prime}}
\end{aligned}
$$

if $b$ is independent of $a$.
Let $b \rightarrow \infty$. We see that

$$
\begin{equation*}
\int_{0}^{\infty} \frac{d x}{\left(x^{3}+a^{2}\right)^{2}}=\frac{\pi}{4 a^{3}} . \tag{a>0}
\end{equation*}
$$

2. Since $\int_{0}^{a} \frac{d x}{x^{2}+\bar{a}^{2}}=\frac{\pi}{4},(a>0)$, on applying the result of \&, 146•3, P. 239 it follows that

$$
\int_{0}^{a}-\frac{2 a}{\left(x^{3}+a^{2}\right)^{-}} d x+\frac{1}{2 a^{2}}=-\frac{\pi}{4 a^{2}} \text { i.e., } \int_{0}^{a} \frac{d x}{\left(x^{2}+a^{2}\right)^{2}}=\frac{\pi+2}{8 a^{3}} .
$$

3. From

$$
\int_{0}^{\pi} \frac{d x}{a+b \cos x} . \quad a>0,|b|<a
$$

deduco that

$$
\int_{0}^{\pi} \frac{d x}{(a+b \cos x)^{2}}=\frac{\pi a}{\left(a^{2}-b^{2}\right)^{\frac{3}{2}}} \text { and } \int_{0}^{\pi} \frac{\cos x d x}{(a+b \cos x)^{2}}=-\frac{\pi b}{\left(a^{2}-b^{2}\right)^{\frac{3}{2}}} .
$$

4. If

$$
f(x)=\int_{0}^{\frac{1}{2} \pi} \log \left(1-x^{2} \cos ^{2} \theta\right) d \theta,
$$

prove that $f(x)$ is finite if $x^{2} \leqslant 1$, and that if $x^{2}<1$,

$$
\frac{d}{d x} f(x)=\int_{0}^{1 \pi} \frac{d}{d x}\left\{\log \left(1-x^{3} \cos ^{2} \theta\right)\right\} d \theta
$$

and hence show that

$$
f(x)=\pi \log \left(1+\sqrt{1-x^{2}}\right)-\pi \log 2 .
$$

Show also that the result is trae even when $x^{2}=1$,
5. If $|a|<1$, show that

$$
\int_{0}^{\pi} \frac{\log (1+a \cos x)}{\cos x} d x=\pi \sin ^{-2} a
$$

6. If $|a| \leqslant 1$, show that

$$
\int_{0}^{\pi} \log (1+x \cos x) d x=\pi \log \left[t+\frac{d}{}\left(1-\alpha^{*}\right)\right]
$$

7. Show that

$$
\int_{0}^{a} \frac{\log (1+a x)}{1+x^{2}} d x=\frac{1}{1} \log \left(1+a^{2}\right) \tan ^{-1} a .
$$

Hence, deduce that

$$
\int_{0}^{1} \frac{\log (1+x)}{1+x^{2}} d x=\frac{\pi \log 2}{8} .
$$

8. Find $\frac{d \phi}{d x}$, $\phi(x)=\int_{0}^{x^{2}} \sqrt{ } / v d x$.

## DEFINITE INTEGRALS AS FUNCTIONS OF A PARAMETER 243

9. Verify that

$$
y=\frac{1}{k} \int_{0}^{x} f(t) \sin k(x-t) d t
$$

satisfies the differential equation

$$
\frac{d^{2} y}{d x^{3}}+k^{2} y=f(x),
$$

where $k$ is a constant.
147. Uniform convergence of improper integrals.

Definitions 1. Range Infinite. The convergent improper integral

$$
\begin{equation*}
\phi(y)=\int_{a}^{\infty} f(x y) d x \tag{1}
\end{equation*}
$$

is said to converge uniformly $w . r$. to $y$ in the interval $c \leqslant y \leqslant d$, if corresponding to any positive number $\eta$ there exists a positive number $X_{1}$ which does not depend on $\mathbf{y}$, such that

$$
\int_{a}^{\mathrm{X}} f(x, y) d x-\phi(y) \int_{\mathbf{X}}^{\infty} f(x, y) d x<\eta
$$

for $X>X_{1}$.
2. The integrand unbounded. Let $f(x, y)$ tend to $\infty$ as $x \rightarrow a$. The convergent improper integral

$$
\begin{equation*}
\phi(y)=\int_{a} f(x, y) d x \tag{2}
\end{equation*}
$$

is said to converge uniformly in the interval $c \leqslant y \leqslant d$, if corresponding to any positive number $\eta$, there exists a positive number $\delta$, independent of $y$, such that

$$
\int_{a+c}^{b} f(x, y) d x-\phi(y)<\eta
$$

for $0<\leqslant \leqslant \delta$.
148. The tests for uniform convergence. The following are the straightforward analogues of the tests for the uniform convergence of the series and may be proved in a similar manner.
148.1. General test. The necessary and sufficient condition for the uniform convergence of the improper integral (1) is that corresponding to any positive number $\eta$ there exists a positive number $X$, independent of $y$, such that

$$
\left|\int_{X_{1}}^{X_{2}} f(x, y) d x\right|<\eta, \text { when } X_{1}, X_{2}>X .
$$

148.2. Weierstrass's $M$ Test. If a function $M(x)$ of $x$ is positive such that

$$
\int_{a}^{\infty} M(x) d x
$$

converges and if $\quad|f(x, y)| \leqslant M(x)$
for $c \leqslant y \leqslant d$ and every value of $x$ belonging to the interval under consideration then the integral, (1) of $\$ 147$ is uniformly convergent.

Note. Similar theorems hold for the uniform convergence of

$$
\int_{a}^{b} f(x, y) d x
$$

Ex. Since $\left|e^{-x^{2}} \cos y x\right| \leqslant e^{-x^{2}}$ for every value of $y$, and

$$
\int_{0}^{\infty} e^{-x^{2}} d x
$$

is convergent, therefore

$$
\int_{0}^{\infty} e^{-x^{2}} \cos y x d x
$$

is uniformly convergent in $y$ in the interval $[-\infty, \infty]$.
Ex. Since $\mid \cos y x_{i} \underset{+1}{\sqrt{ }\left(1-x^{2}\right) \mid \leqslant 1 / \sqrt{ }\left(1-x^{2}\right)}$
and

$$
\int_{-1} \frac{1}{\sqrt{ }\left(1-x^{2}\right)} d x
$$

is convergent, therefore

$$
\int_{-1}^{+1} \frac{\cos x y}{\sqrt{\left(1-x^{*}\right)}} d x
$$

is uniformly convergent in $y$ in the interval [ $-\infty, \infty$ ].
Ex. The uniformity of convergence of

$$
\int_{0}^{\infty} \frac{x \sin x y}{1+x^{2}} d x
$$

cannot be established by M-test.
For $x>1, x /\left(1+x^{2}\right)$ is monotonically decreasing and tends to 0 as $x \rightarrow \infty$ so that employing Bonnett's form of second mean value theorem we have

$$
\left|\int_{\mathbf{X}_{1}}^{\mathbf{X}_{\mathbf{2}}} \frac{x \sin x y}{1+x^{2}} d x\right|=\left|\frac{\mathbf{X}_{1}}{1+\mathbf{X}_{1}^{2}} \int_{\mathbf{X}_{1}}^{\xi} \sin x y d x\right|<\frac{2 \mathbf{X}_{1}}{k\left(1+\mathbf{X}_{1}^{2}\right)^{\prime}}
$$

if $y>k$, where $k$ is any fixed positive number.
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Thus we see that the integral is uniformly convergent for $\boldsymbol{y}>\boldsymbol{k}>0$. ( $\mathrm{S}_{148} \cdot 1$ ).

Ex. Establish the uniform convergence of the following integrals :-
(i) $\int_{0}^{\infty} \frac{y d x}{x^{2}+y^{2}},(0<c \leqslant y \leqslant d)$.
(ii) $\int_{0}^{\infty} c^{-y x} \sin x d x,(y>k>0)$
(iii) $\int_{0}^{\infty} e^{-x y} \frac{\sin x}{x} d x,(y \geqslant 1)$
(iv) $\int_{0}^{\infty} e^{\left(-x^{1}-y^{2} / x^{2}\right)} d x$
(o) $\int_{0}^{\infty} c^{-x y} d x,(y>t>0)$.
149.1. Theorems. Uniformly convergent improper integral of a continuous function is itself a continuous function.

Consider the improper integral (1) of § 147, P. 243. We choose a number X such that

$$
\int_{\mathbf{X}}^{\infty} f(x, y) d x \left\lvert\,=\int_{a}^{\mathbf{X}} f(x, y) d x-p(y)<\frac{\mathbf{E}}{} .\right.
$$

We have

$$
|\phi(y+\Delta y)-p(y)| \leqslant \int_{a}^{X}[f(x, y+\Delta y)-f(x, y)] d x \left\lvert\,+\frac{2 \epsilon}{3} .\right.
$$

The range ( $a, \mathrm{X}$ ) being finite and $f(x, y)$ being continuous, we can choose a positive number $\delta$, as in $\S 146 \cdot 1, \mathrm{P} .238$, so that the finite integral on the right is less than $\epsilon / 3$ when $|\Delta y| \leqslant \delta$. Thus $\phi(y)$ is continucus.
149.2. If $f(x, y)$ be a continuous function of the point $(x, y)$ when $\bullet \leqslant y \leqslant d$ and $x>a$ and the integral

$$
\phi(y)=\int_{a} f(x, y) \dot{d} x
$$

is uniformly convergent, then $\phi(y)$ can be integrated under the intogral sign, i. e.,

$$
\int_{c}^{d}\left\{\int_{a}^{\infty} f(x, y) d x\right\} d y=\int_{c}^{d} \phi(y) d y=\int_{a}^{\infty}\left\{\int_{c}^{d} f(x, y) d y\right\} d x .
$$

We choose a number $\mathrm{X}_{1}$ such that

$$
\left|\int_{\mathbf{X}}^{\infty} f(x, y) d x\right|<\epsilon /(d-c), \text { when } \mathrm{X}>\mathrm{X}_{1}
$$

We have

$$
\int_{c}^{\frac{e}{d}} \phi(y) d y=\int_{c}^{d}\left\{\int_{a}^{\mathrm{X}} f(x, y) d x\right\} d y+\int_{c}^{d}\left\{\int_{\mathrm{X}}^{\infty} f(x, y) d x\right\} d y
$$

In the first integral on the right, the order can be interchanged. We, therefore, have

$$
\left|\int_{c}^{d} \phi(y) d y-\int_{a}^{\mathrm{X}}\left\{\int_{c}^{d} f(x, y) d y\right\} d x\right| \leqslant \epsilon, \text { when } \mathrm{X} \geqslant \mathrm{X}_{1}
$$

Hence the result.
149.3. Theorem. If, in addition to the conditions of the preceding theorem, the integral

$$
\int_{a}^{\infty} f_{y}(x, y) d x
$$

also converges uniformly in $y$ in ( $c, d$ ), then

$$
\phi^{\prime}(y)=\int_{a}^{\infty} f_{y}(x, y) d x
$$

Let

$$
\psi(y)=\int_{a}^{\infty} f_{y}(x, y) d x .
$$

As proved above the order of integration can be changed so that we have

$$
\begin{aligned}
\int_{c}^{y} \psi(y) d y & =\int_{c .}^{y} d y \int_{a}^{\infty} f_{y}(x, y) d x=\int_{a}^{\infty} d x \int_{c}^{y} f_{y}(x, y) d y \\
& =\int_{a}^{\infty}[f(x, y)-f(x, c)] d y=\phi(y)-\phi(c)
\end{aligned}
$$

Differentiating, we get $\quad \psi(y)=\phi^{\prime}(y)$, as was to be proved.

Note. Results similar to those alove hold also when the range of integration is finite bat the integrand has a point of finite discontinuity.
150. Evaluation of some improper definite integrals.

1. Evaluate

$$
f(\alpha, \beta)=\int_{0}^{\infty} e^{-\alpha x} \frac{\sin \beta x}{x} d x \text {, where } \alpha>0,
$$

and deduce that

$$
\int_{0}^{\infty} \frac{\sin \beta x}{x} d x=\left\{\begin{aligned}
+\frac{1}{2} \pi, & \text { if } \beta>0, \\
0, & \text { if } \beta=0, \\
-\frac{1}{1} \pi, & \text { if } \beta<0 .
\end{aligned}\right.
$$
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When $x>0$, we have $\left|e^{-\alpha x}(\sin \beta x) / x\right| \leqslant e^{-\alpha x} \mid x$ and the integral of $\left(e^{-a x}(x)\right.$ is convergent at $\infty$ if $a>0$. Thus we see that the integral is uniformly convergent with respect to $\beta$ as parameter varying in $[-\infty, \infty]$; a being any fixed positive number.

Again, the derivative of the integrand with respect to $\beta$ is

$$
e^{-\alpha x} \cos \beta x
$$

For a fixed $\alpha>0$, we have

$$
\left|e^{-\alpha x} \cos \beta x\right| \leqslant e^{-a x},
$$

which is independent of $\beta$.
Since, when $a>0$, the integral of $e^{-a x}$ converges over the range $(0, \infty]$, therefore, for a fixed positive $\alpha$, the integral

$$
\int_{0}^{\infty} e^{-a x} \cos \beta x d x
$$

is uniformly convergent $w$. r. to $\beta$ varying in $[-\infty, \infty]$.
Thus the differentiation under the integral sign is valid and we have

$$
\begin{aligned}
f_{\beta}(a, \beta) & =\int_{0}^{\infty} e^{-\alpha x} \cos \beta x d x=\left|e^{-\alpha x \beta \sin \beta x-\alpha \cos \beta x}\right|_{0}^{\infty}, \\
& =\alpha /\left(a^{2}+\beta^{2}\right) . \\
\therefore f(a, \beta) & =\tan ^{-1}(\beta / \alpha)+C, \text { where } C \text { is a constant. }
\end{aligned}
$$

To determine C we have

$$
0=f(a, 0)=0+C \text {, i. e., } \mathrm{C}=0
$$

It will now be shown that $f(x, \beta)$ is a continuous function of a also (for $a>0$ and fur a fixed $\beta$ ). We have

is known to be convergent, we deduce that the integral is uniformly convergent with $\alpha$ as parameter; $\alpha$ being $>0$.

$$
\begin{array}{ll}
\therefore & f(0, \beta)=\text { lt } f(a, \beta)=\frac{1}{2} \pi, \text { when } \alpha \rightarrow(0+0) . \\
\text { or } & \int_{0}^{\infty} \frac{\sin \beta x}{x} d x=\frac{1}{4} \pi .
\end{array}
$$

The other results, now, at once follow.

## Ex. Evaluate

$$
f(\alpha)=\int_{0}^{\infty} e^{-x^{2}} \cos \alpha x d x
$$

Since

$$
\left|x e^{-x^{2}} \sin \alpha x\right| \leqslant x e^{-x^{2}}
$$

we see that the differentiation under integral sign is justified.

$$
\therefore \quad f^{\prime}(\alpha)=-\int_{0}^{\infty} x e^{-x^{2}} \sin \alpha x d x
$$

Integrating by parts, we have

$$
\begin{align*}
& f^{\prime}(\alpha)=\left|\frac{1}{2} e^{-x^{2}} \sin a x\right|_{0}^{\infty} \frac{\alpha}{2} \int_{0}^{\infty} e^{-x^{2}} \cos a x d x=-\frac{\alpha}{2} f(a) \\
& \therefore \quad \log f(\alpha)=-\frac{1}{\infty} a^{2}+C_{1} \text { or } f(\alpha)=\mathrm{Ce}^{-1 a^{2}} \\
& \text { Now, } \quad f(0)=\int_{0} e^{-x^{2}} d x=\frac{\sqrt{ } \pi}{2}  \tag{SeeCh.XII}\\
& \therefore \quad \mathrm{C}=f(0)=\sqrt{ } \pi / 2 \\
& \therefore \quad f(a)=\frac{1}{2} \sqrt{ } \pi e^{-\frac{1}{2} a^{2}} \text {. }
\end{align*}
$$

Ex. Evaluate

$$
\begin{equation*}
f(y)=\int_{0}^{\infty} \frac{\cos x y}{1+x^{y}} d x \tag{i}
\end{equation*}
$$

It is easy to see that differentiation and integration under integral sign are valid. We, therefore, have

$$
f^{\prime}(y)=-\int_{0}^{\infty} \frac{x \sin x y}{1+x^{2}} d x=-\int_{0}^{\infty} \frac{\sin x y}{x} d x+\int_{0}^{\infty} \frac{\sin x y}{x\left(1+x^{2}\right)} d x
$$

Again

$$
\begin{gather*}
\int_{0}^{y} f(y) d y=\int_{0}^{y} d y \int_{0}^{\infty} \frac{\cos x y}{1+x^{2}} d x=\int_{0}^{\infty} d x \int_{0}^{y} \frac{\cos x y}{1+x^{2}} d y=\int_{0}^{\infty} \frac{\sin x y}{x\left(1+x^{3}\right)} d x \\
\therefore \quad f^{\prime}(y)=-\frac{\pi}{2}+\int_{0}^{y} f(y) d y . \tag{y>0}
\end{gather*}
$$

Since $f(y)$ is continuous, we have, on differentiation,

$$
f^{\prime \prime}(y)=f(y) .
$$

$\therefore \quad f(y)=\mathrm{A} e v+\mathrm{Be}^{-} y$, where $\mathbf{A}, \mathbf{B}$ are constants.
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Since $f(0)$ is easily seen to be $\pi / 2$, we have, on making $y \rightarrow 0$, $\frac{1}{2} \pi=A+B$.
Also, since from $(i i), f^{\prime}(0)=-\pi / 2$, we see that $-\frac{1}{2} \pi=A-B$.
Thus $\mathrm{A}=0$, and $\mathrm{B}=\frac{1}{2} \pi$ so that we have, when $y>0$,
$\int_{0}^{\infty} \frac{\cos x y}{1+x^{3}} d x=\frac{1}{2} \pi e^{-y}$ and $\int_{0}^{\infty} \frac{\sin x y}{x\left(1+x^{2}\right)} d x=\frac{1}{3} \pi\left(1-e^{-y}\right)$.
The necessary modifications can easily be made when $y$ is negative.

Ex. Show, by differentiating under integral sign, that

$$
\int_{0}^{\infty} e^{-\left(x^{2}-a^{2} \mid x^{2}\right)} d x=\mid \sqrt{ } \pi e^{-2|a|} .
$$

Ex. Establish the right to integrate under integral sign

$$
\int_{0}^{\infty} e^{-x y} \cos m x d x
$$

and deduce that

$$
\int_{0}^{\infty} \frac{e^{-a x}-e^{-b x}}{x} \cos m x d x=\frac{10 g}{a^{2}+m^{2}}
$$

$a, b>0$.

Ex. By considering the identity

$$
\frac{1}{y}=\int_{0}^{\infty} e^{-x y} d x, \quad y>0
$$

deduce that

$$
\int_{0}^{\infty} \frac{e^{-a x}-e^{-b x}}{x} d x=\log \frac{b}{a}
$$

Ex. Show that

$$
\int_{0}^{\infty} \frac{\operatorname{sech} a x-\operatorname{sech} b x}{x} d x=\log \frac{b}{a} \quad(a>0 ; b>0)
$$

[Change the order of integration in

$$
\left.\int_{a}^{b} d y \int_{0}^{\infty} \operatorname{sech} x y \tanh x y d x\right]
$$

Ex. Under certain conditions show that

$$
\int_{0}^{\infty} \frac{f(a x)-f(b x)}{n} d x=f(0) \log \frac{b}{6} .
$$

## CHAPTER XII

## LINE INTEGRALS. DOUBLE INTEGRALS

151. The concept of a plane curve. Let $x=\phi(t), y=\psi(t)$ be two functions of $l$ defined in an interval $(\alpha, \beta)$. Then the aggregate of points $(x, y)$ obtained by giving different values to $t$ is called a curve. The curve is said to be closed if the points corresponding to the end points $\alpha, \beta$ of the interval of $t$ coincide, i.e., if

$$
\phi(\alpha)=\phi(\beta) ; \psi(\alpha)=\psi(\beta) .
$$

If $f(x)$ be a function defined in an interval $(a, b)$, then the aggregate of points $(x, y)$ where $y=f(x)$ is also a curve as we may see on setting

$$
x=t, y=f(t) \text {. }
$$

Similarly $x=\psi(y)$ is a curve.
152. Line integral. Let

$$
x=\phi(t), y=\psi(t)
$$

be a curve $C$, where $\phi(t)$ and $\psi(t)$ are functions of $t$ defined in an interval ( $\alpha, \beta$ ).

Let $f(x, y)$ be a function of $x$ and $y$ defined in a region containing the curve $C$.

To define the line integral, $\int_{\mathrm{C}} f(x, y) d x$.
Let $\mathrm{D}\left(a=t_{0}<t_{1}<t_{2} \ldots \ldots<t_{r-1}<t_{r}<\ldots . .<t_{n-1}<t_{n}=\beta\right)$ be any division of ( $\alpha, \beta$ ).

Let

$$
x_{r}=\phi\left(t_{r}\right), y_{r}=\psi\left(t_{r}\right) .
$$

Let $\xi_{r}$ be any value of $t$ belonging to the interval $\left(t_{r-1}, t_{r}\right)$.
We form the sum

$$
\begin{equation*}
S=\Sigma f\left[\phi\left(\xi_{r}\right), \psi\left(\xi_{r}\right)\right]\left(x_{r}-x_{r-1}\right) . \tag{1}
\end{equation*}
$$

If, as the norm of $D$ tends to zero, this sum, S , tends to a finite limit which is independent of the choice of the points $\xi_{r}$, then we denote this limit by the symbol

$$
\int_{\mathrm{C}} f(x, y) d x
$$

and call it a line integral of the function $f(x, y)$ along the curve C .
152.1. A sufficient condition for the:existence of the line integral. Assuming that $f(x, y), \phi(t$, and $\psi(t)$ are continuous and $\phi(t)$ possesses a continuous derivative $\phi^{\prime}(t)$, we now show that this limit does exist.

There exists a point $\eta_{r}$ of $\left(t_{r-1}, t_{r}\right)$ such that

$$
\left(x_{r}-x_{r-1}\right)=\phi\left(t_{r}\right)-\phi\left(t_{r-1}\right)=\left(t_{r}-t_{r-1}\right) \phi^{\prime}\left(\eta_{r}\right)=\phi^{\prime}\left(\eta_{r}\right) \delta_{r}
$$

We have

$$
\begin{aligned}
\mathrm{S} & \left.=\Sigma f\left[\phi\left(\xi_{r}\right), \psi\left(\xi_{r}\right)\right]\right]\left(x_{r}-x_{r-1}\right) \\
& =\Sigma_{r} f\left[\phi\left(\xi_{r}\right), \psi\left(\xi_{r}\right)\right] \phi^{\prime}\left(\xi_{r}\right) \delta_{r}+\Sigma_{r} f\left[\phi\left(\xi_{r}\right), \psi\left(\xi_{r}\right)\right]\left[\phi^{\prime}\left(\eta_{r}\right)-\phi^{\prime}\left(\xi_{r}\right)\right] \delta_{r} \\
& =\mathrm{S}_{1} \quad+\mathrm{S}_{2}
\end{aligned}
$$

Since $\phi^{\prime}(t)$ and $f[\psi(t), \psi(t)]$ are continuous, it follows that the sum $\mathrm{S}_{1} \rightarrow a$ finite limit, viz.,

$$
\int_{\alpha}^{\beta} f[\phi(t), \psi(t)] \phi^{\prime}(t) d t,
$$

as the norm of $\mathrm{D} \rightarrow 0$.
Since $f[\gamma(t), \psi(t)]$ is continuous, it is bounded. Let A be a positive number such that

$$
|f[\phi(t), \psi(t)]| \leqslant \mathrm{A}, \text { for } t \text { in }(\alpha, \beta) .
$$

Since $\phi^{\prime}(t)$ is continuous, there exists a positive number $\delta$ such that for every division D of norm less than or equal to $\delta$, the oscillatory sum of $\dot{\phi}^{\prime}(t)$ is less than the arbitrarily small positive number $\epsilon / \mathrm{A}$.
$\therefore\left|\mathrm{S}_{2}\right| \leqslant \mathrm{A} \mathrm{\Sigma}\left|\phi^{\prime}\left(\eta_{r}\right)-\phi^{\prime}\left(\xi_{r}\right)\right| \delta_{r} \leqslant \mathrm{~A} \Sigma\left(\mathrm{M}_{r}-m_{r}\right) \delta_{r}<\mathrm{A}(\boldsymbol{\epsilon} / \mathrm{A})=\boldsymbol{\epsilon}$. where $\mathrm{M}_{r,}, m_{i,}$ are the bounds of $\phi^{\prime}(t)$ in $\delta_{r} \equiv\left(t_{r-1}, t_{r}\right)$.

Thus $\mathrm{S}_{3} \rightarrow 0$ as the norm of $\mathrm{D} \rightarrow 0$.
Hence we see that the line integral, in question, does exist and further we have the equality

$$
\int_{C} f(x, y) d x=\int_{\alpha}^{\beta} f[\phi(t), \psi(t)] \phi^{\prime}(t, d t,
$$

where wo lave an ordinary integral on the right.
Note. We may similarly define and examine the existence of the line integral

$$
\int_{\mathrm{C}} f(x, y) d y .
$$

Note. It is easy to see that the line integral

$$
\int_{\mathbf{C}} f(x, y) d y
$$

alogg the cusve $C, y=\phi(x), x \leqslant x \leqslant b$, is equal to the ordinary integral

$$
\int_{a}^{b} \dot{f}[x, \phi(x)] \phi^{\prime}(x) d x
$$

Note. The nydinary integral is a special case of a line integral, where we take an interval of the $x$ ory axis as the path of integration,
152.2. It can be easily proved that
(i) line integrals are additive for arcs, i.e.,

$$
\int_{\mathrm{AB}} f(x, y) d x=\int_{\mathrm{AC}} f(x, y) d x+\int_{\mathrm{CD}} f(x, y) d x+\int_{\mathrm{DB}} f(x, y) d x
$$


and (ii)

1. Evaluate

$$
\int_{\mathrm{AC}} f(x, y) d x=-\int_{\text {Examples }} f(x, y) d x
$$

$$
\int_{\mathrm{C}}\left(x^{2}+y^{2}\right) d x \text { and } \int_{\mathrm{C}}\left(x^{2}+y^{2}\right) d y
$$

where $C$ is the arc of the Yarabola $y^{2}=4 a x$ between $(0,0)$ and $(a, 2 a)$.
2. Show that

$$
\int_{\mathrm{C}}\left[(x-y)^{3} d x+(x-y)^{3} d y\right]=3 \pi a^{4},
$$

taken along the Circle $x^{2}+y^{2}=a^{2}$ in the counter clockwise sense.
3. Evaluate

$$
\int_{U} \frac{d x}{x+y},
$$

where $C$ is the curve $x=a t^{2}, y=2 a t$, $\quad 0 \leqslant 1 \leqslant$.
4 Show that the value of the line integral

$$
\int\left(x y^{2} d y-x^{2} y d x\right)
$$

taken in the counter-clockwise sense along the Cardioider $=a(1+\cos \theta)$ is 35a4 $\pi / 16$.
5. Find the value of

$$
\int\left[\left(x+y^{2}\right) d x+\left(x^{2}-y\right) d y\right]
$$

taken in the clockwire sense along the closel cuive C formed by $y^{2}=x^{4}$ and $y=x$ between ( 0,0 ) and ( 1,1 ).
6. Find the value of

$$
\int\left(x^{2} y d x+y^{2} x d y\right)
$$

taken in the clockwise sence along the hexayons whone vertices are

$$
\text { (i) }( \pm 3 a, 0),( \pm 2 a, \pm \sqrt{3 a}) . \quad \text { (ii) }\left(0, \pm^{3 a}\right),( \pm \sqrt{3 a,} \pm 2 a) \text {. }
$$

## 153. The area of a plane region.

The area of a rectangle $R(a, b ; c, d)$. As suggested by intuitive considerations we define the area of a rectangle $\mathrm{R}(a, b ; c, d)$ to be the number $(b-a)(d-c)$.

The area of any bourded plane region $E$. Since E is bounded, there exists a rectangle R which completely encloses E . We divide $R$ into sub-rectangles by drawing parallels to the sides of $R$. Let $s_{D}$ denote the sum of the areas of those sub-rectangles which consist entirely of points of $E$ and let $S_{D}$ denote the sum of the areas of the sub-rectangles which have atleast one point in common with E . Clearly $s_{D} \leqslant S_{D}$. To each mode of division $D$ of $R$ will correspond a pair of sums $S_{D}$ and $s_{D}$. Clearly the aggregates of these sums are both bounded.

The upper bound of the sums $s_{D}$ will be called the inner area of $E$ and the lower bound of the sums $S_{D}$ will be called the outer area of $E$.

The region $E$ will be said to possess an area if the inner and outer areas are equal and the common value will be called the area of $E$.

In $\S 160$, P. 261 will be obtained a sufficient condition for a region to possess an area.
154. Integrability of a bounded function over a rectangle. Let $f(x, y)$ be a bounded function of $x, y$ defined in a rectangle $\mathbf{R}(a, b ; c, d)$.

Let
D $\left.a=x_{0}<x_{1}<x_{2} \ldots \ldots<x_{r-1}<x_{r}<\ldots \ldots<x_{n}=b\right)$,
and

$$
\mathrm{D}^{\prime}\left(c=y_{0}<y_{1}<y_{2} \ldots \ldots<y_{s-1}<y_{6}<\ldots \ldots<y_{m}=d\right),
$$

be any divisions of the intervals $(a, b)$ and $(c, d)$ respectively. These divisions of the intervals give rise to a division of the rectangle R into $m n$ sub-rectangles $\left(x_{r-1}, x_{1} ; y_{k-1}, y_{s}\right)$ where $r, s$ take up all positive integral values from 1 to $n$ and 1 to $m$ respectively. We will denote the rectangle $\left(x_{r-1}, x_{r} ; y_{s-1}, y_{s}\right)$ as well as its area $\left(x_{r}-x_{r-1}\right)\left(y_{s}-y_{s-1}\right)$ by the same symbol, $w_{r s .}$ Let $\mathrm{M}_{r \cdot s}, m_{r,}$ denote the bounds of $f(x, y)$ in $w_{r s}$ Consider the two sums

$$
\mathrm{S}=\sum_{s=1}^{s=m} \sum_{r=1}^{r=n} \mathrm{M}_{r s} w_{1 \delta}, \quad s=\sum_{s=1}^{s=m} \sum_{r=1}^{r=n} m_{r s} w_{1 /}
$$

It is easy to see that for every mode of division of $R$ into subrectangles, we have

$$
m(b-a)(d-c) \leqslant s \leqslant \mathrm{~S} \leqslant \mathrm{M}(b-a)(d-c)
$$

where $\mathrm{M}, m$ are the bounds of $f(x, y)$ in $(a, b ; c, d)$.
Thus the two aggregates of the sum $S$ and $s$ are bounded,

Def. The lower bound of the aggregate of the upper sums $S$ is called the upper integral and the upper bound of the aggregate of the lower sums $s$ is called the lower integral of $f(x, y)$ over $\mathbf{R}$ and are denoted by the symbols

$$
\mathrm{U}=\iint_{\mathrm{R}} f(x, y) d x d y, \quad \mathrm{~L}=\iint_{\mathrm{R}} f(x, y) d x d y
$$

respectively.
In case these two upper and lower integrals are equal then $f(x, y)$ is said to be integrable and the common value, which is denoted by the symbol

$$
\mathrm{I}=\iint_{\mathbf{K}} f(x, y) d x d y
$$

is said to be the double integral of $f(x, y)$ over R.
Note, In the same manner, we may define the triple integral of a function of $f(x, y, z)$ over a rectangular parallelnpiped $\mathrm{R}(a, b ; c, d ; c, f)$.

Note. Norm of a division of a rectangle. By the norm of a division of a rectangle into sub-rectangles $\left(r_{r-1}, x_{r} ; y_{s-1}, y_{s}\right)$ is meant the greatest member of the set of numbers $\left(x^{r}-x_{r-1}\right)$ and $\left(y_{s}-y_{s-1}\right) ; r=1,2, \ldots \ldots, n ; s=1$, 2,......, m.
155. Darboux's theorem. To every pre-assigned positive number $\epsilon$, there corresponds a positive number $\delta$, such that for every division whose norm is $\leqslant \delta$,

$$
S<U+\epsilon ; s>L-\epsilon
$$

The proof is exactly similar to the corresponding proof for functions of a single variable.

Cor. The upper integral $\geqslant$ the lower integral.

## 156. Condition for Integrability.

156.1. First form. The necessary and sufficient condition for the integrability of a bounded function $f(x, y)$ oner a rectangle R is that to every positive number $\in$, there corresponds a positive number $\delta$, such that for every division of $R$ whose norm $\leqslant \delta$, the oscillatory sum $(S-s)$ is less than $\in$.

The condition is necessary. The bounded function $f(x, y)$ being integrable,

$$
\mathrm{U}=\mathrm{L}=\mathrm{I}
$$

If $\in$ be any positive number, then, by Darboux's theorem, there exists a positive number $\delta$ such that for every division of norm $\leqslant \delta$,

$$
S<U+\frac{1}{2} \epsilon=I+\frac{1}{2} \epsilon ; s>L-\frac{1}{2} \epsilon=I-\frac{1}{2} \epsilon
$$

i.e.,

$$
\mathrm{I}-\frac{1}{2} \in<s \leqslant \mathrm{~S}<\mathrm{I}+\frac{1}{2} \in
$$

or

$$
S-s<e
$$

The condition is sufficient. There exists a division such that if $S$, $s$ be the corresponding upper and lower sums, then

$$
\mathrm{S}-\mathrm{s}=(\mathrm{S}-\mathrm{U})+(\mathrm{U}-\mathrm{L})+(\mathrm{L}-\mathrm{s})<
$$

Since each one of the three numbers ( $\mathrm{S}-\mathrm{U}$ ), $(\mathrm{U}-\mathrm{L}),(\mathrm{L}-\mathrm{s})$, is non-negative, it follows that

$$
0 \leqslant(\mathrm{U}-\mathrm{L})<\mathrm{e} .
$$

As $\in$ is an arbitrary positive number, we deduce that

$$
\mathrm{U}-\mathrm{L}=0 \text {, i. e., } \mathrm{U}=\mathrm{L} \text {. }
$$

Therefore the function is integrable.
156.2. Second form. The necessary and sufficient condition for the integrability of a bounded function $f(x, y)$ is that to every preassigned positive number $\in$, there corresponds a division for which the oscillatory sum is less than $\epsilon$.

The proof which is quite similar to that of the first form is left to the reader.

## 157. Particular classes of bounded integrable functions.

157.1. Every continuous function is integrable. Let $f(x, y)$ be continuous in a rectangle $\mathrm{R}(a, b ; c, d)$. Let $\in$ be any positive number. There exists (Cor 3 to $\$ 145, \mathrm{P} .237$ ) a division such that the oscillation of $f(x, y)$ in every sub-rectangle of the division $<\epsilon /(b-a)(d-c)$. For such a division, the oscillatory sum

$$
\mathrm{S}-s=\Sigma \Sigma\left(\mathrm{M}_{1 s}-m_{r s}\right) w_{r s} \leqslant\left[\epsilon^{\prime}(b-a)(d-c)\right] . \Sigma \Sigma \Sigma_{r_{r}}=\mathbf{\epsilon} .
$$

Hence $f(x, y)$ is integrable in the rectangle R .
1572. If a function $f x, y)$ is bounded in $R(a, b ; c, d)$ and is such that its points of discontinuity can be enclosed in a finite number of rectangles the sum of whose areas is less than a given positive number, then $f(x, y)$ is integrable in $R$.

Let $\epsilon$ be any positive number. We enclose the points of discontinuity in rectangles the sum of whose areas is $\langle\in / 2(\mathrm{M}-m)$. The part of the oscillatory sum $(S-s)$, arising from these rectangles or from the sub-rectangles into which they may be further divided is $<\epsilon 2$.

On producing the sides of the rectangles which enclose the points of discontinuity, we obtain a division of R into sub-rectangles. These sul-rectangles are of two types; (i) those which include points of discontinuty and (ii) those which do not include any point of discontinuity. The sub-rectangles of the latter type can be further sub-divided such that the part of ( $\mathrm{S}-\mathrm{s}$ ) arising from them is $<\epsilon / 2$.

Thus we have a division of R such that the corresponding oscillatory sum is less than the given positive number $\epsilon$.

Hence the result. ( $\$ 156 \cdot 2$ )
Cor. If a function $f(x, y)$ is bounded in $R(a, b ; c, d)$ and its points of discontinuity lie on a finite number of curves of the form $y=\phi(x), x=\psi(y)$, etc., wherc $\psi(x), \psi(y)$ etc., are continuous, then $f(x, y)$ is integraole in $R$ :

Let $p$ be the number of the curves in question. Let $\boldsymbol{\epsilon}$ be any positive number.

Since $\phi(x)$ is continuous in ( $a, b$ ), there exists a division

$$
\mathrm{D}\left(a=x_{0}<x_{1}<x_{2} \ldots \ldots<x_{r-1}<x_{r} \ldots \ldots<x_{n}=b\right) \text { of }(a, b)
$$

such that the oscillation of $\phi(x)$ in every sub-interval is $\langle\boldsymbol{\epsilon}| p(b-a)$.
The points of $y=p(x)$ which correspond to the values of $x$ of the sub-interval $\left(x_{r},{ }_{1}, x_{r}\right)$ of the division D clearly belong to the rectangle $\left(x_{r-1}, x_{r} ; m_{r} \mathrm{M}_{r}\right)$ of area $\left(x_{r}-x_{r-1}\right)\left(\mathrm{M}_{r}-m_{r}\right) ; \mathrm{M}_{r}, m_{r}$ being the bounds of $\phi(x)$ in $\left(x_{r_{-1}}, x_{r}\right)$. Thus all the points of $y=\phi(x)$ have been enclosed in a system of rectangles of total area $\sum\left(x_{r}-x_{r-1}\right)\left(\mathrm{M}_{r}-m_{r}\right)$ which is clearly less than $\epsilon / p$.

Applying the same process to the other curves we see that they can all be enclosed in a finite number of rectangles of total area less any given positive nnmber $\varepsilon$. Hence the result. ( $\$ 157.2$ )
158. The calculation of a double integral. Equivalence of a double with a repeated integral. Theorem. If the double integral

$$
\iint_{\mathrm{R}} f(x, y) d x d y
$$

exists where $R$ is the rectangle ( $a, b ; c, d$ ) and if also

$$
\int_{a}^{b} f(x, y) d x
$$

exists for each value of $y$ in $(c, d)$, then the repeated integral

$$
\left.\int_{c}^{d} \int_{a}^{b} f(x, y) d x\right) d y
$$

exists and is equal to the double integral.
[Observation. Tho proof depends upon a simple consideration, viz., thet If $D$ be any division of $(a, b)$ and $K_{r}, k_{r}$ be a rough upper and a rough lower bound of a function $\phi(x)$ in any sub-interval $\delta_{\text {, }}$ of the division, then

$$
\left.\int_{a}^{\bar{b}} \phi(x) d x \leqslant s_{\mathrm{D}} \quad \Sigma \leqslant K_{r} \delta_{r} \text { and } \int_{a}^{b} \phi(x) d x \geqslant s_{\mathrm{D}} \geqslant \Sigma \Sigma_{r} \delta_{r} .\right]
$$

Let U and L denote the upper and lower integrals of $f(x, y)$ over R. Let $\epsilon$ be any positive number.

There exists a division of R into sub-rectangles $\left(x_{r-1}, x_{r} ; y_{s-1}, y_{s}\right)$ such that

$$
\begin{equation*}
\Sigma \Sigma \mathrm{M}_{18}\left(x_{r}-x_{r-1}\right)\left(y_{s}-y_{s-1}\right)<\mathrm{U}+\epsilon .(\S 155, \text { P. 254) } \tag{1}
\end{equation*}
$$

Since for every fixed value of $y$ in $\left(y_{s-1}, y_{s}\right), \mathrm{M}_{r s}$ is a rough upper bound of $f(x, y)$ in ( $x_{r-1}, x_{r}$ ), therefore

$$
\int_{a}^{\bar{b}} f(x, y) d x<\sum_{r=1}^{r=n} M_{r \varepsilon}\left(x_{r}-x_{r-1}\right) \text {, when } y_{s-1} \leqslant y \leqslant y_{v} .
$$

Since, from (2), $\quad \sum_{r=1}^{r=n} \mathrm{M}_{r 8}\left(x_{r}-x_{r-1}\right)$
is a rough upper bound of the function

$$
\int_{a}^{\bar{b}} f(x, y) d x, \text { of } y \text { in }\left(y_{s, 1}, y_{s}\right)
$$

we have, by an application of the same reasoning,

$$
\begin{equation*}
\int_{c}^{\bar{d}}\left(\left.\int_{a}^{\bar{b}} f(x, y) d x\right|_{s=1} ^{m} \sum_{r=1}^{n} \mathrm{M}_{r s}\left(x_{r}-x_{r-1}\right)\left(y_{s}-y_{s-1}\right)<\mathrm{U}+\epsilon,\right. \tag{3}
\end{equation*}
$$

As $\in$ is an arbitrary positive number, and by hypothesis

$$
\int_{a}^{b} f(x, y) d x=\int_{a}^{b} f(x, y) d x=\int_{a}^{b} f(x, y) d x
$$

therefore we have
$\int_{c}^{\bar{d}}\left\{\int_{a}^{b} f(x, y) d x \mid d y=\int_{c}^{\bar{d}}\left\{\int_{a}^{b} f(x, y) d x\right\} d y \leqslant \mathrm{U}=\overline{\iint_{R}} f(x, y) d x d y(\mathbf{4})\right.$
We can similarly prove that
$\int_{c}^{d}\left\{\int_{a}^{b} f(x, y) d y\right\} d y=\int_{c}^{d}\left\{\int_{a}^{b} f\left(x, y^{\prime}\right) d x\right\} d y \geq \mathrm{L}=\int_{\underline{R}} \int_{\underline{a}} f(x, y) d x d y(5)$
Therefore

$$
\left.\begin{array}{rl}
\iint_{R} f(x, y & y^{\prime} d x d y
\end{array} \leqslant \int_{c}^{d} \int_{-}^{b} \int_{a}^{b} f(x, y) d x{ }_{a}^{d} d y\right]
$$

But by hypothesis

$$
\begin{equation*}
\iint_{R} f(x, y) d x d y=\iint_{R} f(x, y) d x d y \tag{7}
\end{equation*}
$$

Now, from (5), (6), (7), we have

$$
\begin{aligned}
\iint_{R} f(x, y) d x d y & =\int_{c}^{\bar{d}}\left\{\int_{a}^{b} f(x, y) d x\right\} d y \\
& =\int_{c}^{d}\left\{\int_{a}^{b} f(x, y) d x\right\} d y=\int_{c}^{d}\left\{\int_{a}^{b} f(x, y) d x\right\} d y
\end{aligned}
$$

Cor. If a double integral exists then the two repeated integrals cannot exist without being equal.

Ex. A function $f(x, y)$, is defined in $\mathbf{R}(0,1 ; 0,1)$ as follows:$f(x, y)=\frac{1}{3}$, when $y$ is rational, $f(x, y)=x^{2}$, when $y$ is irrational.
Show that $\int_{0}^{1}\left\{\int_{0} f(x, y) d x\right\} d y$ exists and is equal to $t$, but the double integral and the second repeated integral do not exist.

Note. If $f(x, y, z)$ be continnous in $\mathrm{R}(a, b ; c, d ; c, f)$ so that the triple integral exists, then

$$
\iiint_{R} f(x, y, z) d x d y d z=\int_{a}^{b} d x \int_{c}^{d} d y \int_{c}^{f} f(x, y, z) d z
$$

## Examples

1. Evaluate the following integrals:-
(i) $\iint x y\left(x^{2}+y^{2}\right) d x d y$ over $\mathrm{R}(0, a ; 0, b)$.
(ii) $\iint y e^{x y} d x d y$ over $R(0, a ; 0, b)$
(iii) $\iint \frac{x-y}{r+y} d r d y$ over $\mathrm{R}(0,1 ; 0,1)$.
[The integrand is bounded and ( 0,0 ) is its only point of discontinuity in the square $(0,1 ; 0,1)]$.
(iv) $\iint \sqrt{ } \frac{d x d y}{\left[c^{2} \overline{+}(x-y)^{2}\right]}$ over the square $(0, a ; 0, a)$
(v) $\iiint x y z d x d y d z$ over the rectangular parallelopiped

$$
(-1,1 ;-1,1 ;-1,1) .
$$

2. Prove that

$$
\int_{0}^{1}\left\{\int_{0}^{1} \frac{x-y}{\left(x+y^{\prime}\right)^{3}} d y\right\} d x=\frac{1}{2} \neq-\frac{1}{2}=\int_{0}^{1}\left\{\int_{0}^{1} \frac{x-y}{(x+y)^{3}} d x\right\} d y
$$

We suppose $(x, y)$ to be any point of the square $(0,1 ; 0,1)$. For any fixed value of $x \neq 0$, the function $(x-y) /(x+y)^{3}$ is a bounded function of $y$ and if $x=0$ then $y=0$ is a point of infinite discontinuity,

$$
\text { If } x \neq 0, \phi(x)=\int_{0}^{1} \frac{x-y}{(x+y)^{3}} d y=\int_{0}^{1}\left\{\frac{2 x}{(x+y)^{3}}-\frac{1}{(x+y)^{2}}\right\} d y=\frac{1}{(1+x)^{2}}
$$

and $\phi(0)$ does not exist.

$$
\begin{aligned}
& \text { Again, } \int_{0}^{1} \phi(x) d x=\operatorname{lt}_{\epsilon \rightarrow 0}^{1} \int_{\epsilon}^{1} \frac{1}{(1+x)^{2}} d x=\operatorname{lt}_{\epsilon \rightarrow 0}\left(-\frac{1}{2}+\frac{1}{1+\epsilon}\right)=\frac{1}{2} . \\
& \therefore \\
& \text { If } y \neq 0, \psi(y)=\int_{0}^{1}\left\{\int_{0}^{1} \frac{x-y}{(x-y+y)^{3}} d x=\int_{0}^{x-y} \int_{(x+y)^{3}}^{1} d y\right\} d x=\frac{1}{2} . \\
& \left.(x+y)^{\frac{1}{2}}-\frac{2 y}{(x+y)^{3}}\right) d x=-\frac{1}{(1+y)^{2}}
\end{aligned}
$$

and $\psi(0)$ does not exist.

$$
\therefore \text { as before, } \quad \int_{0} \psi(y) d y=-\frac{1}{2} \text {. }
$$

The function $(x-y) /(x+y)^{3}$ is not bounded in the neighbourhood of the origin $(0,0)$ and theretore the double integral does not exist.
3. Show that

$$
\int_{0}^{1}\left[\int_{0}^{1} \frac{x^{2}-y^{2}}{x^{2}+y^{2}} d y\right] d x \neq \int_{0}^{1}\left[\int_{0}^{1} \frac{x^{2}-y^{2}}{x^{3}+y^{2}} d x\right] d y .
$$

4. Show that

$$
\iint_{R} \phi(x) \psi(y) d x d y=\left[\int_{a}^{b} \phi(x) d x\right]\left[\int_{c}^{d} \psi(y) d y\right]
$$

where R is the rectangle ( $a, b ; c, d$ ).
159. Integrablity and integral of a bounded function $f(x, y)$ over any finte region $E$. Since the given region $E$ is finite, there must exist a rectangle $R$ which completely encloses $E$. We define a function $\mathrm{F}(x, y)$ over R as follows :-

$$
\mathrm{F}(x, y)=\left\{\begin{array}{l}
f(x, y), \text { at all points of } \mathrm{E}, \\
0, \text { elsewhere. }
\end{array}\right.
$$

Def. A function $f(x, y)$ is said to be integrable over $E$, if $F(x, y)$ is integrable over the rectangle $R$ and

$$
\iint_{E} f(x, y) d x d y=\iint_{R} F(x, y) d x d y .
$$

159.1. An important case of integrability. If $f(x, y)$ is continuous in a region $E$ which is bounded by a-finite number of continuous curves of the form $y=\phi(x), x=\psi(y)$, etc., then

$$
\iint_{E} f(x, y) d x d y
$$

exists.
The result follows from the fact that the only possible points of discontinuity of $\mathrm{F}(x, y)$, defined as in $\$ 159$ above, are the points of the curves $y=p(x)$, etc., (Cor. to $\S 1572$, p. 255).
159.2. Calculation of double integrals. If $f(x, y)$ is continuous in a region $E$ which is enclosed by the curves

$$
y=\psi(x), y=\psi(x) ; x=a, x=b ;
$$

where $\phi(x), \psi(x)$ are continuous and $\phi(x) \geqslant \psi(x)$ in $(a, b)$, then

$$
\iint_{E} f(x, y) d x d y=\int_{a}^{b}\left\{\int_{\psi(x)}^{f(x)} f(x, y) d y\right\} d x
$$



Let $\mathrm{R}(a, b ; c, d)$ enclose the region E and let $\mathrm{F}(x, y)$ be defined over R as in §159, We have

$$
\begin{aligned}
& \iint_{\boldsymbol{E}} f(x, y) d x d y=\iint_{R} F(x, y) d x d y=\int_{a}^{b}\left\{\int_{c}^{d} f(x, y) d y\right\} d x \\
& =\int_{a}^{b}\left\{\int_{c}^{\psi(x)} F d y+\int_{\psi(x)}^{\phi} F d y+\int_{\phi(x)}^{d} F d y\right\} d x=\int_{a}^{b}\left\{\int_{\psi(x)}^{\phi(x)} F d y\right\} d x
\end{aligned}
$$

each of the remaining two integrals being equal to zero.
Note. If a function $f(x, y)$ is continuous in a region E which is bounded by the curves $x=\phi(y), x=\psi(y) ; y=c, y=d$, where $\phi(y), \psi(y)$ are continuous and $\psi(y, \leqslant p(y)$, then

$$
\iint_{E} f\left(x, y ; d x d y=\int_{c}^{d}\left[\int_{\psi(y)}^{\left.\phi^{\prime} y\right)} f(x, y) d x\right] d y\right.
$$

160. Area of a region. A sufficient condition for a region $\cdot E$ to possess an area is that it is bounded by a finite number of continuous curves of the form $y=\phi(x), x=\psi(y)$, etc., and the area is given by the double integral

$$
\iint_{E} d x d y
$$

We enclose E in a rectangle R and define a function $\mathrm{F}(x, y)$ in R as follows :-

$$
F(x, y)=1 \text { at points of } E \text { and } F(x, y)=0 \text { elsewhere. }
$$

Corresponding to any division D of R into sub-rectangles, the upper sum $S_{1}$ of $F(x, y)$ is the sum of the areas of those sub-rectangles which contain atleast one point of E and the lower sum $s_{\mathrm{D}}$ of $\mathrm{F}(x, y)$ is the sum of the areas of those sub-rectangles which consist entirely of points of $E$. From this we conclude that the outer and inner areas of E are the upper and lower integrals of $\mathrm{F}(x, y)$ over R . Since these two integrals are equal, we see that $E$ possesses an area and its area is given by

$$
\iint_{R} \mathrm{~F}(x, y) d x d y
$$

But, by def.,

$$
\iint_{E} d x d y=\iint_{E} 1 \cdot d x d y=\iint_{R} F(x, y) d x d y
$$

Hence the result.

## Examples

1. The double integral

$$
\iint f(x, y) d x d y
$$

where the field of integration is the circle $x^{2}+y^{2}=a^{2}$, is equivalent to the repeated integral

$$
\int_{-a}^{+a} d x \int_{-\sqrt{ }\left(a^{3}-x^{2}\right)}^{+\sqrt{ }\left(a^{2}-x^{2}\right)} f(x, y) d y
$$

2. The triple integral

$$
\iiint f(x, y, z) c i x d y d z
$$

where the field of integration is the sphere $x^{2}+y^{2}+x^{2}=a^{2}$ is equivalent to the repeated integral

$$
\left.\int_{-a}^{+a} d x \int_{-\sqrt{ }\left(a^{2}-x^{2}\right)}^{+\sqrt{ }\left(a^{2}-x^{2}\right)+\sqrt{ }\left(a^{2}-x^{2}-y^{2}\right)} d y\left(a^{2} y, z\right) d z\right)
$$

## 8. Evaluate

$$
\iiint(x+y+z+1)^{2} d x d y d z
$$

throughout the region defined by

$$
x>0, y>0, z>0, x+y+z \leqslant 1 .
$$

The given integral is equal to the triple integral

$$
\int_{0}^{1} d x \int_{0}^{1-x} d y \quad \int_{0}^{1-x-y}(x+y+z+1)^{2} d z=\frac{8}{8} t .
$$

4. Express, as a repeated integral, the double integral

$$
\iint f(x, y) d x d y
$$

taken over the quadrilateral bounded by the lines

$$
x+y=0, x-y=0,2 x-y=1,2 x-3 y+5=0,
$$

taken in order.
5. Evaluate $\iint x^{2} y^{2} d x d y$ over the region defined by

$$
x \geq 0, y \geq 0,\left(x^{2}+y^{2}\right) \leqslant 1 .
$$

6. Show that the value of

$$
\iint \sqrt{ }\left(4 y-x^{2}\right) d x d y
$$

taken over the interior of the circle $x^{2}+y^{2}=2 y$ is $\pi+\frac{8}{3}$.
7. Express the integral

$$
2 a \vee(2 a x)
$$

$$
\int_{0} \int_{\sqrt{ }\left(2 a x-x^{2}\right)} \mathrm{V}(x, y) d x d y
$$

by chansing its order of integration.
Ans.

$$
\int_{0}^{2 a} \int_{\mathcal{V}\left(2 a x-x^{2}\right)}^{\sqrt{ }(2 a x)} \mathrm{V} d x d y=\int_{0}^{a} \int_{z^{2} / 2 a}^{a-\sqrt{ }\left(a^{2}-y^{2}\right)} \mathrm{V} d y d x
$$



$$
+\int_{0}^{a} \int_{a+\sqrt{2}\left(a^{2}-y^{2}\right)}^{2 a} \int_{a}^{2 a} \int_{y^{1} / 2 a}^{2 a} V d y d x .
$$

8. Change the order of integration in

$$
\int_{0}^{2 a} \int_{x^{2} / 4 a}^{3 a-x} \phi(x, y) d x d y
$$

9. Show that

$$
\int_{a}^{b} \int_{a^{2} / x}^{x} \mathrm{~F} d x d y=\int_{a^{2} / b}^{a} \int_{a^{2} / y}^{b} \mathrm{~F} d x d y+\int_{a}^{b} \int_{y}^{b} \mathrm{~F} d x d y .
$$

10. In the integral

$$
\int_{2}^{4} \int_{4 / x}^{(20-4 x) /(8-x)}(y-4) d d x
$$

change the order of integration, and evalnate the integral.
11. By changing the order of integration, prove that

$$
\int_{0}^{2 a} \int_{0}^{\sqrt{ }\left(2 a x-x^{2}\right)} \frac{\left(x^{2}+y^{2}\right) x \phi^{\prime}(y) d x d y}{\sqrt{ }\left[4 a^{2} x^{2}-\left(x^{3}+y^{2}\right)^{2}\right]}=\pi a^{4}[\phi(a)-\phi(0)]
$$

12. Change the order of integration in the integral

$$
\int_{0}^{1} d x \int_{0}^{V /\left(1-x^{2}\right)} \frac{d y}{\left(1+x^{y}\right) \sqrt{\left(1-x^{2}-y^{2}\right)}}
$$

and hence evaluate it.
13. Prove that

$$
\int_{0}^{1} d x \int_{x}^{1 / x} \frac{y d y}{(1+x y)^{2}\left(1+y^{2}\right)}=1(\pi-1)
$$

14. Evaluate $\iint\left(x^{2}+y^{2}\right) d x d y$ over the region bounded by $x y=1, y=0$, $y=x, x=2$.
15. Evaluate $\iint x^{2} d x d y$ over the area bounded by $x^{2}-y^{2}=1, x^{2}+y^{2}=4$ which contains the origin.
16. Show that

$$
\iiint \frac{d x d y d z}{(x+y+z+1)^{8}}=\frac{1}{16} \log \frac{256}{e^{3}}
$$

laken throughout the tetrahedron bounded by the planes $x=0, y=0, z=0$. $x+y+z=1$.
17. Show that

$$
\iiint(l x+m y+n z)^{2} d x d y d z=x_{1}^{4} 5 \pi\left(l^{2}+m^{2}+n^{2}\right),
$$

taken throughout the sphere $x^{2}+y^{2}+z^{2}=1$.
18. Prove that the value of

$$
\iiint \frac{x y z}{\sqrt{\left(x^{3}+y^{2}+z^{2}\right)}} d x d y d z
$$

taken through the positive octant of the ellipsoid $x^{2} / a^{2}+y^{2} / b^{2}+z^{2} / c^{2}=1$ is

$$
a^{2} b^{2} c^{2}(b c+c a+a b) / 15(b+c)(c+a)(a+b)
$$

161. Def. A domain E will be said to be Quadratic with respect to $y$-axis, if it is bounded by the curves of the form

$$
y=\phi(x), y=\psi(x) ; x=a, x=b,
$$

where $\phi(x), \psi(x)$ are continuous and $\psi(x) \geqslant \psi(x)$ in $(a, b)$.
Thus a domain which is quadratic with respect to $y$-axis is such that a line parallel to $y$-axis and lying between $x=a, x=b$ meets the boundary of $E$ in just two points.

Similarly we may have regions which are quadratic with respect to $x$-axis

Let the region E be bounded by the curves $x=a, x=b ; y=\psi(x)$, $y=\phi(x)$. We have

$$
\begin{aligned}
\iint_{\mathrm{E}} f_{y}(x, y) d x d y & =\int_{a}^{b}\left\{\int_{\psi(x)}^{\phi(x)} f_{y}(x, y) d y\right\}_{b} d x \\
& =\int_{a}^{b} f[x, \phi(x)] d x-\int_{a}^{b} f[x, \psi(x)] d x
\end{aligned}
$$




Let $C_{1}, C_{2}, C_{3}, C_{4}$ denote the four parts of $C$ taken in the positive sense, i.e., in such a way that the interior of the region lies to the left as the contour is described in the counter-cluckwise. We have

$$
\int_{C} f(x, y) d x=\int_{C_{1}} f(x, y) d x+\int_{C_{2}} f(x, y) d x+\int_{C_{3}} f(x, y) d x+\int_{C_{4}} f(x, y) d x
$$

But

$$
\int_{C_{1}} f(x, y) d x=0=\int_{C_{3}} f(x, y) d x
$$

$$
\int_{\mathrm{C}_{2}} f\left(x, y^{\prime}\right) d x=\int_{a}^{b} f\left[x, \psi^{\prime}(x)\right] d x
$$

$$
\begin{array}{ll}
\text { and } & \int_{\mathrm{C}_{4}} f(x, y) d x=\int_{b}^{a} f[x, \phi(x)] d x=-\int_{a}^{b} f[x, \phi(x)] d x . \\
\therefore & \iint_{\mathrm{D}} f_{3}\left(x, y, d x d y=-\int_{\mathrm{C}} f(x, y) d x\right.
\end{array}
$$

We, now, generalise the above result.
Let a region E be such as can be divided into a finite number of sub-regions $E_{1}, E_{2}, \ldots, E_{n}$ each of which is quadratic with respect to $y$-axis.

The contour $C$ of the region $E$ and the contours $C_{1}, C_{2}, C_{2}, \ldots C_{n}$ of $E_{1}, E, E_{3} \ldots . E_{n}$ are to be so described that the corresponling region constantly lie on the left hand side. The theorem hulds for each separate region, and on addition. the parts of the line integrals along the connecting lines cancel one another since each of these is des-

crib d twice, once in each direction, and we arrive at the theorem for the whole region.

We have thus proved that if $f(x, y)$ and $f_{. \prime}(x, y)$ are continuous in a region Ewioch can be split up into a fuite number of regions quadratis weith respect to $v$-axis, an. $1 C$ is the con'our of $E$, described in the positive seare, then

$$
\begin{equation*}
\iint_{E^{\prime}} f_{j}(x, y) d x d y=-\int_{C} f_{i}(x, y) d x . \tag{i}
\end{equation*}
$$

It may similariy be proved that if $g(x, y)$ and $f_{x}(x, y)$ are contimuous in a rigiont $E$ which can be spith up into a finite numbrr of regions quadratic with respect to $x$-axis and $C$ is tive contour of $E$, then

$$
\begin{equation*}
\iint_{E} g_{E_{E}}(x, y)^{\prime} \dot{a} x d y=\int_{C} g(x, y) d y . \tag{ii}
\end{equation*}
$$

Finally, on subtracting (i) from (ii). we see that
If we suppose that $\int(x, y, y, g i x, y), f_{2}(x, y)$ and $g_{x}(x, y)$ are continuous in a domain $E$ with can be split up into a finite number of regions quadratic weith respect to) either axis, then

$$
\int_{\mathrm{C}}\left[f(x, y) d x+g^{\prime}(x, y) d y\right]=\int_{\mathrm{E}}\left[g_{x}(x, y)-f_{y}(x, y)\right] d x d y,
$$

where the intrgral on the left is a lins integral round the contour $C$ of the region taker in such a w y that the interior of the region remains on the left as the boundary is described.

This may be written as

$$
\int_{\mathrm{C}}(f d x+g d y)=\int_{\mathrm{E}}\left[\begin{array}{cc}
\dot{\partial} g \\
\dot{c} x & \partial f \\
\partial y
\end{array}\right] d x d y
$$

A particular case. Taking $f(x, y)=y$, we see from (i) that the area of a domain which can be spli, up into a finite number of domains quadratic with respect to Y -axis $=-\int_{\mathrm{C}} y d x$.

Similarly putting $g(x, y)=x$, we see from (ii) that the area of a domain which can be split up into a finite number of domains quadratic with respect to X -axis $=\int_{\mathrm{C}} x d y$.

Thus the area of a region E , which can be divided into a finite number of regions quadratic w. r. to cither axis, is given by

$$
\int_{C}(x d y-y d x)
$$

where the contour C of E is described in the positive sense.
Ex. Verify the Green's theorem by evaluatiag in two ways the following line interrals:-
(i)

$$
\int\left(x^{2} y d x+x y^{2} d y\right) ;
$$

taken along the closed path formrd $b_{y} y=-$ and $x^{2}-y^{\prime}$ from $(0,0)$ to ( 1,1 ).
(ii)

$$
\int\left[\left(x^{3}+y^{2} d x+\left(x^{2}+y^{3} ; d y\right]\right.\right.
$$

taken aloza the boundary of the pentagon whose verices are ( 0,0 ) , ( 1,0 ), ( 2,1 ), $(1,2,(0,1)$.
163. Double integral as a limit. Let $f(x, y)$ be continuous in a reeion E . Let the region E be divide $t$ into sub-region; $\mathrm{E}_{1} . \mathrm{E}_{3}, \ldots, \mathrm{E}_{n}$ with areas $A_{1}, A_{2} \ldots, A_{n}$. Let ( $\xi_{r}, \eta_{r}$ ) be any point of the sub region $\mathrm{E}_{\mathrm{r}}$. Form the sum

$$
\begin{equation*}
\sum f\left(\xi_{r}, \eta_{r}\right) \mathrm{A}_{r} \tag{1}
\end{equation*}
$$

By the diameter of a sub-region $\mathrm{E}_{r}$, will be meant the upper bound of the aggregate of the distances between pairs of points on its boundary and the greatest of the diameters of all the sub-regions will be called the norm of the division.

It can now be proved that as the sorm $\delta \rightarrow 0$, the limit of the sum (1) is the integral of $f(x, y)$ over $E, i . e$.

$$
\operatorname{lu}_{\delta \rightarrow 0} \Sigma f\left(\xi_{r}, \eta_{l}\right) \mathrm{A}_{r}=\iint_{\mathrm{E}} f(x, y) d x d y .
$$

The details of the proof will not be given here.
Cor If $f(x, y)$ be continuous in a region $E$ with area $A$, then there exists a point $(\xi, \eta)$ of $E$ such that

$$
\iint_{E} f\left(x, y^{\prime}\right) d x d y=A f(\xi, \eta) .
$$

## 164. Change of variables in a double integral.

Lemma. Let

$$
\begin{equation*}
x=\phi(u, v), y=\psi(u, v) \tag{1}
\end{equation*}
$$

be two functions of $u, v$ defined in a certain region $\mathrm{E}_{1}$ of the $u v$ plane bounded by a curve $\mathrm{C}_{1}$. We suppose that the two functions possess continuous first order partial derivatives at all points of $\mathrm{E}_{1}$ and $\mathrm{C}_{1}$. Further, we suppose that the equations (1) transform the region $\mathrm{E}_{1}$ bounded by $\mathrm{C}_{1}$ into a region E of the $x y$ plane bounded by a curve $C$ in such a way that a one-to-one correspondence exists between the two regions and their contours. Finally, we suppose that the Jacobian $\grave{c}(x, y) / \hat{c}(u, v)$ does not change sign at any point of $E_{1}$, though it may vanish at certain points of $C_{1}$.

As the point $(u, v)$ describes the contcur $\mathrm{C}_{1}$ in the positive sense then the point $(x, y)$ may describe C in the positive or else in the
negative sense without ever changing the direction of motion. The transformation will be said to be direct or inverse respectively in the two cases.



We will now obtain a formula connecting the areas $A$ and $A_{1}$ of the regions $E, E_{1}$.

We have

$$
A=\int_{C} x d y
$$

taken along $C$ in the positive sense.
Changing the variables $(x, y)$ to $(u, v)$ in this line integral, we obtain

$$
A= \pm \int_{C_{1}} \phi(u, v)\left(\frac{\hat{c} \psi}{\partial u} \cdot d u+\frac{\hat{\partial} \psi}{\partial v} d v\right)
$$

where the new integral is to be taken along the positive sense of $C_{1}$ and the sign is + or - according as the transformation is direct or inverse

Applying Green's theorem, we have
$\int_{C_{1}}\left(\phi \psi_{u} d u+\phi \psi_{v} d v\right)=\iint_{E_{1}}\left(\frac{\partial\left(\phi \psi_{r}\right)}{d u}-\frac{\partial\left(\phi \psi_{u}\right)}{d v}\right) d u d v$

$$
=\iint_{\mathrm{E}_{1}} \begin{aligned}
& \partial(\phi, \psi) \\
& \dot{c}(u, v)
\end{aligned} d u d v=\mathrm{A}_{1}\left[\begin{array}{l}
\partial(\phi, \psi) \\
\frac{\partial}{\partial}(u, v)
\end{array}\right]_{\xi, \eta}(\text { Cor; to } \S 163)
$$

where $(\xi, \eta)$ is a point ol $E_{1}$.

$$
\therefore A= \pm A_{1}\left[\begin{array}{l}
\partial(\phi, \psi) \\
\partial(u, v)
\end{array}\right]_{\xi, \eta}= \pm A_{1}[J]_{\xi, \eta}=A_{1}|J|_{\xi, \eta}
$$

Since $A, A_{1}$ are essentially positive, we see that the sign + or - should be taken according as J is positive or negative. This shows that the transformation is direct or inverse according as the Jacobiun J is fositive or negative

Maln theorem Let $f(x, y)$ be continuous in the region E . We divide the region $\mathrm{E}_{1}$ by lines parallel to the $u$-axis and $v$-axis. This


division of $\mathrm{E}_{1}$ gives rises to a curvilinear division of the region E . Let $\mathrm{E}^{\prime}, 8$ be any sub-region of $\mathrm{E}_{1}$ and $\mathrm{E}_{18}$ the corresponding sub-regicn of E and let $e^{\prime},{ }_{s}, w_{i s}$ be their areas.

By the lemma, we have

$$
w_{1 s}=w^{\prime}{ }_{s}|\mathrm{~J}|_{\xi_{r s}, \eta_{r s}}
$$

where $\left(\xi \cdot s_{s}, \eta_{r s}\right)$ is some pint of $\mathrm{E}_{r s}^{\prime}$. Let $\left(x_{r s}, y_{r s}\right)$ be the corresponding point of $E_{\varepsilon}$. We have

$$
f\left(x_{1 s}, y_{r s}\right) w_{r s}=f\left[\phi\left(\xi_{1 s}, \eta_{r s}\right), \psi\left(\xi_{r s}, \eta_{r s}\right)\right]|\mathrm{J}|_{\left(\xi_{r s}, \eta_{1 s}\right)} \cdot w_{1, s}^{\prime}
$$

A similar equality will be obtained for each pair of correspond. ing sub-regions. Ad ling them and letting the norm of the divisions tend to zero, we see that

$$
\iint_{E} f\left(x, y^{\prime} d x d y=\iint_{E_{1}} f[\phi(u, v), \psi(u, v)]|\mathrm{J}| d u d v,\right.
$$

which gives the rule for change of variables in a double integral.

## Examples

1. Evaluate $\iint \frac{v^{2}\left(a^{2} l^{2}-b^{2} x^{2}-a^{2} y^{2}\right)}{1\left(a^{2} b^{2}+b^{2} x^{2}+a^{2} y^{2}\right)} d x d y$, the field of integration being the positive quadrant of the ellıpse $x^{4} / a^{2}+y^{2} / b^{2}=1$.

Changing the variables $x, y$ to $\mathrm{X}, \mathrm{Y}$ where

$$
x=a \mathrm{X}, y=b \mathrm{Y}
$$

we see that, since $\partial(x, y) / \hat{c}(\mathrm{X}, \mathrm{Y})=a b$, the integral

$$
=a b \iint \sqrt{1+\mathrm{X}^{2}+\mathrm{Y}^{2}} \sqrt{1-\mathrm{Y}^{2}} d \mathrm{X} d \mathrm{Y},
$$

the new field of integration being the positiv: quadrant of the circle

$$
\mathrm{X}^{2}+\mathrm{Y}^{\prime}=1
$$

Changing $\mathrm{X}, \mathrm{Y}$ to $\mathrm{r} . \mathrm{A}$ where

$$
X=r \cos A, Y=r \sin A \text {, }
$$

so that $\bar{c}(\mathrm{X}, \mathrm{Y}) / \partial(r, \theta)=r$, we see that the integral

$$
=a b \iint_{\sqrt{ }\left(1-r^{2}\right)}^{\sqrt{\left(1+r^{2}\right)}} r d r d \theta
$$

It is casily seen that the positive quadrant of the circle $\mathrm{X}^{2}+\mathrm{Y}^{2}=1$, will be described if $\theta$ varies from 0 to $\pi 2$ and correspon ting to each value of $\theta$ between 0 and $\pi 2, r$ varies from 0 to 1 . This new field of integration, therefore, is the rectangle ( 0,$1 ; 0, \frac{1}{2} \pi$ ). Thus,
the integral $=a b \int_{0}^{2} d \theta \int_{0}^{\sqrt{2}\left(1-r^{2}\right)} \frac{V(1+r)}{V} d r=\frac{\pi}{2} a b \int_{0}^{1} \frac{\sqrt{ }\left(1-r^{2}\right)}{\sqrt{ }\left(1+r^{2}\right)} r d r$ $=\frac{1}{8} \pi(\pi-2) a b$,
where the integral has been evaluated on putting $r^{3}=\cos t$.
2. Integrate the function 1, xy over the area bounded by the four circles $x^{2}+y^{2}=a x, a^{\prime} x, b y, b^{\prime} y z z_{i} e a, a^{\prime}, b, l^{\prime}$ are all positive.


The integration is to be carried over the shaded area shown in figure.

We change the variables to $u, v$ where

$$
u=\left(x^{2}+y^{2}\right) \cdot x, v=\left(x^{2}+y^{2}\right)^{\prime} y
$$

It is casy to see that $\partial(u, v) / \hat{c}(x, y)=-\left(x^{2}+y^{2}\right)^{2} / x^{2} y^{2}$.
$\therefore$

$$
\left.{ }^{*} c(x, y) / c(u, v)=-x^{2} y^{2} / \lambda^{2}+y^{2}\right)^{2}
$$

Since the Jacobian is negative, the transformation is inverse. This fact, may also be duectly verified. The new tield of integration is determined by the boundaries $u=a, u=a^{\prime}, v=b, v=b^{\prime}$, and is, therefore, the rectangle $\left(a, a^{\prime} ; b, b^{\prime}\right)$. Thus we see that

$$
\begin{aligned}
\text { the integral } & \left.=\iint \frac{1}{x y} \right\rvert\, \mathrm{J}, d u d v=\iint_{b} \frac{x y}{\left(x^{2}+y^{2}\right)^{2}} d u d v \\
& =\iint \frac{1}{u v} d u d v=\int_{a}^{a^{\prime}} \frac{1}{u} d u \int_{b} \frac{1}{v} d v=\log \frac{a^{\prime}}{a} \cdot \log \frac{b^{\prime}}{b}
\end{aligned}
$$

[^3]8. By substituting $x+y=u, x=u v$, prove that the value of
$$
\iint \sqrt{ }[x y(1-x-y)] d x d y
$$
taken over the area of the triangle rounded by the lines $x=0, y=0$, $x+y-1=0$ is $2 n / 105$.

Since $\quad x=u v, y=u(1-v)$, we have

$$
\hat{\partial}(x, y) / \hat{c}(u, v)=-u,
$$

which is negative.
The Jacobian vanishes when $u=0$, i.e., when $x=y=0$, but not otherwise. It is easy to see that to the origin of the $x y$ plane corresponds the whole line $u=0$ of the $u v$ plane so that the correspondence ceases to be one to one In order to exclude $x=0, y=0$, we look upon the given integral, which certainly exists, as the limit, when $h-0$, of the integral over the region bounded by

$$
x+y=1, x=0, y=h, \quad(h>0) .
$$

The transformed region is, then, bounded by the lines

$$
u=1, v=0, u(1-v)=h,
$$

which correspond to the three boundaries of the region in the $x y$ plane.



When $h \rightarrow 0$, this new region of the $u v$ plane tends, as its limit, to the square bounded by the lines

$$
u=1, v=0, u=0, v=1 .
$$




## Thus

the integral $=\iint \sqrt{u v . u(1-v)(1-u)} \cdot u d u d v$

$$
=\int_{0}^{1} u^{2} \sqrt{ }(1-u) d u \int_{0}^{1} \sqrt{v(1-v)} d v
$$

Putting $u=\sin ^{9} \theta$ and $v=\sin ^{2} \psi$, we see that

$$
\begin{aligned}
& \int_{0}^{1} u^{2} V(1-u) d u=2 \int_{0}^{\frac{1}{2} \pi} \sin ^{8} \theta \cos ^{2} \theta d f=\frac{2.4 .2}{7.5 .3 .1}=\frac{16}{105} \\
& \int_{0}^{1} \sqrt{v(1-v)} d v=2 \int_{0}^{\frac{1}{2} \pi} \sin ^{2} \psi \cos ^{2} \psi d \psi=\frac{2.1 .1}{4.2} \cdot \frac{\pi}{2}=\frac{\pi}{8 .}
\end{aligned}
$$

Hence the result.
4. Prove that

$$
\begin{equation*}
\beta(m, n)=\frac{\Gamma(m) \Gamma(n)}{\Gamma(m+n)} . \tag{m>0,n>0}
\end{equation*}
$$

We have

$$
\left.\beta(m, n)=\int_{0}^{1} x^{m-1}(1-x)^{n-1} d x=2 \int_{0}^{\frac{1}{2} \pi} \cos ^{2} m-1 \quad \sin ^{2 n} \cdot \theta d \theta, \quad \text { (putting } x=\cos ^{2} \theta\right)
$$

$$
\begin{equation*}
\left.\Gamma(m)=\int_{0}^{\infty} t^{m-1} e^{-t} d l=2 \int_{0}^{\infty} r^{2 m-1} e^{-r^{2}} d r, \text { (putting } t=r^{2}\right) . \tag{2}
\end{equation*}
$$

From (2), the integral

$$
4 \iint_{E} x^{2, n-1} y^{2} n-1 e^{-x^{2}-y^{2}} d x d y
$$

where $E$ is the square ( $0, R ; 0, R$ ) tends, as its limit, to $\Gamma(m) \Gamma(n)$ as $R \rightarrow \infty$.

The positive quadrant of the circle $x^{2}+y^{\prime}=\mathrm{R}^{2}$ is a part of the square E
 which, again, is a part of the positive quadrant of the circle $x^{2}+y^{3}=2 \mathrm{R}^{4}$. We denote these positive quadrants by $\mathrm{E}_{1}, \mathrm{E}_{3}$ respectively. The integrand being positive, we have,
$4 \iint_{E_{1}} x^{2 m-1} y^{2 n-1} e^{-x^{2}-y^{2}} d x d y \leqslant 4 \iint_{E} x^{2 m-1} y^{2 n-2} e^{-x^{2}-y^{2}} d x d y$

$$
\leqslant 4 \iint_{\mathrm{E}_{2}} x^{2 m-1} y^{2 m-1} e^{-x^{2}-y^{2}} d x d y
$$

But changing the variables to $r, \theta$ where $x=r \cos \theta, y=r \sin \theta$, we have
$4 \iint_{E_{1}} x^{2, n-1} y^{2 n+1} e^{-x^{2}-y^{2}} d x d y$

$$
\begin{aligned}
& =4 \int_{0}^{\frac{1}{2} \pi} \cos ^{2 \pi-1} \theta \sin ^{2 n-1} 0 d \theta \int_{0}^{\mathrm{R}} e^{\cdot r^{3} r^{2 m+2 n-1} d r} \\
& \left.=2 \beta^{\prime} m, n\right) \int_{0}^{\mathrm{R}} e^{-r^{2}} r^{2 m+2 n-1} d r .
\end{aligned}
$$

Similarly

$$
\begin{aligned}
& 4 \int_{\mathrm{E}_{2}} x^{3 m-1} y^{: n-1} e^{-x^{3}-y^{2}} d x d y=2 \beta(m, n) \int_{0}^{\sqrt{2}} e^{-r^{2}} r^{2 m+; n-1} d r . \\
& \therefore 2 \beta(m, n) \int_{0} e^{-r^{3}} r^{2 m+n-1} d r \leqslant 4 \iint_{\mathrm{E}} x^{2 m-} y^{2 r-1} c^{-x^{2}-y^{2}} d x d y \\
& \leqslant 2 \beta(m, n) \int_{0}^{\sqrt{2} 2} e^{-r^{2}} r^{2 m+2 n-1} d r
\end{aligned}
$$

Letting $\mathrm{R} \rightarrow \infty$, we obtain the required result.
5. Evaluate

$$
\mathrm{I}=\iiint \sqrt{ }\left(a^{4} b^{2} c^{3}-b^{3} c^{0} x^{3}-c^{2} a^{\prime \prime} y^{3}-a^{2} b^{2} z^{0}\right) d x d y d z
$$

taken throughout the ellipsoid $x^{2}, a^{2}+y^{2} \cdot b^{\prime}+z^{\prime} / c=1$.
Changing the variables $x, y, z$ to $\mathrm{X}, \mathrm{Y}, \mathrm{Z}$ where

$$
x=a \mathrm{X}, y=b \mathrm{Y}, z=c \mathrm{Z},
$$

we see that since $\delta(x, y, z) / 0(\mathrm{X}, \mathrm{Y}, \mathrm{Y})=a b c$, therefore

$$
\mathrm{I}=a^{2} b^{2} c^{2} \iiint v\left(1-\mathrm{X}^{2}-\mathrm{Y}^{2}-Z^{3}\right) d \mathrm{X} d \mathrm{Y} d Z,
$$

taken throughout the sphere $\mathrm{X}^{4}+\mathrm{Y}^{4}+\mathrm{Z}^{2}=1$.
Changing $\mathrm{X}, \mathrm{Y}, \mathrm{Z}$ to polar coordinates $r, \theta, \phi$ so that

$$
X=r \sin \theta \cos \phi . Y=r \sin \theta \sin \phi, Z=r \cos \theta,
$$

we have, since $\bar{i}(\mathrm{X}, \mathrm{Y}, \mathrm{Z}) ; \bar{c}(r, \theta, \phi)=r^{2} \sin \theta$,

$$
\mathrm{I}=a^{2} b c^{\prime} \iiint v\left(1-r^{2}\right) r^{4} \sin \theta d r d \theta d \phi .
$$

It is eacily seen that to describe the whole sphere $\mathrm{X}^{\mathbf{2}}+\mathrm{Y}^{\mathbf{4}}$ $+Z^{\prime}=1, r$ varies from 0 to $1, \theta$ from 0 to $\pi$ and $\phi$ from 0 to $2 \pi$ so that the new field of integration is the rectangular parallelopiped $(0,1 ; 0, \pi ; 0,2 \pi)$.

$$
\therefore \quad \mathrm{I}=a^{2} b^{2} c^{2} \int_{0}^{2 \pi} d \phi \int_{0}^{\pi} \sin \theta d \theta \int_{0}^{1} \sqrt{ }\left(1-r^{2}\right) r^{2} d r=\frac{1}{4} a^{2} b^{2} c^{2} \pi^{2} .
$$

6. Evaluate
over the circle $\left.x^{2}+y^{2}-2 \int_{-2} \int_{-2 y} v[x=0.0-x)+y^{\prime}(2 b-y)\right] d x d y$,

## 7. Evaluate

over the circle $x^{2}+y^{2}=a x$.

$$
\iint \sqrt{ }\left(a^{3}-x^{2}-y^{2}\right) d x d y
$$

8. Show that

$$
\iint x^{\frac{1}{2} y^{\frac{1}{3}}}(1-x-y)^{\frac{1}{4}} d x d y=\beta\left(\frac{17}{6}, \frac{5}{3}\right) \beta\left(\frac{3}{7}, \frac{4}{3}\right),
$$

over the triangle bounded by the lines $x=0, y=0, x+y=1$.
9. Show that

$$
\iint \sqrt{ }\left[x^{2} y^{4}\left(1-x^{3}-y^{2}\right)\right] d x d y=\frac{1}{4} \beta\left(\frac{11}{3}, \frac{8}{7}\right) \beta\left(\frac{8}{4}, \frac{3}{3}\right),
$$

over the positive quadrant of the circle $x^{2}+y^{2}=1$.
10. Show that

$$
\int_{0}^{2} \int_{0}^{x}\left\{(x+y+1)^{2}-4 x y\right\}^{-\frac{1}{2}} d x d y-\frac{1}{y} \log (16 / e)
$$

by means of the transformation

$$
x=u(1+v), y=\eta(1+u) .
$$

$[\partial(x, y) / \partial(u, v)=1+u+v$, which is positive for non-negative values of $u$, v. The field of integration in the $x y$ plane is bounded by $y=0, x=2, y=x$. Taking into consideration only non-negative values of $u$ and $v$ we see that the corresponding region of the $u v$ plane lies in the positive quadrant and is bounded by $v=0, u(1+v)=2, u=v$, Therefore, the integral

$$
\left.=\int_{0}^{1} \int_{0}^{u} d u d v+\int_{1}^{2} \int_{0}^{(2-u) / u} d u d v .\right]
$$

11. Transform the integral

$$
\int_{0}^{\frac{1}{\pi}} \int_{0}^{\frac{1}{8} \pi} N \sqrt{\frac{\sin \phi}{\sin \theta}} d \phi d \theta
$$

by the substitution $x=\sin \phi \cos \theta, y=\sin \phi \sin \theta$ and find its value.
12. Change the variables in the integral

$$
\int_{0}^{2 a} d x \int_{\sqrt{ }\left(2 a x-x^{2}\right)}^{\sqrt{ }\left(4 a x-x^{8}\right)}\left(1+\frac{y^{2}}{x^{3}}\right) d y
$$

to $r$ and $\theta$, where $x=r \cos ^{2} \theta, y=r \sin \theta \cos \theta$ and show that the value of the integral is $\left(\pi+\frac{8}{3}\right) a^{2}$.
13. Transform the integral

$$
\int_{0}^{c} \int_{0}^{c-x} \mathrm{~V}(x, y) d x d y
$$

by the sabstitution $x+y=u, y=u v$
14. By using the trensfcrmation

$$
x=u^{2}-v^{2}, y=2 u \eta,
$$

or otherwise, evaluate

$$
\iint \frac{d x d y}{\sqrt{ }\left(x^{2}+y^{2}\right)}
$$

taken over the region enclosed by arcs, of the confocal parabolas $y^{2}=4 a_{r}\left(x+a_{r}\right),(r=1,2,3)$ where $a_{1}>a_{3}>0, a_{3}<0$.
15. Find the area of the curvilinear quadrilateral bounded by the four confocal conics of the system

$$
x^{2} / \lambda+y^{2} /\left(\lambda-c^{2}\right)=1
$$

which are determined by giving $\lambda$ the values $\frac{1}{3} c^{2}, ~ \frac{2}{3} c^{2}, \frac{4}{3} c^{2}, ~ 8,8 c^{2}$ respectively.
(Transform into confocal co-ordinates, i.e, express $x$ and $y$ in terms of $\lambda, \mu$, the parameters of the two confocals which pass through $(x, y)$.
16. Express the integral

in terms of the variables $\lambda$ and $\mu$ defined by the equations

$$
\lambda+\mu=\sqrt{ }\left[(x+2)^{2}+y^{2}\right], \lambda-\mu=\sqrt{ }\left[(x-2)^{2}+y^{2}\right]
$$

and thus verify that the value of the integral is $\frac{8}{4} \pi \sqrt{ } 5$.
17. Evaluate $\iint x y d x d y$; the field of integratioa being the area common to the circles $x^{2}+y^{2}=x, x^{2}+y^{2}=v$.
[Change $x, y$ to $u, n$ wh re $u=\left(x^{2}+y^{2}\right) / x, v=\left(x^{2}+y^{2}\right) / y$. The new field in the $u v$ plane is the square $(0,1 ; 0,1)]$.

18 Evaluate

$$
\iint\left(x y^{3}+x^{3} y\right) d x d y
$$

where the field of interration lies in the first quadrant and is bounded by the central conies

$$
a x^{2}+b y^{2}=1, \quad a x^{2}+b y^{2}=m, a x^{2}-b y^{2}=n, a x^{2}-b y^{2}=p, \quad(l>m>0 ; n>p>0),
$$

19. Show that

$$
\iiint z d x d y d z=\frac{\pi}{4} h^{4} \cot \theta \cot \phi
$$

taken thronghout the voiume bounded by the cone $z^{2}=x^{2} \tan ^{2} \theta+y^{2} \tan ^{2} \phi$ and the planes $z=0, z=h$.
20. Show that

$$
\iiint z^{2} d x d y d z=\frac{30 \pi-32}{25} a^{5}
$$

the field of integration being the region common to the surfaces $x^{3}+y^{2}+z^{3}=a^{2}$ and $x^{2}+y^{2}=a x$.
21. Show that the integral of the function

$$
e^{\sqrt{ }\left(x^{2} / a^{2}+y^{2} / b^{2}+z^{2} / c^{2}\right)}
$$

taken throughout the volume of the ellipssid $x^{2} / a^{2}+y^{2} / b^{2}+z^{2} / c^{2}=1$ is

$$
4 \pi a b c(e-2) .
$$

22. Evalnate

$$
\iiint \sqrt{ }\left(\frac{1-x^{2}-y^{2}-z^{2}}{1+x^{2}+y^{2}+z^{2}}\right) d x d y d z,
$$

integral being taken over all positive values of $x, y, z$ such that $x^{2}+y^{2}+z^{i} \leqslant 1$.
23. Show that

$$
\iiint \frac{d x d y d z}{\sqrt{\left(1-x^{2}-y^{2}-z^{2}\right)}}=\frac{\pi^{2}}{8}
$$

integral being extended to all positive values of the variables for which the expression is real.
24. Integrate $1 / x y z$ throurhout the volume bounded by the six spheres $x^{2}+y^{2}+z^{2}=a x, a^{\prime} x, b y, b^{\prime} y, c z, c^{\prime} z$, where $a, a^{\prime}, b, b^{\prime}, c, c^{\prime}$ are positive.
(Take $u=\left(x^{2}+y^{2}+z^{2}\right) / x, v=\left(x^{2}+y^{2}+z^{2}\right) / y, w=\left(x^{2}+y^{2}+z^{2}\right) / z$.
25. Prove that $\iiint n z d x d y d z$ taken through the volume common to the three spheres $x^{2}+y^{2}+z^{2}=2 a x, x^{2}+y^{2}+z^{2}=2 b y, x^{2}+y^{2}+z^{2}=2 c z$ is

$$
{ }_{1^{2}}\left(a^{-8}+b^{-2}+c^{-8}\right)^{-2} .
$$

26. Prove that

$$
\iiint z^{3} \sqrt{ }\left(\frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}+\frac{z^{2}}{c^{2}}\right) d x d y d z
$$

taken through the volume common to the ellips sid $x^{2} / a^{2}+y^{2} / b^{2}+z^{2} / c^{2}=1$ and the part of the cone $\alpha^{2} x^{2}+\beta^{2} y^{2}=z^{2}$ for which $z$ is positive is $\pi / a \beta$.
27. Evaluate

$$
\iiint x^{l-1} y^{m-1} z^{n-1} d x d y d z
$$

when the variables are all positive and $x+y+z \leqslant 1$.
(Change to $u, v, w$ where

$$
x+y+z=u, y+z=u v, z=u v w
$$

28. Show that

$$
\iiint(x+y+z) x^{2} y^{2} z^{2} d x d y d z=50 \frac{1}{4} \pi \sigma
$$

throughout the region $x+y+z \leqslant 1, x \geqslant 0, y \geqslant 0, z \geqslant 0$.
29. Evaluate

$$
\iiint x y z^{2} d x d y d z \text { for } 0 \leqslant 4(x-2)^{2}+(y-1)^{2}+9 z^{3} \leqslant 36
$$

30. Evaluate $\iiint\left(y^{2} z^{2}+z^{8} x^{2}+x^{2} y^{2}\right) d x d y d z$
taken through the volume of the cylinder $x^{2}+y^{2}-2 a x=0$ between the sheets of the cone $z^{2}=k^{2}\left(x^{2}+y^{2}\right)$.
31. Evaluation of volumes.

By triple integration. The triple integral

$$
\iiint_{\mathrm{E}} \dot{d} x d y d z
$$

carried throughout a region E in a space of three dimensions gives the volume of E .

## By double integration.

Let C be the boundary of a region E of the $x y$ plane and let a cylinder be constructed by lines through the points of C parallel to $z$-axis. Then the volume of the cylinder enclosed between the surface

$$
z=\phi(x, y), z=\psi(x, y),[\phi(x, y) \geqslant \psi(x, y)]
$$

is, as can be easily seen, given by the double integral

$$
\iint_{E}(\phi-\psi) d x d y
$$

1. Find the volume included between the co-ordinate planes, the part of the right cylinder standing on the quadrant $y=\sqrt{ }\left(9-x^{2}\right), x$ and $y$ both positive and the plane $z=3-\$ x-\frac{8}{8} y$.
2. Show that the volnme included between the elliptical paraboloid $2 z=x^{2} / p+y^{2} / q$, the cylinder $x^{2}+y^{2}=a^{2}$ and the $x, y$ plane is $\pi a^{4}(p+q) / 8 p q$.
3. Calculate the velume bounded by the surface $z=k x y$, the plane $O X Y$ and the first quarter of the cylinder $x^{3}+y^{2}=a^{4}$.
4. Show that the volume of the solid bounded by the cylinder $x^{2}+y^{2}=2 a x$ and the paraboloid $y^{8}+z^{2}=4 a x$ is $\frac{3}{3} a^{2}(3 \pi+8)$.
5. Find the volume of the region bounded by the plane $z=x+y$ and the paraboloid $c z=x^{2}+y^{2}$.
6. Show that the volume of the region bounded by the hyperboloid of one sheet $x^{2} / a^{3}+y^{2} / b^{2}-z^{2} / c^{2}=1$, its asymptotic cone $x^{2} / a^{2}+y^{2} / b^{2}-z^{3} / c^{2}=0$ and the planes $z=z_{1}, z=z_{2},\left(z_{2}>z_{1}\right)$ is $\pi a b\left(z_{2}-z_{1}\right)$.
7. Prove that the volume in the positive octant bounded by the planes $x=0, y=0, z=h$ and the surface $z / c=(x / a)^{m}+(y / b)^{m}$ is equal to

$$
\begin{equation*}
\frac{\frac{1}{2} a b h(h / c)^{2 / m} \Gamma(1 / m) \Gamma^{\Gamma}(1 / m)}{(m+2) \Gamma(2 / m)} \tag{I.C.S.}
\end{equation*}
$$

8. Show that the volume enclosed by the surfaces defined by the equations $x^{2}+y^{2}=c z, x^{2}+y^{2}=a x, z=0$ is $3 \pi a^{4} / 32 c$.
9. Show that the entire volume bounded by the positive side of the three co-ordinate planes and the surface $(x / a)^{\frac{1}{2}}+(y / b)^{\frac{1}{2}}+(z / c)^{\frac{1}{2}}=1$, is $a b c / 90$.
[Change the variables to $r, \theta, \phi$ where

$$
x / a=r^{4} \sin ^{4} \theta \cos ^{4} \phi, y / b=r^{4} \sin ^{4} \theta \sin ^{4} \phi, z / c=r^{4} \cos ^{4} \theta ;
$$

$r$ varies from 0 to $1, \theta$ from 0 to $\frac{1}{2} \pi$ and $\phi$ from 0 to $\frac{1}{2} \pi$.]
10. Show that the entire volume of the solid $(x / a)^{\frac{3}{3}}+(y / b)^{\frac{2}{2}}+(z / c)^{\frac{2}{2}}=1$ is $4 \pi a b c / 35$.
11. Show that the volume of the solid hounded by the cylinders

$$
b z^{2}=c^{2} y, b z^{2}=2 c^{2} y, c x^{2}=a^{8} z, c x^{2}=2 a^{3} z, a y^{2}=b^{2} x, a y^{2}=2 b^{2} x \text { is } \$ a b c .
$$

12. The area lying in the first quadrant which is enclosed by the curves

$$
y=a x^{3}, y=b x^{3} ; x=c y^{3}, x=d y^{3},(a>b, c>d)
$$

revolves about X-axis; obtain the volume of the solid generated.
[The required volume is

$$
\iint 2 \pi y d x d y
$$

change the variables to $u, v$ where

$$
\left.u=y / x^{3}, v=x / y^{3}\right] .
$$

## CHAPTER XIII

## FOURIER SERIES

166. Fourier Series. A trigonometric series of the form
$\frac{1}{3} a_{0}+\left(a_{1} \cos x+b_{1} \sin x\right)+\ldots+\left(a_{n} \cos n x+b_{n} \sin n x\right)+\ldots$
is said to be a Fourier series. Here $a_{n}, b_{n}$ are constants independent of $x$ and are known as Fourier constants. In this chapter we propose to find a set of sufficient conditions for a function $f(x)$ to be represented as a Fourier series and to find the constants $a_{n}$ and $b_{n}$ if $f(x)$ can be so represented.

Since every term of the Fourier series is periodic with the period $2 \pi$, it is obvious that the sum function $f(x)$ of a Fourier series of the above form must also be necessarily periodic with period $2 \pi$. It is not necessary, however, that $f(x)$ should be a trigonometric function. A function with $2 \pi$ as its period will arise if it is arbitrarily defined in an interval of length $2 \pi$ and then periodically extended beyond this interval to the left and to the right so as to satisfy the functional equation $f(x \pm 2 \pi)=f(x)$.

Firstly, we proceed to show that the constants $a_{n}, b_{n}$ can be easily determined if we assume that a given function $f(x)$ can actually be represented as a Fourier series and that the series is uniformly convergent. It should, however, he clearly understood that since there is nothing to prove, a priori, that these two assumptions are justifiable, this determination is purely formal.

This determination depends upon the following simple integrals.


Integrating term by term from $-\pi$ to $+\pi$ the hypothetical equality,

$$
\begin{gather*}
f(x)=\frac{1}{a_{0}}+\sum_{n=1}^{\infty}\left(a_{n} \cos n x+b_{n} \sin n x\right),  \tag{1}\\
a_{0}=\frac{1}{\pi} \int_{-\pi}^{+\pi} f(x) d x .
\end{gather*}
$$

we obtain

Multiplying the equality (1) by $\cos n x$ and integrating term by term from $-\pi$ to $+\pi$, we obtain

$$
\begin{equation*}
a_{n}=\frac{1}{\pi} \int_{-\pi}^{+\pi} f(x) \cos n x d x \tag{2}
\end{equation*}
$$

which is seen to be true for $n=0$ also.

Finally on multiplying with $\sin n x$, we obtain

$$
\begin{equation*}
b_{n}=\frac{1}{\pi} \int_{-\pi}^{+\pi} f(x) \sin n x d x \tag{3}
\end{equation*}
$$

Note. The series (1) with the co-efficients (2) and (3) will be called the Fourier series corresponding to $f(x)$ in the interval $(-\pi, \pi)$.

Of course the mere fact that a series corresponding to a function can be written does not ensure its convergence, or if convergent, that its sum will be $f(x)$. Complete result in regard to this is given in §169, P. 281.
167. Theorem. Let $f(x)$ be bounded and integrable in $(0, a)$ and let it be monotonic in $(0, h)$ where $h$ is any positive number less than $a$. Thın, as $n \rightarrow \infty$,

$$
\int_{0}^{a} f(x) \frac{\sin n x}{x} d x \rightarrow f(+0) \int_{0}^{\infty} \frac{\sin x}{x} d x
$$

where $f(+0)$ denotes the limit of $f(x)$ as $x$ tends to zero through positive values.
(Since $f(x)$ is monotonic in ( $0, h$ ), therefore $f(+0)$ must exist).
Firstly we suppose that $f(+0)=0$. Also, without affecting the result in any way whatsoever we can suppose that $f(0)=0$.

By second mean value theorem, we have

$$
\begin{align*}
\int_{0}^{h} f(x) \frac{\sin n x}{x} d x & =f(0) \int_{0}^{h_{1}} \frac{\sin n x}{x} d x+f(h) \int_{h_{1}}^{h} \frac{\sin n x}{x} d x=f(h) \int_{h_{1}}^{h} \frac{\sin n x}{x} d x  \tag{1}\\
& =f(h) \int_{n h_{1}}^{n h} \frac{\sin y}{y} d y=f(h) \int_{n h_{1}}^{n h} \frac{\sin x}{x} d x .
\end{align*}
$$

$$
\int_{0}^{\infty} \frac{\sin x}{x} d x
$$

is convergent, there exists a positive constant $k$ such that

$$
\begin{gather*}
\\
\left|\int_{0}^{\mathrm{X}} \frac{\sin x}{x} d x\right| \leqslant k, \text { for all } \mathrm{X} \geqslant 0 .  \tag{2}\\
\therefore \\
\quad \int_{n h_{1}}^{n h} \frac{\sin x}{x} d x\left|=\left|\int_{0}^{n h} \frac{\sin n x}{x} d x-\int_{0}^{n h_{1}} \frac{\sin x}{x} d x\right| \leqslant 2 k_{0}\right.
\end{gather*}
$$

Also

$$
\begin{equation*}
f(h) \rightarrow 0 \text { as } h \rightarrow(0+0) \tag{3}
\end{equation*}
$$

From (1), (2) and (3) we deduce that, there exists a positive number $\delta$ such that

$$
\int_{0}^{h} f(x) \frac{\sin n x}{x} d x \leqslant 2 k|f(h)|<\frac{1}{2} \epsilon, \text { when } 0<h \leqslant \delta .
$$

Now, we have

$$
\int_{0}^{a} f(x) \frac{\sin n x}{x} d x=\int_{0}^{\delta} f(x) \frac{\sin n x}{x} d x+\int_{\delta}^{a} f(x) \frac{\sin n x}{x} d x
$$

*Since, as proved in Ex. 22, P. 159, the second integral on the right $\rightarrow 0$, as $n \rightarrow \infty$, we see that there exists a positive integer $m$ such that for $n \geqslant m$.

$$
\int_{0}^{a} f(x) \frac{\sin n x}{x} d x<\frac{1}{2} \epsilon+\frac{1}{2} \epsilon=\epsilon .
$$

Thus the theorem is proved in this case.
In the general case, changing $f(x)$ to $[f(x)-f(+0)]$, we see that as $n \rightarrow \infty$,

$$
\int_{0}^{a}[f(x)-f(+0)] \frac{\sin n x}{x} d x \rightarrow 0,
$$

Now

$$
\begin{aligned}
& \int_{0}^{a} \frac{\sin n x}{} d x=\int_{0}^{n a} \frac{\sin y}{y} d y \rightarrow \int_{0}^{\infty} \frac{\sin y}{y} d y, \text { as } n \rightarrow \infty . \\
\therefore \quad & \quad \int_{0}^{a} f(x) \frac{\sin n x}{x} d x \rightarrow f(+0) \int_{0}^{\infty} \frac{\sin x}{x} d x
\end{aligned}
$$

Cor. If $f, x)$ salisfies the conditions of the theorem above and $0<a<\pi$, then, as $n \rightarrow \infty$,

$$
\int_{0}^{a} f(x) \frac{\sin n x}{\sin x} d x \rightarrow f(+0) \int_{0}^{\infty} \frac{\sin x}{x} d x
$$

We write

$$
f(x) \frac{\sin n x}{\sin x}=f(x) \stackrel{x}{\sin x} \cdot \frac{\sin n x}{x}=\mathrm{G}(x) \frac{\sin n x}{x},
$$

where we assign the values 1 and $n$ to $(x / \sin x)$ and $(\sin n x / x)$ respectively for $x=0$. Now we know that $(x / \sin x)$ is positive and monotonically increasing in ( $0, \frac{1}{2} \pi$ ). If $f(x)$ be monotonically increasing in $(0, h)$, $\left(h<\frac{1}{2} \pi\right)$, then $G(x)$ is also monotonically increasing in $(0, h)$.

* $f(x) / x$ being bounded and integrable in $(\delta, a)$.

Therefore, as $n \rightarrow \infty$,
$\int_{0}^{a} f(x) \frac{\sin n x}{\sin x} d x=\int_{0}^{a} \mathrm{G}(x) \frac{\sin n x}{x} d x \cdot \mathrm{G}(+0) \int_{0}^{\infty} \frac{\sin x}{x} d x=f(+0) \int_{0}^{\infty} \frac{\sin x}{x} d x$
If $f(x)$ be decreasing, so that $-f(x)$ is increasing, we see that, as $n \rightarrow \infty$

$$
\begin{aligned}
& \int_{0}^{a}[-f(x)] \frac{\sin n x}{\sin x} d x \rightarrow-f(+0) \int_{0}^{\infty} \frac{\sin x}{x} d x \\
& \quad \int_{0}^{a} f(x) \frac{\sin n x}{\sin x} d x \rightarrow f(+0) \int_{0}^{\infty} \frac{\sin x}{x} d x .
\end{aligned}
$$

168. Let $f(x)$ be bounded and integrable in $(-\pi, \pi)$ and let it be monotonic in $(-h, 0)$ and $(0, h)$ (not necessarily in the same sense), where $h$ is any positive number less than $\pi$. Then

$$
\underset{n=1}{\infty} a_{0}+a_{n}=\frac{f(+0)+f(-0)}{2},
$$

where $f(+0), f(-0)$ denote the limits of $f(x)$ as $x$ tends to 0 through positive and negative values respectivelv.

We have

$$
\begin{aligned}
& 2_{2} \cdot a_{0}+\sum_{n=1}^{m} a_{n}=2_{2 \pi}^{1} \int_{-\pi}^{+\pi} f(x) d x+\cdots{ }_{\pi}^{1} \int_{-\pi}^{+\pi} f(x) \sum_{n=1}^{m} \cos n x d x \\
& =\frac{1}{2} \int_{-\pi}^{+\pi} f(x)\left[1+2 \sum_{\pi=1}^{m} \cos n x\right] d x=\frac{1}{2 \pi} \int_{-\pi}^{+\pi} f(x)^{\sin \left(m+\frac{1}{2}\right) x} \sin \frac{\frac{1}{2} x}{m} d x \\
& =\frac{1}{2 \pi} \int_{0}^{\pi} f(-x) \frac{\sin \left(m+\frac{1}{2}\right) x}{\sin \frac{1}{2} x} d x+\frac{1}{2 \pi} \int_{0}^{\pi} f(x) \frac{\sin \left(m+\frac{1}{2}\right) x}{\sin \frac{7}{2} x} d x \\
& =\frac{1}{2 \pi} \cdot 2 \int_{0}^{\frac{1}{2} \pi} f(-2 x) \frac{\sin (2 m+1) x}{\sin x} d x+\frac{1}{2 \pi} \cdot 2 \int_{0}^{\frac{1}{2} \pi} f(2 x) \frac{\sin (2 m+1) x}{\sin x} d x \text {, } \\
& \left.=\frac{1}{\pi} f(-0)+f(+0)\right] \int_{0}^{\infty} \sin x d x \text { as } m \rightarrow \infty \text {. }
\end{aligned}
$$

Taking $f(x)=1$, we see that

$$
\begin{aligned}
& 1 a_{0}= \\
& \frac{1}{2 \pi} \int_{-\pi}^{+\pi} 1 . d x=1 \text { and } a_{n}= \\
\quad & \quad \frac{1}{\pi} \int_{-\pi}^{+\pi} \cos n x d x=0 . \\
\therefore \quad & \quad \frac{1+1}{\pi} \int_{0}^{\infty} \frac{\sin x}{x} d x, \text { i.e., } \int_{0}^{\infty} \frac{\sin x}{x} d x=\frac{\pi}{2} .
\end{aligned}
$$

Hence the theorem.
Note. The value of the integral of $(\sin x / x)$ over $(0, \infty)$ has also been already outaned in two ways in Ex. 12. P. 196 and $\S 150$, P. 246.
169. Let $\mathrm{f}(\mathrm{x})$ be bounded and integrable in $(-\pi, \pi)$ and let it be possible to divide ( $-\pi, \pi$ ) into a finite number of open sub-intervals, in each of which $f(x)$ is monotonic. Then
$\frac{1}{2} a_{0}+\sum_{n=1}^{\infty}\left(a_{n} \cos n \xi+b_{n} \sin n \xi\right)=\left\{\begin{array}{l}\frac{1}{2}[f(\xi-0)+f(\xi+0)], \\ \frac{1}{2}[f(\pi-0)+f(-\pi+0)], \\ \text { for } \xi=-\pi \text { or } \xi=\pi\end{array}\right.$
Here $f(\xi-0)$ and $f(\xi+0)$ stand for the limits of $f(x)$ as $x$ tends to $\xi$ from values smaller than and greater than $\xi$ respectively. Under the given conditions $f(\xi-0)$ and $f(\xi+0)$ necessarily exist.

Lemma. If $f(x)$ is bounded and integrable in every interval and is periodic with $2 \pi$ as its period, then

$$
\int_{-\pi}^{+\pi} f(x) d x=\int_{-\pi}^{+\pi} f(a+x) d x
$$

$a$ being any number whatsoever.
Putting $a+x=y$, we have

$$
\begin{aligned}
\int_{-\pi}^{+\pi} f(a+x) d x & =\int_{a-\pi}^{a+\pi} f(y) d y \\
& =\int_{a-\pi}^{-\pi} f(y) d y+\int_{-\pi}^{+\pi} f(y) d y+\int_{+\pi}^{a+\pi} f(y) d y .
\end{aligned}
$$

Putting $y=z-2 \pi$, we see that

$$
\int_{a-\pi}^{-\pi} f(y) d y=\int_{a+\pi}^{\pi} f(z-2 \pi) d z=-\int_{\pi}^{a+\pi} f(z) d z=-\int_{\pi}^{a+\pi} f(y) d y
$$

Hence the result.

Maln theorem. We have

$$
\begin{aligned}
& \frac{1}{2} a_{0}+\sum_{n=1}^{m}\left(a_{n} \cos n \xi+b_{n} \sin n \xi\right) \\
& n=1 \\
& =\frac{1}{2 \pi} \int_{-\pi}^{+\pi} f(x) d x+\sum_{n=1}^{m} \frac{1}{\pi} \int_{-\pi}^{+\pi} f(x)(\cos n x \cos n \xi+\sin n x \sin n \xi) d x \\
& =\frac{1}{2 \pi} \int_{-\pi}^{+\pi} f(x)\left[1+2 \sum_{n=1}^{m} \cos n(x-\xi)\right] d x=\frac{1}{2 \pi} \int_{-\pi}^{+\pi} f(x+\xi)[1+2 \Sigma \cos n x] d x \\
& \text { (lemma). } \\
& \begin{array}{l}
=\frac{1}{2 \pi} \int_{-\pi}^{+\pi} f(x+\xi) \sin _{\sin \frac{1}{2} x}^{\sin ) x} d x \\
= \\
=\frac{1}{2 \pi} \int_{-\pi}^{0} f(x+\xi) \frac{\sin \left(m+\frac{1}{\prime} x\right.}{\sin \frac{1}{2} x} d x+\frac{1}{2 \pi} \int_{0}^{\pi} f(x+\xi) \frac{\sin \left(m+\frac{1}{2}\right) x}{\sin \frac{1}{2} x} d x
\end{array} \\
& =\frac{1}{\pi} \int_{0}^{\frac{1}{2} \pi} f(-2 y+\xi) \frac{\sin (2 m+1) y}{\sin y} d y+\frac{1}{\pi} \int_{0}^{\frac{1}{2} \pi} f(2 y+\xi) \frac{\sin (2 m+1) y}{\sin y} d y \\
& \rightarrow \frac{1}{\pi}\left\{\frac{\pi}{2} \cdot f(\xi-0)+\frac{\pi}{2} \cdot f(\xi+0)\right\}=\frac{f(\xi: 0)+f(\xi-0)}{2} \text {, as } m \rightarrow \infty \text {. }
\end{aligned}
$$

Note. The result arrived at above may be restated as follows :If $f(x)$ be bounded and integrable in $(-\pi, \pi)$ and if it be possible to dit ide $(a, b)$ into a finite number of open sub-intervals in each of which $f(x)$ is monotonic, then the Fourier series corresponding to $f(x)$ converges for every value of $x$ and if $S(x)$ denote the sum function of the series, then
and

$$
\begin{aligned}
& \mathrm{S}(x)=\frac{1}{2}[f(x+0)+f(x-0)] \text { when }-\pi<x<\pi \\
& \mathrm{S}(x)=\frac{1}{2}[f(\pi-0)+(-\pi+0)] \text { when } x= \pm \pi . \\
& \mathrm{S}(x+2 \pi)=\mathrm{S}(x) .
\end{aligned}
$$

The relation $\mathrm{S}(x+2 \pi)=\mathrm{S}(x)$ enables us to determine the value of the sum function at a point which does not belong to $(-\pi, \pi)$.

Cor. At a point of continuity $\xi$ of $f(x)$,

$$
\begin{aligned}
\frac{1}{2} a_{0}+\sum_{n=1}^{\infty}\left(a_{n} \cos n \xi+b_{n} \sin n \xi\right) & =\frac{f(\xi+0)+f(\xi-0)}{2} \\
& =\frac{f(\xi)+f(\xi)}{\psi}=f(\xi) .
\end{aligned}
$$

Thus we see that if $f(x)$ satisfies the conditions of the theorem of $\$ 169$, in $(-\pi, \pi)$ then the sum of a Fourier series corresponding to $f(x)$ is actually $f(x)$ at all such points $x$ of $(-\pi, \pi$; where $f(x)$ is continuous; at points of discontinuity the sum of the series is $\left.\frac{1}{2}\left[f(x+0)+f_{1} x-0\right)\right]$.

Note. It is not neerssary that $f(x)$ be given by a single analytical expression.
Ex. Expand in a series of sines and cosines of mulliples of $x$ a function $f(x)=x-\pi$, when $-\pi<x<0 ; f(x)=\pi-x$, when $0<x<\pi$.
What is the sum of the series for $x= \pm \pi$ and $x=0$.
The given function $f(x)$ satisfies the conditions of the theorem of $\$ 169$. We have

$$
\begin{aligned}
a_{n} & =\frac{1}{\pi} \int_{-\pi}^{+\pi} f(x) \cos n x d x=\frac{1}{\pi} \int_{-\pi}^{0} f(x) \cos n x d x+\int_{\pi}^{1} \int_{0}^{\pi} f(x) \cos n x d x \\
& =\frac{1}{\pi} \int_{-\pi}^{\pi}(x-\pi) \cos n x d x+\frac{1}{\pi} \int_{0}^{\pi}(\pi-x) \cos n x d x
\end{aligned}
$$

Integrating by parts, we obtain

$$
a_{n}=\frac{2\left[1-(-1)^{n}\right]}{n^{2} \pi}, n \neq 0
$$

Also,

$$
a_{0}=-\pi
$$

Similarly

$$
b_{n}=\frac{1}{\pi} \int_{-\pi}^{0}(x-\pi) \sin n x d x+\frac{1}{\pi} \int_{0}^{\pi}(\pi-x) \sin n x d x=\frac{2\left[1-(-1)^{n}\right]}{n}
$$

The co-efficients $a_{n}$ and $b_{n}$ are zero when $n$ is even.
In $(-\pi, \pi)$, the points $x=0$ and $x= \pm \pi$ are the only points of discontinuity of $f(x)$. Therefore when $x$ is different from 0 and $\pm \pi$, we have
$f(x)=-\frac{1}{2} \pi+\frac{4}{\pi} \cdot \frac{1}{1^{2}} \cos x+\frac{4}{1} \sin x+\frac{4}{\pi} \cdot \frac{1}{3^{2}} \cos 3 x$ $+\frac{4}{3} \sin 3 x+\ldots \ldots$
$=-\frac{1}{2} \pi+\frac{4}{\pi}\left[\frac{\cos x}{1^{2}}+\frac{\cos 3 x}{3^{2}}+\frac{\cos 5 x}{5^{2}}+\cdots \cdots\right]$ $+4\left[\frac{\sin x}{1}+\frac{\sin 3 x}{3}+\cdots \cdots\right]$.
Since $x=0$ is a point of discontinuity of $f(x)$, therefore, the sum of the series for $x=0$

$$
=\frac{\lambda}{2}[f(+0)+f(-0)]=\frac{3}{2}[(\pi)+(-\pi)]=0 .
$$

Thus we obtain a well known result that

$$
\begin{equation*}
\frac{\pi^{2}}{8}=1+\frac{1}{3^{2}}+\frac{1}{5^{2}}+\frac{1}{7}+\ldots \tag{1}
\end{equation*}
$$

For $x= \pm \pi$, the sum of the series

$$
\left.=\frac{1}{i} f(\pi-0)+f(-\pi+0)\right]=\frac{1}{2}[0+(-2 \pi)]=-\pi .
$$

Putting $x= \pm \pi$, we obtain the same result, viz., 1 .
170. Fourier Series for Odd and Even Functions.

The Fourier series with sines only. If $f(x)$ be an odd function. i. e., if $f(-x)=-f(x)$, then $f(x) \cos n x$ is an odd function and $f(x) \sin n x$ is even and hence

$$
\begin{align*}
& a_{n}=\frac{1}{\pi} \int_{-\pi}^{+\pi} f(x) \cos n x d x=0 \\
& b_{n}=\frac{1}{\pi} \int_{-\pi}^{+\pi} f(x) \sin n x d x=2^{2} \int_{0}^{\pi} f(x) \sin n x d x . \tag{2}
\end{align*}
$$

so that we see that the Fourier series corresponding to an odd function consists of terms with sines only and the co-efficients ( $b_{n}$ ) may be computed by (2).

The Fourier series with cosines only. If $f(x)$ is an even function, i.e., if $f(-x)=f(x)$ then $f(x) \cos n x$ is even and $f: x) \sin n x$ is odd and hence

$$
a_{n}=\frac{2}{\pi} \int_{0}^{\pi} f(x) \cos \pi x d x, b_{n}=0
$$

so that we see that the Fourier series corresponding to an even function consists of terms with cosines only.
171. Half range series. From the preceding we will now deduce the following two results:-
171.1. If $f(x)$ satisfies the conditions of the theorem of $\S 169$ in $(0, \pi)$, then the sum of the sine series

$$
\Sigma b_{n} \sin n x, \text { where } b_{n}=\frac{2}{\pi} \int_{0}^{\pi} f(x) \sin n x d x,
$$

is equal to $\frac{1}{2}[f(x+0)+f(x-0)]$ at every point $x$ between 0 and $\pi$ and is equal to 0 when $x=0$ and $x=\pi$.

To see the truth of this result, we define an odd function $\mathrm{F}(x)$ in $(-\pi, \pi)$ which is identical with $f(x)$ in $(0, \pi)$. Thus
$\mathrm{F}(x)=f(x)$ in $(0, \pi)$ and $\mathrm{F}(x)=-\mathrm{F}(-x)=-f(-x)$ in $(-\pi, 0)$
Clearly $\mathrm{F}(x)$ will satisfy the conditions of the theorem of § 169 in $(-\pi, \pi)$ if $f(x)$ does so in $(0, \pi)$. Thus we see that sum of the series
$\sum b_{n} \sin n x$, where $b_{n}=\frac{2}{\pi} \int_{0}^{\pi} F(x) \sin n x d x=\frac{2}{\pi} \int_{0}^{\pi} f(x) \sin n x d x$,
is equal to

$$
\frac{1}{2}\left[\mathrm{~F}(x+0)+\mathrm{F}(x-0)_{j}=\frac{1}{2}[f(x+0)+f(x-0)]\right.
$$

at every point $x$ between 0 and $\pi$.
At $x=0$, the sum of the series $=\frac{1}{2}[\mathrm{~F}(+0)+\mathrm{F}(-0)]=0$, for $\mathrm{F}(x)$ is odd. Similarly we see that the sum of the series is 0 for $x=\pi$.
171.2. If $f(x)$ satisfies the conditions of the theorem of $\$ 169$, in $(0, \pi)$ then the sum of the series

$$
\frac{1}{2} a_{0}+\Sigma a_{n} \cos n x, \text { where } a_{n}=\frac{2}{\pi} \int_{0}^{\pi} f(\lambda) \cos n x d x
$$

is equal to $\frac{1}{2}[f(x+0)+f(x-0)]$ at every point $x$ between 0 and $\pi$ and is equal to $f(+0)$ for $x=0$ and $f(\pi-0)$ for $x=0$.

To prove this result we have to consider an even function $\mathrm{F}(x)$ defined in $(-\pi, \pi)$ which is identical with $f(x)$ in $(0, \pi)$.

Note. The sum functions of the Half-range sine and cosine series are periodic with periodic $2 \pi$

Ex. Find (a) the Fourier sine series, and (b) the Fourier cosine serics which represents $f(x)=(\pi-x)$ in $0<x<\pi$.

To find sine series. We have

$$
b_{n}=\frac{2}{\pi} \int_{0}^{\pi}(\pi-x) \sin n x d x=\frac{2}{n}
$$

Since $f(x)$ is continuous in $0<x<\pi$, we have

$$
\pi-x=2 \Sigma \frac{1}{n} \sin n x=2\left(\frac{\sin x}{1}+\frac{\sin 2 x}{2}+\frac{\sin 3 x}{3}+\frac{\sin 4 x}{4}+\ldots \ldots\right)
$$

According to $\S 171.1$, the sum of series must be 0 for $x=0$ and $x=\pi$ and this fact can also be directly verified. The representation holds for $x=\pi$ but not for $x=0$.

To find cosine series. We have

$$
a_{n}=\frac{2}{\pi} \int_{0}^{\pi}(\pi-x) \cos n x d x=\frac{\left.2[1-(-1))^{n}\right]}{\pi n^{2}}, n \neq 0 .
$$

Also, $\quad a_{0}=\pi$.
Since $f(x)$ is continuous in $0<x<\pi$, we have

$$
\begin{aligned}
\pi-x & =\frac{1}{2} \pi+\Sigma \frac{2\left[1-(-1)^{n}\right]}{\pi n^{2}} \cos n x \\
& =\frac{1}{2} \pi+\frac{4}{\pi}\left(\frac{\cos x}{1^{3}}+\frac{\cos 3 x}{3^{2}}+\frac{\cos 5 x}{5^{3}}+\ldots \ldots\right)
\end{aligned}
$$

According to the theorem of $\$ 171.2$, the sum of the series must be $f(+0)=\pi$ for $x=0$ and $f(\pi-0)=0$ for $x=\pi$. This gives the result

$$
\frac{\pi^{2}}{8}=1+\frac{1}{3^{2}}+\frac{1}{5^{2}}+\frac{1}{7^{2}}+\ldots \ldots,
$$

which was obtained on P. 283 also.

Observation. The series in the Ex. on page 283 and the two series abtained above have identical sums 1or values of $x$ which belong to the open interval $[0, \pi]$ but for values of $x$ belonging to the interval $[-\pi, 0]$ their sums are different. Thus for $-\pi<x<0$, the sum of the series in the example on page $25^{\prime \prime}$, is $(x-\pi)$ whereas the sums of the series above are $-[\pi-(-x)]=-(\pi+x)$ and $[\pi-(-x)]$ $=(\pi+x)$ respectively.

Similar differences in the sums exist for values of $x$ outside the interval $(-\pi, \pi)$.

The sum functions of all the three series are periodic with pericd $2 \pi$.
172. Other forms of Fourier series. The particular interval $(-\pi, \pi)$ which we have so far considered had been introduced only as a matter of convenience We shall now see that it is easy to change to any other finite interval.

1721 The interval $(0,2 \pi)$. We write $x=y+\pi$ so that $y$ varies in $(-\pi, \pi)$ as $x$ varies in $(0,2 \pi)$. Let

$$
f(x)=f(y+\pi)=\mathrm{F}(y) .
$$

Let $f(x)$ satisfy the conditions of the theorem of $\delta 169$ in $(0,2 \pi)$ so that $F(y)$ satisfies the same conditions in $(-\pi, \pi)$. Thus we see that the sum of the series

$$
\frac{1}{2} a_{0}^{\prime}+\Sigma\left(a_{n}^{\prime} \cos n y+b_{n}^{\prime} \sin n y\right),
$$

where $a_{n}^{\prime}=\frac{1}{\pi} \int_{-\pi}^{+\pi} \mathrm{F}(y) \cos n y d y, b_{n}^{\prime}=\frac{1}{\pi} \int_{-\pi}^{+\pi} \mathrm{F}(y) \sin n y d y$
is $\frac{1}{2}[\mathrm{~F}(y+0)+\mathrm{F}(y-0)]$ at any point $y$ between $-\pi$ and $\pi$ and is $d[F(\pi-0)+F(-\pi+0)]$ at $y= \pm \pi$ and is periodic with period $2 \pi$.

Changing the variables, we see that

$$
\begin{aligned}
& a_{n}^{\prime}=\frac{1}{\pi} \int_{0}^{2 \pi} \mathrm{~F}(x-\pi) \cos n(x-\pi) d x=\frac{(-1)^{n}}{\pi} \int_{0}^{2 \pi} f(x) \cos n x d x \\
& b_{n}^{\prime}=\frac{1}{\pi} \int_{0}^{2 \pi} \mathrm{~F}(x-\pi) \sin n(x-\pi) d x=\frac{(-1)^{2}}{\pi} \int_{0}^{2 \pi} f(x) \sin n x d x
\end{aligned}
$$

Also $\quad \cos n y=(-1)^{n} \cos n x, \sin n y=(-1)^{n} \sin n x$.
Finally, we have
$1[\mathrm{~F}(y+0]+\mathbf{F}(y-0)]=\frac{1}{2}[f(y+\pi+0)+f(y+\pi-0)]=\frac{1}{2}[f(x+0)+f(x-0)]$
and $\frac{1}{2}[\mathrm{~F}(\pi-0)+\mathrm{F}(-\pi+0)]=1[f(2 \pi-0)+f(+0)]$
Thus we see that if $f(x)$ satisfles the conditions of the theorem of $\$ 169$, in $(0,2 \pi)$, then the sum of the series $\frac{1}{1} a_{0}+\sum_{i}\left(a_{n} \cos n x+b_{n} \sin n x\right)$,
where $a_{n}=\frac{1}{\pi} \int_{0}^{2 \pi} f(x) \cos n x d x, b_{n}=\frac{1}{\pi} \int_{0}^{2 \pi} f(x) \sin n x d x$
is $\frac{1}{2}[f(x+0) f(x-0)]$ at every point $x$ betzeen 0 and $2 \pi$ and is $\left.\frac{1}{2}[f 2 \pi-0)+f(+0)\right]$ at $x=0$ and $x=0 \pi$ and is periodic with period $2 \pi$.
172.?. The interval $(-1,1)$. where $l$ is any real number. By means of the substitution $y=\pi x / l$ and considering a function $\mathrm{F}(y)$ such that

$$
f(x)=f(l y \prime \pi)=\mathbb{F}^{\prime}(y)
$$

so that $y$ varies in $(-\pi, \pi)$ as $x$ varies in $(-l, l)$, we can show as before that if $f(x)$ satisfies the conditions of the theorem of $\$ 169$ in $(-l, l)$ then the sum of the series

$$
\frac{1}{2} a_{0}+\Sigma\left[a_{n} \cos (n \pi x / l)+b_{n} \sin (n \pi x / l)\right],
$$

$$
\text { where } a_{n}=\frac{1}{l} \int_{-l} f(x) \cos \frac{n+x}{l} d x, b_{n}=\frac{1}{l} \int_{-l} f(x) \frac{\sin n \pi x}{l} d x
$$

is $\frac{1}{2}[f(x+0)+f(x-0)]$ at every point $x$ between $-l$ and $l$ and is

$$
\frac{1}{2}[f(1-0)+f(-l+0)]
$$

for $x=-l$ and $x=l$ and is periodic with period $2 l$.
Note, As in § 171, we can have half range sine and cosine series at will for a funct on $f(x)$ given in $(0, l)$.

1723 Any interval (a, b). If $f(x)$ satisfies the conditions of the theorem of $\$ 169$ in ( $a, b$ ) then the s'm of the series

$$
\left.\frac{1}{b}+\Sigma\left\{a_{n} \cos [2 n \pi x / b-a)\right]+b_{n} \sin [2 n \pi x /(b-a)]\right\}
$$

where $\left.a_{n}=\frac{2}{b-a} \int_{a} f(x) \cos \frac{2 n \pi x}{b-a}\right) d x, \quad b_{n}=\frac{2}{b-a} \int_{a} f(x) \sin \left(\frac{2 n \pi}{b-a}{ }^{\prime} d x\right.$ is $\frac{1}{2}[f(x+0)+f(x-0)]$ at every point $x$ between $a$ and $b$ and is $1[f(a+0)+f(b-0)]$ at $x=a$ and at $x=b$ and is periodic with period ( $b-a$ ).

This result follows on writting

$$
\stackrel{*}{y}=\frac{2 \pi}{-a} x-\frac{b+a}{b-a} \pi
$$

so that $y$ varies in $(-\pi, \pi)$ as $x$ varies in $(a, b)$.
Ex. Show that when $0<x<\pi$,

$$
\pi-x=\frac{1}{2} \pi+\frac{\sin 2 x}{1}+\frac{\sin 4 x}{2}+\frac{\sin 6 x}{3}+\ldots \ldots
$$

Each term of the series is periodic with period $\pi$. Taking $a=0$ and $b=\pi$ in $\& 172.3$, we see that $a_{0}=\pi$

$$
a_{n}=\frac{2}{\pi} \int_{0}^{\pi}(\pi-x) \cos 2 n x d x=0,(n \neq 1) ; b_{n}=\frac{2}{\pi} \int_{0}^{\pi}(\pi-x) \sin 2 n x d x=\frac{1}{n} .
$$

Hence the result.
Note. It will now be seen that we bave obtnined four different series which represent $(\pi-x)$ in $0<x<\pi$ and it will natmally frove of areat interest to examine the differences in the sums of the eseries for values of $x$ other than those which be long to $[0, \pi]$ To do so, student would do well to draw the graplis of the four sum functions.

[^4]One important difference which mast be emphasised is that the sum function of the series obtained above in $\S 172 \cdot 3$, is periodic with period $\pi$ whereas the former three sum functions were periodic with period $2 \pi$.

## Examples

1. If $f(x)=-\frac{1}{4} \pi$ when $-\pi<x<0, f(x)=\frac{1}{2} \pi$ when $0<x<\pi, f(-\pi)=$ $f(0)=f(\pi)=0$ and $f(x+2 \pi)=f(x)$ for all $x$, show that

$$
f(x)=\sin x+\frac{1}{3} \sin 3 x+\frac{1}{8} \sin 5 x+\ldots \ldots
$$ for all values of $x$. Dednce that

$$
\frac{1}{2} \pi=1-\frac{1}{3}+\frac{1}{5}-\frac{1}{7}+\ldots \ldots
$$

2. If $f(x)=c x$ when $-\pi<r<\pi, f(-\pi)=f(\pi)=0$, and $f(x+2 \pi)-f(x)$ for all $x$, show that

$$
f(x)=2 c\left[\sin x-\frac{1}{2} \sin 2 x+\frac{1}{2} \sin 3 x-\frac{1}{2} \sin 4 x+\ldots \ldots\right]
$$

for all valnes of $x$. Draw the graph of $f(x)$.
3. Show that the Fouricy serits which converges to $f(x)$ in $-\pi \leqslant x \leqslant \pi$, where

$$
\begin{gathered}
f(x)=x+x^{2} \text { when }-\pi<x<\pi \text { and } f(x)=\pi^{2} \text { when } x= \pm \pi \text {, is } \\
\frac{\pi^{2}}{3}+4 \sum(-1)^{n}\left(\frac{\cos n x}{n^{2}}-\frac{\sin n x}{2^{n}}\right) .
\end{gathered}
$$

Deduce that

$$
\frac{\pi^{2}}{6}=1+\frac{1}{2^{2}}+\frac{1}{3^{2}}+\frac{1}{4^{2}}+\ldots \ldots
$$

4. Obtain Fourier series which will be equal to, $-\pi-x$ when $-\pi \leqslant x<-\frac{1}{1} \pi$; equal to $x$ when $-\frac{1}{2} n \leqslant x<\frac{1}{2} \pi$ and caual to $\pi-x$ when $\frac{1}{2} \pi \leqslant x \leqslant \pi$. Explaia graphically how th obtain the sum of the series for any value of $\boldsymbol{x}$.
5. Obtain Fonuitr series whoser sum is equal to $f(x)$ where

$$
\begin{aligned}
& f(x)=0 \text { when }-n \leqslant x<-\frac{1}{2} \pi, f\left(-\frac{1}{2} \pi\right)=-1 \pi, \\
& f\left(x=x \text { when }-\frac{1}{2} \pi<x<\frac{1}{2} \pi, f\left(\frac{1}{2} \pi\right)=1 \pi\right. \\
& f(x)=0 \text { when } \frac{1}{2} \pi<x \leqslant \pi .
\end{aligned}
$$

6. $f(x)=\cos x$ for $0<i<\pi$ and $f(x)=-\cos x$ for $-\pi<x<0$; show that the Fourier serit's which converges to $f(x)$ is

$$
\frac{4}{\pi}\left(\frac{2}{13} \sin 2 x+\frac{4}{3 \cdot 5} \sin 4 x+\frac{6}{5 \cdot 7} \sin 6 x+\ldots \ldots\right)
$$

Draw the graph of the sum function of the series for $-2 \pi \leqslant x \leqslant 2 \pi$.
7. Find the Fourier series which represent, $|\sin x|$ in $-\pi \leqslant x \leqslant \pi$.
8. Find a series of sines of multiples of $x$, which will represent $f(x)$ in the interval $0<x<\pi$, where

$$
\begin{aligned}
& f(x)=\frac{1}{2} \pi, \text { when } 0<x<\frac{1}{4} \pi ; \\
& f(x)=0, \text { when } \frac{1}{3} \pi<x<\frac{3}{\frac{3}{2} \pi ;} \\
& f(x)=-\frac{1}{2} \pi . \text { when }
\end{aligned}
$$

Find the sums of the series at the points $2 \pi / 3$ and $\pi$,
9. (a) Show that for $-\pi<x<\pi$,

$$
e^{x}=\frac{e^{\pi}-e^{-\pi}}{\pi}\left[\frac{1}{2}+\sum_{1}^{\infty} \frac{(-1)^{n}}{n^{2}+1}(\cos n x-n \sin n x)\right]
$$

What is the sum of the series for $x= \pm \pi$.
(b) Show that for $0<x<\pi$

$$
=\left\{\begin{array}{l}
\left.\frac{2}{\pi} \sum_{1}^{\infty}(1-1-1)^{n_{\theta} \pi}\right) \frac{n \sin n x}{n^{2}+1} \\
\frac{e^{\pi}-1}{\pi}-2 \sum_{1}^{\infty}\left(1-(-1) n_{\theta}^{\pi}\right) \frac{\cos n x}{n^{2}+1}
\end{array}\right.
$$

What are the sums of these series for $-\pi \leqslant x \leqslant 0$.

10 Show that when $-\pi \leqslant r \leqslant \pi$,

$$
\cos k x=\frac{\sin k \pi}{\pi}\left(\frac{1}{k}-\frac{2 k \cos x}{k^{2}-1^{2}}+\frac{2 k \cos 2 \eta}{k^{2}-2^{2}}-\ldots\right),
$$

$\lambda$ being non-integral. Deduce that

$$
\pi \cot k \pi=\frac{1}{k}+2 k \Sigma \frac{1}{k^{2}-n^{2}},
$$

and

$$
\frac{\pi}{\sin k \pi}=\sum(-1)^{n}\left(\begin{array}{c}
1 \\
n+k
\end{array}+\frac{1}{n+1-k}\right)
$$

11. Obtain a sine series which will ba eqnal to $x^{2}$ for $C \leqslant x<\pi$. Draw a graph of the sum function of the series for $-2 n \leqslant x \leqslant 2 \pi$.

12 Snow that in (0, $\pi$ )

$$
f(x)=\frac{\pi^{2}}{16}-2 \sum_{1}^{\infty}-\frac{\cos (4 n-2) x}{(4 n-2)^{2}},
$$

where $f(x)=\frac{1}{4} \pi x$ when $0 \leqslant x \leqslant \frac{1}{2} \pi$ and $f(x)=-1 \pi(\pi-x)$, when $\frac{1}{2} \pi<x \leqslant \pi$.
13. Prove that when $0<\theta<2 \pi$,

$$
\frac{1}{y}(\pi-\theta)=\sum_{n=1}^{\infty} \frac{\sin n \theta}{n}
$$

What is the sum of the series for $\theta=0$ and $\theta=2 \pi$.
14. Prove that when $-1<x<1$,

$$
x+x^{2}-\frac{1}{3}+2 \sum_{\pi}^{\infty}(-1)^{n}\left[2 \frac{\cos n \pi x}{n^{2} \pi}-\frac{\sin n \pi x}{n}\right]
$$

15. Find (i) the series of sines, (ii) the series of cosines, which will represent $f(x)$ in $(0, l)$, where

$$
f(x)=l i r \text {, when } 0 \leqslant x \leqslant \frac{l}{l}, f(x)=k(l-x) \text { when } \frac{1}{2} l<x \leqslant l
$$

16. If $\phi(x)$ be a perindic function of period 4 and such that $\phi(x)=0$ when $0<x<1$ and $(x)=x-1$ when $1 \leqslant x<2$, and $\phi(2)=0$, express $\phi(x)$ as a series of sines of multiples of $x$. Draw the graph of $\phi(x)$.
17. Show that for $0 \leqslant x \leqslant 1$,

$$
\begin{array}{r}
x-\frac{1}{3}=-\frac{1}{\pi}\left\{\sum_{n=1}^{\infty} \frac{\sin 2 n \pi x}{n}\right\}, x^{8}-x+\frac{1}{8}=\frac{1}{\pi^{2}}\left\{\sum_{n=1}^{\infty}-\frac{\cos 2 n \pi x}{n^{2}}\right\}, \\
x^{3}-\frac{3}{2} x^{3}+\frac{1}{2} x=\frac{3}{2 \pi^{3}}\left\{\sum_{n=1}^{\infty} \frac{\sin 2 n \pi x}{n^{2}}\right\} \text { (use §172-3, taking } a=0,
\end{array}
$$

18. If $f(x)$ be a periodic function of period $\frac{1}{2} \pi$ and $\operatorname{such}$ that $f(x)=\sin x$ fnr $0 \leqslant x \leqslant \frac{1}{2}$ and $f(x)=\cos x$ for $\frac{1}{2} \pi \leqslant \leqslant \leqslant \pi$, express $f(x)$ as a Fourier series.
19. If $f(x)=1$ when $0<x<1, f(x)=2$ when $1<x<3$ and $f(x)=\frac{3}{2}$ when $x=0,1$ and 3 and $f(x+3)=f(x)$ tor all $x$; show that
for all $x$,

$$
f(x)=\frac{5}{3}-\frac{1}{\pi} \sum_{1}^{\infty} \frac{2 \sin \frac{3 n \pi}{3}}{n} \cos \frac{n \pi(2 x-1)}{3}
$$

20. If $f(x)=\frac{1}{2} a-x$ when $0 \leqslant x \leqslant \frac{1}{2} a$ and $f(x)=x-9 a$ when $a \leqslant x \leqslant a$, show that for all $x$ in $0 \leqslant x \leqslant a$,

$$
f(x)=\frac{2 a}{\pi^{2}} \sum_{1}^{\infty} \frac{1}{(2 n-1)^{2}} \cos \frac{(4 n-2) \pi x}{a}
$$

21. Show that if a function $f(x)$ is bounded in $\left(0, \frac{1}{2} \pi\right)$ and is such that
 each of which $f(x)$ is monotonic, then $f(x)$ can be expressed in the form
$b_{1} \sin x+b_{3} \sin 3 x+b_{5} \sin 5 x+$
for $0<x<\frac{1}{2} \pi$ and obtain the coefficients $b_{n}$ and the sum of the series outside $[0,7 \pi]$.

If $f(x)=\sin x$ when $0 \leqslant x \leqslant t \pi$ and $f(x)=\mathrm{cos} x$ when $1 \pi \leqslant x \leqslant \frac{1}{2} \pi$, show that $f(x)=\frac{\sin x}{2}+\frac{2}{\pi}\left(\begin{array}{c}\sin 3 x \\ 12\end{array}-\frac{\sin 5 x}{2}+\frac{\sin }{5} \frac{11 x}{6}-\frac{\sin 13 x}{6.7}+\ldots \ldots \ldots ..\right)$
22. Expand in a Fourier series of the form $a_{n} \sin n \pi x$ a function $f(x)$ given by

$$
f(x)=\sin h \pi x, \text { for } 0 \leqslant x<\frac{1}{2}, f(0)=0, \text { for } \frac{1}{3}<x \leqslant 1
$$

Deduce that

$$
\sum_{n=1}^{\infty} \frac{1}{n^{2}+(n+1)^{2}}=\frac{\pi}{2} \tanh \frac{\pi}{2^{2}}
$$

23. Show that the graph of the equation
$y^{2}=\frac{\theta^{2}}{3}+\frac{16 a^{2}}{\pi^{2}} \sum_{n=1}^{\infty} \frac{(1, n-1}{\left(2 n-11^{2}\right.} \cos \frac{(2 n-1) \pi x}{2 a}+\frac{8 a^{2}}{n^{2}} \sum_{n=1}^{\infty} \frac{(-1)^{n-1}}{(2 n)^{2}} \cos \frac{n \pi x}{a}$
is a ceries of circleinf radius a eonneced by strisichtlines of leugth $2 a_{\text {, }}$ the origin being the en ntre of we of the cincles.
$\left[\right.$ Expan $f(x)$, $n-a \because a$ whare $f(x)=0$ when $-2 a \leqslant r \leqslant-a, f(x)=a^{2}-x^{3}$, when $-a \leqslant \leqslant a ; f(x)=0$. hen $\leqslant \leqslant \leqslant[a]$.

## Miscellaneous Examples.

1. Show that an algebraical equation

$$
x^{n}+a_{1} x^{n}+a x^{n-2}+\ldots+a_{n}=0,
$$

with integral co efficients, cannot have a rational but non-integral root.

Deduce that $\sqrt{ } 3$ and $\sqrt[3]{2}$ are not rational.
2. If $m / n$ is a good approximation to $V 2$, prove that

$$
(m+2 n):(m+n)
$$

is a better one, and that the errors in the two cases are in opposite directions. Apply this result to show that the limit of the sequence
3. Prove that, as $n \rightarrow \infty$,

$$
\left[(2 n)!/(n!)^{2}\right]^{\frac{1}{n}} \rightarrow \frac{1}{4} .
$$

(Use Ex. 10, P.58)
4. Prove that, as $n>\infty$,

$$
(n!)(a \mid n)^{n} \rightarrow 0 \text { or }+\infty,
$$

according as $a<e$ or $a>e$.
(Use Ex. 2, Ex. 3, P.54).
5. Show that, as $n \rightarrow \infty$,

$$
\text { (i) }\left(n^{5} / 2^{n}\right) \rightarrow 0 \text {, (ii) }\left(n^{2}\right)^{\frac{1}{n}} \rightarrow 1 \text {. }
$$

6. Denoting

$$
\begin{equation*}
l l\left[1+\frac{1}{2}+\frac{1}{3}+\ldots+\frac{1}{n}-\log n\right], \tag{Ex.10,P.139}
\end{equation*}
$$

by $\gamma$, known as Euler's constant, show that
$l t \frac{1}{n}\left[\frac{n}{1}+\frac{n-1}{2}+\frac{n-2}{3}+\ldots+\frac{1}{n}-\log (n!)\right]=\gamma$. (Use Ex. 5, P.55)
7. Prove that if $a$ and $b$ are positive, then

$$
\frac{1}{2}\left\{\left(a^{\frac{1}{n}}+b^{\frac{1}{n}}\right)\right\}^{n} \rightarrow \sqrt{ }(a b) \text {, as } n \rightarrow \infty .
$$

8. Prove that if $x>0$, then
$n \log \left\{\frac{1}{2}\left(1+x^{\frac{2}{n}}\right)\right\} \rightarrow-\frac{1}{2} \log x$, when $n \rightarrow \infty$,
9. Prove that, if $f^{\prime}(c)$ exists and $\neq 0$, then, as $h \rightarrow 0$,

$$
l t \frac{f(c+h)+f(c-h)-2 f(c)}{h} \text { and } l f_{f(c+h)-f(c)}^{f(c-h)-f(c)}
$$

exist and find their values. State the theorems on limits you require in the proof.

Examine the existence of the limits if $f(x)=|x|$.
10. State with reasons for your conclusion which of the following sets of circumstances are sufficient and which of them are not sufficient to determine the value of $f(0)$ for a function $f(x)$ giving the value of $f(0)$ where possible :--
(i) $f(x)$ is continuous at $x=0$ and takes in any neighbourhood of $x=0$ both positive and negative values.
(ii) For any arbitrary positive $\epsilon$, there is a $\delta$ such that

$$
|f(x)|<\in \text { for } 0<|x|<\delta .
$$

(iii) $[f(h)+f(-h)-2 f(0)] / h \cdot l$ and $f(h)>a$ as $h \rightarrow 0$.
11. If $f(0)=0$ and $f^{\prime \prime}(x)$ exists in $(0, \infty)$, show that

$$
f^{\prime}(x)-f(x) x=1 x f^{\prime \prime}(\xi), 0<\xi<x
$$

and deduce that it $f(0)=0$ and $f^{\prime}(x)$ is positive for positive values of $x$, then $f(x) / x$ is a strictly incicasing function of $x$.
12. Let $f(x)$ be continuous in $(-1,1)$ and assume rational values only and let $f(0)=0$. Prove that $f(x)=0$ every where.
13. Show that the function defined as follows :-
$\phi(x)=x$, when $x$ rational, and $\phi(x)=1-x$, when $x$ is irrational, assumes every value between 0 and 1 once and only once as $x$ increases from 0 to 1 , but is discontinuous for every value of $x$ except $x=\frac{1}{2}$.
14. A function $f(x)$ is defined for all values of $x$ in the following manner :

$$
\begin{aligned}
& f(x)=0, \text { when } x \text { is irrational ; } \\
& f(x)=1 / q, \text { when } x \text { is a rational number } p / q,
\end{aligned}
$$

when $p / q$ is a fraction in its lowest terms. Prove that $f(x)$ is continuous for all irrational values of $x$ and discontinuous for all rational values of $x$.
15. If $0<x<\frac{1}{4} \pi$, show that $\tan x<4 x / \pi$.
16. Prove that $a^{x}>x^{a}$ if $x>a>e$.
[Let $f(x)=x \log a-a \log x_{1}$; show that $f(a)=0$ and $f^{\prime}(x)>0$ ].

## 17. lf

$$
f(x, y)=\left(x y^{5}-x^{2} y^{3}\right) /\left(x^{2}+x y^{2}+y^{4}\right) \text {, when }(x, y) \neq(0,0)
$$

and $\quad f(0,0)=0$,
show that at the origin $f_{x y} \neq f_{x}$ but that $f_{y}$ is continuous and $f_{y}$ differentiahle at the origin. Discuss the applicab.iity of the conditions of $\S .127$.

18 Discuss the existence and the equality at the origin of $f_{x y}$ and $f$. for

$$
f(x, y)=\left(a x^{2}+2 b x y+c y^{2}\right)^{8} /\left(x^{2}+y^{2}\right)^{2} \text { when }(x, y) \neq(0,0)
$$

and $f(0,0)=0$.
19. If at all points of the plane $f(x, y)$ is continuous with respect to $x$ and has a partial derivative $f_{y}(x, y)$ and if $f_{y}(x, y)$ is bounded in the whole plane, prove that $f(x, y)$ is continuous with respect to two variables at all points of the plane.
20. The number $\theta$ is defined by the Taylor's formula

$$
f(a+h, b+k)=f(a, b)+h f_{x}(a+\theta h, b+\theta k)+k f_{y}(a+\theta h, b+\theta k) .
$$

Prove that if $f_{x}$ and $f_{y}$ are differentiable at $(a, b)$ and if $(h, k) \rightarrow(0,0)$ so that

$$
\left(h^{2}+k^{2}\right) /\left\{h^{h} f_{x^{2}}(a, b)+2 h k f_{x y}(a, b)+k^{2} f_{y^{2}}(a, b)\right\}
$$

is bounded, then $\theta \rightarrow \frac{1}{2}$.
21. Discuss at $(0,0)$ the existence of the first order partial derivatives and the continuity and differentiability of $f(x, y)$ itself when $f(x, y)$ has the following forms :-
(i) $x^{2} y^{2} \log \left(x^{2}+y^{2}\right), \quad$ (ii) $x y \log \left(x^{2}+y^{2}\right)$, $f(0,0)$ being equal to zero in either case.
22. Show that, if $f_{a}(x, y), f_{y}(x, y)$ are differentiable at a point, then $f(x, y)$ is also differentiable at the point.
23. Prove that the functions

$$
\begin{aligned}
& \qquad \begin{array}{l}
a x^{2}+b y^{2}+c z^{2}, \mathrm{~A} x+\mathrm{B} y+\mathrm{C} z, \\
\left.a^{2} x^{2}\left(\mathrm{~B}^{2} c+\mathrm{C}^{2} b\right)+b^{2} y^{2}\left(\mathrm{C}^{2} a+\mathrm{A}^{2} c\right)+c^{3} z^{2}, ~ \mathrm{~A}^{2} b+\mathrm{B}^{3} a\right) \\
\text { are not independent and find the relation between them. }
\end{array} . \begin{array}{l}
2 a b c(\mathrm{BC} y z+\mathrm{CA} z x+\mathrm{AB} x y)
\end{array} \\
& \text { and }
\end{aligned}
$$

24. Examine for extreme values the function

$$
2 x y z-4 z x-2 y z+x^{2}+y^{2}+z^{2}-2 x-4 y+4 z .
$$

25. Show that the function

$$
3 \log \left(x^{3}+y^{2}+z^{2}\right)-2 x^{3}-2 y^{3}-2 z^{3}
$$

has only one extreme value and find the same.
26. Discuss for maximum and minimum values the function

$$
3 x^{4} y^{2}-6 x^{2} y^{2}+3 x^{4}+2 y^{3}-6 x^{2}-3 y^{2}+1
$$

27. For

$$
u=(x+y+z)^{3}-3(x+y+z)-24 x y z+a^{3},
$$

investigate the existence or otherwise of maximum and minimum values at each of the following points

$$
(1,1,1),( \pm 1,0,0),(0, \pm 1,0),(0,0, \pm 1),(-1,-1,-1)
$$

28. Find the values of $x, y, z$ for which the function $e^{-u}(x-y+2 z)$ is a maximum where $u=x^{2}+y^{z}+2 z^{2}-2 y z+2 z x-x y$.
29. Prove that the maximum value of
is

$$
\begin{aligned}
& f(x, y, z)=(a x+b y+c z) e^{-\alpha^{2} x^{2}-\beta^{2} y^{2}-\gamma^{2} z^{2}} \\
& \sqrt{ }\left[\frac{1}{2}\left(a^{2} \alpha^{-2}+b^{2} \beta^{2}+c^{2} \gamma^{-2}\right)\left(e^{-1}\right)\right] .
\end{aligned}
$$

30. Prove that if $x+y+z=3 c$, then $f(x) f(y) f(z)$ will be a maximum or minimum for $x=y=z=c$ according as

$$
[f(c)] f^{\prime \prime}(c)<\text { or }>\left[f^{\prime}(c)\right]^{2}
$$

31. Prove that if all the symbols denote positive quantities, the stationary value of $l x+m y+n z$ subject to the condition

$$
x^{p}+y^{p}+z^{p}=c^{p}
$$

is given by

$$
c\left(l^{l}+m^{q}+n^{q}\right)^{1 / q},
$$

where $q=p /(p-1)$. Show further that this value is a maximum or a minimum according as $p>$ or $<1$.
32. Find the volume of the largest rectangular parallelopiped which has three faces in the co-ordinate planes and one vertex in the plane $x / a+y / b+z / c=1$.
33. Find the dimensions of the rectangular box, without a top, of maximum capacity whose surface is $a^{2}$.
34. Given $n$ points $P_{i}$ whose co-ordinates are

$$
\left(x_{i}, y_{i}, z_{i}\right),(i=1,2, \ldots, n)
$$

show that the co-ordinates of the point $\mathrm{P}(x, y, z)$ such that the sum of the squares of the distances from $P$ to the points $P_{i}$ is a minimum are given by

$$
\left[\Sigma x_{i} / n, \Sigma y_{i} / n, \Sigma z_{i} / n\right] .
$$

35. Find the maximum value of $x^{2} y^{2} z^{2}$ subject to the condition $x^{2}+y^{2}+z^{2}=c^{2}$. Interpret the result.
36. If $u=x^{3}+y^{2}+z^{3}$ where $x^{y}+y^{y}+z^{\prime \prime}=3 c^{\prime \prime}$, show that a stationary value of the function $u$ is equal to $3 c^{3}$ and prove that this is a minimum or a maximum according as $p<$ or $>2$.
37. Find the greatest and least distances from the origin of a point of the surface

$$
(x / a)^{p}+(y / b)^{\prime}+(z / c)^{p}=1 ;
$$

where $a, b, c$ are fixed positive numbers and $p$ is a fixed even integer greater than 2.
38. By using the transformation

$$
x=u v, y=u(1-v) \text {, }
$$

prove that

$$
\iint \frac{f(x+y)}{\sqrt{ }(x y)} d x d y=\pi \int_{0}^{\alpha} f(u) d u
$$

where the double integral extends over all positive values of $x$ and $y$ subject to $x+y<\alpha$.
39. Show that the volume of the wedge intercepted between the cylinder $x^{2}+y^{2}=2 a x$ and the planes $z=x \tan \alpha, z=x \tan \beta$ is $\pi(\tan \beta-\tan \alpha) a^{9}$.
40. Find the volume contained between the ellipsoid

$$
x^{2} / a^{3}+y^{2} / b^{2}+z^{2} / c^{2}=1
$$

and the cylinder $x^{2} / a^{2}+y^{2} / b^{3}=x / a$.
41. Show that the volume obtained by one revolution of the loop of the Folium $x^{3}+y^{s}=3 a x y$ about OX is $4 \pi^{3} a^{3} / 3 \sqrt{ } 3$.
(Change the variables to $u, v$ where $u=x^{2} / y, v=y^{2}, x$ )
42. If $x=r \cos \theta, y=r \sin \theta$, find the volume included by the surfaces whose equations are $r=a, z=0, \theta=0, z=m r \cos \theta$.
43. Using the transformation $x=c \cosh u \cos v, y=c \sin h u \sin v$, where $c^{\prime}=a^{y}-b^{2}$, or otherwise, show that the mean value of the product of the focal distances of a point inside the ellipse $x^{2} / a^{2}+y^{2} / b^{2}=1$ is

$$
-\frac{1}{4}\left[a^{2}+b^{2}+\frac{\left(a^{2}-b^{2}\right)^{3}}{a b} \log \frac{a+b}{a-b}\right]
$$

(The mean value $=\left[\iint\right.$ SP. $\left.S^{\prime} \mathrm{P} d x d y\right] /\left[\iint d x d y\right]$.
44. Evaluate

$$
\iint\left(2 x^{2}+y^{2}\right) / x y d x d y
$$

taken over the area in the positive quadrant of the $x y$ plane bounded by the curves

$$
x^{2}+y^{2}=h^{2}, x^{2}+y^{2}=k^{2}, y^{2}=4 a x, y^{2}=4 b x .
$$

45. The axes of two equal cylinders intersect at right angles. If $a$ be their radius, show that the volume common to the cylinders is $\frac{18}{8} a^{3}$.
[If $x^{2}+y^{2}=a^{2}$ and $y^{2}+z^{2}=a^{2}$ be the two cylinders, then the required volume

$$
=8 \int_{0}^{a} d x \int_{0}^{\sqrt{ }\left(a^{2}-x^{2}\right)} d y \int_{0}^{\sqrt{ }\left(a^{2}-y^{2}\right)} d z
$$

46. By employing the first mean value theorem of integral calculus, show that, if $k^{2}<1$,

$$
\frac{\pi}{6} \leqslant \int_{0}^{\frac{1}{2}} \frac{d x}{\sqrt{ }\left[\left(1-x^{2}\right)\left(1-k^{2} x^{2}\right)\right]} \leqslant \frac{\pi}{6} \cdot \frac{1}{\sqrt{ }\left(1-\frac{1}{2} k^{2}\right)}
$$

47. Prove that

$$
\left(1-\frac{1}{e}\right)<\int_{0}^{1} e^{-x^{2}} d x<1 \text { and } 0<\int_{1}^{\infty} e^{-x^{2}} d x<\frac{1}{2 e}
$$

and deduce that

$$
\frac{1}{2}\left(1-\frac{1}{e}\right)<\int^{\infty} e^{-\alpha 2} d x<1+\frac{1}{2 e}
$$

0
48. $f(x)$ is bounded and integrable in $(a, b)$; show that

$$
\int_{a}^{b}[f(x)]^{2} d x=0
$$

if, and only if, $f(c)=0$ at every point $c$ of continuity of $f(x)$.
49. Prove that the graph of

$$
y=f(x)=\frac{2}{\pi} \int_{0}^{\infty} \frac{\sin ^{3} t \cos x t}{t} d t,
$$

consists of parts of the lines $y=-\frac{1}{4}, y=0$ and $y=\frac{1}{2}$ together with four isolated points.
(Use the result obtained in § $1 \uparrow 0, \mathrm{P} .246$ ).
50. If $f(x, y)=x y^{4} e^{-d y}+x^{2} y /(1+y)$ and $a, b$ are positive, show that

$$
\operatorname{lt}_{y \rightarrow \infty} \int_{a}^{b} f(x, y) d x=\int_{a}^{b}\left(\operatorname{lit}_{y \rightarrow \infty} f(x, y)\right) d x
$$

Explain why the values are not equal when $a=0$.
51. Show that, when $n \rightarrow \infty$,

$$
\int_{a}^{b} f(x)|\sin n x| d x \rightarrow \frac{2}{\pi} \int_{a}^{b} f(x) d x
$$

52. If $a, b$ are positive and $p$ is a positive integer, show that, as $n \rightarrow \infty$,
(i) $\sum_{r=1}^{p n} \frac{1}{n a+r} \rightarrow \log \left(1+\frac{p}{a}\right)$
(ii) $\sum_{r=1}^{p n} \bar{n} a \frac{1}{+r b} \cdots \frac{1}{b} \log \left(1+\frac{p b}{a}\right)$.
53. Evaluate the limit of the sequence $\left\{u_{n}\right\}$, where $u_{n}=\frac{1}{\sqrt{n}}\left(\frac{1}{\sqrt{ } 1}+\frac{1}{\sqrt{2}}+\frac{1}{\sqrt{ } 3}+\ldots .+\frac{1}{\sqrt{n}}\right)$, when $n \rightarrow \infty$
54. Show that, as $n-\infty$,

$$
\frac{2 \cdot 2.4 .4 .6 .6 \ldots(2 n)(2 n)}{1 \cdot 3 \cdot 3.5 \cdot 5 \cdot 7 \ldots(2 n-1)(2 n+1)}+\frac{\pi}{2} .
$$

(Walli's formula).
Deduce that

$$
\left\{\left[(n!)^{2} 2^{2 n}\right] /(2 n)!\sqrt{ } n\right\} \rightarrow v^{\prime} \pi \text { as } n \rightarrow \infty .
$$

55. $f(x)$ is a non-negative function admitting an elementary infinite integral and another function $f_{n}(x)$ is defined thus :-
show that

$$
f_{n}(x)=\left\{\begin{array}{c}
f(x), \text { if } f(x)<n \\
n, \text { if } f(x) \geqslant n,
\end{array}\right.
$$

(i) if the interval of integration is bounded, then as $n \rightarrow \infty$

$$
\int_{a}^{b} f_{n}(x) d x \rightarrow \int_{a}^{b} f(x) d x
$$

(ii) if the interval of integration is infinite, then as $n \rightarrow \infty$

$$
\int_{-n}^{+n} f_{n}(x) d x \rightarrow \int_{-\infty}^{+\infty} f(x) d x .
$$

56. If $f(x), f^{\prime}(x)$ are continuous in ( $\left.a, b\right)$ and

$$
\mathrm{S}_{n}=\sum_{r=1}^{n} h f(a+r h), \mathrm{l}=\int_{a}^{b} f(x) d r,
$$

where $h=(b-a) / n$, then as $n \rightarrow \infty$,

$$
u\left(\mathrm{~S}_{n}-\mathrm{I}\right) \rightarrow \frac{1}{2}(b-a)[f(b)-f(a)] .
$$

57. If $1, h$ have the same meaning as in the 以. above, but if now $f^{\prime \prime}(x)$ is also continuous in ( $a, b$ ) and

$$
\mathrm{S}_{n}=\sum_{r=1}^{n} h f\left[a+\frac{1}{2}(2 r-1) h\right]
$$

show that, as $n \rightarrow \infty$,

$$
n^{2}\left(\mathrm{I}-\mathrm{S}_{n}\right) \rightarrow \frac{1}{2^{2}}(b-a)^{2}\left[f^{\prime}(b)-f^{\prime}(a)\right] .
$$

58. If $f(t, x)=\pi t \sin \pi t x$ when $0 \leqslant x \leqslant 1 / t$ and $f(t, x)=0$ when $1 / t<x \leqslant 1$, show that

$$
\int_{0}^{1}\left\{\operatorname{lt}_{t \rightarrow \infty} f(t, x)\right\} d x=0 \neq 2=\operatorname{lt}_{t \rightarrow \infty}\left\{\int_{0}^{1} f(t, x) d x .\right\}
$$

59. If $f(t, x)=t x /\left(1+t^{2} x^{4}\right)$, show that

$$
\int_{0}^{1}\left\{\operatorname{lt}_{t \rightarrow \infty} f(t, x)\right\} d x=0 \neq \frac{\pi}{4}=\operatorname{lt}_{t \rightarrow \infty}\left\{\int_{0}^{1} f(t, x) d x\right\}
$$

60. Prove that if
(i) $a$ is positive;
(ii) $f(x)$ is continuous except perhaps at the origin;
(iii) $\int_{0}^{a} f(x) d x=\operatorname{lt}_{\epsilon \rightarrow 0} \int_{\epsilon}^{a} f(x) d x$, where the limit exists ;
(iv) $g(x)=\int_{x}^{a} \frac{f(t)}{t} d t$,
then

$$
\int_{0}^{a} g(x) d x=\int_{0}^{a} f(x) d x
$$

[Hint :-Change the order of integration.]
61. If $0<a<b$ and $f(x)$ is continuous in ( $0, b)$, prove that

$$
l_{h \rightarrow(0+0)}^{1} \int_{h}^{f(a t)-f(b t)}{ }_{t} d t
$$

exists and is equal to

$$
f(0) \log _{a}^{b}-\int_{a}^{b} \frac{f(x)}{x} d x
$$

62. Show that

$$
\int_{-1}^{+1} \frac{\sqrt{ }\left(1-x^{2}\right) d x}{\left(1+u^{2}+2 \alpha x\right)\left(1+\beta^{2}+2 \beta x\right)}=\left\{\begin{array}{l}
\pi / 2(1-\alpha \beta), \text { if } \alpha^{2}<1, \beta^{2}<1, \\
\pi / 2 \alpha(\alpha-\beta), \text { if } \alpha^{3}>1>\beta^{2} .
\end{array}\right.
$$

63. A is a fixed point on the axis OX and an ellipse is drawn with $O A$ as its minor axis. (alculate the value of $J\left(x^{4} d y-y^{2} d x\right)$ taken along the ellipic arc from O to A, $y$ negative and show that if it has its max. value, the eccentricity is $V\left(1-64 / 9 \pi^{3}\right)$.
64. If, for $x \geqslant 0, \phi(x)$ is defined as
and

$$
\begin{array}{cl}
\text { lt }_{n \rightarrow \infty} & x^{n}+2 \\
x^{n}+1
\end{array},
$$

prove that $f(x)$ is continuous but not differentiable for $x=1$.
65. By repeatedly employing the method of integration by parts to the integral

$$
\int_{0}^{x} e^{-t} d t
$$

show that

$$
e^{x}=1+x+\frac{x^{2}}{2!}+\frac{x^{3}}{3!}+\ldots \ldots+{ }_{n!}^{x^{n}}+e^{x} \int_{0}^{x} \frac{t^{n}}{n!} e^{-t} d t
$$

and deduce the Maclaurin's infinite series for $e^{x}$.

$$
\begin{aligned}
& {\left[\int_{0}^{x} \frac{t^{n}}{n!} e^{-t} d t \text { is positive and }<\frac{x^{n+1}}{n!} \text {, which } \rightarrow 0 \text { as } n \rightarrow \infty\right. \text {, for every }} \\
& \text { value of } x] \text {. }
\end{aligned}
$$

66. Obtain, by integration, from the identity,

$$
\frac{1}{1+t}=1-t+t^{2}-t^{3}+\ldots \ldots+(-1)^{n-1} t^{n-1}+(-1)^{n} \frac{t^{n}}{1+t^{\prime}}
$$

the Maclaurin's infinite series for $\log (1+x)$ in $[-1,1)$.
67. Show that, $(a, b,>0)$
$\frac{t^{a-1}}{1+t^{b}}=t^{a-1}-t^{a+b-1}+\ldots+(-1)^{n-1} t^{a+n-1} b-1+(-1)^{n} \frac{t^{a+n}+. .1}{1+t^{n}}$, and justify the equation

$$
\int_{0}^{1} \frac{t^{a-1}}{1+t^{\prime}} d t=-\frac{1}{a}-\frac{1}{a+b}+\frac{1}{a+2 b}-\frac{1}{a+3 b}+\ldots
$$

Deduce that $\frac{1}{1}-\frac{1}{4}+\frac{1}{7}-\frac{1}{10}+\ldots=\frac{1}{3}\left(\frac{\pi}{\sqrt{3}}+\log 2\right)$.
68. Show that
$\tan ^{-1} x=x-\frac{x^{3}}{3}+\frac{x^{5}}{5}-\frac{x^{7}}{7}+\ldots+\frac{(-1)^{n-1} x^{2 n-1}}{2 n-1}+(-1)^{n} \int_{0}^{x} \frac{t^{2 n}}{1+t^{2}} d t$,
and deduce the Maclaurins' infinite power series for $\tan ^{-1} x$ in $[-1,1$ !
69. Show that, when $n \rightarrow \infty$,

$$
\int_{0}^{1} \frac{x^{n+1}-1}{1-x} \log x d x \rightarrow 0
$$

We write, $(0<a<1)$

$$
\begin{aligned}
& \int_{0}^{1} \frac{x^{n+1}}{1-x} \log x d x=\int_{0}^{a} \frac{x^{n+1}}{1-x} \log x d x=\int_{a}^{1} x^{x^{n+1}} 1-x \\
& \log x d x=\mathrm{I}_{1}+\mathrm{I}_{2} \\
& \text { Now, }\left|\mathrm{I}_{1}\right| \leqslant a^{n+1} \int_{0}^{a} \frac{\log x}{1-x} d x, \text { which } \rightarrow 0 \text { as } n \rightarrow \infty: a \text { being }<1 .
\end{aligned}
$$

Again, if we assign to the function $\log x_{f}(1-x)$, the value 1 for $x=1$, it becomes continuous in $(a, 1)$. Thus $\log x /(1-x)$ is bounded in $(a, 1)$. Therefore

$$
\left|I_{2}\right| \leqslant M \int_{a}^{1} x^{n+1} d x, \text { which } \rightarrow 0, \text { as } n \rightarrow \infty
$$

Hence the result.
70. From the identity $\frac{1}{1-x}=1+x+x^{2}+\ldots+x^{n}+\frac{x^{n+1}}{1-x}$, show by integration in the interval $(0,1)$ that

$$
\int_{0}^{1} \frac{\log x}{1-x} d x=-\sum_{n=1}^{\infty} \frac{1}{n^{2}} .
$$

71. If $p, q$ are positive, prove that

$$
\int_{0}^{\infty}\left\{e^{-p w}[1+(p+r) x]-e^{-q x}[1+(q+\gamma) x]\right\} \frac{d x}{x^{2}}=q-p+r \log \frac{q}{p}
$$


It is easy to see that the given improper integral converges, when $n<p<1$. We have

$$
\int_{0}^{\infty} x^{\gamma}+x d x=\int_{0}^{i} 1+x \cdot x_{1}^{x^{y-1}} d x+\int_{1}^{\infty} \frac{x^{y-1}}{1+x} d x
$$

Bu inean of the substitution $y=1 / x$, we see that

$$
\int_{1}^{\infty} \frac{x^{\mu}}{1+x} d x=\int_{0}^{1} \frac{y^{-\mu}}{1+y^{\prime}} d y=\int_{0}^{1} \frac{x^{\mu}}{1+x} d x
$$

$$
\therefore \int_{0}^{\infty} \frac{x^{p-1}}{1+x} d x=\int_{0}^{1}\left\{\frac{x^{p \cdot 1}+x^{-p}}{1+x}\right\} d x
$$

$$
=\int_{0}^{1}\left(x^{p-1}+x^{-p}\right)\left(1-x+x^{2}-\ldots \ldots \ldots .+(-1)^{n} x^{n}+(\cdot 1)^{n+1} \begin{array}{c}
x^{n+1} \\
1+x
\end{array}\right) d x
$$

$$
=\sum_{k=0}^{n}(-1)^{k}\left(\frac{1}{k+p}+\frac{1}{k+1-p}\right)+\mathrm{R}_{n} .
$$

where $\quad\left|\mathrm{R}_{n}\right|=\int_{0}^{1}\left(x^{p_{-1}+x^{p}}\right)_{1+x}^{x^{n+1}} d x<\int_{0}^{1}\left(x^{p-1}+x^{-p}\right)^{x^{n+1}} d x$

$$
=\left\{\begin{array}{c}
1 \\
n+p+1
\end{array}+\frac{1}{n+2-p}\right\} \rightarrow 0 \text { as } n \rightarrow \infty
$$

$\therefore \int_{0}^{\infty} \frac{x^{p-1}}{1+x} d x=\sum_{k-0}^{\infty}(-1)^{k}\left(\frac{1}{k+p}+\frac{1}{k+1-p}\right)=\frac{\pi}{\sin p \pi}$. (See Ex. 10, P. 289)

$$
\text { 78. Prove that } \quad \Gamma(x+1)=x \Gamma(x) \text {. }
$$

74. Show that $\Gamma^{\Gamma}(a) \Gamma(1-a)=\pi / \sin a \pi$.

As proved in Ex. 4, P. 271, we have

$$
\beta(a, 1-a)=\frac{\Gamma(a) \Gamma(1-a)}{\Gamma(1)}=\Gamma(a) \Gamma(1-a) .
$$

Also

$$
\beta(a, 1-a)=\int_{0}^{1} x^{a-1}(1-x)^{-a} d x
$$

By means of the substitution $x=y /(1+y)$
we may now show that

$$
\int_{0}^{1} x^{a}(1-x) \cdot a d x=\int_{0}^{\infty} \frac{y^{a-1}}{1+y} d y=\frac{\pi}{\sin a \pi}
$$

Hence the result
Taking $a=\frac{1}{2}$, we deduce that

$$
\frac{1}{3} \int_{0}^{\infty} e^{-y^{2}} d y=\left[\mathrm{T}\left(\frac{1}{y}\right)\right]^{2}=\pi \text {, i. e., } \int_{0}^{\infty} e^{-y^{2}} d y=\sqrt{ }\binom{\pi}{2}
$$

75. Show that

$$
\Gamma\binom{1}{a} \Gamma\binom{2}{a} \Gamma\binom{3}{a} \ldots . \Gamma\left(\frac{a-1}{a}\right)=\left\{\frac{(2 \pi)^{n-1}}{a} \cdot \cdots\right\}^{1 / 2}
$$

76. Prove that

$$
\sum_{k=1}^{n} \log \Gamma\binom{k}{n}=\frac{1}{2}(n-1) \log (2 \pi)-\frac{1}{3} \log n .
$$

77. Show that $\int_{0}^{1} \log \mathrm{r}(x) d x=\frac{1}{2} \log (2 \pi)$.

The point ' 0 ' is a point of infinite discontinuity of the integral.
We have
so that

$$
\log \mathrm{\Gamma}(x)=\log \mathrm{\Gamma}(x+1)-\log x .
$$

We know that the intcgral of $\log x$ converges at 0 and the integral of $\log \Gamma(x+1)$ is proper, and hence the integral of $\log \Gamma^{\prime}(x)$ is convergent. By means of the substitution $x=1-y$, we see that

$$
\begin{aligned}
& \int_{0}^{1} \log \Gamma^{\Gamma}(x) d x=\int_{0}^{1} \log \Gamma\left(1-y^{\prime} d y=\int_{0}^{1} \log \Gamma(1-x) d x\right. \\
& \quad=\frac{1}{2} \int_{0}^{1} \log \left[\Gamma^{\prime}(x) \Gamma(1-x)\right] d x=\frac{1}{2} \int_{0}^{1} \log \frac{\pi}{\sin \pi x}=\frac{1}{2} \log (2 \pi)
\end{aligned}
$$

78. Prove that $\quad(\sqrt{ } \pi) \Gamma(2 x)=2^{2 x-1} \Gamma(x) \Gamma\left(x+\frac{1}{2}\right)$.

We have

$$
\Gamma(x) \Gamma\left(\frac{b}{\left.x+\frac{1}{2}\right)}=\beta\left(x, \frac{1}{2}\right)=\int_{0}^{1} \begin{array}{l}
t^{x-1} d t \\
\sqrt{ }(1-t), ~
\end{array}\right.
$$

and $\quad-\quad \begin{array}{r}\Gamma(x) \Gamma(x) \\ \mathrm{I}^{\prime}(2 x)\end{array}=\beta(x, x)=\int_{0}^{1} t^{x-1}(1-t)^{x-1} d t$.
In the latter integral, put $v=2 t-1$ so that we have

$$
\begin{aligned}
\beta(x, x) & =\frac{1}{2^{2 x-1}} \int_{-1}^{1}\left(1-v^{2}\right)^{x-1} d v=\frac{1}{2^{\cdot x-1}} \int_{0}^{1}(1-w)^{x-1} w-\frac{1}{2} d w,\left(v^{2}=w\right) \\
& =\frac{1}{2^{3 x-1}} \beta\left(\frac{1}{2}, x\right)=\frac{1}{2^{2,-1}} \beta\left(x, \frac{3}{3}\right) .
\end{aligned}
$$

Since $\Gamma\left(\frac{3}{3}\right)=\sqrt{ } \pi$, we can now obtain the given result,

## ANSWERS

## Pages 137-139.

2. $\mathrm{F}(y)$ is 2 for $y$ rational and is 0 for $y$ irrational.
3. $\frac{9}{2}$. 4. $f(x)$ is integrable ; 1 being the only limiting point of the aggregate of the points of discontinuity ; the integral is 2 .
4. Use $\S 78 \cdot 2$, p. 102.
5. $\mathrm{A}_{n+1}-\mathrm{A}_{n}=\left[f(n+1)-\int_{n}^{n+1} f(r) d x\right.$, $]$ which is $<0$ by $\S 88$ :

Also $\mathrm{A}_{n}=\left\{\left[f(1)-\int_{1}^{2} f(x) d x\right]+\ldots \ldots .\left[f(n-1)-\int_{n-1}^{n} f(x) d x\right]\right\}+f(n)>0$.
$\therefore\left\{A_{n}\right\}$ is monotonically decreasing and bounded below.

## Page 158

10 (i) $x=n, n$ being any integer (ii) Every point $x$.
15. Does not exist.

## Page 169.

(i) $\log 2$. (ii) $\pi$. (vi) -1 . (viii) 2 . The integrals (iii), (iv), (v) and (vii) do not exist.

## Page 176.

Ex. 4. C stands for Convergent and N.C. for Not convergent.
(i) C for $n<1$.
(iv) N. C.
(ii) C for $n<2$.
(iii) C for $a>0$.
(vii) $C$ for $m>0$ and
$(x) \mathrm{C}$ for $p>-1$. (xi) N. C. (xii) N. C.

## Page 182.

Ex. 3. (i) $C$ for $p>(1+m+n) ; m, n$, being $>0$. Consider also the case when either $m$ or $n$ or both are negative
(ii) C for $(n-m)>$ ?
(iii) C for $0<m, n<1$.
(iv) C for $n>0$.
(v) C for $m<-1$.
(vi) C for $0<(a+1)<b$.

Page 186. Ex. (i) C (ii) $C$ for $a>0$.

Page 190. Ex. 4. (i) C. (ii) $\because$ (iii) C. (iv) N.C.
(v) C for $(1-m)<n<(1+m)$. (vi) C for $0<a<4$.
(vii) C for $-1<n<2$.
(viii) C for $n>0,-1<m<n$ and for $n<0,0>m>(n-1)$.

## Page 197.

17. The integral is $2 / a,-2 / a$ or 2 according as $a>1, a<-1$ or, $-1 \leqslant a \leqslant 1$.
18. $\pi / 2$ if $2 m \pi<a<(2 m+1) \pi$;
$-\pi / 2$ if $(2 m+1) \pi<a<(2 m+2) \pi$ and 0 if $a=2 m \pi$ or $(2 m+1) \pi$; $m$ being any integer.
19. $-\pi / 4 n$.

Page 202.
Ex. (i) Does not exist. (ii) does not exist. (iii) 0. (iv) 0 .
Page 203.
Ex. (i) Discontinuous.
(ii) continuous.

## Page 205.

Ex. 8
(i) Not differentiable.
(ii) not differentiable.

Page 208. Page 218.
(i) min. at $\left(\begin{array}{l}2 \\ 2\end{array},-\frac{4}{3}\right)$. (ii) min. at $(1,2)$ and $(-1,2)$; max. at $(0,0)$
(iii) min. at $(0,0)$ if $a>\ddagger$.
(iv) min. at $\left[\frac{1}{3}(b-2 a), \frac{1}{8}(a-2 b)\right]$. (v) max. at (2, 1).
(vi) max. or min. at $\left(\frac{7}{3} a, \frac{1}{8} a\right)$ according as $a>0$ or $a<0$.
(vii) min at ( $0,0,0$ ). (viii) min. at ( $0,0,-1$ ).
5. Extremes at $(0,0),(-1,0),\left(-\frac{1}{2}, 0\right)$.
6. The positions of the corresponding points $\mathrm{P}, \mathrm{Q}$ are
$(3 a, \pm \sqrt{ } 12 a),(3 a, \pm \sqrt{ } 12 a) ;(0,0),( \pm \sqrt{ } 12 a+3 a, 0) ;$
$(a, 2 \bar{a}),(3 a \mp \sqrt{ } 6 a, \pm \sqrt{ } 6 a) ;(a,-2 a),(3 a \pm \sqrt{ } 6 a, \pm \sqrt{ } 6 a)$.
Page 221.
3. $q(x)$ is not unique.
5. (i) $\phi(x)$ unique near ( $1,-1$ ) but not near ( $(1,0)$
(ii) $\phi(x)$ unique near ( 1,1 ). (iii) $\phi x$ ) not unique but the equation possesses a unique continuous solution $x=\psi(y)$ near ( $1, \cdots 1$ )
(iv) Does not exist.

Page 226.
3. $4\left(f_{u^{3}}+f_{v^{2}}\right), a x y\left(x^{2}-y^{2}\right)$.

Page 229.
Ex. 1. $u v+v w+w u=a c-b^{2} . \quad$ Ex. $2 \quad u^{2}-v^{2}=8 w$.
Page 234.
4. (i) $3 a^{2}$ for $(a, a, a)$.
(ii) $3 a^{2}$ for $(a, a, a),(-a,-a,-a)$.
(iii). $3 a^{2}$ for ( $a, a, a,(-a,-a, a),(-a, a,-a),(a,-a,-a)$.
5. $-a^{2}$ (min.) at $(a,-a)$ and $(-a, a)$; $\frac{1}{3} a^{3}$ (max.) at $(a / \sqrt{ } 3, \mid a \sqrt{ } 3)$ and $(-a \mid \sqrt{ } 3,-a / \sqrt{ } 3)$.
8. $(1,1)$ and $(-1,-1)$.
9. $(-2 / \sqrt{ } 14,-1 / \sqrt{ } 14,-3 / \sqrt{ } 14)$.
10. The extreme value is

## ${ }_{27}(\log a b c k)^{3} /(\log a \log b \log c)$

and is a max. or min. according as $\log (a b c k) /(\log a \log b \log c)$ is positive or negative.
12. $\left(\sqrt{\bar{\Sigma} a^{2}}-2 a\right) / \sqrt{ } 3$.
17. The symmetrical stationary value is $\frac{1}{8}(1+m)$ and there are three unsymmetrical values, each being equal to $\left(m^{2}-m+1\right) /(m+1)^{2}$.
18. $(a / 10, a / 10)$.

Page 242.
8. $\frac{2}{5} x^{3}$

Page 252.

1. ${ }_{5}^{5} a^{4},{ }_{1}^{4}{ }_{8}^{n} a^{3}$.
2. $2 \log 2.5 . \quad \frac{1}{84}$.
3. (i) $38 a^{4} / \sqrt{ } 3$

Page 258.

1. (i) $a^{2} b^{2}\left(a^{2}+b^{2}\right)$. (ii) $\left(e^{a,}-1\right) / a-b$.
(iii) $0 . \quad$ (iv) $2\left[a \sinh ^{-1}(a / c)+c-V\left(a^{2}+c^{2}\right)\right] . \quad$ (v) 0 .

Page 262.
4. $\int_{-1}^{0} d x \int_{-x}^{\frac{1}{2}(2 x+5)} f d y+\int_{0}^{1} d x \int_{x}^{\frac{f}{2}(2 x+5)} f d y+\int_{1}^{2} d x \int_{(2 x-1)}^{\frac{1}{2}(2 x+5)} f d y$
5. $\pi / 96$.
8. $\int_{0} d y \int_{0} \phi d x+\int_{a} d y \int_{0} \phi d x$
10. $12-16 \log 2$. $12 . \quad \frac{1}{2} \pi \log [2 e /(1+e)]$. 14. $\quad 47 / 24$.
15. $8 \sin ^{-1}(\sqrt{ } 1 \overline{0} / 4)+\frac{1}{3} \log [(\sqrt{ } 3+\sqrt{ } 5) / \sqrt{ } 2]-3 \sqrt{ } 15 / 4$.

Page 272.
6. $\frac{2}{4} \pi \sqrt{\left(a^{2}+b^{2}\right)^{3}}$. 7. $\frac{1}{1} a^{8}(3 \pi-4)$. 11. $\frac{1}{1} \beta\left(\frac{3}{4}, \frac{1}{2}\right) \beta\left(\frac{1}{2}, \frac{1}{4}\right)$
12. In the $r \theta$ plane the field of integration is bounded by the lines $r=2 a, r=4 a ; \theta=\frac{1}{9} \pi, r=2 a \sec ^{2} \theta$.
18. $\int_{0}^{1} \int_{0}^{c} \mathrm{~V}[u(1-v), u v] u d u d v$
14. $8\left(\sqrt{ } a_{1}-\sqrt{ } a_{2}\right) \sqrt{ }-a_{3}$.
15. If $\lambda, \mu$ denote the values of the parameter for the confocal ellipse and hyperbola respectively through $(x, y)$, then

$$
\text { so that } \quad \begin{array}{ll}
\lambda+\mu=\left(x^{2}+y^{2}+c^{2},\right. & \lambda \mu=c^{2} x^{2}, \\
x=\sqrt{\lambda} \mu / c, & y=\sqrt{ }\left(\bar{\lambda}-c^{2}\right)\left(c^{2}-\mu\right) / c .
\end{array}
$$

$\therefore$ the required area

$$
\begin{aligned}
\iint d x d y=\iint \frac{\partial(x, y)}{\partial(\lambda, \mu)} d \lambda d \mu & =\frac{1}{4} \iint \frac{\mu-\lambda}{\sqrt{\lambda \mu\left(\lambda-c^{2}\right)\left(c^{2}-\mu\right)}} d \lambda d \mu, \\
& =\frac{1}{2} c^{2}(\sqrt{10}-2) \sin ^{-1} \frac{1}{3}
\end{aligned}
$$

where for the double integral $\frac{7 c^{2}}{2} \leqslant \mu \leqslant \frac{2}{c^{2}} ; \frac{4}{5} c^{2} \leqslant \lambda \leqslant \frac{5}{5} c^{2}$.
16. The field of integration in the $x y$ plane is the positive quadrant of the ellipse $x^{2} / 9+y^{2} / 5=1$. As $(x, y)$ moves along $x$-axis from $(0,0)$ to $(2,0)$ the point $(\lambda, \mu)$ moves in the $\lambda \mu$ plane along the line $\lambda=2$ from $(2,0)$ to ${ }^{\circ}(2,2)$; as $(x, y)$ moves along $x$-axis from $(2,0)$ to $(3,0),(\lambda, \mu)$ moves aloni $\mu=2$ from (2,2) to (3, 2) ; as $(x, y)$ moves along the arc of the ellipse from ( 3,0$)$ to $(0, \sqrt{ } 5)$, $(\lambda, \mu)$ moves along $\lambda=3$ from ( 3,2 ) to ( 3,0 ) ; finally as $(x, y)$ moves along $x=0$ from $(0, \sqrt{ } 5)$ to $(0,0),(\lambda, \mu)$ moves along $\mu=0$ from $(3,0)$ to $(2,0)$. Thus the region in $\lambda \mu$ plane is the rectangle ( 2,$3 ; 0,2$ ).

Since, as may easily be seen,

$$
x=\frac{1}{2} \lambda \mu, y=\frac{1}{2} \sqrt{ }\left(\overline{\lambda^{2}}-4\right)\left(4-\mu^{2}\right),
$$

$\partial(x, y) / \partial(\lambda, \mu)$ can be calculated.
17. $\frac{1}{\lambda^{1} \pi}$. Do this question by the substitution $x=r \cos \theta$, $y=r \sin \theta$ also.
18. $(n-p)(l-m)[(l+m)(a+b)-(n+p)(a-b)] / 32 a^{2} b^{3}$.
22. $\quad 1 \pi\left[\beta\left(\frac{3}{4}, \frac{1}{2}\right)-\beta\left(\frac{5}{a}, \frac{1}{2}\right)\right] . \quad 24 . \quad \log \left(a^{\prime} / a\right) \log \left(b^{\prime} / b\right) \log \left(c^{\prime} / c\right)$.
27. $\Gamma(l) \Gamma(m) \Gamma(n) / \Gamma(l+m+n+1)$. 29. $384 \pi / 5$.
30. ${ }^{819}{ }^{1985} a^{7} k\left(k^{2}+\frac{8}{95}\right)$.

Page 275. 1. $9(3 \pi-5) / 4 . \quad$ 3. $k a^{4}$. 5. $\frac{1}{8} \pi c^{3}$.
12. $\left.\frac{1}{9} \pi^{\left(b-\frac{5}{8}\right.}-a^{-\frac{5}{8}}\right)\left(d^{-7}-c^{-\frac{7}{8}}\right)$.

## Page 288.

4. $\frac{4}{\pi} \Sigma \frac{\sin \frac{1}{2} n \pi \sin n x}{n^{2}}$.
$5 \quad \frac{2}{\pi} \Sigma\left(\frac{\sin \frac{1}{2} n \pi}{n^{2}}-\frac{\pi \cos \frac{3}{2} n \pi}{2 n}\right) \sin n x$.
5. $\frac{2}{\pi}-\Sigma \frac{4 \cos 2 n x}{\left(4 n^{2}-1\right) \pi}$.
6. $\frac{\sin 2 x}{1}+\frac{\sin 4 x}{2}+\frac{\sin 8 x}{4}+\frac{\sin 10 x}{5}+\frac{\sin 14 x}{7}+\ldots \ldots$
7. (a) $\cosh \pi$. (b) $-e^{-x}$ for $-\pi<x<0$ and 0 for $x=0, \pm \pi$, $e^{-r}$ for $-\pi \leqslant x \leqslant 0$.
8. $\Sigma\left[\frac{-2(-1)^{n} \pi}{n}-\frac{4}{\pi n^{3}}\left[1-(-1)^{n^{n}}\right]\right] \sin n x$. 18. 0
9. (i) $\frac{4 l k}{\pi^{2}} \Sigma n_{n^{\frac{1}{2}}} \sin \frac{n \pi}{2} \sin \frac{n \pi x}{l}$.
(ii) $\left.\frac{k l}{4}+\frac{4 k l}{\pi^{2}} \Sigma \frac{1}{n^{2}} \cos \frac{n \pi}{2}-\cos ^{2} \frac{n \pi}{2}\right) \cos \frac{n \pi x}{l}$.
10. $\Sigma\left[\frac{2(-1)^{n-1}}{n \pi}-\frac{4}{n^{3} \pi^{2}} \sin \frac{n \pi}{2}\right] \sin \begin{gathered}n \pi x \\ 2\end{gathered}$.
11. $\frac{4-2 \sqrt{ } 2}{\pi}+\frac{4 \sqrt{ } 2}{\pi} \Sigma\left[\frac{(-1)^{n}-\sqrt{ } 2}{16 n^{2}-1}\right] \cos 4 n x$.

Pages 290-300.
9. $0,-1$. For $f(x)=|x|$ and $c=0$ the first limit does not exist but the second exists and is equal to 1 . For $c \neq 0$, both the limits exist.
10. (i) $f(0)=0$. (ii) $f(0)$ is not determinable. (iii) $f(0)=a$.
11. By Taylor's theorem, $f(0)-f(x)=-x f^{\prime}(x)+1 / 2!\quad x^{3} f^{\prime \prime}(\xi)$ so that $f^{\prime}(x)-f(x)^{\prime} x>0$ and $\left.\therefore, d[f x) / x\right] d x$ is positive.
12. Use Cor. to $\hat{5} 50 \cdot 1$ on p. 73. 17. $f_{y, r}(0,0)=1 \neq 0=f_{x y}(0,0)$.
18. $f_{x y}(0,0)=6 a^{3} b \neq\left(6 c b=f_{!x}(0,0)\right.$.
21. $f(x, y)$ is differentiable.
23. $r e+a b c v^{2}=\left(b c \mathrm{~A}^{2}+c a \mathrm{~B}^{2}+a^{3} \mathrm{C}^{2}\right) u$.
24. min. at $(1,2,0)$. 25. $\log \left(3 / e^{3}\right)$.
26. max. at $(0,0)$ and min. at $(1,2)$ and $(-1,2)$.
27. min. at $(1,1,1) ; \max$ at $(-1,-1,-1)$.
28. ( $0,0, \frac{1}{3}$ ).
32. $\frac{1}{3}, a b c$.
33. $(a / \sqrt{ } 3, a / \sqrt{ } 3, a / 2 \sqrt{ } 3)$. 34. ( $\left.\frac{1}{n} \Sigma x_{i}, \frac{1}{n} \sum y_{i}, \frac{1}{n} \Sigma z_{6}\right)$. 35. $\frac{\pi^{2} 7}{} C^{6}$.
37. The extreme distance, $d$, is given by $\Sigma a^{2 p /(p-2)}=d^{2 p /(p-2)}$
40. $\frac{3}{8} a b c(3 \pi-4)$ 42. $\frac{2}{3} m a^{3}$.
44. $\frac{1}{2}\left(k^{2}-h^{3}\right) \log (b ; a)$.
53. If $\mathrm{S}_{n}=\left(\frac{1}{\sqrt{1}}+\frac{1}{\sqrt{2}}+\ldots \ldots+\frac{1}{\sqrt{n}}\right)$, then since

$$
1 / \sqrt{ } r<\int_{r=1}^{r}(1 / \sqrt{ } x) d x<1 / \sqrt{ }(r-1),
$$

we have, on putting $r=2, \ldots, n$,
$\mathrm{S}_{n}-1<2(\sqrt{ } n-1)<\mathrm{S}_{n}-1 / \sqrt{ } n$
i.e., $\quad 2+\frac{1}{n}-\sqrt{n}<\frac{\mathrm{S}_{n}}{\sqrt{n}}<2-\frac{1}{\sqrt{ } n}$ so that $\mathrm{S}_{n} / \sqrt{ } n \rightarrow 2$.
54. The formula follows from the following 3 results :-
(i) $\frac{\pi}{2}=\frac{2 \cdot 2 \cdot 4 \cdot 66 \ldots(2 n)(2 n)}{1 \cdot 3 \cdot 5 \cdot 5 \cdot 7 \ldots(2 n-1)(\overline{2 n+1})} \cdot \frac{\int_{0}^{1 \pi} \sin ^{2} x x d x}{\int_{0}^{1 \pi} \sin ^{2} n+1 x d x}$
(ii) $0 \leqslant \sin ^{3 n+1} x \leqslant \sin ^{3 n} x \leqslant \sin ^{3 n-1} x$.
(iii) $\int_{0} \sin ^{9 n-1} x d x$

$$
\int_{0}^{\int_{0}^{2 \pi} \sin ^{2 n-1} x d x} \sin ^{2 n+1} x d x=\frac{2 n+1}{2 n}
$$


[^0]:    * For such a discussion the reader is referred to Chap. I of the Theory of functions of real variables, Vol. I, by Pierpont.

[^1]:    As the sequences $\left[f(a+\delta n)-\epsilon_{n}\right],\left[f(a+\delta n)+\epsilon_{n}\right]$, formed of the end points of the intervals, are monotonic and bounded, and therefore convergent and, since $\left[f(a+\delta n)+\epsilon_{n}\right]-\left[f(a+\delta n)-\epsilon_{n}\right]=2 \epsilon_{n} \rightarrow 0$, they converge to the same point which will be common to all the intervals.

[^2]:    *A point ( $a, b$ ) is said to be an inner point of a domain it every point of nome nelghbourhood of ( $a, b$ ) is a point of the domain,

[^3]:    * $H x=\phi(u, v)$ and $y=\psi(u, v)$ and we luok upon $u, v$ as functions of $x$ and $y$, $11(1)$

    $$
    \begin{array}{ll}
    1=\frac{\partial x}{\partial u} \cdot \frac{\partial u}{\partial x}+\frac{\partial x}{\partial v} \cdot \frac{\partial u}{\partial x}, & 0=\frac{\partial x}{\partial u} \cdot \frac{\partial u}{\partial y}+\frac{\partial r}{\partial v} \cdot \frac{\partial v}{\partial y} \\
    C= & \quad 1=\frac{\partial y}{\partial u} \cdot \frac{\partial u}{\partial u}+\frac{\partial y}{\partial v} \cdot \frac{\partial v}{\partial x},
    \end{array}
    $$

[^4]:    *This transformation is obsained if we determine the two coustants $l$ and $m$ gach that the relation $y=i x+m$ gives $y=-\tau$ when $x=a$ and $y=\pi$ when $x=b$.

