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The combination of phenomena is beyond the grasp 
of the human intellect. But the impulse to seek causes 
is innate in the soul of man. And the human intel¬ 
lect, with no inkling of the immense variety and com¬ 
plexity of circumstances conditioning a phenomenon, 
any one of which may he separately conceived of as 
the cause of it, snatches at the first and most easily 
understood approximation, and says here is the cause. 

Count Leo Tolstoy, “War and Peace” 
Part XIII, I, p. 928 
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PREFACE 
The purpose of this book is to present as clearly as possible, as briefly 

as practicable, and yet adequately, the most generally useful modem 
techniques of quality controi and statistical methods as applied to indus¬ 
trial problems of product quality. It is intended for those who are new to 
the field (or relatively so) and who want to improve their effectiveness in 
appraising and controlling (or helping to bring about control of) quality. 

There is an old saying that “there is more than one way to skin a cat.” 
So also there are many ways of appraising and controlling quality; how¬ 
ever, the day is rapidly passing when an industrial organization beset with 
problems of product quality (and yours is probably no exception) can re¬ 
main progressive and competitive without extensive use of statistical 
methods of quality control. The term “industrial” is used here in its broad¬ 
est sense. It includes such diverse things as the electrical industry, growing 
and packaging of food, steel products, errors in filling mail orders, clothing, 
lumber, controlling overtime, optical instruments, biologicals, textiles, 
and polls of public opinion. In short, it involves any field where the quality 
of product must be appraised and controlled. 

For the convenience of the reader, all sections within chapters have been 
numbered by the decimal system; for example. Section 16.3 is the third 
section of chapter 16. All figures and tables have been given numbers 
corresponding to the section in which they are located. Where there is more 
than one figure or table in a section, they are identified by small letters; 
thus. Fig. 6.9c is the third figure in Section 6.9. 

An effort has been made to avoid using the same symbol for more than 
one meaning. Where this was not practicable because of widespread usage, 
the meaning should be clear from the context. In general, the symbols 
are those most commonly used. The most notable exception is that the 
capital letter N is used throughout for sample size and the small letter 
n is reserved for degrees of freedom. The Greek small letter sigma (<r) 
is used to indicate standard deviation (in conformance with common 
custom) and is supplemented by the use of S and s when it is desired to 
distinguish between cases where there is a correction made for sample 
size and those not so corrected. 

Sooner or later some of your friends or co-workers will approach you 
with questions about odds in various card and gambling games. Instead 
of spending your own time figuring out the answers it is suggested that 
you obtain a copy of Oswald Jacoby’s book, “How to Figure the Odds.”* 
It will provide answers for most of their questions. 

* Doableday & Company, Inc., Garden City, N. Y., 1947. 
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WhOe it would be impossible to list here the names of all who have had 
a part in the development of the material and ideas presented in this book, 
the author is particularly indebted to Walter A. Shewhart, Edwin G. Olds, 
Holbrook Working, W. Edwards Deming, and Harold F. Dodge. Their 
genius and leadership in developing the field has been a constant source 
of inspiration and guidance. 

I am indebted to Professor Ronald A. Fisher and to Messrs. Oliver 
& Boyd Ltd., Edinburgh, for permission to reprint a portion of Table 
IV (Table 17.3) from their book ''Statistical Methods for Research Work¬ 
ers.” 
Erie, Pa. Edward M. Schrock 

August, 1949 



INTRODUCTION 
There are three questions and one objection that often occur to the 

person just being introduced to quality control and statistical methods. 
We sba.ll deal briefly with them here. 

Question 1: Why are statistical meOwds of quality corUrol so importarUt 
You will agree that truth is one of the most important things in the 

world. Knowing the facts of a case is prerequisite to dealing effectively 
with it. The most effective way that has so far been developed for getting 
at the facts about quality characteristics is to use statistical methods. 
You will probably hear it said that these methods are tools for dealing 
with quality problems. Actually they are much more than that. As Dr. 
Walter A. Shewhart puts it, they provide us with a way of looking at the 
Universe. They pervade all phases of existence. They lead us to a better 
understanding of universal truth. 

Inherent variability is present in all things. It is this that prevents us 
from ever achieving an “exact” measurement of anything. We have noth¬ 
ing “exact” to measure with! As Dr. W. Edwards Deming puts it, the 
science of exactness becomes the science of dealing most effectively with 
inexactness. Statistical methods offer us the most effective means of deal¬ 
ing with inexactness. 

So important are statistical methods that some day they will be just 
as integral a part of the engineer’s training as mathematics. The universally 
useful concepts may even be taught in our secondary schools. 

Question 2: How can I sett the desiroMlity of modem statistical quality 
corUrol to managementf 

How does one go about selling anything? Either the customer must 
want what is being offered for sale or the desire for it must be created. 
The customer must be brought to realize his need for it. If he does not 
really need it you won’t fool him for long. Remember what Lincoln said 
about fooling some of the people. Far too large a segment of industiy has 
already adopted modem statistical-quality control for there to be any 
question about the existence of a real need for it. But suppose your boss is 
different; suppose he believes that statistics are useful only to insurance 
companies and government bureaus. Then tackle one of your most difficult 
quality problems. Use statistical methods to their fullest advantage. Then 
when you have brought about better quality at the same cost, the same 
quality at lower cost, or better quality at lower cost, lay your story b^ore 
him. If he is not pleased with tl^t sort of result, you have our sympathy. 
If he is a reasonable man (there will probably always be a few people in 
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X QUALITY CONTROL AND STATISTICAL METHODS 

this world who are not), you won’t need to sell him; the facts will sell them- 
selves. 

Qiiestian S: Where does qtmlity control fit into my organization? 
There are many ramifications to this question. Unfortunately there is 

no simple answer. Let us consider a few of the ramifications and some 
general principles to guide us. 

(a) To whom should quality control report? The answer to this question 
will depend upon how important you consider the quality of your products 
to be. The more important it is, the higher the level at which it should 
report. Above all, it should report to a level high enough to insure that 
its hands will not be tied in an effort to do effective work. It must be able 
to bring about changes in specifications where needed, to insist upon changes 
in design where they are faulty, and to bring about changes in factory 
practice where they are defective. It must be able to attack any source 
of poor quality and bring about improved conditions. 

(b) How many people should there be in the quality control group? 
This will depend largely upon the overall size of your organization and the 
t3q)e of product you make. One of your best guides will be to find out how 
big a group other companies have who are using statistical quality control 
and who have an overall size and type of product comparable to your own. 

(c) What sort of people should be in the quality control group? In addi¬ 
tion to the need for administrative and organization abilities, there should 
be at least one competent quality control engineer. Unfortunately there is 
a dearth of these at present. In due time colleges and universities should 
help relieve this situation. There should also be one or more engineers 
familiar with the technical aspects of the product and the manufacturing 
processes. In addition there will be a need for one or more clerks to record 
data and perform routine computations. All these workers should have a 
natural aptitude for dealing with numerical values. 

(d) What are the general fields of activity of a quality control group? 
First, the quality control group must make certain that there is adequ&te 
incoming acceptance inspection of raw materials. This will also involve 
visits (in cooperation with the purchasing department) to the vendors to 
be sure quality needs are understood and that the vendor is equipped to 
make and test the material before he sends it to you. Secondly, process 
controls should be instituted in your own organization, in order that further 
processing and assembly needs will be met and to insure ultimate quality 
of the product. This will involve the need for changing specifications.where 
faulty. Thirdly, there should be an audit of quality of finished product, so 
that corrective steps may be tak^ where quality is defective. This may 
also involve audits of sub-assemblies. 

(e) How closely should quality control be integrated with ihB inspection 
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function? Since the general purpose of inspection is to determine the nature 
of the quality in any given lot of material and to pass upon its acceptabil¬ 
ity, there should be a high degree of integration between quality control 
and inspection. This integration should be as complete as possible. 

Objection: Quaiity control is fine, but my product is different. It is not 
easily siibject to control. It is too complicated. It is a not infrequent source 
of amazement to see the number of people who seek examples of modem 
statistical quality control and then who say, “That’s fine, but my field is 
different!” The difference is almost always superficial. There is no field of 
human material experience that does not function in a statistical manner. 
As long as you use materials, men, methods, and machines you have prob¬ 
lems of quality variation. As long as these exist, you have need of modem 
methods of statistical quality control. 

Consider what scrap and rework ccxst you on an annual basis. Include 
in this what defective product costs you in terms of customer good-will 
and reputation. Certainly you can afford to spend some portion of this 
amount to bring about a greater reduction in losses and an improved com¬ 
petitive position. 





CHAPTER I 

WHAT QUALITY CONTROL AND 
STATISTICAL METHODS 
HAVE TO OFFER 

1.1: The quality/cost ratio. Throughout the ages the business man 
has sought to outdo his competitors. He has found that one of the most 
successful wa3rs of doing this is to increase the value of the ratio 

Quality 

Cost 

This he does by offering better quality at the same cost, by offering the 
same quality at a lower cost, or by both raising the quality and lowering 
the cost. 

Although most people realize that there is such a thing as quality varia¬ 
tion, few appreciate the nature of such variations or how to evaluate them. 
It will be our purpose here to provide a basis for a better understanding of 
the variations that exist in quality characteristics, to show how statistical 
methods can help achieve control of quality variations, and to describe 
some of the statistical methods that can be used to evaluate quality varia¬ 
tions. 

1.2: How quality control and statistical methods can help raise 
the value of the quality/cost ratio. The advantages of quality control »tatistical methods inhere in the fact that directly or Jndirectly they 

io improve quality or to lower costs, or both. With respect to quality 
^hey help achieve a better quality level and better uniformity of quality. 
With respect to costs they help achieve better utilization of raw materials, 
more efficient utilization of equipment, and less scrap and rework. In addi¬ 
tion, they help achieve better inspection, improved producer-consumer re¬ 
lations and better specifications. It is difficult to place these advantages in 
discrete categories; hence the above classification is primarily one of con¬ 
venience. Let us consider these items individually. 

1.3: Better quality level. At one time or another virtually everyone 
has computed an average, the common method being to add the separate 
itms and divide by the number of items. The la3rman is generally inclined 
to accept this figure as constituting all he needs to know about the quality 
level. While in some cases this may be so, there are times when it will be 
very inadequate. 

Specifications of measurable quality characteristics generally state one 

1 



2 QUALITY CONTROL AND STATISTICAL METHODS 

of three things: (1) an aim value with plus and minus tolerances, (2) a 
maximum value only, (3) a minimum value only. If a tolerance band is 
specified, the aim value is usually in the center of the band, e.^., 1.055'^ db 

0.001'^. Sometimes we encounter lop-sided tolerances, e.^., 1.062'^ 
+ o.oor 
- 0.002^* 

These immediately raise the question whether it is possible to aim away 
from the center of the band and still not exceed either tolerance limit. 
Unless the band is wider than that resulting from chance fluctuations or the 
distribution of the quality characteristic markedly lop-sided (see section 
4.4), such specifications are unrealistic. 

If the aim is at the center of the tolerance, we are faced with the question 
of whether we must hold closely to the aim value. If it is possible to let the 
quality level fluctuate to some extent, how far can such fluctuations go 
before the danger of producing defective items arises? A statistical analysis 
will provide us with the basis for answering this question. 

The mere fact that the average of recently produced items lies at the 
center of the tolerance band (or at some other desired point) is not enough 
in itself. Only if virtually all items fall within the band and if we can 
reasonably expect them to do so in the immediate fviure is the situation a 
healthy one. Only if the process is controlled, i.e., if such fluctuations as 
occur are due to chance factors and not to identifiable and economically 
removable causes, and the level is satisfactory, can we be satisfied with the 
process. 

If only one tolerance limit is stated, e,g.^ 65,000 psi minimum or 0.050 per 
cent sulfur maximum, the problem becomes one of how closely the quality 
level may be permitted to approach the limit. To keep the quality level a 
great distance away is usually costly. To let it approach too close means the 
production of defective items. Statistical methods provide a means of 
arriving at the best answer. 

1.4: Better uniformity of quality. As recently as 160 years ago it 
was believed that many items could be made exactly alike if sufficient care 
was taken in the manufacturing process. Not until many years later was it 
realized that exact duplication of anything is impossible, and that a certain 
amount of fluctuation in any quality characteristic is inherent. As long as 
this variation is such that no assignable causes can be economically indenti- 
fied, the operation is said to be statistically controlled. 

In general, manufacturers would probably like to make statistically 
controlled products, but it is safe to say that most of them today are un¬ 
doubtedly issuing relatively uncontrolled products. In a few rare cases, the 
product may be found to be more uniform than is needed to function satis¬ 
factorily. Where such uniformity is costly to obtain (and it usually is), it is 
economically wasteful. 

1.5: Bett^ utilization raw materials. Where more than one 
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source of raw materials is available, statistical methods provide the most 
effective means of determining the relative merits of each source. Where 
the costs associated with each source are essentially the same, the source or 
sources that will provide suitable quality levels and suitable uniformity may 
be identified. Where costs differ appreciably, quality and costs may be 
balanced to obtain the most economical results. 

1.6: More efficient utilization of equipment. Several machines may 
presumably be alike, yet vary considerably in the quality of the product 
they turn out. The prompt identification of machines needing repair or 
adjustment may be an important step in keeping a mass production system 
flowing smoothly. A control chart on each machine will promptly identify a 
machine needing attention. 

Records of the inherent precision of each of several machines available to 
do a certain type of job will permit the most eflScient selection of the right 
machine—^a machine capable of meeting the precision required without 
waste of precision ability. A statistical analysis offers the best evaluation of 
a machine’s capabilities. 

1.7: Less scrap and rework. The proper way to make most products 
is to make them right the first time. Unless the tolerances are very wide, 
this will be impossible in a process that is not operating in a statistically 
controlled manner. As control is gradually achieved through the identifica¬ 
tion and elimination or control of assignable causes, defective work will 
decrease. To realize their full potentialities, modern mass production in¬ 
dustries must be operated in a statistically controlled manner. It is the only 
way to avoid a constantly recurring scrap and rework problem. 

1.8: Better inspection. The primary purpose of inspection is to de¬ 
termine the existing state of quality with a view to acceptance or rejection. 
Inspection procedures may be placed in three general classifications: more 
than 100 per cent inspection, 100 per cent inspection, and sampling inspec¬ 
tion. 

The fact that some critical quality characteristics are inspected two or 
more times on each item is an obvious admission that so called ^^100 per 
cent inspection” is not perfect. In general, good 100 per cent inspection may 
be expected to eliminate only 85 to 95 per .cent of the defective items. 

If the test method is destructive or is costly to perform, sampling inspec¬ 
tion is used. The sampling plans that most readily suggest themselves to the 
layman (e.^., inspect ten items and allow no defectives, or inspect 10 per 
cent of the product and allow some stated small number of defectives) rarely 
accomplish their intended purpose. Sampling theory has so many rami¬ 
fications that the advice of a statistician familiar with the nature of sam- 
piiz]ig variations should always be sought before putting a sampling plan 
into ^ect. 

In connection with the general subject of inspection, it should be remem* 
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bered that quality cannot be inspected into a product; it must result from 
the manufacturing process. 

1.9: Improved producer-consumer relations. When a manufacturer 
plans to use semi-finished or finished parts supplied by a vendor as a part of 
his raw materials, he generally assumes that the material supplied will be 
essentially constant in its important quality characteristics. When it is not, 
the manufacturing schedule may be seriously disrupted. Lack of an adequate 
appraisal of quality may make claim adjustments difficult. 

If the vendor brings his process under statistical quality control, and can 
produce the evidence to show that his product is satisfactory, he is less 
likely to get claims and is in a position to refute unjust claims. Similarly, 
the consumer who can produce statistical evidence establishing lack of 
control is more likely to get proper attention from the vendor. When both 
vendor and consumer have an adequate appraisal of product quality, 
relationships are almost certain to improve. Statistical methods offer the 
best way of getting such appraisals. 

The consuming public also expects uniformity in the products it buys. 
Only as such imiformity is found can the producer establish a reputation 
for dependability. 

1.10: Better specifications. The general subject of specifications in¬ 
volves so many ramifications that we shall only attempt to touch lightly on 
some of the statistical implications. In writing specifications, it is now 
generally recognized that tolerance limits must be placed upon measurable 
quality characteristics. These tolerance limits must be reconciled with 
actual needs and ability to produce. There is no use in specif3dng a closer 
tolerance than is needed or than can be produced. All too little attention has 
been given in the past to what could be produced. Statistical methods offer 
the best way of appraising the potentialities of a process so that in turn 
specifications may be written more soundly. 



CHAPTER II 

CASE HISTORIES 
2*1: GenetaL Prior to World War II there was comparatively little 

material published that dealt with case histories of industrial statistical 
quality control. The stimulus of the recent war effort has resulted in a 
veritable flood of articles in many technical and trade magazines. The 

WEEKLY PERIODS 

Fig, 2.2. Improvement in a quality level. 

purpose of this chapter is simply to illustrate with a few such case histories 
how statistical quality control methods can be effective in dealing with 
problems of quality. The details of applying the techniques will be discussed 
in subsequent chapters. 

2.2: Improving a quality level* This case involved a certain grade of 
steel in which internal soundness was very important. Internal soundness is 
evaluated by taking small cross-sections of the steel in billet form (about 
two inches square) and etching them in acid. Unduly porous material is 
quickly revealed by this test. A control chart of the process (Fig. 2.2) re¬ 
vealed a serious lack of control, many of the plotted points falling outside 
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6 QUALITY CONTROL AND STATISTICAL METHODS 

the dotted control chart limits. A fundamental change was then made in the 
manner in which the molten steel was deoxidized in the ingot mold. It is 
clearly evident from the right side of Fig. 2.2 that the control was greatly 
improved (results now falling between the dotted lines) and the portion of 
defective material greatly reduced. 

2.3: Improvement of uniformity. Fig. 2.3a shows a machining opera¬ 
tion that was very unsatisfactory. Over 25 per cent of the pieces inspected 

Fig. 2.3a. A process having too much variability and lack of control. 

were outside specifications, the degree of control was very poor (many 
points outside control chart limits), and inherent variability much too great. 

After the machining operation had been studied, a change in tooling was 
recommended. The results obtained are shown in Fig. 2.3b. The degree of 
control is greatly improved (fewer points outside control chart limits), 
although there is still room for improvement, and the inherent variability 
is much smaller. As long as the process level stays close to the midpc^t of 
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CASE HISTORIES 7 

the specification band and the process is controlled, defectives should be 
very few. The change also resulted in greatly increased tool life. 

enoup NO. 

Fig. 2.3b. Process of Fig. 2.3a improved. 
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Fig. 2.5. Effect of inexperienced operator. 

OAY$ 

Fig. 2.6* Effect of operator’s attitude. 
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2.4: Effect of inferior raw material. For a period of 17 days it became 

necessary to use materials of an inferior nature on an assembly operation 
in order to keep production going. Fig. 2.4 shows the results of this condi¬ 
tion. The portion of defective product immediately increased and a number 
of points went out of control (above dotted upper control limit). As soon as 

the regular supply of raw materials became available the portion of defec¬ 
tive material decreased and control was regained. 

2.5: Effect of operator inexperience. Fig. 2.5 shows what happened 
to quality as a result of having to place a new operator on an assembly line 

involving a skilled operation before the operator was adequately trained. 
Rejections were abnormally high for several days, and it was several weeks 
before the operator settled down to a satisfactory performance. As a result 

of this study, a special training program was developed for new operators 
before being placed on this job. 

2.6: Effect of operator’s attitude. In any large organization it is 

almost inevitable that someone will become dissatisfied with his or her job. 

Will such dissatisfaction have an adverse effect upon the quality of the 
work done? Fig. 2.6 says yes. Not until the rejections reached their peak 

did the operator voice her complaints, but one can see in the rising trend of 

the curve for almost two weeks prior to that time the growing dissatisfaction 
of the operator. Her complaints were adjusted immediately and the very 
next day control was re-established. 



CHAPTER III 

THE MEANING OF NUMBERS 
3.1: Our early contacts with numbers. One of the first things a 

child is taught is how to count. At first, to count to ten is considered a fine 
accomplishment, but it pales into insignificance as the series is lengthened 
to twenty, fifty, or a hundred. As the mind matures, we learn the definitions 
of a thousand, million, billion, trillion, and so on. Unfortunately, we tend 
to learn the names of numbers before the mind has matured enough for us 
to fully grasp the concepts involved. Thus we arrive at the mental maturity 
needed to understand the meaning of numbers having already acquired a 
longstanding familiarity with their names. We succumb to the human weak¬ 
ness of believing that because we know the name of a thing we fully under¬ 
stand it. The development of our concepts of numbers is therefore largely 
neglected. The ultimate result is generally the unwitting acquisition of a 
host of misconceptions. 

3.2: Figures never lie. There is an old saying to the effect that figures 
never lie, but that liars can figure. Any number merely represents a result 
arrived at under certain conditions by some person or persons. Obviously, 
if the wrong conclusion is reached as a result of the figure obtained, it is 
because the conditions of the experiment were not all they should have been, 
or the results were incorrectly observed or recorded, or were not properly 
interpreted. Numbers cannot lie. Only human beings can lie, or err in 
judgment. Because of our errors in judgment we sometimes misinterpret 
results by reading in meanings that are not there or overlooking meanings 
that are there. 

3.3: Precision and accuracy.^ There are probably few words as loosely 
used by scientists as precision and accuracy. Let us first consider the defini¬ 
tions of these words. If you examine a dictionary you will probably find 
that precision involves exactness while accuracy involves freedom from 
error. Each will also probably be defined in terms of the other. It is not 
unusual to find them used interchangeably in scientific writings. 

Perfect precision is a concept which human experience may approach, but 
never reach. Sufficiently sensitive measuring equipment always reveals that 
no matter how hard we try to make two or more items alike with respect to 
any measurable quality cliaracteristic, there are variations in the product. 

^ For a thoroughgoing discussion of these terms beyond the scope of this book 
see W. A. Shewhart, * ^Statistical Method from the Viewpoint of Quality Control,'* 
Chapter IV, the Graduate School, the Department of Agriculture, Washington, 
D. C.. 1939. 

10 



THE MEANING OF NUMBERS 11 

The smaller these variations, the more precise we say the process is. Thus, 
any number obtained as the result of a specific process is merely one of 
many such numbers that may be obtained. It is necessary that many such 
numbers be obtained before the degree of precision present can be evaluated. 

The purpose in making repetitive measurements on the same item (pre¬ 
sumably in the same manner) may be to make sure that there is no error in 
the reading, recording or results. Thus, accuracy may be the goal. Incorrectly 
recorded results are generally worse than no results at all. They are very 
likely to lead to wrong conclusions. 

A recent scientific report referred to the accuracy of the test involved as 
being from plus and minus ten to plus and minus 35. We are not informed 
as to whether the author means that errors of this magnitude might occur 
due to improper use or reading of instruments, or whether this variation is 
to be expected as a result of the lack of precision in the measuring method. 
Nor are we told what percentage of the test results obtained fell within 
these limits. Obviously, statements of this type can have only a very vague 
and ill-defined meaning for those who read them. Before such statements 
can be meaningful, it is necessary that we know what percentage of the 
results fall within the stated limits, and most important of all, that we know 
whether the data were obtained under what is known as statistically con¬ 
trolled conditions (see section 6.2). 

Another example of the type of situation here involved concerns three 
physicians who were separately questioned as to the significance of basal 
metabolism measurements. One observed that the results are not significant 
unless they exceed plus or minus ten. Another stated that results beyond 
plus or minus nine are significant, while the third claimed that the results 
are not significant unless they exceed plus or minus 15. In all probability 
each physician specified a different level as being significant because of his 
own evaluation of what constitutes significant effects (or the opinion of the 
particular author he read). The important consideration clearly is the per¬ 
centage of individuals outside any given limits that reveal undesirable 
conditions with respect to health—conditions resulting from the causative 
factor involved. 

3.4: Samples. Industrial progress has brought about an increasing 
demand for highly precise manufacture. Tolerances that are considered 
commonplace today would have been termed fantastic a few decades ago. 
In some cases it is considered necessary to measure each item manufactured 
in order to be sure that the dimension produced is satisfactory. This pro¬ 
cedure is commonly referred to as 100 per cent inspection, as compared to 
sampling inspection in which only a fraction of the items produced are 
inspected. 

It is generally assumed that 100 per cent inspection will give perfect 
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protection against the acceptance of any rejectable material. While in some 
few cases this goal may be very nearly reached, generally the results are a 
long way from the perfect inspection implied by the figure ‘‘lOO per cent.'' 
Human fatigue will eventually result in inspection errors, so that in critical 
cases it may be necessary to conduct what is called 200 or 300 per cent 
inspection, that is, every article is examined two or three times. 

Many measurements do not lend themselves to a simple inspection pro¬ 
cedure. Suppose the dimension required of a shaft is a diameter of 0.6845 
plus or minus 0.0002 inch. When can we say that any given shaft has met 
this requirement? Any circle has an infinite number of diameters, and any 
shaft contains an infinite number of circles. Even procedures which appear 
to be relatively simple may yield different results when followed by different 
individuals. Thus, in the final analysis, all measurements are merely samples 
of what might be obtained under certain stated conditions. 

A certain manufacturer has the ironclad policy that every melt of steel 
must have a complete physical test. What is actually meant is that a ten¬ 
sion-test specimen must be taken from every melt. It is a known fact that 
two different tension-test specimens taken from adjacent portions of metal 
will almost invariably give measurably different test results. Any adequate 
appraisal of a melt of steel would therefore involve taking a great many 
tests. On the other hand, as long as successive melts do not differ signifi¬ 
cantly from one another (t.e., the process is operating in a controlled 
manner), the testing of every melt may well be a waste of time and ma¬ 
terials. 

If the manufacturer makes any rejectable material, some will be accepted 
unless what is made is so undesirable that none of the product is accepted. 
The inspection and test procedures prescribed to eliminate the rejectable 
material will inevitably result in some of the acceptable material being 
rejected and some of the rejectable material being accepted. The best guard 
against this is good 100 per cent inspection, but even here human error 
and such factors as fatigue, lack of interest, and distraction will result in the 
acceptance of rejectable material and the rejection of acceptable material. 
There is the further consideration that 100 per cent inspection is sometimes 
a physical impossibility. For example, the determination of the tensile 
strength of the metal in each of a number of metal parts establishes only the 
result obtained on the portions of the metal tested. Other portions of metal 
from the same articles would have yielded different test results. Thus, in any 
product involving the possibility of more than one test determination, it can 
never be said to be truly 100 per cent inspected unless all such points are 
tested. Obviously when there is an infinite number of places in the item 
from which the test specimens may be taken, 100 per cent inspection is 
impossible. Under such conditions we are forced to deal with the distribu* 
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tion of the quality characteristic involved if we wish to evaluate adequately 
the material submitted for inspection. 

It is important that samples taken be as representative as possible of the 
material from which they come. Samples should generally not be taken from 
a larger volume of material than can reasonably be expected to be essenti¬ 
ally uniform. Where there are important variations in the material, the 
sample should properly represent the various strata. The importance of this 
has been clearly demonstrated by national polls of public opinion. A widely 
read newspaper columnist recently observed that the possibility of one 
personas answer representing thousands of persons is sheer bunk. This might 
be true if no consideration were given to the problem of who should be ques¬ 
tioned. If the individuals selected for questioning adequately represent the 
important differences that exist among human beings, the result obtained 
from a poll will have a high degree of reliability. 

3.5: Points of reference. All things in this world are relative. This is 
especially evident in the realm of physical measurements. Our units of 
length, weight, and volume are all derived from certain standards which are 
kept in the International Bureau of Weights and Measurements near Paris. 
We then prepare what we believe to be satisfactory copies of these standards 
and use the copies in our everyday life. The copies cannot be perfectly 
identical with the originals, but since the differences are exceedingly small 
we do not worry about them. 

Unfortunately, numbers are sometimes used without adequate points of 
reference. Following one of our national holidays it was reported that the 
state of New York led the nation with 33 accidental deaths. No reference 
was made to the fact that New York state has a greater population than 
any other state in the Union or to what the accidental death rate was per 
capita. It may have been that New York^s record on this occasion was 
really much better than many of the other states on a per capita basis. 

A newspaper columnist recently observed that average taxation in the 
United States is $357 per person as compared to $291 in Britain. No refer¬ 
ence was made to the average income in the United States as compared to 
Great Britain, or to what a dollar will buy in each of the countries. 

During a safety campaign in a large city, one of the city newspapers 
published a picture of a traffic intersection and stated that a large percent¬ 
age of the traffic accidents which occurred at the corner were due to youths 
in a certain age bracket. No reference was made to what percentage of the 
drivers going through this intersection were youths in the age bracket 
involved. The inference that youth is an important cause of accidents at 
that intersection may be entirely unfounded. This possibility is increased 
by the fact that the intersection involved bordered on the campus of a large 
university and that another large school is only a few blocks away. 
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Before numbers can have adequate meaning there must be satisfactory 
points of reference. In developing these, all factors must be considered that 
have an important bearing on the numbers to be evaluated. 

3.6: Gathering of data. The first consideration involved in gathering 
data is the purpose for which it is to be gathered. Unless this can be clearly 
stated there will be little point in going any further. Once a purpose has been 
defined, it must be possible to carry out the testing procedure in an opera¬ 
tionally verifiable manner; otherwise, the figures derived will be absolutely 
useless, except insofar as they may have kept someone out of mischief while 
engaged in gathering them. 

Suppose the purpose is to determine how good a rubber ball is. Unless we 
define what we mean by “good,’^ any figures obtained will be useless. The 
ball could be examined to determine its weight, balance, diameter, and 
density, but these things would not necessarily tell us what we really want 
to know about the ball. If the requirement of the rubber ball is that it 
bounce as high as possible, we can devise a test procedure that will evaluate 
the ball in an operationally verifiable manner. ^ 

It must be borne in mind that nothing in this world can ever completely 
represent anything else. Every caution must therefore be exercised to make 
the numerical results obtained as representative as possible of the material 
from which.they come. If samples are to be taken from a box or tray they 
should be taken from various locations and not all from one corner. Con¬ 
sideration should be given to whether the contents of the box are the work 
of one machine and one operator. All factors that might affect the measure¬ 
ments obtained should be taken into account. 

There are five common sources of errors in figures: 
1. failure to measure the thing we want to measure; 
2. errors due to the measuring equipment; 
3. errors of operators due to carelessness, fatigue or inadequate instruc¬ 

tion; 
4. transcription errors; 
6. errors involved in the use of computing equipment. 

Consideration should be given to each of these sources of error before estab¬ 
lishing a testing program. 

Walter Yust, Editor-in-Chief of the ^^Encyclopaedia Britannica,^^ has 
observed that the hardest thing to get in this world is a fact. An example he 
cites was his effort to obtain information on the length of the Ozark River. 
Five different authorities gave five different answers. 

3.7: Attributes and variables. An attribute measurement is one in 
which a quality characteristic is present or absent, or falls into a limited 
number of discrete categories. The “go no-go’’ gage provides a measurement 
by attributes. The item examined is considered satisfactory or unsatisfac- 
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tory. A box may contain a number of balls of different colors. An examina¬ 
tion of the box would reveal how many of each color are present. 

Measurements by variables involve the use of a scale which can theoreti¬ 
cally be infinitely subdivided. The length, weight, or density of an object 
are examples of measurements by variables. 

Measurements by attributes are generally less expensive to make than 
measurements by variables, but have the shortcoming that many more 
measurements must be taken to obtain the same amount of information 
that can be had by a small number of measurements by variables. This is 
because there is no way of telling to what extent an item fails to meet the 
desired quality level when it is rejected on an attribute basis. If the item is 
acceptable there is no way of telling whether it just barely meets the re¬ 
quired quality level or is well above it. Generally, from 300 to 500 items 
must be inspected by attributes to derive as much information as can be had 
from about 50 to 100 items inspected by variables. In addition, the smaller 
the portion of defective items when measured by attributes, the more items 
must be inspected to determine the prevailing process quality level. A 
process average of 40 per cent defective would normally be expected to 
produce in the neighborhood of 40 defective items in each 100. Five hundred 
items would be expected to contain about 200 defective items. A process 
average of 0.5 per cent defective would be expected to contain defectives 
at the rate of one in about every 200 items examined, so that 500 items 
would not be expected to contain more than about 2 or 3 defectives. Unless 
the defectives are being produced at very consistent intervals (which is not 
likely), 500 items might contain no defectives or as many as 7, just due to 
chance fluctuations. 

3.8: Variability. Efforts to make two or more items identical have 
always revealed that when sufficiently precise measuring equipment is 
available the items vary from one another. Things which are said to be 
‘*alike'^ are generally items in which the existing variability is unimportant 
from a practical point of view. A certain species of bird is said always to 
select blades of grass of the same length for its nest. It is doubtful that any 
of our feathered friends are able to make highly precise measurements. 
What is really meant is that the difference in length among the blades of 
grass selected are very small in comparison to the differences among all the 
blades of grass in the vicinity of the ones selected. We generally refer to 
things as being ‘‘alike” when the differences among them are so small that 
we don’t care about them. 

The remark, “You can tell he’s an engineer, his work is so precise” re¬ 
flects the layman’s impression of the engineering profession. While it is 
true that the engineer often works with a degree of precision quite foreign 
to the layman, the layman often overestimates it. An illustration of this 
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occurred in an article written by a newspaper columnist in which interstate 
trucking rules were being discussed. The writer stated that by comparison 
the railroads operate on a much sounder basis. He contended that every¬ 
thing on rails is standardized, and that engineers know to the ounce (this 
word is an exact quote) what every bridge and viaduct will carry. As a 
matter of fact the engineer cannot predict loads much more closely than 
several hundred pounds for small structures and thousands of pounds for 
large ones. This is one of the reasons why a factor of safety is used in such 
construction. 

There is the further consideration that material things change with time. 
With respect to material things, we have a very human tendency to believe 
in fixed values in a world in which nothing is fixed. 



CHAPTER IV 

SUMMARIZATION OF DATA 
4.1: General. The inspection of a large number of items, or the taking 

of many observations on the same item, may result in the accumulation of 
so many numbers that the mind has considerable difficulty in determining 
their significance. We therefore endeavor to condense into one number or a 
few numbers what we consider to be the important aspects of the original 
numbers. Very commonly this consists of computing the mean of the 
numbers, that is, the numbers are added together and the sum divided by 
the number of different items. 

The layman sometimes endeavors to evaluate the scatter in observed 
data by scanning to observe the range which includes most of the numbers. 
Occasionally the maximum and minimum may be noted to determine the 
full width of the range. Most people appreciate the fact that there may be an 
occasional ‘‘wild” number which gives an unduly large range. Hence, more 
importance is generally attached to that range which includes about 95 
per cent of the observations. We shall now consider in more detail these and 
other methods of summarizing data. 

4.2: Central trends. Probably the most commonly used measure of 
central trend is the arithmetic mean, which consists of the sum of the 
numbers divided by the number of items. The term average is often used 
interchangeably with arithmetic mean. A differentiation should be made 
since average is a generalized term and includes a number of different ways 
of measuring central trends, whereas arithmetic mean has a specific meaning 
as just indicated. 

The median is that number which is exceeded by as many numbers as 
fall below it. It is most conveniently determined by first arranging the 
numbers in sequence of magnitude. When there is an odd number of items 
it will always be one of the observed numbers. When there is an even 
number of items it is considered to be midway between the two most central 
numbers. Thus the median of the numbers 2,7, and 12 is 7. For the numbers 
1, 4, 6, and 9 it is 4.5. The chief advantages of the median are that it is 
generally comparatively easy to determine and it is unaffected by extreme 
items. 

The mode is that value which occurs most frequently in a series of num¬ 
bers. Where no two numbers are the same it may be determined 
by arranging the numbers into class intervals. The mode then is that class 
interval in which the greatest number of observations fall. 

The computation of the median is somewhat more involved in the case 
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of class intervals. Two procedures may be used: the midpoint of the class 
interval in which the mid-most value occurs may be used, or it may be 
assumed that the items in the class interval distribute themselves uniformly 
throughout the interval. The latter procedure gives a better approximation 
of the true median, but will generally not justify the trouble necessary for 
its computation. 

4.3: Measures of dispersion. Measures of dispersion are designed to 
evaluate the extent to which observations scatter around the mean. The 
most commonly used measures of dispersion are standard deviation and 
range. The latter is becoming increasingly popular for use in connection 
with control charts because of its ease of calculation. 

Standard deviation may be defined as the root mean square of the differ¬ 
ences between the observed values and the mean. It is commonly indicated 
by the small Greek letter sigma (c). It is obtained from ungrouped data by 
determining the difference between each observation and the mean, squar¬ 
ing each of these differences, summing them, dividing by the number of 
observations, and extracting the square root according to the formula 

^ ^ . /s {X - y N 
where the capital Greek letter sigma (2) means ^^sum of^^ X is an observa¬ 
tion, X is the mean, and N is the number of observations. In making 
computations, the following equivalent formula will be more convenient: 

The symbols capital letter S and small letter s are also used to designate 
standard deviation, the former being used when a correction is made for the 
effect of sample size, and the latter when no correction is made for sample 
size (see section 14.5 for the effect of sample size). Following is an example 
of the computation of the standard deviation. 

X 
4 

7 
5 

5 
6 

5 
9 
7 

48 

X* 
16 

49 
25 

26 
36 

25 
81 

49 

SX* 
N 

2X* 
N 

_ ^ ^ _ 6.0 Z* - 36.0 
N o 

-38.26 

- r* - 38.25 - 36.0 = 2.26 

- - 1.5 

306 
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Where there are sufficient data it may be more convenient to use class 
intervals. The formula for class intervals is 

where i is the size of the class interval, f is the frequency in the class interval, 
d' is the number of intervals away from the guessed mean interval, N is the 

number of items, and c 1* is not necessary that the true mean lie 

in the guessed mean interval as the correction c compensates for any error 
in guessing; however, the selection of the proper interval will reduce the 
size of the numbers in the computations. Following is an example of the 
computation of standard deviation for grouped data. 

Claas Interval / fd' fd'* 

52 0-55.9 3 5 15 75 ^ m' „ -153 _ _ 
N 300 48.0-51.9 9 4 36 144 

c 

44 0-47.9 
40.0-43.9 

13 
27 

3 
2 

39 
54 

117 
108 

c* = 0.2601 

36 0-39.9 
32.0-35.9 

41 
60 

1 
0 

41 
0 

41 
0 

cr 

28.0-31.9 57 -1 -57 57 A fXvwX 
24 0-27.9 37 -2 -74 148 

20.0-23.9 
16.0-19.9 

24 
15 

-3 
-4 

-72 
-60 

216 
240 « 4.0\/4.9099 

12 0-15.9 9 -5 -45 225 
« 4.0(2.2158) 

8.0-11.9 5 -6 -30 180 

N « 300 -153 1551 
a » 8.86 

An excellent approximation of the true mean of grouped data may be 
obtained by adding to the guessed mean (midpoint of the guessed mean 
interval) the correction ic. The guessed mean above was 34.0. The correc¬ 
tion would be 4.0 (—0.51) or —2.04. The mean would then be 34.0 — 2.04 
= 31.96. 

Most data obtained from natural sources tend to give a distribution which 
has come to be known as the normal or Gaussian Curve (Fig. 4.3). Early 
investigations of distributions of such quantities as lengths of blades of 
grass, or hei^t and weight of people revealed a bell-shaped type of curve. 
Because this curve was found to be so common in nature, it came to be 
called the normal curve. It was thought that any marked departure from 
this curve was non-normal, and due to some abnormal condition. Subse¬ 
quent investigations have revealed many other types of distributions which 
are just as normal for the types of cause ^sterns that produce them as the 
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nonnal curve is for the type'of cause system that produces it. This means 
that care must be exercised in assuming that a particular type of distribu¬ 
tion exists in a given situation. 

Fig. 4.3. Normal curve. 

Table 4.3. Areas of the Normal Corve in One Direction from the Mean 

<r o.o- 0.1 0.2 0.3 0.6 D 0.8 0.0 

0.0 .00000 .03983 ,07926 .11791 .15542 .19146 .22575 .25804 .28814 .31594 
1.0 .34134 .36433 .38493 .40320 .41924 .43319 .44520 .45543 .46407 .47128 
2.0 .47725 .48214 .48610 .48928 49180 .49379 .49534 .49653 .49744 .49813 
3.0 .49865 .49903 .49931 ,49952 49966 .49977 .49984 .49989 .49993 .49995 

Fig. 4.4a. Negatively skewed curve. 

If a normal distribution is drawn and three standard deviations marked 
off along the base line in either direction from the mean, it will be found 
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that very little of the area under the curve remains in the tails. If the area 
under the curve is considered unity, that portion remaining in one of the 
tails is 0.00135. Thus, three standard deviations plus and minus from the 
mean include 99.73 per cent of all the area under the curve. Fig. 4.3 shows 
the portion of the area under several sections of the curve. Table 4.3 gives 

Fig. 4.4b. Mode, median, and mean of a positively skewed curve. 

Fig. 4.Sa. Eurtosis. 

areas of the normal curve enclosed by the base line, the ordinate at the mean, 
the curve, and the ordinate at various sigmas from the mean. 

4.4: Skewness. It sometimes happens that the cause system involved 
will produce a lop-sided distribution. This is illustrated in Fig. 4.4a. It is 
obvious that the areas under such a curve for any given number of standard 
deviations from the mean will differ for the two sides of the curve and also 
from the normal curve. Where the amount of skewness is small it may 
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usually be disregarded without any serious consequences; however, one 
cannot afford to ignore large amounts of skewness. Fortunately, these are 
exceptional. The normal curve is said to have zero skewness. Skewness 
values extend from zero both positively and negatively. 

In a normal distribution, the mean, median, and mode coincide. On a 
skewed distribution these three points are separated, as shown in Fig. 4.4b. 

Fig. 4.5b. Three normal curves differing only in the amount of scatter. 

4.5; Kurtosis. Kurtosis is a measure of the degree of peakedness of a 
curve. A curve that is more peaked than the normal curve is said to be 
UptokurtiCy the normal curve is said to be mesokurtic, and a curve less peaked 
than the normal curve is said to be pUUykurtic, These types are illustrated 
in Fig. 4.5a. The normal curve has a kurtosis value of 3.0. As in the case 
of skewness, kurtosis is seldom an important consideration. 

It should be noted that there is a basic difference between a platykurtic 
curve and one that appears flattened merely because the scale of the base 
line has been spread out. This difference will be noted by comparing Figs. 
4.5a and 4.5b. Note that the tails of the three curves in Fig. 4.5a all come 
very close to the base line at about the same point, whereas the tails of the 
curves in Fig. 4.5b are spread apart. 



CHAPTER V 

PiaORIAL PRESENTATION OF DATA 
5.1: General. There are many different ways of presenting data pic- 

torially. We shall mention only a few of the most widely used and generally 
convenient methods for quality control work. 

Fig. 6.2. Frequency polygon. 

5.2; Frequency polygon. The frequency polygon provides an effective 
way of presenting a “picture” of a frequency distribution. Fig. 5.2 shows 
the class interval data of Section 4.3 in a frequency polygon. If it is desired 
to show the frequency of occurrence in terms of both number of items and 
percentage of items, it is suggested that the two vertical scales be placed on 
opposite sides of the chart. This obviates the visual confusion that occurs 
when both scales are placed on the same side of the chart. 

Essentially, the chart consists of a series of points, the height of which 
above the base line indicates the frequency of occurrence of items for each 
of the steps or class intervals of measurement. These successive .points are 
connected by straight lines for the sole purpose of aiding the eye in gettmg 
the pattern made by the points. No attempt should be made to read fre- 
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Fig. 5.5a. Semi-logarithmic graph paper. 
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quencies at locations along these lines at other than the plotted points. 
The plotting of class intervals opposite tick marks along the base line as 
shown in Fig. 5.2 will help discourage such attempts. 
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5.3: Histogram. The histogram consists of a series of columns, the 
areas of which represent the number of items in each interval. Fig. 5.3 
presents the class interval data of Section 4.3 in the form of a histogram. 
If desired, the sides of the rectangles may be omitted between the inside of 
the horizontal steps and the base line. 

Fig. 5.5c. Log-log graph paper. 

Whether a frequency polygon or histogram should be used is largely a 
matter of preference; however, the frequency polygon can generally be 
used to better advantage if two or more distributions are to be plotted on the 
same diagram. The frequency polygon implies that all the values in an 
interval are concentrated at the midpoint, while the histogram implies that 
they are spread uniformly over the interval. In practice, both implications 

are usually incorrect. 
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5.4: Ogive. The ogive is a cumulative frequency curve. Fig. 5.4 shows 
the class interval data of Section 4.3 in an ogive. The chief advantage of the 
ogive is the ease with which cumulative percentages can be read. It must be 
remembered that the plotted points represent the cumulative percentages 
to the upper limits of the class intervals. Another advantage is the relative 
ease with which a curve can be smoothed through the plotted points. 

10 CO 30 40 iO €0 70 80 

Fig. 5.5d. Curves of Fig. 5.5c on equal spaced graph paper. 

5.5: Graph paper. Of the many varieties of graph paper now commer¬ 
cially available, three types are especially useful to the statistical worker in 
industry. One of these is semi-logarithmic paper. On this paper, one of the 
scales consists of equal size subdivisions. The other scale is logarithmic. 
Fig. 5.5a shows this type of graph paper. The advantage of such paper is 
shown by the three straight lines which are also plotted in Fig. 5.6b on 
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graph paper having equal size subdivisions in both directions. In addition 
to permitting the plotting of logarithmic relationships as straight lines, 
semi-log paper also permits greater precision when reading smaller values 
on the log scale. 

Another type of graph paper is log-log paper. This type has logarithmic 
scales in both directions. It is illustrated in Fig. 5.5c. The lines drawn on it 
are also shown in Fig. 5.5d on graph paper having equal subdivisions on 
both scales. In addition to permitting greater precision when reading smaller 
values, log-log paper eliminates the convergence of lines (straight or curved) 
having a common origin on equal interval paper. 

The other type, probability paper, provides a way of quickly checking 
the normality of a distribution. Line A on Fig. 5.5e represents a normal 
curve as also shown on Fig. 5.5f. A positively skewed distribution (line B) 
curves above line A in Fig. 5.5e, while a negatively skewed distribution 
would fall below line A in a similar manner. A leptokurtic distribution forms 
a broad S as in line C. A platykurtic distribution would form a broad reverse 
S in a similar way. To plot a distribution, all that is necessary is to compute 
the cumulative percentages of the items for the various steps across the base 
line. Results from small samples should be considered tentative unless 
extremely non-normal and consistent in a number of samples. A fairly 
precise determination of the shape of a distribution would require about 
3000 to 5000 items obtained under statistically controlled conditions. 

Another advantage of probability paper is that two or more distributions 
may be drawn on the same diagram without any overlapping of the curves 
as illustrated by curves A and D in Figs. 5.5e and 5.5f. 



CHAPTER VI 

THE QUALITY CONTROL CHART 
FOR VARIABLES 

6A; The quality control chart for variables. Fig. 6.1 shows a quality 
control chart for a process that is operating in a statistically controlled 
manner. The data for this chart were obtained by drawing numbered chips 
from a bowl. Since the cause system (bowl and operation of drawing chips 
sight unseen) remained constant throughout the operation, it would be 
expected to show control as defined in the next section. When one is first 
confronted with such a chart, many questions flood upon the mind. It will 
be our purpose in this chapter to deal with the more important and out¬ 
standing ones. 

6.2: The state of statistical control. A process is said to be in a state 
of statistical control when the variations in successive observations of the 
quality characteristics involved are due solely to a constant system of 
chance causes. It will be noted that there is no suggestion here that anything 
happens just ‘^by accident^’ or without any cause whatsoever. It is definitely 
stated that causes of quality variation are at work, but identifies them as 
^'chance causes;” that is, they are permitted to vary as they may without 
any effort being made to control or eliminate them, or even to identify 
them. Individually, their effect on quality variation is negligible; collec¬ 
tively they make up what is known as inherent variability. This is the varia¬ 
tion in the production process with which we must be satisfied, or else 
change the process fundamentally to bring about a new constant system 
of chance causes. It is seldom possible to identify, and it is never economical 
to control or eliminate chance causes. 

Assignable causes of quality variation are those that may be more readily 
identified and that may be controlled or eliminated economically. They can 
usually be identified with comparatively little study or investigation. 
Sometimes they may be difficult to identify; however, it will be wise to 
search for an assignable cause each time the presence of one (or more) 
is indicated. We shall see farther on how the control chart indicates the 
presence of such a cause. 

6.3: Gathering data for a control chart. No control chart can be 
any better than the data on which it is based. We should first assure our 
selves that we are measuring the thing we want to measure, that the measur¬ 
ing equipment is operating properly, that the operators are properly 
instructed and free from bias, that transcription errors are avoided by ade¬ 
quate checking, and that any computing equipment used is operating 

82 



QUALITY CONTROL CHART FOR VARIABLES 33 

properly and is properly operated. The next problem is the number of 
observations needed. There is no hard-and-fast rule, but in general at least 
100 would be desirable, and 40 would constitute a bare minimum. 

Closely allied with the question of how many observations to take is the 
matter of group size. This will have a bearing on the exact number of 
observations used to start a chart. By group size is meant the number of 
successive observations that are considered together for control chart 
purposes. For example, the first four items produced might constitute group 
one, the next four group two, the next four group three, etc. In the next 
section we shall discuss the reason for the grouping data. 

Fig. 6.1. The quality control chart for variables. 

6.4: The reason for grouping data. Since the primary purpose of a 
control chart is to reveal the presence of assignable causes of variation so 
that we may act promptly to control or remove them, it is desirable that the 
control chart limits be based on only the variability that is inherent in the 
process. If we lump all the data together and compute the standard devia¬ 
tion of the individual measurements, we shall include in that determination 
all the assignable causes as well as chance causes of variation. As a result, 
our estimate of variability will be too large if the process is not actually in 
control. If the process is in control (few processes are when first investi¬ 
gated) it will not make much difference. Since we cannot know the degree of 
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control unta after the chart is constructed, we must alwa]^ avoid lumping 
all the data and computing the standard deviation of the individual items 
on this basis. 

The data below shows the estimated population standard deviation of a 
controlled and an uncontrolled process as computed on the basis of the 
lumped individual items and as grouped into successive five’s in the usual 
control chart procedure (this procedure will be discussed later). Each series 
consisted of 125 successive observations. 

Estimate of population standard deviation 

Lumped Normal Control 
Individuals Chart Group Method 

Controlled process. 1.68 1.66 
Uncontrolled process. 2 88 1 63 

It will be noted that when there is lack of control, the individual values 
increase in their scatter to such an extent that they give an abnormally high 
estimate of population variability. Actually in the above illustration, three 
different levels of quality were being produced during collection of the 125 
uncontrolled process observations. The inherent variability at each of the 
three levels, however, was the same. 

Even though a process is not controlled, items produced in a short span 
of time will be likely to come from the same constant system of chance 
causes. Assignable causes entering or leaving a process seldom affect more 
than one or two groups with respect to the range of the groups. Since most 
of the group ranges are unaffected, the average group range will very nearly 
reflect only inherent process variability, whether or not the process level 
(averages of groups) is actually controlled. Of course, if the group ranges are 
seriously out of control, no estimate of the inherent capabilities of the 
process can be made until the ranges are brought into control. Fortunately, 
ranges (which reflect process variability) seldom get seriously out of control 
as compared to group averages (which reflect process level). 

6.5: How to determine the group size. The group size may be any¬ 
thing from two up. If it is at all possible, it is generally desirable to avoid 
group sizes of two or three. If it is necessary to take data by two’s and 
three’s, serious consideration should be given to grouping two consecutive 
such groups to form a group of four or six. There are two reasons for this. 
One is to avoid too frequent computation of group averages and ranges, and 
the other is the fact that if the parent distribution is markedly non-normal, 
the distribution of group averages of two’s or three’s will also be definitely 
non-normal, whereas for group sizes of four or more the distribution of group 
averages is essentially normal, virtually without regard to the shape of the 
parent distribution. Thus for group sizes of four or more, the three sigma 
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limits for averages are valid even though the parent population is definitdy 
non-normal. 

One advantage in using a group size of four instead of some larger number 
is that points are plotted more frequently and indications of lack of control 
thereby caught more quickly. This is partly offset by the fact that smaller 
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Fig. 6.5. Effect of sample size on variability of sample average. 
Let us assume that the process level and variability of individuals (Z) are estab¬ 

lished as shown on the left. In both of the above cases a subsequent shift in process 
level of one standard deviation of individuals is shown. When the sample size is 4 it 
will be noted that the probability of a sample average (X) now falling above the 
upper control limit (based upon the sample averages of 4 as originally distributed) is 
0.34. When the sample size is 9, this probability is increase to 0.50. 

group sizes are less sensitive to small shifts in process levels than are larger 
groups. This follows from the formula 

in which fry is the standard deviation of group averages, a is the standard 
deviation of the parent population, and N is the sample size (group size). 
In other words, the variability of group averages varies inversely as the 
square root of the sample size. Fig. 6.5 illustrates this relationship. 

Another advantage is the fact that a small group size will be more likely 
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to contain only inherent variability than a larger group. Still another is that 
where the individual items are approximately normally distributed and it 
is desired to check them, the control limits for individuals can be very 
easily computed, since they are exactly twice as far from the central line as 
the control limits for averages of fours. 

Sample groups of five have the advantage that the average of the five 
numbers observed can be very easily obtained. All that is necessary is to 
add the five numbers, multiply by two and shift the decimal point one 
place to the left as follows: 

73 
69 
47 
55 
61 

305 Sum of the five observations 
305 Adding the same figure is equivalent to multiplying by two 

610 
61,0 Average obtained by shifting decimal point one place to left 

One company uses this procedure to advantage on a tape-printing adding 
machine. On each run of data there are first printed as non-add numbers 
the identifying order, part, or chart number, and date. Then the five ob¬ 
servations are recorded and subtotaled. The subtotal is then recorded again 
and a grand total recorded. Now all that is necessary is to shift the decimal 
point one place to the left and the average is obtained. Next, the highest 
value in the group is recorded and then the lowest value is subtracted from 
it, giving the range of the group. The tape then forms a permanent record 
for future reference. 

While these conveniences are desirable, these group sizes should be used 
only when such a group size forms a logical basis for grouping, or time 
sequence is the only basis on which grouping can logically be made. Inso¬ 
far as possible, groups should be formed on some logical basis. If six items 
are tested per shift, four samples taken from one machine, then four from 
another, etc., seven tests made per batch, or eight items examined from 
every heat, these group sizes should be used. When all the samples in a 
group come from some natural manufacturing unit they are more likely to 
represent inherent variability only, and thus provide desirable control 
limits. When a lack of control occurs, it will then be possible to relate that 
fact to a logical unit of material and more effectively determine the nature 
of the factors responsible for the lack of control. A large part of the success 
that any quality control engineer will have depends upon how effectivdy 
he plans the grouping for his control charts. 
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In general, it is recommended that group sizes be kept as small as practi¬ 
cable except that groups of two or three should be avoided. Group sizes that 
are larger than 15 when formed on a logical basis of grouping should be 
broken into two or more groups. 

6.6: Determination of control limits. Control chart limits may be 
derived from either standard deviations or ranges. The range of a group 
is determined by subtracting the lowest value from the highest value in the 
group. Since the relationship between ranges and standard deviations is 
known, it is a simple matter to convert from one to the other by the use of 
factors which vary in accordance with the group size. Fig. 6.6 shows control 
limits derived both ways from the same set of data. It will be noted that 
there is virtually no difference between the two sets of limits, and the general 
pattern of the points for standard deviation is the same as the pattern of 
points for ranges. In view of the large amount of labor involved in computing 
the standard deviations, it is generally preferable to use ranges. Table 6.6 
gives the factors for determining the three standard deviation limits for 
groups of various sizes. 

After recording the individual values for the group, the average and range 
of the group is determined. The average of all the group averages (X) and 
the average of all the ranges {R) is determined and the control chart limits 
determined as shown in Fig. 6.6 using the proper factors from Table 6.6. 

It is recommended that at least 25 groups of data be accumulated before 
starting a chart. Fewer than this may be used if necessary, but less than ten 
should not be used except under the most unusual circumstances. 

6.7: Significance levels. The quality control chart consists essentially 
of a solid line plotted on a scale to represent the average level of the quality 
characteristic involved. Around this central line are placed dotted parallel 
lines to indicate that band within which virtually all the observed results 
should fall as long as the process is statistically controlled. Control charts 
for variables are usually supplemented with a control chart for some meas¬ 
ure of variability, such as range. 

As has previously been indicated, three standard deviations plus and 
minus from the mean includes 99.73 per cent of all the items in a normal 
distribution. Because of this fact the most commonly used practice for 
establishing quality control limits is to place them at three standard deviar 
tions above and below the mean. When limits are placed close to the mean, 
observations will fall outside them more frequently just due to chance. 

Two kinds of errors may be made in taking action on the results of a 
quality control chart. Action may be taken on the basis of a point falling 
outside control limits when there is no lack of control (the point outside 
limits being a chance occurrence), or action may not be taken when a lack 
of control actually exists, the point falling inside control limits because the 
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CONTROL LIMITS FOR AVERAGES 

StAjir S±A2Yt 

0,2110.577(3.6) 

0,211 2J08 

UCLs2.29 

LCLa-1.87 

0.2111596(1.30 

0.2112.09 

UCL» 2.30 

LCL*-I.88 

Fig. 6.6. Comparison of control charts for group ranges and group sigmas for the 
same date. These charts are based upon the same data used in preparing Fig. 6.1. 
The original data were obtained by drawing at random from a bowl containing chips 
making up a normal distribution. The data were tabulated in the following manner: 

Group No. 2 3 4 £ X R <r 

1 -2 -1 1 -0.6 3 1.02 
2 ■ 0 0 0.6 2 0.80 

25 2 0 0 0.2 3 0.98 

Averages. 0.21® 3.6(R) 1.33(?) 

The upper part of the figure shows the computation of limits for the control chart for 
average shown in Fig. 6.1. Since both methods give essentially the same results, fac¬ 
tors (Ai) for computing limits from sigmas are not given in Table 6.6. In comparing 
the patterns of the range and sigma charts it will be noted that both tend to rise and 
fall in the same manner. The patterns are not identical since the range uses only the 
two extreme values in each group while the sigma uses all values in each group. 
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shift in level is slight. We must therefore balance the error of looking for 
trouble when none exists against the cost of failing to look for trouble when 
it actually exists. Where there is no unusual economic aspect to the situa¬ 
tion, the three standard deviation limits have been found most useful in 
practice. At times two sigma limits are used as warning limits. The action 
limits in connection with some statistical tests are stated in terms of proba- 

Tablb 6.6. Factors for Computing Three Sigma Control Limits 

No. of 
Chart for 
Averages 

Factors for 
Control Limits 

Chart for Ranges 

Factors for 
Individual Items observations 

in sample Factor for Centml 
Line 

Factors for Control Limits 

N Ai it n, Da It 

2 1.880 1.128 0 3.268 2.659 
3 1 023 1 693 0 2 674 1.772 
4 .729 2 059 0 2 282 1.467 
5 .677 2.326 0 2 114 1.289 
6 .483 2.534 0 2 004 1.183 
7 .419 2 704 .076 1 924 1.109 
8 .373 2 847 .136 1 864 1.053 
9 .337 2 970 .184 1.816 1.010 

10 .308 3 078 .223 1 777 .974 
11 .285 3.173 .256 1 744 .945 
12 .266 3 258 .284 1.717 .920 
13 .249 3.336 .308 1.692 .899 
14 .235 3 407 .329 1 671 .880 
15 .223 3 472 .348 1 652 .864 

Formulas 
Chart for Central line Control Limits 

Averages. X X=t A2R 
Ranges. R and D4R 
Individuals. X X dz I2R 

~ = cr of the population 
02 

Columns A2, ^2, Da, and D4 of this table are taken from Table I, Supplement B, 
of the '*A. S. T. M. Manual on Presentation of Data” by permission of the Ameri¬ 
can Society for Testing Materials, Philadelphia, Pa. 

bilities. The values 0.01,0.05, and 0.1 are often used. Commonly used sigma 
and probability limits are given in Table 6.7. 

It must be borne in mind that in dealing with quality control charts (and 
other statistical tests) no exact probability values can be attached to the 
control limits because the observed average and observed inherent varia¬ 
bility are only estimations of the true values for the process. The control 
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level and limits almost invariably are slightly misplaced; however, this is 
normally of no consequence and need not be a matter of concern. Usually 
the three sigma limits will be entirely satisfactory, and it is recommended 
that the beginner confine himself to the use of such limits. 

6.8: Most processes are out of control when first investigated. 
When plotting a control chart for the first time, the beginner is often dis¬ 

mayed to find the process out of control. He is likely to say, “There’s no 
use doing anything more with this process as it is hopelessly out of control.” 
As a matter of fact, few if any processes are ever hopelessly out of control. 
Almost invariably steps can be taken to bring them under control. Further, 
the existence of causes of lack of control is exactly what we are using the 
control chart to reveal. We should be pleased that we have found indica¬ 
tions of lack of control as we can now have confidence that our search for 
trouble sources will probably be rewarded. In the next chapter some of the 

Table 6.7. Significance Levels 

Sigmafl from mean toward 
one tail of 

normal curve 

Probability 

Portion of area still 
remaining under one tail 

Odds for an event 
in one tail j 

Odds for an event 
in either tail 

1.28 0 1 1 in 10 1 in 5 
1.50 0 06681 1 in 15 1 in 7 
1.64 0.05 1 in 20 1 in 10 
2.00 0.02275 1 in 44 1 in 22 
2.33 0.01 1 in 100 1 in 50 
3.00 0.00135 1 in 741 1 in 370 
3.09 0.001 1 in 1000 1 in 500 

ways of using the control chart to help locate assignable causes will be 
mentioned. 

6.9: The effect of mixing cause systems. Figs. 6.9a, 6.9b, and 6.9c 
show three different parent populations especially prepared for demonstra¬ 
tion purposes. If the three distributions are added, the result obtained is 
shown in Fig. 6.9d. 

Phsrsically similar chips were prepared with numbers on them corre¬ 

sponding to the first three distributions (Fip. 6.9a, 6.9b, and 6.9c) and 
mixed together in one bowl. Six chips were drawn from the bowl. The 
numbers on the chips were recorded and restored to the bowl, mixed up and 

the operation repeated until 30 groups were obtained. The results are shown 
in Fig. 6.9e. It is obvious that a state of good control appears to be in 
operation. The chips were then separated into the three distributions. Six 
chips were drawn at a time from bowl A until ten groups were obtained 
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Fig. 6.9a. (Upper left) Distribution with mean of zero and sigma of 1.715. 
Fig. 6.9b. (Upper right) Distribution with mean of two and sigma of 1.715. 
Fig. 6.9c. (Lower left) Distribution with mean of one and sigma of 3.470. 
Fig. 6.9d. (Lower right) Distribution with mean of one and sigma of 2.578. 

GROUP Na 

Fig. 6.9e. Appearance of control resulting from random sampling of mixed popu¬ 
lations. 
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(the chips were replaced and mixed after each group was drawn.) The 
same was done for bowls B and C. (The small number of ten groups was 
used for convenience in preparation of the illustration.) Fig. 6.9f shows the 
results. It is obvious that some of the points on each chart would be out of 
control if judged by the control limits of one of the other charts. A control 
chart does not reveal assignable causes if the samples are taken at random 
with respect to the cause. A new basis for grouping will sometimes reveal 
causes of trouble otherwise hidden. 

BOWL A BOWL B BOWL C 

20H 

0) 

o to 

• • • • • • 
I .I 
10 15 

• • 

20 25 30 

GROUP NO. 

Fig. 6.9f. Drawings of samples of six from the populations that were mixed to¬ 
gether in Fig. 6.9e. 

6.10: Some practical aspects of the quality control chart. Unfor¬ 
tunately some people have been misled into believing that mass production 
is necessary before the quality control chart can be used. As a matter of 
fact the only restriction that must be made with respect to any application 
of the quality control chart is that the process involved must be one in 
which an effort is made to produce many items or to make many measure¬ 
ments on the same item, all of which under ideal conditions would be 
expected to be exactly alike with respect to some measurable quality charac¬ 
teristic. Thus the quality control chart can be applied to one item. 

Lack of control may be due to three different situations. The most com- 
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mon of these is the one in which the inherent variability remains essentially 
constant, but the quality level shifts from time to time. This is illustrated 
in Fig. 6.10a. The level of quality may remain essentially constant while the 
variability changes from time to time, as shown in Fig. 6.10b. The last 
condition is one in which both quality level and inherent variability shift 
at the same time (or during the same short period), as in Fig. 6.10c. The 
idea of a controlled situation is one in which both the quality level and 
inherent variability are essentially constant (Fig. 6.10d). 

It is sometimes said that there must be a distribution (constant system 
of chance causes) before a useful prediction can be made; however, there is a 
distribution cause system that gives rise to every observation. Hence, before 
a useful prediction can be made, there must be a reasonably constant cause 
system for an adequate length of time—^long enough for a reasonably satis¬ 
factory determination of the nature of the distribution of the results ob¬ 
tained. 

Steel items which require heat treatment often become mixed in the 
manufacturing process so that a heat-treatment furnace charge often con¬ 
tains items from several different melts. If a sampling program is planned, 
the question immediately arises as to whether the samples should be grouped 
according to heat-treatment lots or according to the melts from which the 
pieces come. Fig. 6.10e illustrates the arrangement of eight groups of four 
test results, each according to heat-treatment lots and according to melts. 
In the case of the heat-treatment groups, each group contains test results 
from two, three, or four melts. In the grouping of melts, each group contains 
test results from one melt only. It will be noted that all groups in the heat- 
treatment arrangement fall inside the control limits, while the arrangement 
by melts shows three of the eight averages outside the control limits. There 
is clearly some cause (or causes) operating in the melting process to cause 
significant differences among the melts. When the test results are mixed 
without regard to the melt, these indications of lack of control are lost. 

When several different plants or production lines are making the same 
type of production, differences in quality levels and inherent variability 
will be the normal experience, even though all are operating in a statistically 
controlled manner within themselves. This is illustrated in Fig. 6.10f. It 
will be noted that each plant has a different quality level and a different 
inherent variability. If the quality level is desired at the highest possible 
point. Plant A would be the desired source of supply. If the least possible 
variation in the products is the important consideration, Plant D would be 
the one to select. If a combination of A's level and D^s variability is needed, 
it will probably be much simpler to get Plant D to shift its level to A’s 
rather, than to try to get A to decrease its variability to match D^s. Shifting 
levels is generally a much simpler job than reducing inherent variability. 

If assignable causes of variability are arranged in order according to the 
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Fig. 6.1(ki. A statistically controlled process. 
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magnitude of their effect upon a specific quality characteristic, the first few 
will generally be found to far outrank the remaining causes with respect to 
their importance. There are seldom more than about seven or eight causa¬ 
tive factors of outstanding importance with respect to any given quality 
characteristic. 

GROUP NO. 

Fig. 6.10e. Effect of selecting proper basis for grouping of test results. Plotted 
points are groups of four steel physical property test results. Each group on the left 
came from the same heat-treatment batch, but contains tests from two or more differ¬ 
ent melts. Each group on the right came from the same melt, but contains tests 
from two or more heat-treatment batches. The same test results are involved in both 
charts. 

6.11: Drawing the quality control chart. While rough charts may be 
drawn in any convenient manner, it is highly desirable that charts that will 
be examined by other people, especially supervisors and management, be 
drawn with considerable care. In particular the following points should be 
considered: 

(a) The size of the chart should be such as to be convenient for filing. 
There seems to be a rather pronounced tendency to make them too large. 
A control chart does not have to be big to make a big impression. Of course, 
blown-up charts can be very useful for large gatherings. 
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(b) The chart should be as neat as possible. Whether we like it or not some 
people still judge books by their cover and people by their clothes. Since a 
chart must at times do a selling job (especially in the beginning), it should 
be as attractive as possible. There should be a good balance of lettering 
sizes, scale used and plotting of points. 

(c) The chart should provide for the addition of a reasonable number of 
future points as data are accumulated. To accomplish this the points should 
not be placed too far apart along the horizontal scale. 

J\^LAHr 0 

SCALE OF VALUES-» 

Fig. 6.10f. Normally expected differences among plants all making the same 
product. 

(d) The extent to which the chart is labeled should be determined by the 
background and experience of those for whom the chart is intended. There 
is a tendency to underlabel charts so that insufficient information is pro¬ 
vided for an accurate interpretation of the chart, and at times they are over¬ 
labeled, with the result that those who examine the chart become confused. 

(e) At times it is desirable to revise control chart limits when additional 
data have been accumulated. Such revised limits should not be drawn over 
points previously covered by the original limits. The effect of double sets 
of limits is only one of confusion. 

(f) Plotted points should be quite legible. Open circles or large dots are 
generally used for this purpose. Successive points are sometimes connected 
with straight lines. Remember, the purpose of a series of plotted points is 
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to give a picture of the extent of the scatter or trends and not to provide a 
means of reading exact values from a scale. 

(g) In conformance with general practice it is recommended that solid 
lines be used for averages and dotted lines for control limits. There is no 
specific reason for this arrangement other than common practice. 

(h) In selecting a style of graph paper, choose one with the minimum 
number of background lines necessary to plot and read the chart. Too many 
fine subdivisions confuse the eye and thus detract from the story the chart 
has to tell. Anywhere from five to ten divisions per inch should fill nearly 
all needs. 



CHAPTER VII 

USING THE QUALITY CONTROL CHART 
TO IDENTIFY ASSIGNABLE CAUSES 

7.1: General. In its conventional use in process control, the quality 
control chart is considered to be a highly effective means for detecting the 
existence of assignable causes of variation in product quality. It is a device 
that is often described by saying that it tells when to act, when to do 
something to the process to bring it back in line. The point the so-called 
“practical man’' often makes is that while that is fine as far as it goes, what 
he wants to know is the identity of the assignable cause that needs to be 
controlled or eliminated. While engineering knowledge and special investiga¬ 
tion are generally necessary for this final step, judicious use of the quality 
control chart can often be of considerable help in locating the assignable 
cause. 

7.2: Two fundamental aspects of the quality control chart. Before 
developing the specific subject with which we are here concerned, let us 
first briefly consider two fundamental aspects of the quality control chart 
as used in process control. First, most industrial processes involve a complex 
mixture of chance and assignable causes, so complex that a highly precise 
determination of the distribution pattern of the chance causes is economi¬ 
cally impossible or operationally impractical. For this reason it will gener¬ 
ally be wise to avoid the use of measurement control charts which plot the 
results of single observations, although it is realized that in special cases 
such charts may be very useful. Control charts of groups of four or more are 
desirable, since they obviate some of the difficulties involved in definitely 
non-normal distributions, even though they are less precise in pinning down 
the exact time when lack of control becomes apparent. The estimate of 
inherent variability should, of course, be based on small groups of observa¬ 
tions, to eliminate as far as possible the effect of assignable causes on the 
estimate. 

Secondly, the quality control chart does not necessarily tell us the exact 
time when a shift in process level or variability occurred. A small shift in 
level or variability may continue for some time before being detected, since 
such shifts only slightly increase the probability that a point will fall outside 
control limits. Fortunately, the smaller the shift the less important it is 
lijcely to be. In addition, unless all items are tested and results plotted, shifts 
may originate between samples. It must be remembered that a point outside 
limits is a much better basis for assuming that an assignable cause has 
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entered the process than a point inside limits is for assuming that no assign¬ 
able causes have developed. 

In spite of the foregoing limitations, the quality control chart continues to 
be a highly effective means of detecting the development of assignable 
causes. Let us now consider how the chart can be used to even greater 
advantage to unearth specific assignable causes. 

7.3: Tracking down assignable causes. The beginner is cautioned to 
avoid making too many control charts at first in view of the dissipation of 
effort and effectiveness. One or two charts on the most troublesome quality 
characteristics is a general recommendation. When some familiarity with 
the use and operation of the control chart has been gained, an attempt to 
use it to help identify assignable causes is in order. Regardless of how 
complex a process may be, it can be broken down into four general sources 
of product quality variation: raw materials, machines, men, and methods. 
If the assignable cause or causes can be pinned down to one of these areas, 
considerable progress has been made toward final identification. If two or 
more sources of a raw material are used, separate charts may be kept on each 
source. Similarly, separate charts may be kept on different machines (all 
presumably operating alike), different operators or turns, or on different 
methods of processing. In addition, the length of lime required for an obvi¬ 
ous shift in quality level may be a clue to the nature of the assignable 
cause involved. 

7.4: A case of charts based on machines (furnaces). In the follow¬ 
ing illustration (and in all others in this chapter), the original data have 
been greatly modified so that only the general nature of the situation is 
reflected. 

Four glass melting furnaces were involved in the problem of cordiness 
(defects in glass). Control charts were kept on samples of the product from 
each of the furnaces. Samples were taken at approximately the same time 
from each furnace. The results are shown in Fig. 7.4. 

It is immediately apparent that the shifts in quality level t«id to be of 
the same nature in all the furnaces. This indicates that the assignable 
cause is some factor common to all the furnaces. Factors such as differences 
in the individual furnaces and furnace crews are immediately eliminated. 
Attention is narrowed to factors common to the four furnaces. In this case 
the raw materials are all fed into the furnace from the same bin; hence it 
would appear that the quality variations in the final product are primarily 
due to variations in the raw material. In any event, a careful study of the 
quality of the raw materials would be desirable. It offers much promise for 

fruitful investigation. 
In this case we started with separate charts according to machines (fun* 



50 QUALITY CONTROL AND STATISTICAL METHODS 

naces) and concluded that the assignable cause was associated with the 
raw materials. 

7.5: A case of charts based on men (crews). In this illustration, it 
was suspected that either the crew or the shift was responsible for the trou¬ 
ble that was occurring. Too many defectives were passing through visual 
inspection. The crews were rotated each week and charts prepared as 
indicated in Fig. 7.5. It was immediately apparent that the source of the 
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trouble was the day shift and that the crews were all doing about equally 
good jobs. Special lighting had been provided for the two night shifts, but 
in the daytime this was supplemented with considerable natural light. It 
was suspected that the daylight was interfering with the effectiveness of 
the inspection operation. The windows were painted black so that only the 
special artificial light was used for the inspection operation. The trouble 

2 
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DAY OF WEEK 

Fig. 7.5. Control chart arrangement revealing daylight inspection as an assignable 
cause. 

that had been occurring on the day shift immediately cleared up. In this 
case we started with separate charts according to men (crews) and con¬ 
cluded that the assignable cause was associated with the method of in¬ 

spection. 
7.6: A case not requiring a chart. In another illustration, tool marks 

were found which were cause for rejection. The analysis in this case was so 
simple and the result so obvious that control charts were not needed; 
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however, the method of attack was in line with the sort of thing we are 
considering here and hence is appropriate. 

The parts were made on a drum type machine having four cutters and 
six positions. The part had four trunnions. The trunnions on each of 125 
pieces were identified and processed. Thirty-three of the 500 trunnions 

GROUP HO. 

Fig. 7.7. Control chart showing gradual shifting of level with time. 

were found to be defective. The following table indicated the location of 
the trouble: 

Drum Position Cutter No. Totab 

12 8 4 

A. 0 0 3 1 4 
B. 1 0 2 0 3 
C. 1 0 4 0 6 
D. 0 2 6 1 8 
E. 0 2 4 0 6 
F. 0 0 6 2 7 

Totals. 2 4 23 4 33 

It was found that the piece was not being properly centered at Cutter 
No. 3. In this instance, judicious selection of data and a special inspection 
trial run solved the problem. The importance of proper identification of 
parts and steps in the process is clearly indicated. 

7.7: A case of a chart based on time. In this illustration the time 
element was of considerable importance. It involved the chemical analysis 
of Bessemer steel for one of the elements in it. An analysis was made on a 
sample of steel from each blow and the results grouped by fours. The chart 
shown in Fig. 7.7 covered a period of about two months. 

While the ranges show nice control, it is obvious that the process level is 
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gradually shifting up and down, about one to three weeks being required 
for an up or down swing. Since there are many potential assignable causes 
that vary from a few seconds to many days in the time they require to 
produce a detectable quality variation in the product, the information 
Fig. 7.7 gives is particularly helpful. All factors that would cause an up or 
down shift in quality level in a few hours or less can be eliminated from 
investigation and effort concentrated on the longer-interval factors. 

Fig. 7.9. Comparison of two suppliers of the same product. Since the lower control 
limit theoretically would fall below zero (actually impossible), no lower limit is 
shown. 

7.8 A case of a chart based on method. Figs. 2.3a and 2.3b illustrate 
how control charts may be used effectively to reveal the results obtained 
with two different methods of processing material. 

7.9: A case of charts based on materials. Fig. 7.9 illustrates how two 
sources of raw materials may be compared using quality control charts. 
It will be noted that source A has a much lower percentage defective and 
good control, whereas source B not only supplies poorer material, but also 

goes out of control occasionally. 



CHAPTER VIII 

APPLICATION AND INTERPRETATION 
OF THE QUALITY CONTROL CHART 

8.1: General. Any new application of the quality control chart is 
almost certain to raise a number of questions concerning its applicability 
and interpretation. It is our purpose in this chapter to consider some of 
the most common misconceptions that may arise. 

8.2: There are too many variables in the manufacturing process. 
Any process designed to produce successive items, all of which are in¬ 

tended to be essentially alike with respect to certain measurable quality 
characteristics, will involve a number of variables. As a normal minimum 
there will be at least the four major variables discussed in the last chapter 
—^raw materials, methods, men, and machines. Each of these major vari¬ 
ables may in turn be broken down into as many subdivisions as the product 
involves. 

For a comparatively simple process, the problem of determining the im¬ 
portance of each variable is not too difficult. As the process grows more 
complex, the need for statistical methods to evaluate the significance of 
results increases. In any case, statistical methods are invaluable in dis¬ 
tinguishing among borderline cases where the significance of obtained 
differences is not obvious. 

In most manufacturing operations, the objective is to make many pieces 
at a satisfactory quality level, all the pieces being essentially alike. This is 
the very thing the quality control chart is designed to measure. Therefore, 
the number of variables in the manufacturing process is of no concern with 
respect to the suitability of the quality control chart for this purpose. 

8.3: There are too many changes made in the process from time 
to time. 

Change in material things inheres in the fact that the minute particles 
that make up all matter are in constant motion and are subject to con¬ 
stantly shifting intra- and inter-atomic forces. The changes that occur in 
the material world vary all the way from spectacular ones that occur in a 
fraction of a second to the virtually imperceptible ones that require many 
years for completion. The important thing is that all material things change 
with time. 

Efforts to establish a manufacturing process that will produce an in¬ 
definite succession of identical items are futile. The possibility of two or 
more things exactly alike exists only in the mind as a concept and has no 
verification in human experience. Even if the portions of raw materials 
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were identical, we would be defeated by the fact that manufacturing 
equipment is subject to constant change. Friction, temperature fluctuations, 
and other constantly shifting chemical and physical forces continually 
alter the machinery used. The net result is that no two items ever come 
from identically the same process. 

With sufficiently homogeneous raw materials and proper engineering 
design, it is usually possible to produce successive items that are nearly 
enough alike to function satisfactorily for the purpose intended. When 
such items are produced under the condition of statistical quality control, 
no further reduction in the amount of variability inherent in the process 
can be achieved, unless fundamental changes are made in the nature of 
the raw materials or in the process. When operations are proceeding in 
this manner, the changes occurring in the process (whether readily detect¬ 
able or not) are unimportant. When changes occur that significantly shift 
the quality level or variability of the product, this fact will promptly reveal 
itself on the control chart. 

8.4: The sample is not sufficiently representative of the lot. 
It is agreed that sometimes the sample does not properly represent part 

or all of the lot from which it comes; however, it does represent the produc¬ 

tion process and enables us to determine whether the process is in control. 
When it is not in control, the likelihood of substandard material being 
made is greatly increased. At such times it is highly desirable to increase 
the amount of testing done. 

8.5: The test method is not precise enough. 
Methods of testing vary considerably in their precision. Most test 

methods used do enable us to distinguish various quality levels. In general, 
we may state that any test method that is considered good enough to form 

a basis for acceptance or rejection of the material tested is suitable for 
application of the quality control chart. 

8.(: The method has never before been used for this application. 
How do we know it will work? 

The point may be raised that the quality control chart technique has 
been in use only since 1924 and that this is the first time it has been applied 
in this manner. After all, how are we sure its application here is sound? 

The answer to this question lies in the function of the quality control 
chart. That function is to measure the degree and kind of control existing 
in a repetitive process designed to produce successive items all essentially 

alike. Therefore, the mere fact that a specific application has not been 

made before need not be a matter of concern. The 25 years the method has 
been in use have been far more than enough to establish its validity and 

reliability: indeed, they were established virtually from the beginning. 
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8.7: With time, my ranges will decrease and I will eventually 
be forced out of control. 

When production is begun on a new product, it is generally expected 
that some production difficulties will occur that will be cleared up as time 
goes on. It is also expected that some way may be found to improve prod¬ 
uct uniformity. When a number of manufacturers are making the same 
sort of new product, it would be most surprising if some of them did not 
succeed in making this improvement. 

As ways are found to improve the product, the production job may be¬ 
come more difficult; however, when a new level of quality or reduced varia¬ 
bility has been established, the probability that a point will fall outside 
the new control limits just by chance is the same as it was before. There 
never will come a time when the manufacturer will of necessity fall out of 
control just because he is making an improved product. 

It is natural for the manufacturer to desire tolerance limits as wide as 
possible. This tends to make his job easier. The way to better quality, 
however, requires something more than mere maintenance of existing 
standards or close adherence to minimum standards of acceptance. Efforts 
to obtain wider control limits through the deliberate introduction of greater 
variability into the product are to be strictly avoided. The lack of random¬ 
ness almost certain to be associated with such efforts will quickly reveal 
itself as a lack of control. In any event, the task will undoubtedly prove to 
be more laborious and costly than any so-called advantage obtained would 
justify. 

To illustrate the relationship between changes in the cause system and 
quality control chart shifts in quality level and variability, three charts 
have been constructed using random numbers. A series of random numbers 
consists of digits so selected that each time one is chosen, one digit is just 
as likely to occur as any other digit (insofar as it is humanly possible to 
create this condition). The following is a series of 50 such numbers: 

0911618635122537591367202 
1133361626006211946938089 

Each five successive numbers were added. The maximum possible num¬ 
ber that could be thus obtained would be 45 (five 9's) and the minimum 
would be 0 (five O's). These newly obtained numbers tend to approximate 
closely the normal distribution. One hundred numbers were accumulated 
in this manner. They were then grouped by successive fours and the aver¬ 
age and range of each group of four determined. The expected grand 
average would be 22.5. Control chart limits were then calculated for the 
25 groups. The results are shown as Chart A of Fig. 8.7. 

The entire process was then repeated after all O^s, Ts, 8^s, and 9’s had 
been removed from the original list of random numbers. The maximum 
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number now obtainable would be 35 (five 7’s) and the minimum would 
be 10 (five 2’s). The expected grand average would still be 22.6; but the 
average range would be expected to be considerably smaller, thus bringing 
the control chart limits on the chart for averages much closer together. 
The results are shown as Chart B of Fig. 8.7. 

The entire process was again repeated with only the O’s, I’s, 2’s, and 3’s 
removed from the original list of random numbers. The maximum number 
now obtainable would be 45 (five O’s) and the minimum would be 20 (five 
4’s). The expected grand average would now be 32.5, and the average 
range would be expected to be virtually the same as that for Chart B. The 
results are shown as Chart C of Fig. 8.7. 
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Fig. 8.7. Control charts reflecting changes in the population. 

Calculated results: 

Chart A Chart B Chart C 

Grand average. . 22.83 22 69 32.29 
Upper control limit. . 32.31 27 76 37.13 
Lower control limit. . 13 35 17.62 27.45 

Average range. . 13 00 6.96 6.64 
Upper control limit. . 29.67 15.88 15.15 
Lower control limit. . 0 0 0 

The important thing to note in connection with these charts is that 
when significant shifts occurred in either quality level (as reflected by the 
grand average) or inherent variability (as reflected by the average range), 
it was due to a change in the cause system producii^ the results. When 
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no change was made in the cause system, there was no significant shift in 
grand average or range. No matter how long a process continues, significant 
shifts are very unlikely to occur unless there is a significant change in the 
raw materials or in the manufacturing process. If, after a process has con¬ 
tinued for some time, a significant shift in quality level or inherent varia¬ 
bility has occurred, the cause of the shift will sometimes be apparent. If 
it is not, the manufacturer should search diligently for the cause until it 
is clear that further search would probably not be profitable. 

8.8: It is possible to go out of control limits and get back in with¬ 
out doing anything to the process. 

Quality level shifts that are of small magnitude or of short duration can 
readily occur without immediately revealing themselves. Shifts may be 

gradual or sudden, uniformly in one direction or erratic, controlled or un¬ 
controlled. Any combination of these conditions may occur with any degree 
of intensity. Shifts that are of slight magnitude but long duration may 
result in only an occasional point falling out of control limits. Thus, if 
the manufacturer makes no deliberate change in the process during this 
time, it appears to him that the process has gone out of control and back 
in without any effort on his part. The truth is that the process has probably 
not been in control at the previous level or with the same magnitude of 
inherent variability as previously at any time during the period involved. 

The greater the shift that occurs, the greater will be the likelihood of a 
point falling outside control limits, and the more serious the situation will 
be. Any point that falls outside control limits should be regarded as a danger 
signal, and every effort made (within economically practicable limits) 

to determine the reason for the indication of lack of control. Only very 
rarely do indications of lack of control occur without an assignable cause. 

8.9: The control limits have shifted and now a point is outside 
control limits, whereas formerly it would have been within limits, 
^y is this point not considered a satisfactory condition? 

Each plotted point on the control chart tells a most eloquent story in 

relation to its own control limits. Thus two points widely separated on the 
chart may have the same numerical value, but different meanings. Suppose 
the first of these points falls within control limits. We can assume from this 
fact only that the product is continuing to be made in a controlled manner. 
Before the second point with which we are concerned occurs, many other 
points are accumulated which reveal that control has been achieved at a 

higher level. When the second point occurs it may now fall below the new 
lower control limit. It signifies that control is probably not being main¬ 
tained at the new level. Any indication of lack of control must always be 

r^arded as a danger signal regardless of when or where the indication oo- 
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curs. In addition to our interest in the point’s numerical value, we are also 
interested in its position relative to the control limits which apply to it. 

8.10: Why is going above the upper limit for averages undesirable 
when working to a specification minimum? Is this not a great deal 
better than can be expected? 

If the point that goes above the upper limit is preceded by a gradual 
upward trend of the group averages in what appears to be a controlled 
manner, there is little likelihood of defective material being produced. 
If, however, a point suddenly jumps out of the upper limit without any 
forewarning, it probably represents a condition of lack of control. When 
the manufacturing process is out of control, almost anything can happen, 
including a sudden drop in quality. Frequently, such high points are fol¬ 

lowed almost immediately by test failures. While a high level of quality 
is desirable, it is also very important that control be maintained. Without 
control we cannot expect to have a uniform product. 

8.11: If points for averages are permitted to go above their upper 
control limit to encourage shifts to higher levels, why are not points 
for ranges permitted to go above their upper limit? 

The function of the averages is to reveal the level on which the process 
is operating. The function of the ranges is to reveal the amount of varia" 
bility inherent in the process. The ranges do this independently of the 

process quality level and reveal nothing about its quantitative value. The 
average range, however, does enable us to establish the limits within which 
virtually all the group averages should fall. These limits are then placed 
above and below the process average quality level. Any given group aver¬ 
age then indicates both a quality level and whether there is any indication 
of lack of control. Any given group range reveals both variability and any 

indication of lack of control. Thus, group averages that go above the upper 
control limit may possibly be the result of a gradually rising quality level, 
but a range that goes above its upper control limit can indicate only a lack 
of control. 

8.12: Is not an uncontrolled product at a higher level more desir> 
able than a controlled product at a lower level? 

While the average quality level of the process is important, the degree 
of control in effect at that level is also important—in fact vitally important. 
Without the existence of controlled operations, we can never be certain 
within what limits future observations will be likely to lie, within what 

limits untested material already made lies (when the control chart is de¬ 
rived from samples), or whether the existing level of average quality will be 
maintained. 

In general. Source B of Fig. 8.12 would be definitely preferred to Source 
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A, in spite of the fact that the average quality level shown for B is lower 
than for A. Since A shows several indications of being out of control, we 
cannot be sure that the average quality level shown is the true quality 
level for all material made during the period involved. Nor can we be sure 
as to the amount of untested material that would also fall outside the con¬ 
trol limits, or what portion of it, if tested, would fall below the specifics^ 

tion minimum, or what the future level or variability will be. On the other 
hand, in the case of Source B, we have a high degree of assurance that the 
quality average and variability of the untested material are essentially 
the same as for the tested material; that extremely little, if any, of the un¬ 
tested material would fall below the specification minimum; and that the 

SOURCE A SOURCE B 

SPECIFICATION MINIMUM 

Fig. 8.12. Contrast of level and control. Source A has a higher level for the items 
tested, but there is no telling what the rest of the lot is like and there is no basis for 
predicting the future. Source B would normally be preferred. 

exis.ting level and amount of variability probably will be maintained in 

the immediate future. 
8.13: What good is a control chart on a certain property if it is a 

different property in which we are interested? 
If the two properties are not related, such a chart will not be helpful. 

In some cases two different properties are closely related although it is 

feasible to measure only one of them. Wherever the two properties are 

related, such a chart can be very useful. 
8.14: If the level of averages is high enough (when working to a 

minimum only), is it not possible for a point to fall at least a little 
below the lower control limit without danger of failures? 

In this situation there may be no immediate danger of failures on the 

quality characteristic charted. If there are a number of related quality 
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characteristics of importance, trouble may be encountered with one or 
more of them. The safe thing is never to ignore indications of lack of con¬ 
trol. 

8.15: If one is interested in controlling a certain quality charac¬ 
teristic, should control charts be started immediately on all factors 
known or believed to affect the quality involved? 

Yes, if there are only a few factors involved, say two to four. No, if there 
are many. In the latter case it will be better to start with a control chart 
only for the quality characteristic it is desired to control. As indications of 
lack of control occur and causes are identified, control charts on causative 
factors may be added. 

8.16: Summary of principal points. 
1. Wherever the aim is to make many items essentially alike, the quality 

control chart is applicable regardless of the number of variables in the manu¬ 
facturing process. 

2. It is applicable regardless of the number of changes made in the 
manufacturing process from time to time. 

3. It is applicable regardless of whether the sample is adequately rep¬ 
resentative of any so-called “lot.” 

4. Any test method with sufficient precision to form the basis of acceptr 
ance or rejection of the material tested will be suitable for application of 

the quality control chart. In general, the amount of possible error in any 
individual test result should be small in comparison to the scale over which 
test results will normally vary. 

5. The quality control chart is applicable to any process designed to 

make many items all essentially alike, regardless of whether any applicar 
tions specifically comparable to the one in question have ever been made 

before. 
6. Inherent variability in a type of product does not change significantly 

with the passing of time unless fundamental changes occur in the produc¬ 
tion process. 

7. Any point that falls outside control chart limits indicates (with a high 
degree of probability) that a significant shift in quality level has occurred. 
Such indications may result from either a slight or large shift. 

8. The significance of any point on a control chart (with respect to the 
degree of control it indicates), depends upon its position in relation to the 
control limits that apply to it. 

9. A point falling above the upper control limit for averages must be 
regarded as a danger signal even if the only requirement is a specification 
minimum. It indicates an unstable process that may suddenly drop in 

quality level. 
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10. A point for ranges that falls above its upper limit reflects significantly 
increased variability in the product, a condition generally regarded as 

undesirable. 

11. A controlled product at a somewhat lower quality level (provided 
minimum requirements are adequately met) is generally preferable to an 

uncontrolled product at a higher quality level. 

12. A quality control chart based upon a certain quality characteristic 
can be helpful in gaining control of related properties. 

13. No matter how high the average quality level may be, any point 

falling outside the control limits should be regarded as a danger signal. 
14. In establishing a quality control program, control charts should first 

be constructed for the quality characteristic desired. Charts for causative 

factors may be added later as appears feasible. 



CHAPTER IX 

THE QUALITY CONTROL CHART 
FOR ATTRIBUTES 

9.1: Attributes measurements. Sometimes it is neither economical nor 
otherwise practical to obtain measurements of quality characteristics. 
The mere presence of an undesirable condition, regardless of the degree to 
which it is present, may cause the items to be classed as defective. For 
example, radiators that leak are considered unsatisfactory, whether they 
leak slowly or rapidly. Thus, with respect to water-tightness, there are only 
two classes of radiators—those which leak and those that do not. 

Some small piece parts are made in such large quantities that dimensional 
measurements by variables on each part would be uneconomical. Such parts 
are often inspected with go no-go gages. If measured with proper gages, 
assurance is provided that the part is either within the tolerance specified 
or not. 

The greatest weakness of attributes measurements is that if a part is 
good, it is not known how good, and if bad, it is not known how bad. Thus 
it takes several times as many measurements by attributes to provide a 
comparable appraisal of a quality level as measurements by variables. 
Balanced against this is the fact that several times as many measurements 
by attributes can generally be made for the same cost as measurements by 
variables. The best inspection method for any given situation must be 
decided on the basis of the practical aspects of the case. 

9.2: Defect and defective. The term ‘‘defect^^ refers to failure to meet a 
Specified quality standard. If the quality standard is that a radiator be 
wa?e?^igfit, t^^^ a defect. Two leaks in a radiator would be two 
defects in the one item. 

The term ^^defective” designates an item that contains one or more de¬ 
fects. A radiator that contains any leaks is defective regardless of the 
number of leaks present. 

In this chapter we shall concern ourselves only with defectives. In the 
next chapter we shall consider defects. 

9.3: The control chart for fraction defective. Fig. 9.3 shows a control 
chart for fraction defective. The data were obtained by drawing samples of 
beads from a box containing teq per cent red beads (representing defective 
items) and 90 per cent white beads (representing effective items). 

Many of the comments made in Chapter VI in connection with control 
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charts for variables are also applicable here. This especially applies to 
Sections 6.2, the last paragraph of 6.6,6.7,6.8, 6.9, and 6.11. 

Fig. 9.3. Control chart for fraction defective. The fraction defective is shown 

here as percent defective (fraction defective times 100). The data were as follows: 

Group No. No Def. Frac. Def. Group No. No. Def. Frac Def. 

1 28 0.140 16 28 0.140 

2 20 0.100 17 15 0.075 

3 24 0.120 18 23 0.115 

4 19 0.095 19 17 0.085 

5 17 0.085 20 22 0.110 

6 25 0.125 21 25 0.125 

7 25 0.125 22 20 0.100 

8 22 0.110 23 18 0.090 

9 22 0.110 24 14 0.070 

10 16 0.080 25 13 0.065 

11 22 0.110 

12 18 0.090 

13 20 0.100 
1.4 OQ 0.115 

15 , 28 0.140 Total. 524 0.1048 (avg.) 

^ - 0.1048 - p - 10.48% 

UCL = 16.99% 

LCL = 3.97% 

9.4: Determination of control limits. Control chart limits are ob¬ 

tained by the formula 

± 3 
p(l -- p) 

N 

where p is the average fraction defective and N is the number of items per 
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sample. It wUl be noted that there is no chart comparable to the chart for 
range in this case. This follows from the fact that regardless of the nature 
of the production process, the inherent variations in attribute sampling 
are completely determined by the fraction defective and the sample size. 
Thus for a given average fraction defective and a given sample size the 
control chart limits are always the same. 

9.5: The problem of variable sample size. It sometimes happens that 
successive samples are of different size. This need not cause any inconven¬ 
ience as long as the largest sample size does not exceed the smallest sample 
size by more than 20 per cent of the smallest sample size. Control limits may 
be based on the average sample size as in Fig. 9.5a. There are two indications 
of lack of control in this illustration. At sample 9 the product appears to be 
significantly better than can be accounted for by chance, and at samples 21 
and 22 (two points but only one event) it is significantly worse. 

As the sample size variations exceed the 20 per cent limitation, the effect 
upon the location of control chart limits becomes increasingly important. 
Separate control chart limits must then be calculated for any unusually 
large or unusually small samples. This is illustrated in Fig. 9.5b. It will be 
noted that the central line remains fixed while the control limits come closer 
together for larger samples and are farther apart for smaller samples. Note 
also that some of the points for the small sample size would be out of control 
if judged by the limits for the lai^er sample sizes. Actually, a state of control 
was maintained during the whole period. 

Effectiveness of workers may change if the rate of production changes 
greatly. While it will not necessarily do so, it should be watched as a possible 
assignable cause of lack of control. 

9.6: G>ntrol chart for number of defectives. The number of defec¬ 
tives (jpN, where p is the fraction defective in the sample and N is the 
sample size) may be used directly for a control chart. This is illustrated in 
Fig. 9.6 which uses the data of Fig. 9.3. The formula 

pTV ± Zy/pNil — p) 

where pN is the average number of defectives per sample and p is the 
average fraction defective, gives the three sigma control limits. 

It will be noted that if the sample size changes, the expected number of 
defectives per sample will also change. This means that a different central 
line as well as different control limits must be used on the chart for each 
different sample size. For this reason the pN chart is generally used only in 
connection with samples of constant size. 
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When p is less than 0.05, the value of 1—approaches sufficiently close 
to unity that it may be dropped from the above formula. It then becomes 

pN =fc B^pN 

Fig. 9.5a. Control chart with variable sample size using constant control limits. 
The data for this chart were as follows: 

Group 
!No. 

Sample 
Size No. Def. % Def. 

Sample 
Size No. Def % Def. 

1 523 3.06 16 553 18 3.25 
2 584 3.08 17 575 23 4.00 
8 502 1.79 18 691 17 2.88 
4 596 2.18 19 536 11 2.05 
5 575 2.96 20 572 14 2.46 
6 513 2.34 21 502 33 6.67 
7 566 3.00 22 511 31 6.07 
8 531 4.14 23 533 14 2.63 
0 540 0.19 24 536 16 2.99 

10 
11 
12 
13 
14 

591 
515 
518 
563 
551 

20 
15 
13 
14 
19 

3.38 
2.91 
2.51 
2.49 
3.45 

25 526 12 2.33 

15 522 16 3.07 Total.... 13625 411 3.02 (avg.) 

411 
13625 

N - 

-* 3.02 

545 

P 

UCL - 6.22% 
LCL « 0.82% 

It will be noted that the largest sample size (596) exceeds the smallest sample size 
(502) by only 19 per cent, hence constant control limits may be used. 
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9.7: Quality control tables for attribute inspection. Such considera- 
tions as judicious selection and number of quality characteristics on which 
to run quality control charts, the selection of group size and the way of 

15 

GROUP NO. 

Fig. 9.5b. Adjustment of control limits for variation in sample size. A total of 
56000 items were inspected giving the following results: 
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obtaining samples, and the manner of presenting results will govern to a 
large extent the success of a quality control program. Of even greater 
importance is the matter of setting up the system so that action can be 
taken quickly when indications of lack of control occur. In order to assist in 
this connection, three items are offered. 

Item 1, Table of width of three sigma band in per cent. Table 9.7a is intended 
for use in expediting the plotting of the control limits on fraction defective 
charts. The arguments provide for process levels of per cent defective in 
convenient intervals from 0.1 to 99.9 per cent defective, and for sample 
sizes from 10 to 10,000 in convenient steps. 

To illustrate the use of the table, suppose we are dealing with a process 
that has established a process level of 1.95 per cent defective and a sample 
size of 832. We select the nearest column and row (2.0 per cent and 800) 
and read the entry 1.48 per cent. This value (which is the width of the three 
sigma band) is then added to and subtracted from the mean value of 1.95 
per cent, giving an upper control limit of 3.43 per cent and a lower control 
limit of 0.47 per cent. These values are entirely satisfactory approximations 
of the more precisely (and more laboriously) calculated values of 3.39 and 
0.51 per cent. 

When observed values fall exactly midway between arguments, the 
column or row that should be chosen will depend on whether one wishes to 
run a slightly greater or slightly lesser risk of looking for trouble when none 
exists. The narrower limits give slightly greater risks, the wider limits 
slightly smaller risks. In any event, the difference in risks will be very small 
and usually of no practical consequence. 

The following tabulation for five days shows how conveniently the table 
may be used. Three quality characteristics are measured on each day^s 
sample. 

Date No. 
Insp. 

Quality Charaoteriatic A Quality Characteristic B Quality Characteristic C 

No. 
Def. 

%Def, UCL* LCL* No. 
Def. %Def. UCL LCL N

o.
 

D
ef

. 

%Def. UCL LCL 

May level 
used for 
June. 

June 2. 1070 172 iHEHi 13.02 7.60 14 

0.96 

1.31 1.86 0.06 6 

0.69 

0.56 1.33 0.05 

June 3 .... 931 138 14.82t iHETl 7.31 3 1.96 0 5 0.54 ■icni 0 
June 4. 396 36 14.81 5.81 2 QQ 2,45 0 2 0.51 1.76 0 

June 5. 1004 119 11.85 7.46 5 1.90 8 1.36 Esa 
June 6. 964 ||2 12.45 7.46 6 0.02 3 0.31 1.36 Bl 

* UCL «« Upper control limit, LCL « Lower control limit, 
t Out of control limits. 
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TABLE 9.7a 

TABLE OF WIDTH OF THREE SIGMA BAND IN PER CENT 

Add and subtract entry to process level to get control limits. Use nearest arguments. 
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TABIiB emtlnMd 

-o'.i ..a i ) i 

}6ao 0.19 0,24 0.^ 0.48 0.59 0.68 0.8? 0.95 1.06 1.16 1.24 1.^ 
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TABLE 9* 7* oontimMd 

71 

10000 0*86 0.90 0.97 1. 
Although th9 rtlationshlps ar» ourvllinear^ ttralght lino 

intorpolatlon bointoa rows or oaluamt may bo uaod for all 

praotloal purpotoa. 
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Item S. Quality control tabks for number of defectives. Foremen, inspectors, 
and others who cannot conveniently take the time to plot a number of 

quality control charts, but who still want a quick check on whether several 

quality characteristics are in control will find these tables convenient. 

The tables have been prepared in two sections. Section One is intended 

for use in connection with an established process level per cent defective 

where varying sample sizes are involved. The proper table may be selected 

by dividing the total number of defective items by the total number in¬ 

spected during at least the last 25 days (lots, shifts, etc.) and multiplying by 

100 to convert to per cent. Using the table for the nearest per cent defective, 

check each day (lot, shift, etc.) to determine those that exceed the number 

in the column headed “Rejects Must Not Exceed.” Read the number in¬ 

spected to the nearest 100. Although the relationships are curvilinear, 

straight line interpolation may be used for all practical purposes (similar 

interpolations may be made between tables if desired). Eliminating all 

figures for those days with excessive rejects, recompute the process level. 

Select the proper table for use in judging the next 25 days’ production (one 

month, or other practical interval). 

Section Two is intended for use in situations where several different 

quality characteristics, each with a different quality level, are checked on 

samples of the same size. 

Excessive defectives indicate the presence of assignable causes. Such 

events call for prompt investigation to identify and control or eliminate the 

assignable causes. Fewer defects than expected should also be investigated 

to determine what occurred to make the product significantly better. If 

such causes can be brought into constant operation the product may be 

permanently improved. 

These tables are based upon the three standard deviation control limits. 

The per cent defective control chart limits are also listed in Section One 
for the convenience of those who wish to plot control charts. 

Those who want to obtain limits for sample sizes other than those 

tabulated above or for quality levels in excess of 35 per cent defective may 

use Figs. 9.7a and 9.7b. Lower numbers of defectives can be read exactly. 

Higher numbers may involve a small error. These errors will generally be 

less than one per cent of the correct value for the number of defectives. 

Readings will be improved if several are made at regular intervals of sample 

size and corrected to give “smooth” successive differences. 

The smallest number of defectives shown on Fig. 9.7b is one. Under some 

conditions of sample size and process level, zero defectives would be sig- 

(Text continued on page 122) 
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TABLE 9.7b 

QDALin OOMTROL TABLES FOR NDUBER OP DEPfiOTIVES 
SECTION OHE 

PROCESS LEVa 0.DEFECTIVE 

Nwber 
IniPdotad 

100 
200 
%0- 

POL 
1.05 
0.77 

_0.65 

Rej ects 
Must Mot 
Exceed 

1 
1 
1 

Average 
Number 
Expected 

0.1 
0.2 
0.3 

Fewest 
Rejects 
Expected LOL 

0 
0 
0 

^wo 
900 
600 

0.57 
0.52 

2 
2 
2 

0.4 
0.5 
0.6 

- 
0 
0 
0 

TOO 
800 

- 900 

oM 
0.44 
0.42 

5 
5 
3 

0.7 
0.6 
0.9 

- 
0 
0 
0 

loco 
1100 
1200 o

 o
 o

 

4 

1.0 
1.1 
1.2 

- 
0 
0 
0 

ijto 
1^ 
1900 

6.56 
0.* 
0.54 

4 
4 
5 

\:l 
1.5 

- 
6 
0 
0 

1606 
1700 
1800 

6.^ 
0.55 
0.52 

D 
5 
5 

■*.0 
1.7 
1.6 

0 ■ 
0 
0 

"^900 
2000 
2100 

0.51 
0.51 

0 
6 
6 

*.y 
2.0 
2.1 

- 
0 
0 
0 

2266 
2^0 
2ioo 

6.50 
0.50 
0.29 

0 
6 
7 . 

2.2 
2.5 
2,4 

- 
0 
0 
0 

2500 
2600 
2700 _ 

0.S9 
0.29 
0.28 

7 
7 

_ 7 _ 

2.5 
2.6 
2.7 

- 
0 
0 
0 

2600 
2900 
!»00 

0.28 
0.28 
0.27 

1 
6 
6 

2.5 
2.9 

- 5-0 

- 
0 
0 
0 

5100 
5200 
3500 

0.27 
0.27 

tt 
6 
6 

5.2 

- - 

- 
6 
0 
0 

5^00 
5S00 
3600 

0.26 
0.26 
0.26 

6 
9 
9 

5.^ 
- 

0 
0 
0 III 

0.25“ 
0.25 
0.25 

9 
9 
9 

5.t 
5.8 
.. - 

- 
0 
0 
0 

^00 
4200 
4400 

o.iS 
0.29 
0.24 

9 
10 
10 

4,2 
4,4 

- 
6 
0 
0 

^o6 
4600 
5000 

0.24 
0.24 
0.^5 

U 
11 
11 

4.6 .. 
4.6 
5.0 

- 
0 

0 
0 

9900 
8000 
6900 0

0
0

 

^2 5.5 
6.0 
6.5 

- 
0 
0 
0 

7000 
7500 
6000 . 

0
 0

 d
 

14 
15 
16 

■ 7.6' ‘ 
7.5 
6.0 

- 
0 
0 
0 

6500 
9000 

0.20 
0.20 
0.20 

it 

'1 

5.6 
9.0 1 

_}- 

6 

0 
—Acr 

tb888- —orrr -- 16.6 1 0.01 
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TABU 9.7b oonUmtvd 

PB90B88 LEVEL 0.2Mt ICrEOtlVB 

NuAb#r 
In«D«ot«d 

100 
aoo 

POL 
1.75 
1.51 
1.11 

Rej«ott 
Must Not 
E»>.«1 

2 
3 

Averagt 
Nuaber 
Expected 

0.25 
0.50 
0.75 

Fewest 
Rejects 

liSI^ 
0 
0 
0 

1.00 3 1.00 .. 0 
500 0.92 4 1.25 • 0 
600 0.86 5 1.50 0 
700 0962 5 1.75 • 0 
800 0.78 6 2.00 • 0 

..^900 0.75 6 2.25 0 
iooo 0.72 7 2.50 .. 0 
1100 0.70 7 2.75 0 
1200 ._Q.« 8 3.00 • 0 

0.67 8 3.25 • 0 
1400 0.65 9 3.50 

_ 5.75 
• 0 

1500 0.64 - 9 • 0 
1^0 0.62 9 4.00 .. 0 
1700 0.61 10 4,25 • 0 
1800 . 0.60 . 10 . . 4,50 0 
1900 0.59 11 4.75 • 0 
2000 0.59 11 5.00 .. 0 
2100 0.58 12 5.25 • _ 0 
2200 0.57 12 5.50 0 
zyao 0.56 12 5.75 - 0 
2400 0.56 -15_ 6.00 • - 0 
2500 0.55 13 6.25 - 0 
2600 0.54 14 6.50 • 0 
.2700_ _ .0..54. 14 6.75 .. 0 
2000 0.55 14 7.00 • 0 
2900 0.55 15 7.25 - 0 
S)00 _ 0.52_ 15 7.50 • 0 
5100 0.52 16 7.75 - 0 
5200 0.51 16 8.00 - 0 

_5500_ 0.51 16 8.25 - 0 
^0 oIsT 17 8.50 • 0 
5500 0.50 17 6.75 - 0 
3600 _ 0.50 _17 _ 9.00 1 0 
5700 0.50 18 9.25 1 0 
5600 0.49 18 9.50 1 0.01 
MOO. __ _ .0,49 _ 19 -9.75 _ 1 0.01 
^00 0.49 19 10.00 1 0.01 
4200 0.48 20 10.50 1 0.02 
4400 0.46 20 11.00 2 0.02 

TSoo 0.47 11.50 2 0.03 

4800 0.47 22 12.00 2 0.05 
0.04 5000 _0,46_ -23_ 12.50 _ 2 

5500 
6000 o

o
 

24 
26 

15.75 
15.00 1 0.05 

0.06 
6500 _ . 0.44 .. 26 16.25 5 - 0.06 

7000 0.45 50 TtIso 5 0.07 
7500 
8000 

0.42 51 18.75 6 0.08 
0.42 . _ 85 20.00 7 0.06 

- oTSi 55 21,25 6 0.09 

9000 0.41 56 22.50 9 0.09 
9500 0.4o _ . 38... 23.75_ _ 10 - ..Q.tli>, 

10000 39 25.00 11 0.10 
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TABLE 9.7b continued 

procBss defedtiyk 

Mbnber 
Inipeoted 

100 
200 

-JOQ_ 

UOL 
2762 
2.00 

-A.12 

Rejoota 
Must Set 

Average 
Nuaber 
SssfjA^A 

0.5 
1.0 
1.5 

Peeeet 
Rejeote 
JUSpee^ LOL 

0 
0 
0 

> _ 
0.2^ 71 50.0 29 
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TABLE 9.,7b oontinutd 

PaBOBSS LEVEL DETBCTITE 

Nuaber 
Ins Dec ted 

loo 
200 

- joo - 

VOL 
5.98 
?.11 .i.]z 

Rejects 
Must Rot 

5 
6 
8 

Average 
Rtuber 
Exoected 

1 
2 

_ 3 

Fewest 
Rej eots 
Excected LCL 

0 
0 
0 

% 
500 
600 

2M 
2.55 

. .2.22 

9 
11 
15 

4 
5 
6 

- 
0 
0 
0 

700 
aoo 
^o_ 

2.15 
2.06 
2.00 

i4 
16 
17 

7 
8 

_ 9 1 

0 
0 
0 

1000 
1100 
1200 

CIS 
1.90 
1.86 

19 
20 
22 

10 
11 
12 

1 
2 
2 

0.06 
0.10 
0.14 

1^0 
1400 
1500 

1.85 
1.80 
1.77 

25 
25 
26 

15 
14 
15 

5 

1 
0.17 
0.20 
0.23 

1600 
1700 

.1800 

1.75 
1.72 
1.70 

27 
29 
50 

-12- 
17 
18 

5 
5 
6 

0.25 
0.28 
0.50_ 

1900 
2000 
2100 

1.68 
1.67 
1.65 

52 19 
20 
21 

6 
7 
7_ _ 

0.52 
0.55 
0.55 

2200 
2?00 

.2400 

1.64 
1.62 
1.61 

5? 
58 

22 

ll 
8 
9 

10 

o7|r 
0.57 
0.39_ 

2500 
2600 
2700 

1,60 
1.59 

_1.57_ 42 

25 
26 
27 

11 
11 
12 

o,4o 
0.41 
0.45 

2500 
2900 

_3Q00_ 

1.56 
1.55 
1.54 

45 
46 

28 
29 
50 _ 

0.44 
0.45 
0..^ 

5100 
5200 
3300 

1.54 
1.55 
1.52 

47 
48 
50 

52 
. 35 ...... 

15 
16 
16 

0.46 
0.47 
0*^8 

5400 
5500 
^00 _ . 

1.51 
1.50 
1.50 

51 
52 
55 

55 
56 

17 
16 
19 _ 

0.49 
o.so 
.0.50. 

5700 
5S00 
5900 

1.^9 
1.48 
1.48 

55 
56 
57 

57 
58 

- - 

19 
20 
21 

o.oi 
0.52 
0.52 

4ooo 
4200 
4400 

1.4? 
1.46 
1.45 

58 
61 42 

44 

22 
25 
25 

0,55 
0,54 

4600 
4800 
5000 

1.44 

1.45 
1.42 

66 
68 
71 

46 
48 
50 

26 
28 
29 _ 

o7k 
0.57 

„ Oi^ 
5500 
6000 
6500 

Dio 
1.59 
1.37 

77 

8? 

55 
60 
65 

55 

1] 
0,60 
0.61 
0*^5^- 

7000 
7500 
8000 

1.56 
1.54 
1.33 

94 
loo 
106 

70 
75 
80 

he 
50 
54 

0.64 
0.66 
9,h. 

6500 
9000 
9500 

1.52 
1.51 
1.31 

112 
m 
124 

65 
90 
95 

58 
62 
66 

0.M 
0.69 
0.89 

- 129 100 71 0.70 
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TABLE 9.7b conUimad 

PHOCESS LEVEL l.at CEFEOCTE 

Nunbar 
Inapactad 

100 
200 

_2SQ_ 

OCL 
5715 
4.06 

_i«61 

Kajaota 
Uuat tht 

5 
6 

10 

Araraga 
Hwbar 
Egpaetad 

1.5 

fawaat 
Rajaota 
toaotad hSk 

0 
0 
0 

^0 
5CX> 
600 

5.52 
>.15 

_Zj99. 

15 
15 
17 

6.0 
7.5 

_ 9.0 1 

0 
0 

0.01 
700 
600 
900 

2.86 
2.79 
.2,72 

20 
22 
24 

10.5 
12.0 

_ 13.5 

1 
2 
3 

0.12 
0.21 
0.26 

1000 
1100 
1200 

2.65 
2.60 
2.65 

26 
26 
50 

15.0 
16,5 
18.0 

4 
5 
6 

0.55 
0.40 
0.45 

1300 
lAOO 
1500 

2.51 
2.47 
2.44 

54 
36 

19.s 
21.0 
22.5 

7 
8 
9_ _ 

0.49 
0.55 
0.56 

1600 
1700 
1600 

27f1 
2.36 
2.36 42 

24.0 
25.5 
27.0 

10 
11 
12 

0.59 
0.62 
0.64 

1900 
2000 
2100 

27^ 
2.52 
2.30_ 

44 
46 
46 

26.5 
50.0 
31.5 15 

0.66 
0.68 
0.70 

2200 
2500 
2500_ 

2.26 
2.26 
2.24 

50 
51 
55 

33.0 
34.5 
36.0 

16 
18 
19 

0.72 
0.74 
0.76 

2500 
2600 
2700_ 

2,25 
2.22 
2.20 

55 
57 
59 

37.5 
39.0 
40.5 

20 
21 
22 

0.77 
0.7a 
0.60 

il
l 2.19 

2.18 
2.17 

61 

1! 
42.0 
45,5 
45.0 26 

0,61 
0.82 
0.83 

5100 
5200 
5?00 

2.15 
2.14 
2.15 

66 
66 
70 

Jitis 
48.0 
49.5 

27 
28 
29 

0.65 
0.66 
0.87L 

5^00 
5500 
5600 

2.15 
2.12 
2.11 

72 
74 
75 

51.0 
52.5 
54.0 55 

0.67 
0.86 
0.69^ 

5700 
5800' 
3900 

2715 
2.09 
2.06 

77 
79 
61 

55.5 
57.0 
58.5 

95 
35 
36 

0.90 
0.91 
0.92 III 

2.06 
2.06 
2.05 

66 
90_ __ 

60.0 
63.0 
66.0 42 

0.92 
0.94 

■ 9.9^ 
4600 
4600 
5000 

2.04 
2.05 
2.02 

95 
97 

loo 

69.0 
72.0 
75.0_ . 

45 
47 
50 

0.96 
0.97 

_iLJ2L. 
5500 
6000 
6500 

1.99 
1.97 
1.95 

109 
118 
126 

82.5 
90.0 
97.5 _ _ 

56 
62 
69 

1.01 
1.05 
1.05 

7000 
7500 
8000 

up? 
1.92 
1.91 . 152 ___ 

105,0 
112.5 
120.0 . 

75 
81 

ToT 
1.06 

6500 
9000 
9500 

1.90 
1.66 
1.87 

161 
169 
178 _ 

127.5 
135.0 
142.5 

ioi 
^07 - - 

Tio 
1.12 
1.13 

10000 1.66 186 150.0 114 1.14 
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TABU 9<7b MntlBuad 

PBQOBBS UVn 2it PEFBOTIYK 

Ifittbtr 

100 
aoo 

.300 

UCL 
3720 
4.97 
4.42 

R«j oots 
Must Mot 
Exceed 

6 
9 

15 

Average 
Number 
Exceoted 

2 
4 

_ 6 

Fewest 
Rej eote 
Expected LOL 

0 
0 
0 

500 
600 

4.10 
5.88 
3.71 

1^ 
19 
22 

8 
10 
12 

1 
2 

0 
0.12 
0.29 

700 
800 

_ 9 00 

3.59 
3.48 
3.4o 

25 
27 
50 

l4 
16 
18 

5 
5 
6 

0.41 
0.S2 
0.60 

1000 
1100 
1200 

505 
5.27 
5.21 

55 
55 

- 

20 
22 
24 

7 
9 

10 

0.67 
0.75 
0.7? 

1500 
1^ 

3.16 
3.12 
3.08 

4l 26 
28 

_ 50 

11 

]l 

0.84 
0.88 
0.92 

TZoo 
1700 

.1800 

5.05 
5.02 

_ 2.99 

4d 
51 
55 

5? 
34 
36 . 

16 
17 
19 

0.95 
0.96 
I.OI 

1900 
aooo 
2100 

2.96 
2.94 

_ 2.92 

56 
58 
61 

fo 
42 

20 
22 
25 

" 1.o'4" 
1.06 

_ 1.08 
2200 
2500 
2400 

2.90 
2.88 
2.86 

65 
66 

.. 68 _ 

'"44 
46 
46 

25 
26 
28 

1.10 
1.12 
1.14 

2500 
2600 
2700 _ 

2.84 
2.82 
2.81 

70 
75 
75 

50 
52 
54 

50 

i 
1.16 
1.18 

.. 1.19 .. 
2800 
2900 
5000 

2.79- 
2.78 
2.77 

78 
80 
82 

56 
58 
60 58 

1.21 
1.22 
1.25^ 

5100 
5200 
5500 __ 

2.75 
2.74 
2.75 

85 
67 
90 

62 
64 
66 42 

1.29 
1.26 
1.2i„ 

54^ 
5500 
5600 _ 

2.72 
2.71 
2.70 

92 
94 
97 

68 
70 
72 

44 
46 
47 - 

1.26 
1.29 
1.50 

5700 
5800 
5900 

2.69 
2.68 
2.67 _ 

99 
101 
104 

74 
76 
I® 

49 
51 
52 

1.51 
1.32 
1.55 

teoo 
4200 
4400 

ZM 
2.65 
2.63 . .. 

106 
111 
115 

60 
84 
68 _ 

54 
57 
61 _ 

1.54 
1.35 
1.37 

4800 
9000 

O2 
2.61 
2.59 . 

120 
125 
129 

92 
96 

loo 

64 
67 
71 - 

,1.38 

5500 
6000 
6500 

2.57 
2.54 
2.52 

l4l 
152 
165 

110 
120 
150 _ 

79 
88 
97 1.48 . 

7000 
7500 
flooo 

2.90 
2.48 
2.47 

175 
186 
197.. . 

i4o 
150 
160 

109 
114 
123 

1.90 
1.92 

. 1.53,,.. 
8500 
9000 
0500 

2.44 
2.43 

208 
219 
230... _. 

170 
180 
190 _ _ 

152 
141 
150 

1.94 
1.96 
1.g7 

10000 2.42 2^1 200 159 1.98 
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TABLE 9* 7b oontinuad 

PROOBSS LEVEL 5^ DEyBOTIVE 
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TABLE 9.7b oontlnutd 

niOOESS LEVEL 4* DEPBOMTE 

Nuftbtr 
Avortgo Fowott 

Mutt Not Number Rejoott 
Ineoaotdd 

100 
OOL 
9.88 

Excetd 
9 

EKD>et.d 
4 

Exbooted LOL 
0 

200 8.16 16 6 0 
7.5? 22 12 2 0.61 

4oo 6.9^ 27 16 5 life’" 
500 6.65 33 

38 
20 7 ^37 

_^0 6.4o 24 10 1.60 
700 6.22 28 13 1.78 
aoo 6.08 48 32 

.36 
16 1.92 

500 5,96 53 19 2.04 
1000 5.66 58 40 22 2.U 
1100 S.77 63 44 25 2.23 
1200 5.70 68 48 28 2.30 
1500 
1^00 

5,65 73 52 31 2.57 
5.57 77 56 55 

?® 

2.43 
1500 5.52 62 60 2.48 
1600 5.47 87 64 4i 2.53 
1700 5.45 92 68 44 2.57 
1800 5.39 96 72 48 2.61 
1900 5.55 101 76 51 2.65 
2000 5.51 106 80 54 2.69 
2100 5.28 110 84 58 .2.72. 
2200 5.25 115 88 61 2,75 
2500 
2400 

5.25 
5.20 

120 
124 

92 
_ 96 

64 
68 

2.77 
. 2,80 

2500 5.18 129 100 71 2.82 
2600 5.15 133 104 75 2.85 
2700 5.15 _ 158 108 78 _. 2.87 
2800 5.11 143 112 81 2.89 
2900 5.09 147 116 85 2.91 
5000 __5.07 152 120 _ 88 2,93 
5100 5.06 156 124 92 2.94 
5200 5.04 161 128 95 2.96 
3300 5.02 165 132 99 .2.98. 
5^00 5.01 170 102 2.99 
5500 4.99 174 l4o 106 3.01 
3600 _ .4.98. - - 179 144 109 _ 3.02. 
5700 4.97 183 155 113 3.03 
5800 4.95 188 152 116 3.05 
5900 4.94 192 156 120 5.06 
4000 4.95 197 Ro 123 5.07 
4200 4.91 206 168 130 

158 
3.09 

4400 4.89 214 3.1J 
■5^00 4.87 223 184 145 3.5 
4800 4.85 232 192 152 3.5 
5000 4.85 241 200 _ 159 3.17 
5500 C79 263 Zia 177 5.2) 
6000 4.76 285 24o 195 5.24 
6500 4.73. _ 307 _ 260 215 .3.87 
7000 5T70 329 280 23^ 3.30 
7500 4.68 350 500 250 

.8000 4.66 _372 . 520 . 268 . 5.54 

6500 4.64 jr. 340 286 5.36 
9000 4.62 360 

580.. 
505 5*36 

9500 4.60 457 525 3iW , 
«- w 458 400 342 3.41 
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TAK.E 9.7b ooBttaued 

PBOOB88 LETg, g< DEPaOMTO 
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TABLE 9.7b oonUnuad 

PB0CE88 LEVEL 6* DEfECTITE 

Nttabtr 
InsD«ot«d 

100 
200 

-JQO,,. 

OOL 
15.12 
11.04 
10.11 

Re] 4010 
Mutt Rot 
Exo.«l 

22 
50 

Averego 
Ninber 
Ezoected 

6 
12 
18 

Fewest 
Rejects 
Expected 

2 
6 

LCL 
0 

0.96 
1.89 

400 
500 
600 

9.96 
9.19 
8.91 _ 55 

24 

56 

10 
15 

2.44 
2.81 
5.09 

700 
800 

-9(30 

8.69 
8.52 
8.87 

60 
68 
75 

kz 
48 
54 

24 
28 
55 

5.51 
3.48 
5.63 

1000 
1100 
1200 

8.25 
8.15 
8.06 

82 
89 

- 96 

60 
66 
72 i 48 

3.75 
3.85 

.. 3.94 
1500 
1400 

_1.500 

7.98 
7.90 
7.84 

105 
110 
117 

78 
84 
90 

55 
58 
65 _ 

4to2 
4.10 
4.16 

1700 
1800 

7.78 
7.75 
7.70 

124 
151 
158 

96 
102 
108 

68 
75 
78 

5.22 
4.27 
-5.^30_, 

1900 
2000 
210D__ 

7.65 
7.59 

- 7.55^ 

ite 
151 
158 

114 
120 
126 

85 
89 
94 

4.57 
4.41 
4.45 

2200 
2500 
2400 

7.52 
7.49 
7.45 

165 
172 

-.-178 

152 

;2 
99 

104 
110 

4.43 
4.51 
4.55 

2500 
2600 
-2700_ 

TM 
7.40 
7.87_ 

185 
192 
199 

150 
156 
162 

115 
120 
125 

4.58 
4.60 
4.65 

8
8
8

 

7.55 
7.52 
7.30 

205 
212 
219 

168 
174 
180 

151 

Z 
4.65 
4.68 
4.70- 

5100 
5200 
3500_ 

7.28 
7.26 
7.24 

225 
252 

_258_ 

186 
192 
198 

147 
152 
158 

4.72 
4.74 

. 4_..76 

II
I 7.22 

1.2Q 
78.1^ - _ 

245 
252 
258 

204 
210 
216 

16J 
168 
174 

5.76 
4.80 
4.81 _ 

5700 
5800 
5900 

7.17 
7.16 
7.14 . 

265 
271 
278 

222 
228 
254 ___ _ 

179 
165 
190 

4.83 
4.84 
4.86 

4000 
4200 
4400 

7.15 
7.10 
7.07 

285 
298 

- 811 _ 

240 
252 
264 

195 
206 
217 

4.87 
4.90 
5.93 

4600 
4800 
9000 

7.05 
7.05 
7.01 

357 
350 

276 
288 
500 

228 
259 
250 

4.95 
5.97 

.4.9? _ 
9500 
6000 
6900 

6.96 
6.92 
6.68 

582 
415 
447 

350 
360 
390 

278 
505 

5.04 
5.08 
5.12 - 

7000 
7500 
dooo 

6.82 
6.80 

479 
511 
543 

420 
450 
480 

561 

1?? 
5,15 
5.18 
5.20 

6500 
9000 
9500 

6.77 
6.75 
6.75 

575 
607 
659 

5I0 
94o 
570 

555 
473 
S501 _ 

5.23 
5.25 

iOQOO 6.71 6^ 600 029 5.29 



Niuber 
Inepaoted 
~ioo 

200 
--20Q_ 
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TABU 9«7b oontlnuad 

fROOESS LEVEL 1% DEFEOTIVg 

Rajaota Avaraga 

UOL 
15:^ 

Must Not Numbar 
Exoaad 

14 
£a»£l!»a 

7 
12,41 24 14 
11.42 _54_ 21 

Fawaet 
Rejaota 
Expaoted ISk 

0 
1.39 
2.r“ 

4 
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TABLE 9«7b eoiitlnu*d 

BMOESS LEVEL 8^ DEFECTIVE 

IKanber 
InsDeetod 

100 
200 

-^ 00 - - 

VCl 
16.14 
13.76 
12.70 

Rejocte 
Must Not 
Excoed 

16 
27 
?8 

Averago 
Numbor 
ExDoctsd 

8 
16 
24 

Pswest 
Rejects 
Exceoted 

5 
10 

LSL 
0 

2.24 
5.30 

400 12.07 48 16 3.93 
soo 11.64 58 40 22 4.36 
600 11.32 _ 67 48 29 4.68 
700 11.08 77 56 4.92 
600 10.88 67 64 41 5.12 
900 10.71 _ _ 96 72 48 5.29 

1000 10.37 105 80 55 05 
1100 10.45 114 86 62 5.55 
1200 10.35 124 96 68 5.65 
1^0 10.25 133 75 5.75 
l4oo 10.22 142 112 82 5.76 
loOO 10.10 151 120 89 5.90 
1600 160 128 5.97 
1700 9.97 169 1^ 103 6.03 
1600 _ 9.92 _ 173 144 110 6.06 
1900 9.87 167 152 117 6.13 
2000 ?.82 196 160 124 6.18 
2100 9.78 205 168 151 6.22 
2200 ^.74 214 176 1% 6.26 
2500 9.70 225 164 145 6.30 
2400 9.66 . 251 192 153 6.54 
2500 240 200 160 6.57 
2600 9.60 249 208 167 6.40 
2700 _9.57 _ 258 216 174 _ 6.45 
2600 9.51 267 225 181 6.46 
2900 9.51 275 232 189 6.49 
5000 9.49 . .. 284 240 196 6.51 . 
5100 9.46 293 258 203 6.54 
5200 9M 302 256 210 6.56 
3500 9.42 _ 310 264 216 6.58 
3400 9.4o 319 272 225 6.60 
3500 9.5s 328 260 232 6.62 
3600 9.36 . _ _ 3%_ 288 240 ^.-64. 
3700 9.3^ ^5 296 257 6.66 
3800 9.32 354 304 254 6.68 
3900. 9.50 _ 362 _ _ 512 262 6.70 ^ 
4000 9.29 371 320 2^ 6.7i 
4200 9.26 588 336 284 6.74 
4400 9.23 405 352_ 299 6.77 . 
4600 9.20 423 368 315 Oo 
4800 9.17 44o 584 328 6.85 
5000 9.15 457 400 _ 545 6.85_ 
3500 9.10 500 440 MO 6.90 
6000 9.03 543 480 417 6.9s 
6500 9.01 585 520 455 6.99. 

7000 8.97 628 560 5^2 7.03 
7S00 8.94 670 600 530 7.06 

6000 8.91 712 64o 568 .liflL- 
8500 8.68 755 7.12 

9000 8.86 797 720 643 7.14 
9500 8.84 639 _ 760 681 7.10 

iOOOO 8.61 881 800 719 7.19 
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TABLE 9* 7b oontinudd 

PR00E5S LEVEL 95S DEFEOTTVE 

Nuaber 
Ineoeotad 

100 
200 

■■■300. 

UOt 
17.59 
15.07 

_13,^6 ., 

Rejecte 
Ltuet Not 
Exceed 

17 

41 

Average 
Nunber 
Exoected 

9 
16 
27 

Feveet 
Rejecte 
Exoected 

1 
6 

15 

iSL 
0T4T 

400 15.29 56 19 4,71 
500 12.64 64 45 26 5.16 
600 12.50 75 54 53 5.50 
700 12.24 65 65 41 5.76 
600 12.04 96 72 46 5.96 
900 11.66 106 81 56 6.14 

1000 11.71 1'7 90 65 6.29 
1100 11.59 127 99 71 6.41 
1200 11.48 106 79 6.52 
1500 11.58 i47 117 87 6.62 
1400 11.29 156 126 94 6.71 
1500 11.22 168 _ 155 102 6.78 
1600 11.15 176 m 110 6.85 
1700 11.06 166 155 118 6.92 
1000 11.02 _ 196 _ 162 126 6.98 
1900 10.97 208 171 m 7.05 
2000 10.92 218 160 142 7.08 
2100 10.67 228 _16? _ 150 _7.15 
2200 10.85 236 196 156 7.17 
2300 10.79 246 207 166 7o21 
Zkso 10.75 256 216 174 7.25 
2500 10.72 267 225 183 7.28 
2600 10.68 277 234 191 7.52 
2700 __ 10.65 267 243 _ 199 .. 7.35 
2000 10.62 297 252 207 7.» 
2900 10.59 507 261 215 7.41 
5000 . 10.57 317 270 - 223 7.45 
’ilOO 10.54 526 279 252 7.46 
5200 10.52 268 24o 7.46 
3500 10,49_ 546 297 248 7.51 

^00 10757 566 306 25^ 7.55 
5500 10.45 365 515 265 7.55 
3600 10.45 575 . 524 273 7.57 

5700 10^51 385 335 281 7.59 
5800 10.59 »4 542 290 7.61 
3900 10.57 .4o4_ . 3®’ 298 7.63 
4ooo 10.56 ¥15 560 306 7.64 
4200 10.52 453 576 523 7.68 
4400 10.29 452 596 _ 54o 7.71 
4600 10.27 2f72 414 556 
4800 10.24 491 452 373 7.76 
SooO 10.21 510 450 390 _7J9. 
5500 ioTlS 556 1^5 75? 7.84 

6000 10.11 606 540 474 7.89 
6500 10.06. 654 585 516 

7000 10.05 701 650 559 7.97 
7500 9.99 749 675 601 8.01 
8000 9.96 796 720 644 8.04 
6500 9.95 644 765 686 8.07 
9000 9.90 691 8I0 729 6.10 
9500 9.68 956 855 772 8.12 

10000 9.86 965 900 815 6.14 
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TABLE 9.7b oontlnuad 

PBOOESa LEVEL lost DEPECTIVE 

Ntuber 
Rojocts AT^rage Fewaet 
lAiit Ifot Nmbar Rejaots 

Xnsoeoted m Exp.ot.d ExD9Pted LCL 
100 19.00 id 10 2 1.00 
200 16.36 52 20 8 5.64 
y)Q __J?^20^ 45 15 4.80 
400 14.90 57 40 25 5,50 
500 14.02 70 50 50 5.98 
600 13.67 62 _ _ 60 6.55 
700 15.40 95 70 2.60 
600 15.16 105 60 55 6.62 
900 _ _ 15.00 116 90 64 7.00 

1000 12.85 128 100 72 7.15 
1100 12.71 159 110 61 7.29 
1200 12.60 151 120 69 7.4o 
IJOO 
1400 

12.50 162 130 98 7.50 
12.41 173 140 107 7.59 

1900 12.52 164 150 116 7.68 
1600 12.25 195 160 125 7.75 
1700 12.18 207 170 155 7.82 
1600 12.12 218 180 142 7.88 
1900 12.07 229 190 151 7.95 
2000 12.01 24o 200 160 7.99 
2100 11.96 251 210 16? __ 8.04 
2200 11.92 262 220 I7S 6.08 
2500 
2400 _ 

11.86 
11.84 

250 
240 

187 
196 

8.12 
8.16 

2500 11.80 250 206 2.io 
2600 11.77 305 260 215 8.23 
2700 11.75 916 270 ____ 224 8.27 
2600 11.70 527 260 253 6.30 
2900 11.67 538 290 242 6.33 

__3000 _ _ ___11.64^ 349 300 _ 251 6.36. 
5100 11.62 360 510 260 !•?? 
5200 11.59 370 520 270 6.41 
5500 11.57 961 . 350 279 _ 8.43 
5400 11.54 592 540 288 8.46 
5500 11.52 405 550 297 8.48 
3600 _11.5Q_ 413 360 _ 307 _ 6.50 
5700 11,46 4w 370 316 6.52 
J600 11.49 499 360 3» 8.55 
5900 11.44 W 390 .. 334 . _ 8.56 
4000 11.42 496 400 544 8.96 
4200 11.59 476 420 362 8.61 
4400 11.56 . 499 440 361_ .6,^,. 
4600 11.55 521 525 599 ^t67 
4600 11.50 542 460 418 6.70 
9000 11.27 565 900 457 8J3 
9900 11.21 6^6 990 484 8.7? 

8.84 6000 11.16 669 600 551 
6900 11.12 722 690 578 8.88^ 
7000 11,06 775 700 625 8.92 

7600 11.04 827 750 675 6.96 
8000 11.01 680 . 800 _ 720 .AS2_ 
6500 10.98 952 850 t25 9.02 

9000 10,95 985 900 619 9.06 
9500 10.92 1037 _ 950 _ 865 9.Q8_ 

10000 10.90 1090 1000 910 9.10 
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TABLE 9* 7b ooniinMd 

PROCESS LEVEL 12Sg DEFECTIVE 

Number 
Ineoected 

100 
200 

--202- 

UCb 
21.75 
16.89 

-.17.6?_ 

Hejacts 
Must Not 
Exceed 

21 
27 
52 

Average 
Nuaber 
Excected 

12 
24 

Fewest 
Rejects 
Excected 

20 

LOL 
2,25 
silt 
6.37 

4oo 16.67 67 46 29 7,12 
000 16.56 81 60 29 
600 --!5,?6 95 72 40 8.02 
700 15.68 109 84 59 8«52 
aoo 15.45 123 96 69 8.55 
900 15.25 137 108 79 6.75 

1000 15.06 151 120 89 8.92 
1100 14.94 164 122 100 9.06 
1200 <^01 _177 144 111 9.19 
1500 i4.70 191 156 121 9.20 
1400 14.61 204 166 122 9.29 
1500 1^52 __. . 217 180 ..145 . 9.46 
1600 250 192 154 9.56 
1700 14.56 244 2o4 164 9.64 
1600 14.50 257 216 175 9.70 
<900 14.25 270 228 186 9.77 
2000 14.18 283 24o 197 9.62 
2100 14.15 296 252 206 9.87 
2200 Rtos 509 aS5 219 9.92 
2500 14.05 522 276 250 9.97 
24oo 15.99 355 288 241 lo.oi 
^00 15.95 548 200 252 10.05 
2600 15.91 56I 312 265 10.09 
2700 15,36 374 524 274 10.12 
2doo 15.34 587 553 265 10! 16 
2900 15.31 4oo 548 296 10.19 
5000 15.75 413 360 307 _ 10.22 
5100 15.75 426 572 518 10.25 
5200 15.72 459 584 529 10.28 
5500 15.70 452 596 54o. 10.30 
5^0 15.57 56? 4o3 552 10.22 
5500 15.65 477 420 565 10.55 

_3600 15.62 490 452 .. 574 ^ 10.^ 
5700 15.60 505 444 585 10.40 
5600 15.58 516 456 596 10.42 
5900 15.56 528 468 408 10.^ 
4000 15.54 sfi 480 ¥19 10.46 
4200 15.50 567 504 441 10.50 
4400 15.47 532 528 464 10.55. 
4wo 15.44 618 802 486 10.56 

4800 15.41 645 576 509 10.59 
5000 15.36 __ 668 600 552 
5500 15.31 722 So 588 10.69 
6000 15.26 795 720 645 10.74 
6500 15.21 858 780 702 _ 

7000 15.17 921 640 759 10.83 
7500 12.12 964 900 816 10.67 
8000 15.09 1047 960 873 . 1.9 
S500 15.06 1109 1020 931 10.99 
9000 13.03 1172 1060 966 10.97 
9900 15.00 1255 1l4o 1o45 11.00 

10000 12.97 1^7 1200 110> 11.09 
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TABLE 9>7b oentlmied 

PBOOESS LEVEL DEPBOTIVE 

Kiaabar 
Inapaoted 

foo 
200 

-JBQ_ 

UOL 
25151 
21.36 

-80.01 

Rejects 
Must Not 
Exceed 

24 
42 
60 

Average 
Number 
ExDSCted 

14 
26 
42 

Feweat 
Rejects 
ExDSCted 

4 
14 
24 

LOL 

1:^ 
7.99 

400 19.20 76 56 —s- 6.60 
500 16.66 95 70 9.34 
600 16.25 109 64 59 9.75 
700 17.95 125 98 7i 10.07 
800 17.66 141 112 63 10.32 
900 _ 17.47 __ 157 126 95 10.95 

1000 i7.29 172 140 106 ^0.71 
1100 17.14 166 154 120 10.66 
1200 17.00 204 166 152 11.00 
1300 16.89 219 162 145 irTr" 
14tt 16.78 234 196 156 11.22 

JSOO 290 219 170 _ 11.51 
16.60 265 224 185 11.4o 

1700 16.92 280 256 196 11.48 
1600 16.49 296 252 206 11.99 
1900 16.39 311 266 221 ii.fi 
2000 16.33 326 280 254 11.67 
2100 16.27 .341 294 247 11.75 
2200 iZtS 396 506 225 11.76 
2500 16.17 571 522 275 11.85 
2400 16.12 3M 536 266 11.66 
2900 16.08 402 550 298 TTT92 
2600 16,04 417 564 511 11.96 
2700 16.00 432 376 324 12.00 
2600 15.97 447 392 337 12.03 
2900 15.95 462 406 350 12.07 
5000 15.90 477 __ 420 365 _ 12.10 
5100 19.87 491 tr 377 12.13 
5200 19.84 506 448 390 12.16 
5500 19.81 521 462 12.1?_ 
5400 15.79 93? 476 4T6 12.21 
5500 15.76 991 490 429 12.24 
5600 15.73 .566 . 504 442 _ 12.27 
57CX5 19.71 561 5i6 12.29 
5800 19.69 596 552 468 12.31 
5900 19.67 611 546 481 J2.33 
4000 19.69 629 560 499 12.35 
4200 19.61 659 588 521 12.59 
4400 19.97 685 616 547 12.43. 
4600 19.93 7i4 644 574 12.47 
4800 19.90 744 672 600 12.50 
9000 19.47 775 700 627 _^12.93_ 
9900 15.4o 647 770 693 12.60 
6000 15,54 92a 64o 760 12.66 
6900 15.29 995 _ 510 827 12.7.1 

"Two 15.24 1067 960 893 12.76 
7900 15.20 1140 1050 960 12.80 
8000 15.16 1215 1120 1027 12.84 

TSoo ~T9tT3 1265 nfo 1095 12.87 

9800 
9500 

19.10 
19.07 !JS I860 

1330 
1162 
1229 

12.90 
12.95 

10000 15.04 1^0 1296 t2.96 
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TABLE 9«7b continued 

PROCESS LEVEL DEFSDTIVg 
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TABLE 9* 7b ocmtlnuad 

Rajact8 Avaraza Fawaat 

»00 207^1 507 555 595 
2600 20.26 926 466 410 19.74 
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lABIiS 9.7b eanUnuad 

WOOBSS LEVEL 20i{ DEPEOrnni! 

Ifuftbar 
InsDeoted 

1CX) 
200 
^_ 

OOL 
32.00 
26.49 
26.95 

RejaotB 
Must Not 
Exceed 

5^ 
56 
do 

Average 
Niinber 
Exceoted 

20 
40 
60 

Fewest 
Rejects 
Exoected 

9 
24 
4o 

LOL 
6.00 

11.51 
13.07 

400 26.00 104 80 56 14,00 
500 25.37 126 100 74 14.63 

-600 24.90 149 120 91 15.10 
700 25754 171 140 109 ^5.46 
Ooo 24.24 193 160 127 15.76 
900 24.00 215 180 145 16.00 

1000 23.79 257 200 163 16.21 
1100 25.62 259 220 161 16.38 
1200 25.46 281 24o 199 16.54 
1300 25.33 503 260 217 16.67 
1400 25.21 324 280 236 16.79 
1500 . _ 23.10 __ _ 346 . _ _300 . 254 16.90 

25.00 367 520 273 17.00 
1700 22.91 389 34o 291 n.09 
1600 22.83 410 360 _ 310 17.17 
1900 22.75 452 580 328 17.25 
2000 22.68 455 400 5^7 17.32 
2100 22.62 _ 420_ __ 366 .. - 37.56 
2200 22756 59S 440 384 
2^ 22.50 517 460 403 17.50 
2400 22.45 . _538 _ 460 422 J7.55 
2000 22^55 559 500 551 
2600 22.35 581 520 459 17.65 
2700 _ _ 22.51 602 54o 476 17.69 
2600 22.27 623 S60 597 17.73 
2900 22,23 644 560 516 17.77 
5000 22.19 665 600 535. - 17,61 _ 
5100 22.16 666 620 gg 17.^ 
5200 22.12 707 640 575 17.88 
5500 22.09.. 728 . 660 592 17.91 
5400 22.06 7^9 680 611 17.94 
3600 22.05 no 700 650 17.97 
5600 22.00 791 __ 720 __ 649 18.00 
3700 21.97 812 75o 668 18.05 
3600 21.95 833 760 687 18.05 
3900 21.92 854 780 .. 706 
4000 21.90 875 600 725 18.10 
4200 21.85 917 640 763 18,15 
4400 21.81 959 880 80I 18.19 
4600 21.77 1001 920 839 18.25 
4600 21.73 1043 960 877 18.27 
50G0 21.70 1064 1000 916 
5500 21.62 nss 1100 1012 18.38 
6000 21.55 1292 1200 1103 18.45 
6500 21.49 1396 1500 12o4 18.51 
7000 2T755 1500 1400 1300 18.57 
7500 21.59 1603 1500 1397 18.61 
6000 21.34 1707 1600_ 1493 __ 18.66 
8500 21.30 1810 1700 1590 18,70 
9000 21.26 1913 1800 1687 18.74 
9500 21.25 2016 150CL_ 1784 18.77 

10000 21.20 2119 2000 1861 18,80 
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TABLE 9,7b eontlmwd 

W00BS8 LEVEL SM DSFBCTITB 

Rejects Average Peveet 
llittber Must Not Riaber Rejects 
Ingp»etad UOL Exceed Expected ExDeetea LOL 

100 57.» 37 29 13 12.01 
200 54.19 68 50 32 15.81 
?00- 52,50 97 75 55 17.50 
400 51.50 129 100 75 16.50 
900 50.61 154 125 96 19.19 
($00 _ 30.50 181 150 119 19.70 
700 29.91 209 175 141 20.09 
600 29.59 236 200 164 20.41 

_ 000 29c33 263 225 187 20.67 
1000 29.11 291 250 209 20.89 
1100 28.92 318 275 2^2 21.06 
1200 28.75 344 500 256 21.25 

3?" 
28.60 371 j525 219 21.40 

1400 28.47 398 350 302 21.55 
1500 28.35 429 575 325 21.65 

26.29 551 400 349 21.75 
1700 26.19 478 425 372 21.85 
1800 _ 28.06 505 450 595 21.94 
1900 27.96 531 475 h\9 22.02 
2000 27.90 556 500 442 22.10 
2100 27.83 __ 584 525 466 22.17 
2200 27.77 610 550 490 22.23 
2:^00 27.71 «57 575 515 22.29 
2400 27.69 ^5 600 537 _ 22.55 
2500 27.^ «9 625 561 22.40 
2800 27.55 716 650 564 22.45 
2700. 27.90 . .742 675 ^8 _ 22.50 
2600 27.45 735 700 632 22.55 
2900 27.41 794 725 656 22.59 
9000 27.57 621 750 679 22.63 
9100 27.33 557 775 703 22.67 
9200 27.30 875 800 727 22.70 
3500 27.26 -.899 825 751 _ 22.74 . 
9^00 27.25 929 850 775 22.77 
9500 27.20 991 675 799 22.80 
3600 27.17 977_ 900 825 _ 22.83_ 
3700 27. i4 ioo4 925 22.86 
9600 27.11 1030 950' 870 22.89 
5900 27.06 1056 979 694 22.^2 
4000 27.09 1082 1000 9I8 22.99 
4200 27.00 11^ 1050 966 23.00 
4400 26.96 1186 1100 23.04 _ 

26.92 ?255 1150 w55 25.06 
4600 26.88 1290 1200 1110 23.12 
9000 26.84 1341 1250_ 1199.. . _23 J6 
5500 26.75 1471 1279 23.25 
6000 26.66 1600 1500 1400 25.92 
6500 26.61 ’72? 1625 1521 
7000 26.55 1^ 1750 R55 23.45 
7900 26.50 1987 1875 1765 23.50 
8000 26.45 2116 _ 2000 1884 .23.» 
6900 2^.41 22M 2125 2006 23.99 
9000 26.57 2575 2250 2127 23.63 

_9900 , 26.35 2501 25.75 . 2249 23,67 
10000 26.50 2629 2900 2371 23.70 
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Table 9*7b Biutimuid 

LSVtt 50< DEMBT^V* 

Average Fewest 
Ktaber Must Net Nunber Rejects 
InsDeoted 

ioo 
POL 

45:75 43 
Excaeted 

30 
Exoected 

17 
LOL 

167& 
200 59.72 79 60 41 20.28 

-409_ - 57M __ 115 90 67 22.06 
400 5^.87 147 120 93 23.^ 
500 56.15 180 150 120 25.65 
600 55.61 213 180 147 24.51 
700 35.20 w> 210 174 24.80 
600 54.66 278 24o 202 25.14 
900 34.56 ^ 511 270 229 25.42 

1000 54.55 345 300 257 25 .d5 
1100 34.15 375 330 285 25.65 
1200 _ 33 .^7 _ 407 560 513. _ .26.03 
1500 55.81 590 341 26.19 
l4oO 55.67 471 420 369 26.33 
1500 55.55 505 450 - 26.45 
1600 55.44 5^ 55o 426 26,56 
1700 33.33 566 510 454 26.67 
1800 _ 33.24_ 596 540 482 ^.76 
1900 33.15 629 570 511 26.85 
2000 55.07 661 600 539 26.93 
2100 33.00 692. . 630 568 27.00 
2200 32.95 ft? 660 596 27.07 
2500 32.87 755 690 625 27.13 
2400 52.61 _ 787 _ 720 655 .27.19... 
2500 32.75 818 750 682 27.25 
2600 32.70 850 780 710 27.30 
2700 52.65 681 810 739 _ 27.55 
2600 52.60 912 855 768 27.40 
2900 32.55 944 670 796 27.43 
.5000. 52.51 975 _ 900_ 625 27.49 
5100 52.47 1006 930 854 27.53 
5200 32.43 1057 960 683 27.57 
3300_ 32.32 _ 1068 - 990. 912 .27.61 
^00 52.36 1100 1020 940 27. M 
^00 32.32 1151 1050 969 27.68 
5600 52.29 1162 1080 996 . 27.71 
5700 32.26 1195 1110 1027 27.74 
5600 32.23 1224 1140 1056 27.77 
5900 32,20_ 1255 -1170 1085 _2Lfiff 
4000 52.17 1280 1200 TlW 27.63 
4200 52.12 1549 1260 1171 27.86 
4400 32. 07. 1411 1520 1229 27.93 

52.03 1473 1%0 1287 27.97 
4600 31.98 1553 l44o 1343 28.02 

5000 51.94 1397 1500 1405 

5500 31.85 1751 1630 1»9 26.15 

6000 31.77 1906 1600 1694 28.23 

£500 51.71 2060 1950 .. 1840 

7000 31.64 2II5 2 loo 1985 28,56 

7500 31.59 2569 2250 2151 28,41 

6000 51.54 2522 24oo —sm_ 28.46 

8500 51)49 257S 2550 2424 28.51 

9000 31.45 2830 2700 2570 28,55 

9500 31.41 2983 _ __ .2850 2717 28.59 

Toooo 51.57 5137 3000 2863 28,63 
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TABLE 9.7b oeatlnued 

PROCESS LEVEL git aEgEOTIYE 

Nicnbor 
Inspeetad 

100 
200 

-1^-. 

m 
49.51 
45.12 
43.26 

Rejects 
Ifuet Not 
Exceed 

49 
90 

129 

Average 
Nicuber 
Expected 

35 
70 

105 

Fewest 
Rejects 
Expected 

21 
50 
81 

LCL 
20.69 
24.68 
26.74 

400 42.15 168 140 112 27.85 
soo 4l,4o 206 175 144 28.60 
600 40.84 245 210 175 29.16 
700 4o.41 282 245 208 29.59 
800 4o.o6 320 280 24o 29.94 

__900 __ 39977 ___ 557 515 275 30.23 
1000 59.52 395 550 305 30.46 
1100 59.51 452 585 338 30.69 
1200 39.15 _469 420 .371 .. _ JO .87 
<500 58.97 506 465 4o4 31.03 
1400 58.82 545 490 ^37 31.18 
1500 _ 38.69 580 525 470 31.31 
1600 56.58 617 560 503 31.42 
1700 38.47 654 595 556 31.53 
laoo 38.57 690 _630 570 _ J1. 63 ^ 
1900 38.28 727 665 605 51.72 
2000 38.20 765 700 637 31.80 
2100 58.12 800 __ _ 735 670 31.88 
2200 38.05 637 770 703 51.95 
2^00 57.98 875 805 737 32.02 
2400 37.92 _ 910 840 779 32,06.... 
2500 57.66 946 875 804 32.14 
2600 37.81 982 910 838 32.19 
2700 _ 37.75 _ 1019 945 871 32.25 
2600 37.70 1055 960 905 32.30 
2900 37.66 1092 1015 938 32.54 
50DO 37.61. 1128 1050 972 52.59 
5100 37.57 1W 1065 1006 52.43 
5200 37.55 1200 1120 1040 32.47 
5300 37.49 . 1237 1155 1075 52.51 
5^00 37.45 1275 1190 1107 32.55 
5500 37.42 1509 1225 1141 32.58 
^0 37.38 1545 1260 1175 32.62 

5700 37.55 1582 1295 1206 32.65 

5600 37.52 1418 1330 1242 32.66 
5900 .37.29 _ 1454 1^5 1276 32.71 
4ooo 37.26 1490 i4oo 1310 32.74 
4200 37.21 1562 1470 1378 32.79 
4400 57.16 1634 1540 1446 52.84 

4600 37.1< 1707 1610 1513 32.89 
4800 57.07 1779 1680 1581 32.93 
SOOO 37.02 1851 1750 1649 . ,„32,.£8,_ 

5500 36.93 2051 1925 1819 53.07 
6000 36.85 2210 2100 1990 55.15 
6500 36.77 2390 2275 2160 _ . 55.2^ 

7000 36.71 2569 2450 2351 55.29 
7500 36.65 2748 2625 2502 55 
6000 36.60 2927 2800 2675 _ _5542- 
WOO 36.55 3106 2975 2844 35.45 

9000 56.51 3285 3150 3015 55.49 
9900 S.47 5464 . 5325 3186 33.53 

10000 36.43 3643 5500 3357 55*57 
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Table 9.7b continued 

SECTION TtHO 

HimBER IKSPEOTED IQQ 

ProcesB Level Rejects Average Fewest 
Percent Must Not Nunber Rejects 
Defective Exceed Expected Expected 

0.1 1 0.1 
0.25 1 0.25 
0.5 2 0.5 •» 
1.0 5 1 
1.5 5 1.5 
2 6 2 
5 8 5 
4 9 4 * 
5 11 5 •> 
6 15 6 • 
7 14 7 - 
8 16 8 
9 17 9 1 

10 18 10 2 
12 21 12 3 
14 24 14 4 
16 26 16 6 
18 _29 18 7 
20 51 20 9 
25 57 25 15 
50 50 17 _ 
55 49 55 21 

NUf^ER INSPECTED 200 

0.1 1 0.2 •• 

0.25 2 0.5 - 
0.-5 - _3 _ 1 - 
1.0 6 2 - 
1.5 8 5 - 
2 _ ^ 4 

5 6 - 
4 16 8 - 
5 19 _ 10 1 
6 22 12 p 

7 24 14 4 
8 27_ 16 5 
9 50 18 6 

10 52 20 8 
12 57 24 11 
14 42 28 14 

16 47 52 17 
18 52 56 .. _2? - 
20 56 40 24 
25 68 50 52 
50 79 60 41 

90 70 50 
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TABLE 9>7b continued 

TJUMBER INSPECTED 500 

Proc608 Level Rej ectc Average Fewest 
Percent Must Not Nuaiber Rejects 
Defective Exceed Expected Expected 

0.1 1 0.5 - 
0.25 5 0.7b - 
0.3 5 1.5 ... 
1.0 8 5 
1.5 10 4.5 • 
2 . 13 6 
5 17 9 1 
4 22 12 2 
5 26 15 4 
6 30 18 6 
7 34 21 8 
6 _ _ 58 24 10 
9 41 27 15 

10 45 50 15 
12 52 - 20 
14 60 42 24 
16 67 48 29 
16 _ 73 54 35. 
20 60 60 4o 
25 91 75 55 
30 _ 115 . _ .67 _ 
55 129 105 81 

NUIffiER INSPECTED 400 

0.1 2 0.4 •• 
0.25 5 1 - 
0.5 . _ 6 2 
1.0 9 4 - 
1.5 15 6 - 
2 16 8 - 
5 22 12 2 
4 27 16 5 
5 35 20 _ 7 
6 24 10 
7 ^5 28 13 
8 48 32 16 
9 55 36 19 

10 57 40 25 
12 67 _ _ 48 29 V 
14 76 56 
16 85 64 75 
16 95 72 _42_ 
20 104 80 56 
25 125 loo 75 

_50_ 147 93 _ 
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TABLE 9«7b continued 

NUMBER INSPECTED 500 

Procofie Level Rejecto Average Pevest 
Percent Must Not Number Rejects 
Defective 

0.1 
Exceed 

2 
Expected 

0.5 
Expected 

0.25 4 1.25 
0.5 . 7 _ 2.5 «• 

1.0 11 5 
1.5 15 7.5 
2 19 10 1 
5 26 15 i— 
4 55 20 7 
5 59 25 11 
6 45 50 15 
7 52 55 18 
8 58 40 22 
9 64 45 26 

10 70 50 50 
12 ■ 81 60 
14 95 70 47 
16 1o4 80 56 
18 115 _ 90 65 
20 126 100 74 
25 154 125 96 
50 _180 _ 150 120 
55 206 175 144 

NUMBER INSPECTED 600 

0.1 2 0.6 
0.25 5 1.5 - 

8 _5_ - 
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table 9*7b continued 

NUMBER IMSPEOTED 700 

Process Level Rejects Average Fewest 
Percent Must Not Nmber Rejects 
Defective Exceed Expected Expected 

o«'' 5 0.7 
0.25 5 1,75 
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TABLE 9«7b continued 

NUMBER INSPECTED 900 

Proo088 Level 
Percent 
Defective 

0.1 
0.25 
0.5 

Rejects 
Must Not 
Exc eed 

5 
6 

10 

Average 
Nunber 
Expected 

0.9 
2,25 
4.5 

Peweet 
Rejects 
Expected 

1.0 17 9 1 
1.5 24 15.5 5 
2 30 18 6 

i 42 27 12 
19 

5 64 45 26 
6 75 54 
7 85 63 
8 . 96 72 48 
9 106 61 56 

10 116 90 64 
12 157 106 79 
14 157 126 95, 
16 176 144 112 
18 196 162 126 
20 215 160 iffis 
25 263 225 187 

.30 J11 270.. 229 
35 357 

NUMBER INSPECTED 

515 

1000 

275 

0.1 3 1 «. 
0.25 7 2,5 - 
0.5 11 5 - 
1.0 19 10 1 
1.5 26 15 4 
2 33 . 20 7 - 
5 46 50 14 
k 56 4o 22 
5 70 50 _^ 
6 82 60 38 
7 94 70 46 
8 105 60 55 
9 117 90 63 

10 128 100 72 
12 151 120 89 

—Vi- 172 iSo 108 
16 194 160 126 
18 216 180 144 

20 237 200 163 
25 291 250 209 

_50_ _an_ 257 
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Table 9«7b continued 

miBER INSPECTED 1100 

Prooees Level 
Percent 
Defective 

Rejects 
Kuet Not 
Exceed 

Average 
Number 
20!2 

Fewest 
Rejects 
E 
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TABLE 9.7b continued 

MUMBER DJSPEOTED 15QQ 

ProcoBB Level Rejects Average Peweet 
Percent Must Not Number Rejects 
Defective Exceed Exoected Excected 

0«1 4 1.3 m 

0.25 8 3.25 mm 

0.5 14 -- 6.5 
1.0 2? 13 3 
1.5 52 19.5 7 
2 41 26 11 
? 57 39 21 
k 73 52 
5 88 65 42 
6 105 78 53 
7 118 91 64 
8 _133 104 75 
9 147 117 67 

10 162 130 98 
12 191_ 156 121 
14 219 182 145 
16 247 208 169 
18 275 234 193 
20 303 260 217 
25 371 325 279 
50 459 341 
55 506 455 

NUMBER INSPECTED 1400 

0.1 4 1.4 
0.25 9 3.5 

7_ 0.5 14 
1.0 25 14 3 
1.5 34 21 8 
2 43 .. 28 15 
5 61 42 23 
4 77 56 P 
5 94.. 70 .. 46 
6 110 84 58 
7 126 98 70 
8 142 112 82 
9 158 126 94 

10 
12 S 

l4o 
168 

107 
132 . 

i5 234 196 158 
16 265 224 183 
18 295 252 209_ 
20 J24 260 25^ 
25 
50 g? 

350 
420 

302 
569_ 

545 490 437 
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TABLE 9*7b continued 

1 1 I s 1500 

Process Level Rejects Average Fewest 
Percent Must Not Nunber ReJ sets 
Defective Exceed Exoected 

1.5 
Exoected 

0.1 5 
0.25 9 5.75 SI. 

0.5 15 7.5 mm 

1.0 26 15 4 
1.5 56 22.5 9 
2 _46 50 . 14 
5 64 45 26 
4 62 60 53 
5 100 75 50 
6 117 90 65 
7 154 105 76 
8 151 120 .. 89 
9 TSB 155 102 

10 184 150 116 
12 217 180 .145 
14 250 210 170 
16 282 24o 198 
13 514 J!70 226 
20 5^6 500 254 
25 425 IS 525 
50 503 397 
55 580 525 470 

NWBBS INSPECTED 1600 

0.1 5 1.6 •• 

0.25 9 4 - 

0.5 16 8 
1.0 27 16 5 
1.5 58 24 10 
2 48 . 52 16 
5 68 48 26 
4 87 64 41 
5 106 80 54 
6 124 96 66 
7 142 112 62 
6 160 128 _ 96 _ 
9 178 no 

10 195 160 125 
12 250 192 154 
14 265 224 ’85 . 

16 299 
534 

256 215 
18 286 242 
20 ?67 520 275 
25 
50 

fel 
554 _ 

4oo 
_480_ 

55 617 505 
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TABLE 9»7b oontinuod 

WOKBER INSPSOTED 1700 

L0V01 Rejects Average Feeeat 
Percent Muet Not Nimber Rejects 
Defeoyve Exceed Expected Expected 

o7i 5 TTt 
0.25 10 4.25 

NUMBER INSPECTED 1800 
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tabu: 9.7b continued 

Process Level Rejects Average Fewest 
Percent Must Kot Nitnber Rejects 
Defective Exceed Expected Exoected 

0.1 6 1.9 
Oo25 11 4.75 
0.5 18 9.5 1 
1.0 ?? 19 6 
1.5 44 28.5 15 
2 56 58 20 
5 79 57 55 
4 101 76 51 
5 123 95 67. 
6 114 85 
7 166 155 100 
6 187 152 117 
9 200 171 154 

10 229 190 151 
12 270 228 186 
14 511 266 221 
16 351 304 257 
16 . _ _ 592. 542 292 
20 452 360 J26 
25 551 475 419 
50 629 570 511 
55 727 665 603 

miDER INSPECTED 2000 

0.1 6 2 mm 

0.25 11 5 
. 0.5 . 19 .. 10 1 

1.0 55 20 7 
1.5 46 30 14 
2 58 40 22 
5 62 60 56 
4 106 60 54 
5 129 100 71 
6 151 120 69 
7 174 l4o 106 
8 196 I60 124 
9 216 fSo l42 

10 240 160 
12 283 24o _ 197 . 
14 526 iso 234 
16 369 520 271 • 
16 411 560. 
20 453 400 
25 558 500 442 

_30 661 600_ S39 

55 700 
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Table 9«7b oontinusd 

Process Level Rejects Average Fewest 
Percent Must Not Number Rejects 
Defective 

0,1 
Exceed —z- Expected 

2.1 
Expected 

0.25 12 5.25 
0.5 20 10.5 1 
1.0 21 7 
1.5 48 31.5 15 
2 61 42 25 
5 86 85 40 
4 110 84 58 
5 _134 . 105 76 
6 158 126 94 
7 182 147 112 
8 206 168 131 . 9 228 lep ISO 

10 251 210 169 
]? 296 252 208 
14 34i 294 25? 
16 586 556 266 
18 450 578 526 
20 474 420 566 
25 584 525 466 
50 692 630 568 
55 800 755 670 

NUMBER INSPECTED 2200 

0.1 6 2.2 
0.25 12 5.5 - 

0.5 20 . . 11 2 
1.0 56 22 8 
1.5 50 ?? 16 
2 65 44 25 
3 69 66 45 
4 115 88 61 
5 140 110 80._ 

—s— 135 132 99 
7 189 154 119 
8 214 176 138 
9 258 198 158 

10 262 220 178 
12 3C» 264 219_ 
14 556 5O8 So 
16 405 552 
16 450 596 .. . ^2_ 
20 
25 

-5^ 
610 

440 
550 

584 
490 

50 724 660 896 
55 857 
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TABLE 9.7b contlnu«d 

KUMBER IKSPBCTED 2500 

Procose Lflval Rejects Average 
Percent Must JTot Number 
Defective Exceed Expected 

0.1 6 2,5 
0.25 12 5.75 
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TABLE 9*7b Continued 

MJMBER INSPEOTBa) 25QQ 

Prooesa Level 
Percent 
Defective 

Hejecta 
Muat Not 
Exceed 

Average 
Number 
Inspected 

Peaest 
Rejecta 
Ex ̂ ^1 
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table 9«7b continued 

number inspected 27QQ 

Plroceee Level 
Percent 
Defective 

Rej ects 
Muet Not 
Exceed 

Average 
Number 
Inspected 

Fewest 
Rejects 
Expected 
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SABLE 9«7b oontinuod 

MUMBER INSPECTED 29oo 

Process Level Rejects Average Fewest 
Percent Must Not Number Rejects 
Defective Exceed Expected Expected 

0#1 8 2.9 
0.25 15 7.25 
0.5 25 14.5 4 
1.0 45 29* 13 
1.5 65 45.5 » 
2 80 58 36 
5 114 87 
4 147 116 85 
5 . 180 145 110 
6 212 174 156 
7 244 205 162 
8 275 252 189 
9 !»7 261 215 

10 556 
4oo 

290 242 
12 . 348 296 
14 462 4^ 550 
16 525 464 405 
18 584 522 460 
20 644 580 516 
25 794 725 656 

^^.50_ 944 _ 870 796 . 
55 1092 1015 958 

NUIvlBER INSPECTED 5000 

0.1 8 5 
0.25 15 7.5 — 

0.5 26 15 4 
1.0 46 s 14 
1.5 64 26 
2 82 60 58 
3 118 90 62 
4 152 120 88 
5 185 150 115 
6 219 180 141 
7 251 210 169 
8 284 24o 196 

9 517 270 225 
10 549 300 251 
12 415 _ 360 
14 
16 

477 
54o 

420 
430 12 

18 605 54o 477 

20 665 600 555 
25 821 750 679 
50_ .225_ 900_ 825 

59 1128 10S0 
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TABLE 9«7b continued 



t>
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TABLE 9«7b continued 

NUMBER INSPEOTED 1500 

Procoea Laval 
Paroant 
Defectlva_ 

0.1 
0.25 

Rajacte 
Muet Not 
Excea 

9 
17 

Average 
Number 

Fewest 
Rejects 
E LiiOrlAjEL*! 
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TABLE 9«7b continued 

NUMBER INSPECTED 3700 

Process Level Rejects Average Fewest 
Percent Must Not Number Rejects 
Pefectlve Exceed Inspected Expected 

1.0 55 
-- 

37 19 
1.5 77 55.5 
2 _ 99 74 
y i42 111 80 
4 185 148 115 
5 224 185 146 
6 265 222 179 
7 305 259 213 
b 545 296 247 
9 585 553 281 

10 424 ?7? 316 
12 503 444 585 
14 581 518 455 
16 658 592 526 
18 _ 736 666 596 
20 812 740 668 
25 1004 925 846 
30 1193 1110 1027 
55 1582 1295 1208 

NU^^BER INSPECTED 5800 

0.1 9 5.8 «. 
0.25 18 9.5 1 
0.5 _52 _!2_ 6 
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TABLE 9>7b oontinuad 

NUMBER INSPECTED 3900 

Preoesa Level Rejects Averaga Fewest 
Percent Muet Not Number Rejects 
Defective Exceed Expected Expected 

6,1 9 5.9 - 
0.25 19 9.75 1 

. 32 19.5 7 
1.0 57 59 21 
1.5 81 58.5 56 
2 1o4 78 52 
5 148 117 86 
4 192 156 120 
5 255 195 155 
6 278 254 190 
7 320 273 226 
8 ___ 362 512 262 
9 4o4 351 298 

10 446 390 334 
12 528 468 408 
14 611 546 581 
16 692 624 556 
18 . 773.. 702 651 
20 854 780 706 
25 1056 975 894 
30 1255 1170 1085 
55 1555 1365 1276 

0.1 9 4 
0.25 19 10 1 
0.5 35 20 7 
1.0 58 40 22 
1.5 8? 60 57 
2 106 80 54 
5 152 120 88 
4 197 160 125 

. _ _5. 241 200 159 
6 285 2¥o 195 
7 328 280 232 
8 371... .320 .. 269 
9 414 ^0 306 

10 456 4oo 344 
12 541 48o 419 
14 625 S60 495 . 
16 709 640 571 
18 792 720_ 648 
20 875 800 725 
25 1082 1000 918 
30 1286 1200 1114 
55 1590 i5oo 1310 
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TABLE 9«7b c^ntinuod 

NUKBER INSPECTED 4200 

Prooees Levol Rejects Average Fewest 
Percent Must Not Number Rejects 
Defective Exceed Expected Expected 

0. 1 10 4.2 
0.29 20 10.5 1 
0.5 HHIkIH 21 5 
1.0 61 42 25 
1.5 66 4o 
2 111 m 57 
5 159 126 95 
4 206 168 150 
5 252 210 168 
6 298 252 206 
7 545 294 245 
8 588 536 284 
9 

10 478 
?78 
420 

323 
562 

12 567 b04 441 
14 655 588 521 
16 745 672 601 
16 830 . ...756... 
20 917 840 
25 1154 1050 966 
50 1260 1171 
55 1562 1470 1?78 

NUMBER INSPECTED 4400 

0.1 10 4.4 — 

0.25 20 11 2 
0.5_36_22_a 
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TABLE 9«7b oontinu«d 

ITOMBER INSPECTED MQO 

Process Level Hej ects Average Fewest 
Percent Must Not Number Rejects 
Defective Exceed Expected Expected 

0.1 11 4.6 
0.25 21 11.5 2 
0.5 37 25 9 
1.0 66 46 26 
1.5 95 69 45 
2 120 92 64 
5 172 158 104 
4 225 184 145 
5 274 _ 230 186 
6 524 276 228 
7 
8 m 522 

568 
271 
313 

9 472 414 556 
10 521 460 599 

486 12 618 552 
14 714 644 574 
16 810 756 662 
18 906 828 750 
20 1001 920 859 
25 1258 1150 1062 
30 1475 1380 1287 
35 1707 1610 151J 

NUMBER INSPECTED 4800 

0.1 11 4.8 
0.25 22 12 2 
0.5 58 24 10 
1.0 68 48 28 
1.5 97 72 47 
2 125 ,96. 67 _ 
3 179 144 109 
4 252 192 152 
5 285 240 195 
6 557 158 ^ 259 
7 589 556 285 
8 440 523 
9 

10 542 
432 
480 

575 
418 

12 645 .___ 576 509 _ __ 
744 672 6W ^ 

16 844 768 692 
18 943 _ 864 785 
20 1*5 960 877 
25 1^0 1200 1110 
50 1555 1440 1345 

1779 I680 
AMP JW A' 
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Table 9.7b continued 

NUMBER IMSPEOTED 5000 

ProceBB Level Reject. Average Feveet 
Percent Must Not l^haaber Rejecte 
Defective Exceed Expected Expected 

0* 1 11 5.0 
0.25 23 12,5 2 
0.5 ... 39 25 11 
1.0 71 50 29 
1.5 100 75 50 
2 129 100 71 
} 186 150 114 
4 241 200 159 
5 296 204 
6 

4o4 
457 

300 250 
7 
a 

350 
400 

'296 
345 

9 510 450 390 
10 565 500 437 
12 668 6oo 552 
14 773 700 627 
16 877 800 725 
18 981 900 .. 819.. 
20 1084 1000 916 
25 1341 1250 1159 

._30 _1597 1500 
35 1851 1750 1649 

NUMBER INSPECTED 5500 

0.1 12 5.5 .. 
0.25 24 13.75 3 
0.5. 45 27.5 12 
1.0 77 55 33 
1.5 109 82.5 56 
2 141 110 79 . 
3 ^02 165 126 
4 265 220 177 
5 227 
6 ;i82 330 278 
7 
8 

44l 
500 

385 
44o 

329 
580 

9 558 495 452 
10 616 550 484 
12 752 660 588 
14 847 770 693 
16 961 880 799 
18 905_ 
20 1168 1100 1012 
25 1471 1375 1279 

_50_ 1751 1650 1549 
35 2031 1925 
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TABLE 9,7b continued 

M13MBER INSPECTED 600Q 

30_lyoo_IQQO 109^ 

35 2210 2100 1990 

NUMBER INSPECTED 6500 

0.1 14 6.5 
0.25 28 16.25 5 
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TABLE 9.7b oontlnued 

WOMBER INSPECTED 7QQn 

Process Level Rejects Average Fewest 
Percent Must Not Number Rejects 
Defective_ Exceed Exceoted Exnectad 

0.1 14 ~7- —- 
0.25 50 17.5 5 



120 QUALITY CONTROL AND STATISTICAL METHODS 

TABLE 9«7b oontltiusd 

ITOMBER IN8PB0TED 8000 

P^oceeB Level Rejects Average Fewest 
Percent Must Not Nuaber Rejects 
Defective Exceed Expected Expected 

55 2927 2800 2675 

NUMBER INSPECTED 8500 
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TABLE 9*7b continued 

NUMBER INSPECTED 10000 

Process Level 
Percent 
Defective 

0.1 
0.25 
0.5 

Rejects 
Must Not 
Exceed 

19 
59 
71 

Average 
Nunber 
Expected 

10 
25 
50 

Fewest 
Rejects 
Expected 

1 
11 
29 

1.0 
1.5 
2 

129 
186 
241 

loo 
150 
200 

71 
114 
159 _ 

5 

581 
458 
565 

500 
400 
500 

249 
542 
455 

6 
7 
8 

671 
776 
881 

600 
700 
800 

529 
624 
719 

9 
10 
12 

985 
1090 
1297 

900 
1000 
1200 

815 
910 

1105 
14 
16 
18 

15o4 
1709 
1915 

1400 
1600 
1800 

1296 
1491 
1685 

20 
25 

-30 

2119 
2629 

_5137_ 

2U00 
2600 
5000 _ 

1681 
2571 
2865 

55 5500 5557 

nificant. The following table gives the minimum sample size necessary for 

zero defectives to be significant at the various process levels; 

Process Average Percent 
Defective 

0.1 
0.25 . 

0.6 

1.0 
1.5 

2 

3 
4 

5 

6 
7 

8 

Minimum Sample Sise for Zero 
Defectives to be Significant 

8991 

3591 

1791 

892 

591 

441 

291 

217 

172 

141 

120 
104 
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Ftoeeas Average Peroent Minimum Sample Sue for Zero 
Defective Defectivee to be Sicnifioant 

9 92 
10 81 
12 67 

14 56 
16 48 
18 41 

20 36 
25 27 
30 21 

35 17 
40 14 
45 11 

50 9 
60 6 

Figs. 9.7a and 9.7b may also be used to detennine the limits within which 
a process level probably lies when all that is known is the number of defec¬ 
tives in the sample. For example, suppose there are ten defectives in a 
sample of 200 items. The sample is five per cent defective. Lacking any 
other information, this is the best guess as to where the true process level 
lies. To determine how much higher than this it may be, we consult Fig. 
9.7b and locate the intersection of ten defectives and a sample size of 200. 
The process level curve at this point is approximately 12 per cent. From 
Fig. 9.7a we read a process level curve of two per cent. We can then say 
that the process level is probably not higher than 12 per cent nor lower than 
two per cent. We cannot attach specific probabilities to these estimates as 
there is no known way to predict process levels exactly from sample values; 
however we can be highly confident that the true process level will not be 
beyond the limits as determined above. 

Item 3. An inspection reporting procedure using the Quality CorUrol Tables 
{Table 9.7b). Where there are many quality characteristics to be kept under 
control and the plotting of control charts is not practicable, a daily inspec¬ 
tion report that shows which items are out of control can be helpful. Such a 
report form is shown in Fig. 9.7c. 

The column headed “Major Defects Found” permits the listing of 
reasons for rejection such as oversize, undersize, burrs, etc. The column 
headed “% Rejs.” may be omitted if desired as an indication of lack of 
control can be determined from the columns headed “Total Insp.” and 
“Total Rejs.” The Quality Control Tables for Number of Defectives are 
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DAILY PARTS REPORT 
Date. 

Part Name Major Defects Found Total Insp. Total Hejs. % Rejs. Out of Limits 

Part A. 3443 1248 36.2 

Part B. 1712 315 ■Hllll 
Part C. 2632 14 

Part D. 1049 29 2.8 

Part E. 2216 65 2.9 

PartF. 1571 46 2.9 

Part G. 4877 10 0.2 
i 

Part H. 1.2 

Part I. 6782 58 0.9 

Part J. 3537 53 1.5 

Part K. 3905 B 2.6 

Part L. 3578 ■ 0.9 

Part M. 

■ 

i 2215 2 0.1 

Part N. 2292 50 2.2 

Part 0. 725 11 1.5 

Part P. 4805 32 0.6 

Part Q. 2163 41 1.9 

Fig. 9.7c. 

used as explained in Item 2 above and an X placed in the column “Out of 
Limits” when rejects are excessive. This will immediately focus attention 
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on those items where the prospects for improvement of quality are most 
promising. These parts should be promptly investigated. 

Some so-called ‘‘practical men'’ say that they know when they are in 
trouble. What they want to know is what is causing the trouble. Unfortu¬ 
nately, they actually know they are in trouble only when the trouble is 
exceedingly serious. Often when the lack of control is only slight, they will 
not be aware of it, although it would virtually always be economical for 
them to do something about the matter. As an illustration of the inability 
of the unaided mind to recognize all indications of lack of control, it is 
suggested that you make a list of those parts in Fig. 9.7c which you believe 
are out of control on the high side. To aid you, Fig. 9.7d gives the process 
quality levels as established during the previous month. Do not refer to the 
tables in Item 2 (Table 9.7b) above in making up your list. Make your 
selections before reading further. 

Part Name % Defective Part Name % Defective 

Part A. . 4 Part J. .2 
Part B. . 4 Part K. . 3 
Part C. . 16 Part L. . 1 
Part D. . 1 Part M. .3 
Part E. . 2 Part N. .O.f 
Part F. .2 Part 0. . 5 
Part G. .0.25 Part P. . 1 
Part H. .0.6 Part Q. . 1.6 
Part I. .0.5 

Fig. 9.7d. 

If your selection has been correct, your list will include Parts A, B, D, 
E, H, I, and N. Referring to the tables in Item 2 (Table 9.7b) above we find 
the maximum allowable defects for the respective parts is 170, 92, 57, 19, 
63, 48, 22, 27, 56, 94, 148, 53, 89, 21, 19, 68, and 50. Some of the decisions 
should have been fairly easy, but unless you used statistical methods to 
arrive at your answers (which you were not supposed to do) you probably 
made some mistakes. 



CHAPTER X 

THE QUALITY CONTROL CHART 

FOR DEFECTS PER UNIT 

10.1. The nature of the inspection situation. In the last chapter we 
distinguished between the terms “defective” and “defect,” and discussed 
defectives. In this chapter we shall consider defects. 

It will be recalled that one defective may contain more than one defect. 
Fig. 10.1 illustrates this situation. Of the five items inspected, three are 
defective. They contain a total of ten defects or an average of two defects 
per item. The inspection may be for such things as surface defects per unit 
area, the number of flaws per unit area of cloth, or insulation defects per 
unit length of wire. The sample may consist of five square yards, 1000 feet 
of length, a sample of five test specimens, or some other specific quantity. 

The defects to be counted may be seams in steel, slivers, scratches, pin¬ 
holes, surface irregularities, etc. 

t OEFeCTS NO DEFECTS S DEFECTS 3 DEFECTS NO DEFECTS 

ITCMI ITEM 2 ITEM 3 ITEM 4 ITEM S 

DEFECTIVE OK DEFECTIVE DEFECTIVE OK 

Fig. 10.1. Comparison between defects and defectives. 

It is obvious that to rate articles as merely satisfactory or defective under 
this sort of inspection would be inadequate. It is desirable in this situation 
to take into account how bad each defective item is. In order to do this, 
we conceive of the item as being capable of containing defects in many 
places (actually this must not be less than ten). Usually it will be an indefi¬ 
nitely large number, the only limiting factor being the size of the defect 
in relation to the size of the sample piece. Each such place will be big enough 
to contain only one defect and so will be OK or defective. If p represents 
the portion of the places defective on one item or unit (this must not exceed 
0.10) and N the number of places, then pN, or as it is more commonly 
designated, c, will represent the number of defects on the unit. 

10.2. Determining the control chart limits. It will be recalled that 
the control chart limits for pN were determined from the formula 
pN ± Zy/pN (1 — p). In dealing with defects per unit, ^ must not exceed 

0.10 and it will usually be a great deal smaller. We may then drop the quan¬ 
tity 1 — p from the formula (since it will be very close to unity) and sub¬ 
stitute I for pN ^ving 

edb 8vT 

126 
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If it can be conveniently arranged, it may be desirable to use a unit that 
gives a 8 of 15 or larger in order to have a lower limit on the control chart. 
Without this limit, there can be no indications of significantly better than 
average quality. Note that there is no lower limit using the above formula 
until 8 exceeds nine (9± 3-\/9, UCL = 18, LCL = 0). 

It is not necessary to compute separate control limits for each type of 
defect unless so desired. In cases where there are many closely related 
types of defects this might be impractical. 

Fig. 10.2. Control chart for number of defects per unit. The lack of control bepn- 
ning with the sixth unit resulted from putting a new operator on the job. There were 
2715 defects in the 25 units inspected giving a c of 108.6. Upper and lower control 
limits are located at 139.8 and 77.4 respectively. 

Any change in unit size will result in changing 8 as well as the control 
limits. For this reason the sample size should be kept constant if possible. 
Where not possible, a new 8 must be computed and plotted in addition to 
new control limits. 

If several units are grouped together, either of two procedures may be 
used: (1) add all the defects together for all the units in the group and treat 
the group as one unit, or (2) determine the average number of defects per 
unit witldn each group of units and use the formula 

where. N is the number of units per group of units and 8 is the average of 
all the group averages. Fig. 10.2 shows a control chart for defects per unit. 



CHAPTER XI 

MODIFIED CONTROL CHART LIMITS 
11.1. Full statistical control not always required. There is a common 

saying that it is possible to get too much of a good thing. This is just an¬ 
other way of expressing the law of diminishing returns. It is certainly 
uneconomical to give the consumer a degree of product quality uniformity 
that he does not need or want when increased uniformity raises production 
costs. 

3 

asas 1.000 1.015 

Fig. 11.1, A process that is much more uniform than needed to meet the specifi¬ 
cations. 

Fig. 11.2a. Process must not be permitted to shift any lower than shewn. 

Suppose the customer has specified a dimension of 1.000" plus or minus 
0.015"and an investigation of the production process shows that a standard 
deviation of individual values of 0.001" and a mean of 1.001" is being pro¬ 
duced. This situation is shown in Fig. 11.1. While an essentially normal 
distribution is assumed in this discussion, the principles involved would 
apply equally well to a markedly nonnormal distribution if proper allow¬ 
ance for the nonnormality is made. 

128 
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First consideration should be given to the use of less uniform material 
(provided that it is cheaper) or to the use of less expensive equipment or 

Fig. 11.3a. Lowest permissible level for a controlled process. Control limits are 
for averages of smnples of five items each. 

processing. If there is no practicable solution of this sort possible, we then 
consider what degree of control should be required. It is obvious that we 
do not need to require maintenance of the existing quality level as shown 
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in Fig. 11.1. Considerable shifting in the quality level may occur without 
the danger of parts being produced outside the specification limits. 

11.2. limits of quality level shifts. The problem with which we are 
now confronted is how closely the quality level may be permitted to ap¬ 
proach either specification limit. Figs. 11.2a and 11.2b indicate the per¬ 
missible extremes if defectives are to be kept to a minimum. At these ex¬ 
tremes it is obvious that a state of statistical control must be maintained. 

Fig. 11.3b. Highest permissible level for s controlled process. Control limits are 
for averages of samples of five items each. 

A marked shift of level in the wrong direction would quickly result in defec¬ 
tive material. 

11.3. Adaptation to the quality control chart. Thus far we have 
been discussing the distribution of individual values. Quality control charts 
for variables usually are based on sample avert^es and ranges and the (Stand¬ 
ard deviation of individuals is not computed. The question then arises as 
to how far in from the specification limits the process aver^ must be in 
terms of individual values. This may be determined by using Table 6.6. 
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The factor (h) in the Table when multiplied by the average range (R) 
will give three standard deviations of individual values. This product will 
be the distance in from specification limits that the process level must be 
to avoid any appreciable quantity of defective material. 

In the illustration above, the observed standard deviation of individual 
values was found to be 0.001. This corresponds to an expected average 
rwge of 0.0023 for samples of five (R = (fetr). We will assume this to be 

Fig. 11.4a. Average of a sample of five items from an uncontrolled process. Average 
is 1.002. 

the observed value of R and the only estimate of variability available. 
From Table 6.6 we have 1.289 for I2 wWch when multiplied by 0.0023 gives 
0.003 (which we already know to be correct). Figs. 11.3a and 11.3b illus¬ 
trate this situation (thq scale is now vertical as compared to the horizontal 
scale of Figs. 11.2a and 11.2b and control chart limits have been added). 

Sample averages are permitted to vary between 0.9867 and 1.0133, a 
total spread of 0.0266 as compared to the spread of 0.0026 at a fixed process 
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level; however, there is a limitation that must be observed. At the extreme 
process levels shown in Figs. 11.3a and 11.3b, control of both process level 
and inherent variability must be maintained. As soon as lack of control 
develops, there is the immediate prospect of substantial quantities of defec¬ 
tive material. The process level and variability must be stable or additional 
limitations imposed as described in the next section. 

Fig. 11.4b. Upper confidence limit for process level (X) based on a sample average 
from an uncontrolled process. Curves are shown for distribution of individuals (X) 
and sample averages (X) if process level is actually at 1.0033. 

11.4. Modified limits for unstable processes. Some processes are 
normally very difficult to bring under statistical quality control. In such 
cases it will be neither necessary nor economical to do so provided two 
conditions are met: 

1. The inherent variability must remain essentially the same regardless 
<A the process level (t.e., the ranges must show statistical control even 
though the averages do not). 
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2. The distance between the specification limits must be materially 
greater than six times the standard deviation of individuals (inherent 
variability of the process). 

Condition 2 is nicely met by the illustration in Figs. 11.3a and 11.3b. 
In this case the distance between the specification limits is 30 times the 
standard deviation of the process inherent variability. Let us assume for 

Fig. 11.4c. Lower confidence limit for process level (X) based on a sample average 
from an uncontrolled process. Curves are shown for distribution of individuals (X) 
and sample averages (X) if process level is actually at 1.0007. 

purposes of illustration that the ranges show statistical control. If the 
process level tends to shift often and unexpectedly, all we can say about 
the process level at any given time is that it is probably somewhere near 
the most recently observed measurements. In Fig. 11.4a the plotted point 
represents the average of the most recently observed group of five items. 
Since the prior group averages are of little or no help in deciding where the 
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process level is located at the present time, we must rely on this one aver¬ 
age only. Fig. 11.4b represents one possible extreme. If the observed 
average is three sigmas below the present process level (it is very unlikely 
that it will ever be more than this), then the highest individual value likely 
to occur if many measurements were made at this instant would be at three 
sigmas of averages (this brings us up to the process level) plus three sigmas 

Fig. 11.4d. Most likely value of process level (7) based on a sample average from 
an uncontrolled process. Curves are shown for distribution of individuals (X) and 
sample averages (X) if process level is actually at 1.002. 

of individuals above the observed average. This value would be 1.002 + 
0.0013 + 0.003 = 1.0063, which is well inside the specification limit of 1.015. 

Similarly, Fig. 11.4c represents the opposite extreme. The lowest indi¬ 
vidual value likely to occur if many measurements were made at this point 
would be at 1.002 — 0.0Q13 — 0.003 =® 0.9977, which is well inside the 
specification limit of 0.985. 

Fig. 11.4d represents the most likely location <:^ the process distribution 
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since the average of the observed values is always the best estimate of the 
process mean. 

If virtually no values outside the specification limits can be tolerated, 
the modified control limits will be placed at 

Upper specification limit — 3<r* — 3<t* , and 
Lower specification limit + 3(7* + 3(7* . 

Fig. 11.4e. Modified control limits for an unstable process. The distribution curves 
are the worst situations expected to prevail when an average of a group of five falls 
on the modified limit. 

This is illustrated in Fig. 11.4e. For the case we have been discussing these 
limits will be at 1.015 - 0.003 - 0.0013 = 1.0107, and 0.985 + 0.003 + 
0.0013 = 0.9893. The diffesence between these two limits is 0.0214, or more 
than 16 times the standard deviation of group averages. 

If some small risk of getting a defective item can be tolerated, the modi¬ 
fied limits may be permitted to approach the specification limits more 
closely. Unfortunately, there is no way of predicting for an unstable process 
how far above or below the sample average the process average will likely 
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be at any given time. It is suggested that the modified limits may be set 
as shown below with a risk (usually) of getting a defective item no greater 
than about one in 100 to 200 items: 

Upper specification limit — 1.2(r, — 3<ri, and 
Lower specification limit + l-2<r, + Sfft. 

The factor by which a* is to be multiplied generally need not exceed 3 and 
should seldom be less than 1.2. Experience with a specific application may 
indicate the desirability of some intermediate value. 

GROUP Na 

Fig. 11.4f. Modified control limit for a satisfactory process. This chart is adapted 
from a process that is often very unstable. In this instance it would even show control 
with ordinary control chart limits. There is no specification minimum in this case. 

It must be remembered that in setting modified limits of the type here 
described, the ranges must show good statistical control. Whenever a range 
goes out of control, there is the strong possibility of defective material 
occurring. 

Fig. 11.4f shows a modified control limit chart for a process in which 
only a maximum is specified. The circles represent averages and ranges 
for groups of four. The dots are the highest in^vidual values in each group 
of four. The modified control limit (perhaps better called by the more gen¬ 
eral term of action limit since control in the usual sense is not required) is 
located by coming down three sigmas of individuals plus three si^nas of 
averages from the specification maximum. The process is satisfactory since 
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none of the group averages exceed the action limit and the ranges show 
good control. 

Fig. 11.4g shows a similar chart for an unsatisfactory process. Many of 
the group averages exceed the action limit and two of the ranges are exces- 

Fig. 11.4g. Modified control limit for an unsatisfactory process. This chart is 
adapted from the same process as that involved in Fig. 11.4f but in a different plant. 

sive. The defective item produced in group 30 occurred when both the range 
and group average were beyond the limits. For such a process, if the speci¬ 
fication limit cannot be raised, either the product must be inspected 100 per 
cent and bad items sorted from the good, or something done to improve 
the process (unless it is possible to tolerate the defectives produced). 



CHAPTER XII 

USE OF CONTROL CHART WHEN 
KNOWN TREND EXISTS 

12.1. Nature of trend. The type of trend with which we are here con¬ 
cerned is a gradual shift in quality level which results from an assignable 
cause that it is impossible or impractical to control. Probably the best 
known such cause is tool wear and its effect upon dimensions. Other causes 
include such things as gradual erosion of furnace linings {e.g., bessemer 
converter and open hearth for making steel), wear of machine parts (usu¬ 
ally insignificant in a properly designed and properly lubricated machine), 
and changes in ambient air temperature or humidity. 

12.2. Special procedure necessary for trends. It is obvious that con¬ 
ventional control chart limits will be unsatisfactory when dealing with 
trends, since values will eventually go out of control due only to the trend. 
It is also apparent that specification limits must be wide enough to allow 
a marked shift in process level if defective items are to be avoided. 

12.3. Determination of nature of trend. Data for several runs should 
first be examined to determine whether the trend is straight line or curvi¬ 
linear, and the approximate rate at which the level shifts. This process 
can be expedited by increasing the amount of inspection data obtained 
during this period. 

One method of locating the trend line is to average 50 to 100 measure¬ 
ments involving a very short interval of time. This may be repeated at 
several places along the trend line. These points should be sufficient to 
locate the trend line. 

Another method is to average at least the first 50 successive observations 
both horizontally and vertically. This gives one point on the trend line. 
This procedure must be repeated for at le^t the last 50 successive observa¬ 
tions for a straight line trend. If the scatter of the items indicates a curvi¬ 
linear trend, additional points must be obtained or the first method used. 

12.4. Determination of control limits. With either of the melliods 
described in Section 12.3 control limits may be obtained by grouping the 
successive measurements (preferably a small group size such as four or five 
to avoid appreciable trend rise within the group) to get an observed average 
range. The average range is then multiplied by the appropriate Ai factor 
from Table 6.6. The resulting value is added to and subtracted from the 

188 



USE WITH KNOWN TREND 139 

value of the treod line at at least two widely separated places for straight 
line relationships and at several places for curvilinear trends. 

12.5. Starting and stopping the process. If the assignable cause 
involved can be adjusted (such as tool setting), the process should be started 
with a quality level as close as possible to a point three sigmas of individuals 
from the specification limit. This is illustrated in Fig. 12.5. The qu|dity 
level produced by the process at the beginning may be obtained by measur- 

Fig. 12.6. Adjustment of a trend chart for increasing dispersion. Compare with 
Fig. 12.5. 

ing 60 to 100 items. Whatever machine adjustment is necessary may then 
be made upon the basis of the average of these measurements. A machine 
adjustment should never be attempted on the basis of one or two items. Such 
adjustments are futile. They lead only to defective items and abnomoially 
high down time. They seldom if ever result in the correct adjustment 
being made. 

The process level may be permitted to rise untU the trend line reaches 
a point three sigmas ctf individuals (use factors from Table 6.6) from the 
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specification limit as shown in Fig. 12.5. If some small portion of defectives 
can be tolerated, the process may be permitted to continue beyond this 
point; however, the longer it continues the greater the portion of defective 
material will become. Even if no defective material can be tolerated, it 
may be economical to let the process continue a short while and 100 per 
cent inspect the last material made. 

12.6. Effect of gradual increase in dispersion. A control chart for 
ranges should be kept in connection with the chart for averages. If it is 
clear that the average range increases as time goes on, the inner limit lines 
must come closer together as shown in Fig. 12.6. It is desirable to have at 
least ten ranges to average both horizontally and vertically to determine 
the average range at any given point. 



CHAPTER XIII 

QUALITY CONTROL BY LIMIT GAGING* 
13.1. Conditions favoring the use of limit gaging. Most industrial 

plants producing large quantities of small piece parts have been accustomed 
for some time to inspection by the attribute method (go no-go gaging is a 
very common form). It may be impracticable in many cases to convert to 
a system of variables* inspection. There may be a large investment in 
existing gaging equipment and necessary standards for checking it, the 
training of existing personnel to use variables measurements and apply 
variables quality control charts may be hampered by lack of necessary 
skills and the cost of hiring new personnel may be prohibitive, or the com¬ 
ponents may be so small that it is difficult to handle them on a variables 
measurement basis. 

13.2. Inadequacy of patrol inspection. While patrol inspection 
generally provides for the taking of any sample size at any time interval 
(even though some sort of rough schedule may be followed), its greatest 
weakness lies in the fact that routine samples are seldom large enough to 
catch any but the most drastic quality level shifts and the system may 
degenerate to the point where the time intervals are much too large and the 
standards are much too lax. For example, one inspector took a handful 
(indefinite quantity) whenever it suited him and passed the sample if it 
was not over 50 per cent defective. The material then continued to flow 
into production until another sample was taken. 

13.3. Limit gaging only a substitute method. It should be borne in 
mind that the limit gage method is not suggested for wholesale replacement 
of quality control by measurements where such a system is functioning 
satisfactorily or where it is feasible to install such a system. Measurements 
provide the most generally satisfactory means of appraising quality levels 
and process control.. 

13.4. Permissible variation in process level. Many repetitive opera¬ 
tions tend to retain essentially the same variability over long periods of 
time even though the process level may shift due to such things as tool 
wear and resetting of tools. The limits within which the process level may 
be permitted to vary for the purpose of limit gaging are illustrated in Fig. 
13.4. The distance of four standard deviations from the specification limit 

♦ This chapter is based (with permission) upon an article of the same title appear¬ 
ing in Vol. 3, No. 23, October 1944, of the Production and Engineering Bulletin is¬ 
sued by the Ministry of Labour and National Service and the Ministry of Produc¬ 
tion (London). 
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to the mean instead of three (minimum generally allowed for a controlled 
process in connection with the control chart for variables), is to provide an 
added margin of safety since we are dealing with attributes inspection 
instead of variables. 

13.5. Setting of gage limits. The weakness in conventional attribute 
inspection is that when a process is producing satisfactory product we 
expect very few defective items and a very marked shift in quality level 
must occur before we become aware of the situation. For this reason we 
use a special limit gage with closer tolerances than those of the specification. 
The slope of the normal curve is steepest at plus-and minus one standard 
deviation (the inflection points on the curve). Thus with gage limits at 

LOWER UPPER 
SPEC. LIMIT SPEC. LIMIT 

Fig. 13.4. Ideal range for process mean with limit gaging. 

this point, a given shift in quality level will have the maximum effect upon 
the number of items falling beyond the gage limits. 

Gage limits for a process just able to meet the specification are illustrated 
in Fig. 13.5a. Fig. 13.5b illustrates the gage limits for a process able to keep 
well within the specification limits. 

The most sensitive position for the limit gage limits varies somewhat 
with the sample size, but for small samples it is very close to the mean plus 
and minus one standard deviation. The setting of these limits does not 
mean that the specification tolerance is reduced, but rather that a certain 
portion of items will be expected to fall outside the limit gage limits when 
the process is operating under control. This will greatly increase the sensi¬ 
tivity of the attribute inspection to shifts in quality level. Further, a larger 
sample may be taken than could be handled under variables measurements 
thus increasing the power of the inspection. 
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The first step in determining the actual limits is to obtain an estimate of 
the standard deviation of the process. At least 50 to 100 items should be 
measured on a variable scale. The process should be kept under conditions 

LOWER UPPER 
GA6E LIMIT I 6A6E LIMIT 

LOWER UPPER 
SPEC. LIMIT I / I \ I SPEC UMIT 

t X STANDARD DEVIAHON ^ | x STANDARD DEVIATION 

MEAN 

Fig. 13.6a. Gage limits for a process just able to meet the specification. 

Fig. 13.6b. Gage limits for a process able to keep well within the specification limits. 

as constant as possible during the collection of this data. To assure the 
presence of control, the data should be checked by plotting a control chart. 

If the standard deviation is ^ to f of the specification tolerance, the 
process is just satisfactory. Set the gage limits at the middle of the tolerance 
range plus and minus t sigma (see Table 13.5). If sigma is over | the toler- 
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ance band, the same procedure may be used, but some defectives (out of 
specification limits) must be expected as a matter of course. This follows 
whatever the inspection method. 

Table 13.5 

Sample Size 

1 

Factor t 

Maximum Allowable Outside Gage Limits 

Action Limit Warning Limit 

25 1 08 8 5 
20 1.06 7 4 
15 1 00 6 4 
10 1.14 4 2 
5 0 90 3 2 

AVERAGES OF 10 

Fig. 13.6a. Comparison of actual measurements and limit gage chart for process 
just able to meet the specification. 

AVERAGES OF iO 

LOSS 

1.024 

1.022 

1.020 

tote 

1.016 

1.014 

L0t2 

t.OIO 

-ACTION LIMIT 

NO GO 
1.0237 

GO 
10123 

• • • 
-ACTION LIMIT 

LIMIT GAGE CHART 

• ACTION LIMIT 

-WARNING UMIT 

2- ■ 

4 - 

6 
6 

-♦--"-WARNING UMIT 

. 4 * ■ • ACTION UMIT 

Fig. 13.6b. Comparison of actual measurements and limit gage chart for a process 
able to keep well within the specification limits. 

If the standard deviation is less than | of the tolerance band, come in 
from the specification limits (4 — t) standard deviations. This will take 
advantage of the extra margin of variation the process allows. 

13.6. Examples, In the first example, the specification called for a 
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dimension of l.OOS^'^ plus or minus 0.0035^. Ten samples of ten items each 
were taken and the standard deviation found to be 0.0011^. This was just 
a little less than J of the tolerance band (0.0070")- The gage limits were 
therefore set at 1.008 plus and niinus (1.14 Xe^t^Oll), or at 1.00925 and 
L00675. A comparison between the actual measurements and the limit 
gage chart is shown in Fig. 13.6a. 

In the second example, the specification called for a dimension of 1.018" 
plus or minus 0.008". Eleven samples of ten each gave a standard deviation 
of 0.0008". This was 1/20 of the tolerance band. The gage limits were 
therefore set at 1.010 + [(4 ~ 1.14)0.0008] = 1.0123 and 1.026 - 
[(4 — 1.14)0.0008] = 1.0237. Fig. 13.6b compares the results for the actual 
measurements and gage inspection for this example. 

13.7. Cautions. Several practical points should be kept in mind when 
using limit gages: 

(a) If several machines are being used simultaneously to make the same 
item, use the standard deviation from the least consistent machine. If there 
is too much difference among the machines, their output cannot be lumped 
together. Practical judgement must be used in making this decision. 

(b) Check the standard deviation occasionally. Any material change in 
this value will affect the validity of the limits. 

(c) Guard against marked skewness. Moderate amounts of skewness 
will not detract from the value of the procedure. 

(d) Check the gages frequently for wear. Since many items will just 
pass or fail to pass the gage, the wear will be greater than on ordinary gages. 

(e) Plot the results on charts placed on or near the machines. The charts 
will tell the story of quality trends much more effectively than the numbers 
by themselves. 

(f) Be sure to explain to the workmen that the specification tolerances 
are not reduced by this method. 



CHAPTER XIV 

RELATIONSHIP BETWEEN CONTROL LIMITS 
AND SPECIFICATION LIMITS 

14.1. Origin of specification limits. In the final analysis all specifica¬ 
tions have their origin in some human need or want. Sometimes these 
needs or wants are not clearly understood. Sometimes it is difficult to state 
in concrete terms how they may be satisfied or how the quality charac¬ 
teristics are to be measured. It is small wonder that some specifications 
are ambiguous or unrealistic. 

More specifically, specification limits are based upon engineering con¬ 
siderations that must be met in order that the product will perform as 
intended. Unless specification limits must be met in order to fill a human 
need or want, or to contribute to that end, there is no justification for them. 
Specification limits that require unnecessary precision of manufacture or 
insufficient precision cause enormous losses annually in scrap, rework, and 
excessive costs of manufacture. Note that what we have said so far is inde¬ 
pendent of the ability to make that which is specified. 

14.2. Control chart limits. Control chart limits are determined by the 
process involved and reflect what the process is capable of making. If the 
process is uncontrolled, they do not represent the full potentialities of the 
process and may not provide an adequate basis for deciding whether the 
process can meet the specifications; however, if at least the chart for ranges 
shows control, it can be determined whether the process is capable (when 
control of the averages is achieved) of working to specification limits. 

14.3. When is a process under a satisfactory degree of control? 
Theoretically, when dealing with a normal distribution only one group 
average in 370 will exceed the three sigma control limits on the average 
just due to chance. In practice we have only an estimation of the true 
process level and inherent variability. These estimates are subject to chance 
variation which while small in magnitude (usually) nevertheless tend to 
increase the probability of going out of limits just due to chance. In general 
a process may be considered under satisfactory control if no groups out of 
25 are out of limits, not over one group out of 35 groups, and not over two 
groups out of 100. 

14.4. Relating the control chart limits to the specification. It 
must be remembered that'specifications normally relate to individual test 
results. Control charts for variables are usually based upon grouped results. 
Hence control chart limits for averages must not be directly related to the 
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specification limits. The three sigma limits for individual values may be 
obtained by multiplying the width of the three sigma band for averages 
by the square root of the group size, by multiplying R by h (see Table 6.6), 
or by dividing SR by (k (see Table 6.6). The resulting value is then added 
to the average of the process and subtracted from it. The process may now 
be judged in relation to the specification in accordance with Fig. 14.4. 

LOWER 
SPEC 
LIMIT 

UPPER 
SPEC. 
LIMIT 

LEVEL OK 
SCATTER OK 

LEVEL TOO HIGH 
SCATTER OK 

Fig. 14.4. Relating the process to specification limits. 

In connection with many physical properties, such as tension tests where 
only a minimum is specified, it will be found to be common industrial prac¬ 
tice to work to such a quality level that the lower control limit for indi¬ 
viduals falls below the specification minimum. Rarely, however, will it fall 
more than 1J sigmas (of individuals) below. When it has reached this point, 
approximately 7 per cent of the items in a normal distribution will be ex- 
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pected to fall below the specification minimum but not below the lower 
control limit for individuals. 

The reason why industrial firms work to such quality levels is that it is 
very common to permit retests. Retests are permitted because testing 
equipment sometimes lacks the degree of precision we would like it to have 
and because test specimens sometimes contain flaws which are not char¬ 
acteristic of the product involved. Let us suppose that a certain controlled 
product is being manufactured at a level such that 0.07 (7 per cent) of the 
product can be expected to fall below the specification minimum. When an 
item from such a controlled process falls below the specification minimum 
and a retest is taken without retreating the product, the probability that 
the retest will fail is only 0.07. Thus, if only one retest is permitted, the 
expectancy is that only 0.0049 (0.07 X 0.07) of the product will be rejected. 
If a second retest is permitted, only 0.009343 (0.07 X 0.0049) of the product 
will be rejected or a little more than three hundreths of one per cent. There¬ 
fore, it is normally not economical for the producer to work to a higher 
quality level since occasional retests are often less costly than raising the 
general quality level of the product. 

Where both a maximum and minimum are specified, it is generally de¬ 
sirable that the control limits for individuals come somewhat closer to¬ 
gether than the specification limits. To be considered a satisfactory situa¬ 
tion, the width of the control limit band for individuals should not exceed 
three-fourths of the width of the specification band. 

14«5« Estimating the population standard deviation from sample 
standard deviations. If the sample is fairly large, say 50 or more, it will 
generally give a satisfactory estimate of the population standard deviation 
when computed from the formula 

However, sample standard deviations are biased and tend to give a smaller 
value than the population value. This bias is small when the sample size 
is large, but becomes increasingly important as the sample size becomes 
smaller. Even with samples as small as 25 it may generally be disregarded, 
but below this figure it becomes increasingly more important. 

For a single sample, the bias may be compensated for by using the 
formula 

S x(x - xy 
N - 1 

or the simpler form for computational purposes 

v- S ' 
fNXX* - (XX)* 

N(N^l) 
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(S* is an unbiased estimate of o-® (population variance). Several values of 
)S® obtained by sampling from a population may be averaged together to 
obtain an improved estimate of population variance. The square root of 
this avarage will give an unbiased estimate of the population standard 
deviation. If several values of S are to be averaged together, they must 
first be divided by Cs (see Table 14.5) since E(S) = cjo-, where E is the 
S3nmbol for expected value. 

If the formula for s is used to obtain the sample standard deviations, 
then they must first be divided by cj, since E{s) = CiV. Values for and Cs 
are given in Table 14.5. 

Table 14.5. Values of ci and cs Where Cj Cl 

Sample Size N £2 Cl Sample Size N C2 Cl 

2 0 56419 0 79788 16 0.95225 0.98348 

3 0 72360 j 0 88623 17 0 95511 0.98451 

4 0 79788 0.92132 18 0 95765 0.98541 

6 0 84075 0 93999 19 0 95901 0 98621 

20 0 96194 0 98693 

6 0 86863 0 95153 21 0.96378 0 98758 

7 0 88820 0 95937 22 0 96545 0 98817 

8 0 90270 0 96503 23 0 96697 0 98870 

9 0,91387 0 96931 24 0 96837 0 98919 

10 0.92275 0 97266 25 0 96965 0 98964 

11 0 92996 0.97535 50 0 9849 0 9949 

12 0,93591 0 97756 75 0 9900 0 9966 

13 0 94098 0 97941 100 0 9925 0 9975 

14 0 94529 0 98097 

15 0 94901 0 98232 

14.6. What to do when the process is unsatisfactory. If the process 

is inherently incapable of meeting the specification tolerances, there are 

three alternatives: 
(a) Change the specifications 
(b) Change the process fundamentally 
(c) Use 100 per cent inspection to sort out the defective items 

It is suggested that an effort be made to obtain a change in the specifica¬ 
tions before attempting the other solutions. The reason for this is that so 
few specifications in the past have been developed upon sound considera¬ 
tion of the statistical aspects involved and the real needs of the processing. 

If the specifications have been soundly established so that the stated 
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requirements must be met in order to obtain a satisfactory product or to 
continue further processing operations, then the process must be altered 
fundamentally if possible. This may mean obtaining a source of more uni¬ 
form raw materials, a better type of raw material, improved machinery, 
the addition of n#w steps in the processing, or better trained or better 
supervised personnel. 

If it is not economical or otherwise practicable to take either of the above 
steps, then 100 per cent inspection must be instituted in order to sort good 
items from bad. In any event, the economic aspects of these solutions 
should be carefully considered before action is taken. 

Process changes should always involve a trial run to determine whether 
the new process will be satisfactory. Several changes may be needed before 
a suitable solution is found. 

14.7. Adoption of standard values. Standard values are indicative of 
what a process can do under controlled conditions. They should never be 
adopted until the process has shown control. Once adopted, they provide 
a goal for the future based upon the analysis of past data. Standard values 
should never be adopted arbitrarily without reference to the process. The 
mistake is sometimes made of using such arbitrarily adopted values to 
plot control chart limits. The weakness of such a procedure lies in the fact 
that while points outside such limits will indicate that the process is not 
operating to the standards, the limits plotted do not permit a determina¬ 
tion of whether the process is operating in a controlled manner at its natural 
level. In other words, such a control chart can not be used to evaluate 
control, but merely divergence (whether controlled or not) from some 
arbitrary standard. On the other hand, a control chart based on the process 
itself can both evaluate control, and be related to the specification limits. 



CHAPTER XV 

USE OF THE VARIABLES CONTROL CHART 
AS A BASIS FOR REDUCING 
VOLUME OF INSPEaiON 

15.1. Establishment of initial eligibility for reduced testing. The 
usual procedure will be to provide that normal testing shall be that testing 
required by the specification involved. The next step should be the deter¬ 
mination of what shall constitute reduced testing. As a matter of economics, 
it generally will not be feasible to establish a program unless the testing 
can be reduced at least one-half. The maximum reduction that can rea¬ 
sonably be allowed should be provided for. This might be ^ or less 
of normal testing. 

A. Initial eligibility should require that a minimum number of succesdve 
groups be accumulated with none falling outside control limits. Whenever 
possible, at least 25 successive groups of data should be plotted on the 
chart. Where immediately past data is available, there should be no diffi¬ 
culty with this requirement. Where the process is new and the data is 
accumulated rapidly, there should be no difficulty. If the data are accu¬ 
mulated slowly, it may be necessary to start the control chart with less 
than 25 groups. The minimum number of groups that should normally be 
used is ten (as many more than ten as practicable should be used). Where 
more than 25 groups are used, it may be desirable to permit one or two 
groups to be outside control limits as discussed in Section 14.3. It should 
not be expected that all groups will fall inside control limits at all times 
since even under theoretically ideal conditions an average of one in every 
370 groups can be expected to exceed control limits just due to chance. 
When we add to this fact the consideration that our observed average and 
inherent variability are only estimations, we can expect chance groups 
outside control limits somewhat more frequently than one in 370. On the 
other hand, one should be cautious to avoid being much more liberal than 
indicated above. Where less than 25 groups are used for a basis of initial 
eligibility, none of the points should be permitted to fall outside control 
limits. 

B. The average qmlity level must be far enough away {in terms of the vari¬ 
ability inherent in the process) from the specification requirements. This means 
that control limits for individuals should be computed in order that their 
relationship to the specification limits may be determined. If no items can 
be tolerated beyond the specifications, the control limits for individuals 
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must not exceed the specification limits. If some small percentage of items 
beyond the specification limits can be tolerated, then the control limits 
for individuals may exceed the specification limits to the appropriate extent. 
This can be determined by consulting Table 4.3 and locating the portion 
of the area of the curve that will be permitted beyond the specification 
limits. This in turn can be translated into the number of standard devia¬ 
tions involved. Thus, if only a specification minimum is required and 
approximately 7 per cent of the individual items can be tolerated below the 
specification minimum, we find by consulting Table 4.3 that the area beyond 
li sigmas from the mean includes 6.681 per cent of the area under the curve. 
Thus, when using averages of groups of four, we would permit the lower 
control limit for averages to fall as low as the specification minimum (the 
control limit for averages of four is at 1| sigmas of individuals from the 
mean; see Section 6.5). 

Another device that can be used is to state the specification limits in 
terms of the group size. For a group size of four this would mean that the 
specification limits are set half as far from the midpoint of the specification 

range. For the group size of five they would be set 1/2.236 as far from the 
midpoint of the specification range. In general, the fraction involved can 
be determined by setting 1 over the square root of the group size. 

C. No actual rejections should be 'permitted in the data used for initial 
eligibility. In view of the fact that occasional items beyond the specification 
limits may be permitted and that retests are generally allowed, no actual 
rejections should be permitted. A rejection is considered to occur when the 
original test and all retests permitted by the specification have failed. A 

failure is a test result which does not meet specification requirements, 
whereas a rejection involves scrapping or a final refusal to accept material 
offered for inspection. ^ 

15.2. Conditions requiring the re-establishment of eligibility. 
There are two conditions under which eligibility should be re-established 
that are normally not serious enough to necessitate the meeting of initial 
eligibility requirements. 

D. The occurrence of an indication of lack of control If no groups are 

permitted outside the control limits, then the occurrence of any group out¬ 
side limits should necessitate the re-establishment of eligibility. If one 
group in any 35 or 50 or some other number is permitted outside limits, 
then when the second group in such a run falls outside control limits, re¬ 
establishment of eligibility should be required. 

E. The making of a possibly harmful change in raw materials or the manvr 
facturing process. Changes which involve past experience that has clearly 
indicated that no significant shift in level or variability is to be expected 
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should be permitted without requiring a return to normal testing. Changes 
which may have a harmful effect with respect to the quality level or vari¬ 
ability are usually not made deliberately, but may be the result of exhaust¬ 
ing the desired source of raw materials or of mill breakdowns requiring the 
substitution of temporary equipment. In such cases, it is better to increase 
the testing for the time being, to be on the safe side. 

15.3. Re-establishment of eligibility. In view of the fact that the 

process has already established its ability to meet the requirements of 
initial eligibility, it may reasonably be assumed that the condition requir¬ 
ing re-eligibility is temporary. Hence, it will not be necessary to require 
as many groups to fall within control chart limits as initially required. It 
will generally be satisfactory to re-establish eligibility on the basis of half 
as many groups as initially required. Where necessary or feasible, this 
might be reduced slightly. 

F. Minimum number of successive groups with 'none outside control limits. 

In this case no groups should ever be permitted to fall outside control limits. 
G. No actual rejections in data required for re-eligibility. The occurrence 

of a rejection is normally sufficient grounds to require the obtaining of 
initial eligibility before reduced testing can again be put into effect; how¬ 
ever, a rejection may be tolerated once initial eligibility has been obtained 

provided the control limits for individuals are permitted to exceed the 
specification limits. In such a case this requirement might even be waived 
in connection with re-eligibility. 

H. The average quality level must continue to be far enough away {in terms 
of the variability inherent in the process) from the specification limits. Normal 
procedure will involve recomputing the control limits periodically on the 
basis of the new data as accumulated. Thus, the control limits computed 
on the basis of the first 25 groups may be projected ahead to cover the next 
25 groups. Control limits for the next 25 groups may be based upon the 
last 25 or last 50 groups, but in any event it is desirable to avoid using 
more than the last 60 groups as a basis for projecting control limits. This 
is necessary in order to avoid the influence of “ancient history”, and is an 
acknowledgment of the fact that slight and gradual' shifts may occur in 
something resembling a controlled manner over a long period of time. When 
such a recomputation becomes necessary, it may result in shifting some¬ 
what the plotted average quality level or inherent variability. 

I. There must be no possibly harmful change in raw materials or the manur 
facturing process during the data involved. See comments above under head¬ 

ing E. 
J. The last eight {or more) groups must not be all on or above, or aU on or 

below the central line for averages. A run of eight or more consecutive groups, 
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all on one side of the mean may be considered an indication of a significant 
shift in quality level. When such an event occurs, the requirements of initial 
eligibility should be imposed. 

15.4. Conditions under which obtaining initial eligibility again 
should be required. 

K. If at any time a recomputed control level falls too low or too high, initial 
eligibility requirements should be met See heading H above. 

L. If the last eight {or more) groups are all <m or above, or all on or below 
the central line for averages, the requirements of initial eligibility should again 
be met See heading J above. 

M. If the requirements of section 15,3 above are not met at a time when re¬ 
eligibility is required, the requirements of initial eligibility should again be 
met At any time when re-eligibility or initial eligibility is required, the 
immediate past data should be tested to determine whether the require¬ 
ments of initial eligibility are met by such data. In gaining initial eligi¬ 
bility it should not be necessary to wait for the accumulation of com¬ 
pletely new data. This follows from the fact that trends to new levels, or 
control at new levels may have occurred some time prior to the condition 
requiring re-eligibility or initial eligibility. 



CHAPTER XVI 

THE BINOMIAL AND POISSON 
DISTRIBUTIONS 

16.1. The binomial distribution. Some situations cannot be satis¬ 
factorily described by a continuous curve such as the normal curve. Con¬ 
sider, for example, the matter of tossing a coin. Barring the possibility of 
standing on edge (or of disappearing into thin air), the result of a toss can 
only be a head or a tail (also barred are two-headed or two-tailed coins). 
If two coins are tossed simultaneously, the only possible results are both 
heads, one head and one tail, or both tails. Things of this sort can best be 
described by the binomial distribution, which is given by the expression 
($ + where p (population or process fraction defective) is less than 1, 
g is 1 — p and N (sample size) is any positive integer. 

Suppose we toss five coins simultaneously (or one coin five times); what 
is the probability that all five coins will come down heads, that there will 
be four heads and one tail, etc.? If q represents heads {H) and p tails (T), 

the expression now becomes (// + T)®, or + 

Y ■ HT^ + T®. In a normal coin, the likelihood of a 
1.2,0 1 2 o.4 
head or a tail will be the same, for all practical purposes. Thus the possi¬ 
bility of either one of the events is one out of two, or 0.5 (unity, or 1.0 
represents all possible events). Substituting 0.5 for both H and T we get 
0.03125 + 0.15625 + 0.3125 + 0.3125 + 0.15625 + 0.03125. Thus we 
expect to get all five heads 3.125 per cent of the time on the average, four 
heads and one tail 15.625 per cent of the time, etc. 

In Fig. 16.1 we see the lack of symmetry characteristic of the binomial 
except when p is 0.5. It will be noted that the distribution for p — 0.1 
becomes more nearly symmetrical as N increases. For large values of AT, 
it appears to be almost symmetrical. When p is exactly 0.5 it is always 
symmetrical regardless of the value of AT, but does not begin to resemble 
the normal distribution closely until N is about 10. As N increases, the 
binomial approaches the normal distribution more nearly, but never reaches 
it, since the limiting form of the binomial as iV is increased while pN 
remains constant is the Poisson distribution, which will be discussed in 
Section 16.4. 

16.2. Requirements for strict applicability of the binomial distri- 
buticm. The first requirement for strict applicability of a binomial distribu- 
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tion is that the value of p must be constant. Any shift in the value of p 
will change the probabilities with which the various events will occur. 

The second requirement is that the sample size must be constant, or 
adjustment made for any variations. As in the case of p, any change in 
sample size changes the probabilities involved. 

16.3. Use of the binomial distribution in connection with control 
charts. For control chart purposes, the use of the binomial is very much 
simplified by the formula for the standard deviation of pN, 

(Tpif ■■ y/pNiJi —p). 

For most binomial distributions, about 0.001 to 0.005 is beyond pN + 
This is reasonably comparable to the area of the normal curve beyond three 
standard deviations. While the lower control limit tends to be somewhat 
lower than is necessary (except when pN is about 50 or more), this is 
generally unimportant. 

16.4. The Poisson distribution.''* The Poisson distribution is the 
limiting form of the binomial, as N is increased while pN remains constant. 
The expression for the Poisson distribution is 

+ 2r 1 

where e « 2.71828 + (the base of natural or Naperian logarithms) and 
c == pN, The mean is c and <7^ = V5. The distribution is highly skewed 
when pN is small, and becomes more nearly symmetrical as pN increases, 
approaching the normal distribution. If p is near 0.5, it is nearly normal 

even when pN is small. 
The Poisson distribution gives an acceptable approximation to specific 

binomial distributions when p is equal to or less than 0.1 and N is equal to 
or greater than 10. 

* For practical aids to applying the Poisson distribution see Guide to Utiliza¬ 
tion of the Binomial and Poisson Distributions/' by Holbrook Working, Stanford 
University Press, Stanford University, California, and ‘‘Poisson's Exponential Bi¬ 
nomial Limit," by E. C. Molina, D. Van Nostrand, which provides convenient ta¬ 
bles of probabilities. In Molina's tables, the symbol a is equivalent to pN. 



CHAPTER XVII 

SIGNIFICANCE OF OBTAINED DIFFERENCES 
OF SAMPLE MEANS AND 
STANDARD DEVIATIONS 

17.1. The significance of a difference. Although large or unusual 

differences in observed data can generally be recognized by the layman, 

many real differences cannot be properly evaluated without the aid of statis¬ 
tical methods. These differences may involve enormous sums of money in 
mass production situations where a slight modification of production prac¬ 
tice may result in a real but not readily detected improvement in quality 

of product. There is a natural human tendency to consider a difference 

significant only when it obviously involves practical convenience or eco¬ 
nomic advantage. What the layman considers significant may or may not 
be statistically significant. 

There is the classic example of the mill superintendent who each morn¬ 
ing examined the record of scrap losses for the previous day. Each time the 

losses were lower than those of the previous day he was very much pleased, 
and each time they exceeded those of the previous day he was very much 
disturbed, and would call in his assistant to demand the reason for the 
increase. Somehow the assistant always managed to supply a “reason”; 
however, as the statistician well knows, most of the data fluctuations would 

probably be due to chance causes and the mill superintendent was obAu- 
ously unduly concerned about matters over which no control could reason¬ 
ably be exercised. 

One of the general principles that should be borne in mind is that large 
differences may be statistically significant even though the volume of data 
is small, and that small differences often may be statistically significant 
when the volume of data is large. A true increase of one per cent in yield 
may mean a savings of thousands of dollars annually where the volume of 
the output is large. Small differences in comparative test results should not 
be disregarded just because they are small. Similarly, a large difference 

should not be thrown out just because there is only one item of each kind 
in the test. Under such circumstances it will normally be highly desirable 
to obtain some additional data in order to determine the true significance 
of the obtained difference. 

All too many technical reports are written with such statements as, 
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^^there is some indication that this procedure improves the results ob¬ 
tained*^; ^^it does not appear to benefit the other class of items in a similar 
manner**; **none of the special materials appears to have a definite effect 

on the characteristics of either type of item.** Such generalizations usually 
reflect either a lack of sufficient data to establish the significance of the 
results, or an attempt to judge the results without making use of a suitable 
statistical analysis. In view of the large expense often involved in experi¬ 
mentation, it is highly desirable that the maximum amount of information 

be obtained from the observed results. Statistical methods provide us with 
the means of accomplishing this purpose. Before we consider these methods 
it will be desirable to discuss what is meant by the phrase ‘^degrees of 
freedom**. 

17.2. Degrees of freedom. Let us suppose that we have two samples of 
four items each and have computed the mean of each sample. We now wish 
to know whether the two means are significantly different. Our comparison 
of the two means must be based upon the number of degrees of freedom 
present, that is, the extent to which the numbers being compared are free 
to vary. When we compute the mean of a sample of four items and say that 

this is one of the values to be compared, it actually represents only three 
items that are able to vary independently, for given any three numbers 
and an average that includes a fourth number, the fourth number is con¬ 

strained to have only one value. If the first three numbers are 9, 5, and 6, 
and the average of all four numbers is 7, the fourth number must of neces¬ 
sity be 8—that is, it has no freedom to vary. Thus, having computed the 
sample mean, it now has degrees of freedom equal to the sample size minus 
one. Similarly, each additional statistic, such as standard deviation or skew¬ 
ness computed for a sample, removes an additional degree of freedom from 
the sample. If we computed as many statistics from a sample as there were 
items in the sample, we would have fully constrained the sample so that it 
would have no degrees of freedom in it. When comparing differences we 
must base the comparison upon the number of items that are free to take 
on any value whatsoever. In the above case where we wished to compare 
the means of two samples of four items each, there would be a total of six 

degrees of freedom, three from each sample. 
J 17.3. Difference between two sample means (variables). 

Case I involves the same number of observations in each sample and a total 

of over SO degrees of freedom. The first step is to compute the mean of each 
sample. The smaller mean is subtracted from the larger mean to obtain 
the magnitude of the difference. The second step is to obtain the square 
root of the sum of the variances of the sample means. This will give the 

standard deviation of the differences in sample means. The result of the 
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second step is then divided into the result of the first step. The formula 
for these steps is 

where Si 

I Xi - X2 I 

Xi Xj 

.^1 
Ni' ^2 

i — . and S 
N2* (Xi-Xj) 

Vs 
X +4 Xi X2 

(the subscripts refer to the two samples). If the value of this formula 
equals or exceeds 3.00, the difference in the sample means may be assumed 
to be significant. There is very little likelihood that both sample means 
could have come from the same population. If it is equal to or over 2.50 
but is less than 3.00, the difference may be real. The collection of additional 
data will be desirable if it is at all practicable. If it is equal to or over 2.00 
but is less than 2.50, it is doubtful that the difference is significant although 
it is possible. The collection of additional data will be desirable if it can be 
obtained easily or if it is imperative to show up a real difference that may 
be of small magnitude. If it is less than 2,00, the difference may be assumed 
to be a chance difference. Bear in mind that this does not preclude the possi¬ 
bility that there is a real difference of relatively small magnitude. It means 
only that for the sample sizes used the samples might well have come from 
the same population, although there is no assurance whatsoever that they 
did. It is assumed in this procedure that the items in the two samples are 
uncorrelated and that they are obtained under controlled conditions. Re¬ 
sults of the test will not be valid if these conditions are not met. 

Case II involves a different number of observations in each sample and over 
SO degrees of freedom. The procedure is the same as in Case I except for 
the denominator of the test formula, which is changed as follows to provide 
the proper weighting for the sample size differences: 

<S(Xi-X2) 
W + 

NiNtKNx - 1) + (JV. - 1)1 

where d is the difference between an observation X and the mean X. 
We now apply the test as before: 

|X| - x.| 

If grouped data are used, the value of may be obtained by using the 
formula 
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where t is the size of the group interval and d' on the right side of the 
equation is in terms of group intervals. 

Case III irwolves the same number of observations in each sample and SO 
IJ? — J? ' 

degrees of freedom or less. While the sampling distribution of ' * IS 
S(Xi-Zt) 

essentially normal when N is large, the nonnormality begins to be impor¬ 
tant when the total degrees of freedom is as small as 30 and increases in 
importance as they become fewer. The nonnormality takes the form of a 
more widely dispersed distribution than the normal curve and is known as 

Table 17.3. Values of t* 

Degrees of 
Level of significance 

Degrees of 
Level of significance 

freedom 
0.05 0.01 

freedom 
0.05 0.01 

1 12 706 63.657 ■n 2.921 

2 4.303 9.925 2 898 

3 3 182 5.841 18 2 101 2.878 

4 2 776 4 604 19 2 093 2.861 

5 2 571 4.032 20 2 086 2.845 

6 2 447 3 707 21 2 080 2 831 

7 2 365 3 499 22 2 074 2 819 

8 2 306 3 355 23 2 069 2.807 

9 2 262 3 250 24 2 064 2 797 

10 2 228 3 169 25 2 060 2 787 

11 2.201 3 106 26 2.056 2 779 

12 2 179 3.055 27 2 052 2.771 

13 2 160 3 012 28 2 048 2.763 

14 2.145 2 977 29 2 045 2 756 

15 2.131 2 947 30 
00 

2 042 

1.960 

2 750 

2 576 

* Table 17.3 is abridged from Table IV of R. A. Fisher: “Statistical Methods for 
Research Workers," Oliver & Boyd Ltd., Edinburgh, by permission of the author 
and publishers. 

the t distribution. This increased dispersion is the result of the fact that the 
population standard deviations are unknown and estimates (which of course 
are subject to variability) are used as derived from the samples. 

As in Case I, we compute the value of the test formula, but say that it 
is equal tot: _ _ 

IXi-Xil 

-8(x,-S.) 

The value ot t that must be equalled or exceeded for two different leveb of 
significance is given in table 17.3. ^ 
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Case IV ifwobes a different number of observations in each sample and SO 
degrees of freedom or less. The procedure here is similar to Case II except 
that the formula is set equal to f; 

[Xi-Xtl 

1/: Ar,)(Sd} 4- 2;di) 

Values of t that must be equalled or exceeded before the difference may be 
considered significant are given in Table 17.3. 

17.4. Difference between two proportions (attributes). To test the 
significance of the difference between two proportions (fractions defective), 
the absolute value of the difference is divided by the standard error of the 
difference. The standard error of the difference is given by the formula 

The subscripts identify the two groups of data. If the value of the formula 

\vi - P2I 
Hpv~p%) 

equals or exceeds 3.00, the difference may be assumed to be significant; if 
2.50 or over but less than 3.00, the difference probably is significant. The 
collection of additional data will be desirable if at all practicable. Values 
of 2.00 or over but less than 2.50 will justify additional investigation if it is 
desirable to show up a real difference that may be of small magnitude. 
Values of less than 2.00 may be assumed to indicate a chance difference. 

Except when p = 0.5, the distribution of p is skewed; however, the 
amount of the skewness will generally be unimportant as long as the value 
of pN is 5.0 or over. 

Example. Crews A and B were both making the same product. At the 
end of two weeks Crew A had produced 5000 items of which 24 were 
defective (0.0048). Crew B produced 5500 items of which 44 were defective 
(0.0080). Did Crew A do a significantly better job than Crew B? Substitut¬ 
ing in the formulas, we obtain 

0.0048(0.9962) ^ 0.0080(0.9920) 

6000 6600 

\pjl - Pb\^ 0.0032 

0.00166 
2.06 

0.00156 

The value of 2.06 is so low that we may conclude that Crew A probably 
did not do a better job than Crew B. If the figures of 5000 and 5500 repre¬ 
sent the total outpdt, then we know that Oew A actually did produce 
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a smaller proportion of defectives, but we cannot be very sure that in a 
repeat trial Crew A would again do better than Crew B, or in other words, 
that there is a real difference in ability between the crews. If the figures of 
5000 and 5500 were only samples of the output, say one-twentieth of the 
total output, then we could only say that if there is a real difference in the 
total fraction defective produced by each of the two crews, it is probably 
a small difference—one that we could not be sure of without considerably 
more sampling. Of course, if we are willing to accept a low level of signifi¬ 
cance we may say that Crew A did do a better job than Crew B. 

17.5. Difference between two sample standard deviations. The 
standard error of the standard deviation for a normal population is 

where <rp, is the population standard deviation. From this basic fact we may 
test the difference between two sample standard deviations. 

Case 7. Each of the samples consists of more than SI items. The standard 
error of the difference between two sample standard deviations is 

y 2Ni ^ 2N2 

An observed difference may be tested by the following formula: 

S(8i-~at) 

S values (see Section 14.5) will be used in practice since population values 
are seldom if ever available. The results may then be evaluated as described 
in Case I of Section 17.3 above. 

Example, Group A consists of 50 observations having Si = 18. Group B 
consists of 45 observations having /S2 = 11. 

18- 11 

Vi 
3^ m 
100 90 

7 

2.14 
« 3.27 

Since the result obtained exceeds 3.00, there can be little doubt that Group 
A has significantly more variability than Group B. It is assumed in this 
test that the two sets of observations are uncorrelated and that the parent 
populations are approximately normal. 

Case II, Either or both samples consist of 31 items or less. Since the sam¬ 
pling distribution of a becomes markedly nonnormal for small samples, a 
different procedure must be used to evaluate sample differences when N is 

small. We compute 
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or we may compute ^ and square the resulting figure. The lai^r value is 
Oj 

always used in the numerator. We then enter the table of F (Table 17.5) 
using the appropriate arguments (use nearest argument given when n > 6, 
and 00 when n > 30). If the entry is exceeded for the probability level 
selected, the difference between the two samples may be said to be 
significant. 

Table 17.6*. F - Sj/Sf 

n* 

Probability levels 
n* 

Probability levels 

0.05 0.01 0.001 0.05 0.01 0.001 

ni « 1 ni « 6 

1 161.45 4,052.2 405,280.0 1 233.99 5,859.0 585,940.0 
2 18 51 98.50 998.5 2 19 33 99 33 999.3 
3 10.13 34.12 167,5 3 8 94 27.91 132.81 
4 7.71 21.20 74.14 4 6.16 15 21 50.53 
5 6.61 16.26 47 04 5 4 95 10 67 28.84 
6 5.99 13,74 35 51 6 4.28 8.47 20.03 
8 5.32 11.26 25.42 8 3.58 6 37 12.86 

12 4.75 9.33 18 64 12 3 00 4 82 8.38 
24 4.26 7.82 14 03 24 2 51 3 67 5.55 
00 3.84 6.63 10 83 00 2 10 2 80 3.74 

ni « 2 ni « 8 

1 199.50 4,999 5 500,000 0 1 238.88 5,981 6 598,140 0 

2 19,00 99.00 999 0 2 19.37 99 37 999.4 

3 9.55 30.82 148.5 3 8 85 27.49 130.6 
4 6.94 18.00 61.25 4 6.04 14 80 49.00 
5 5.79 13.27 36 61 5 4 82 10 29 27.64 

6 5.14 10 92 27.00 6 4 15 8.10 19.03 
8 4.46 8 65 18.49 8 3.44 6.03 12.04 

12 3 89 6.93 12 97 12 2.85 4.50 7.71 

24 3 40 5.61 9,34 24 2.36 3.36 4.99 
00 3.00 4 61 6.91 00 1 94 2 51 3.27 

C
O

 

il ni - 12 

1 215.71 5,403.3 540,380.0 1 243.91 6,106 3 €10,670.0 

2 1 19.16 99.17 999.2 2 19.41 99.42 999.4 
1 

3 9 28 29 46 141 1 3 8.74 27.05 128.3 
4 6.59 16 69 56 18 4 5 91 14.37 47.41 
5 5 41 12.06 33 20 5 4.68 9.89 •26.42 
6 4.76 9 78 23 70 6 4.00 7.72 17.99 
8 4.07 7.59 15.83 8 3.28 5.67 11.19 

12 3.49 5.95 10.80 12 2 69 4.16 7.00 
24 3.01 4.72 7.55 24 2.18 3.03 4.39 
00 2.60 3.78 5.42 so 1.75 2.18 1 2.74 
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Table 17.6.—Continued 

Probability levels 

n* 

Probability levels 

0.05 0.01 0.001 0.05 0.01 0.001 

ni = 4 Wi « 24 

11 224 58 5,624.6 562,500 0 1 249 05 6,234 6 623,500.0 
2 19.26 99 25 999.2 2 19 45 99 46 999 5 
3 9 12 28 71 137 1 3 8 64 26 60 125 9 
4 6.39 15 98 53 44 4 5 77 13 93 45 77 
5 5 19 11 39 31 09 5 4 53 9 47 25 14 
6 4 53 9 15 21 90 6 3 84 7 31 16 89 
8 3 84 7 01 14 39 8 3 12 5 28 10.30 

12 3 26 5 41 9 63 12 2 51 3 78 6 25 
24 2 78 4 22 6 59 24 1 98 2 66 3.74 
00 2 37 3 32 » 4 62 00 1 52 1 79 2 13 

ni » 5 ni « 00 

1 230 16 5,763 7 576,400 0 1 254 32 1 6,366.0 636,620 0 
2 19 30 99 30 999 3 2 19 50 99 50 999 5 

3 9 01 28 24 134 6 3 8 53 26.12 123 5 

4 6 26 15.52 51 71 4 5 63 13 46 44 05 
5 5 05 10 97 29 75 5 4 36 9 02 23 78 

6 4 39 8 75 20 81 6 3 67 6 88 15.75 
8 3 69 6 63 13 49 8 2 93 4 86 9.34 

12 ! 3 11 5 06 8 89 12 2 30 3 36 5.42 
24 2 62 3 90 ! 5 98 24 1 73 2 21 2 97 
00 2 21 3 02 4 10 00 1 00 1 00 1 00 

* Table 17.6 is abridged from Table I of Frederick E. Croxton and Dudley J. Cow- 
den: “Two Extensions of the F Table,” Prentice-Hall, Inc., New York, by per¬ 
mission of the authors and publisher. 

Examjile. Sample A consists of 6 items having Si = 54.8. Sample B 
consists of 26 items having Sl = 12.6. Is the standard deviation of sample A 
significantly greater than the standard deviation of sample B? Computing 

54 8 * 
F we obtain - 4.35. Entering the F table we' use Wi (degrees of free- 

12.6 
dom) = 5 (associated with the larger square) and nt = 25 (enter the table 
at n» = 24, since this is the nearest value given). The F values at the 0.01 
and 0.001 levels are 3.90 and 5.98 respectively. We conclude that the sam¬ 
ples are significantly different at the 0.01 level, but not at the 0.001 level. 
The action we then take will be based upon the risk we are willing to run 
of being ■wrong. If we wish a high level of assurance that the difference is 
significant and it is practicable to obtain them, we wiU get more samples. 



CHAPTER XVIII 

ACCEPTANCE SAMPLING 

18.L Lot«by-lot inspection by attributes. One of the basic problems 
that faces almost everyone concerned with evaluating product quality is 
how to decide on the basis of a sample whether a lot should be considered 
as being of acceptable quality. By a ^'lot’^ we generally mean a quantity of 
material that can be conveniently handled as a segment of production. It 
may consist of a certain number of items, a case, a day^s production, a 
carload, or such similar quantity. These lots might be described as “con¬ 
venience lots.^^ The items in such a lot are not necessarily all essentially 
alike. 

A “statistical lot” is one in which the variations in quality from item to 
item are chance variations. Thus in such a lot, all of the items are essentially 
alike. There may be any number of items from one up in such a lot. Lot-by- 
lot sampling plans are customarily based upon convenience lots, that is, 
they are designed to deal with such lots. Unless otherwise specified, our 
references to lots will mean “convenience lots”. 

We have already seen that 100 per cent inspection does not guarantee a 
perfect product. Also, 100 per cent inspection often is not practicable be¬ 
cause of time or cost. Good sampling inspection, where the items inspected 
are examined carefully may even provide better assurance of product qual¬ 
ity than 100 per cent inspection with its elements of fatigue, carelessness, 
etc. 

When asked what sort of quality level he wants in the product, the 
designer or customer frequently replies that he expects all items to meet 
the specification; however, unless the specification is very liberal with 
respect to what the process can make, he is very unlikely to get “perfect 
product”. If a very large quantity of any item is made, some defective items 
are almost certain to be made. Further, if any defective items are made, 
sooner or later some of the defective items will be accepted. It is generally 
agreed that good 100 per cent inspection will remove only about 85 to 
95 per cent of the defective material, while very good 200 or 300 per cent 
inspection may remove over 99 per cent of the defective items, particularly 
if one or more of the inspections is automatic and mechanical. Even then 
we cannot hope for 100 per cent. 

Since 100 per cent inspection is generally not justifiable economically, the 
problem becomes one of deciding upon the amount of sampling that will be 
necessary to provide a reasonable degree of assurance as to the quality of the 
material being inspected. Unfortunately, ordinary judgment is not to be 
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trusted as a basis for a plan of accepting material on samples. Such plans as 
taking a sample consisting of 10 per cent of the lot and not allowing over 2 
per cent of the sample to be defective, or taking a sample of 10 items and 
allowing no defectives almost invariably fail miserably to achieve the pur¬ 
pose for which they are intended. These two plans will be discussed more 
fully in Section 18.14. 

A fundamental principle to remember is that in the long run, what is 
accepted from a controlled process will be essentially the same as what is 
offered for inspection. Even from an uncontrolled process this will still be 
generally true. The only possible improvement comes from the defective 
items that are caught in the samples and removed or replaced with good 
items. The uninspected portions of the lots accepted will be the same in the 
long run as the material offered for inspection. 

18.2. Acceptable quality level (AQL). Assuming perfect 100 per cent 
inspection (which of course is not humanly attainable), the only way to 
discriminate perfectly between acceptable and unacceptable lots would be 
to inspect them 100 per cent. Slightly less than 100 per cent inspection 
would be possible if some defectives are allowed. Thus in a lot of 1000 items, 
if 4 per cent of defectives are allowed, it would be necessary only to inspect 
the lot until 960 good items (or 41 bad items) were found; however, for 
good lots this is so close to 100 per cent inspection that we immediately 
discard it as impracticable. 

It is obvious that if we go to a sample size that is only a small part of the 
lot, there will be some risk of making a mistake in judging an individual lot. 
It will not be possible, for example, to accept all lots 1 per cent defective or 
less and reject all lots over 1 per cent. Fortunately, such a separation is not 
realistic from the viewpoint of practical operations. A process that can be 
operated economically with material 1 per cent defective probably will not 
suddenly become uneconomical at a level of 1.1 per cent defective, though 
it may become uneconomical if the material is as much as 4 per cent defec¬ 
tive. 

The first step in deciding upon a satisfactory sampling plan will be to 
decide upon a quality level that is acceptable. This level (AQL) is commonly 
designated by the i^rmbol pi. It is the fraction defective that can be toler¬ 
ated without serious effect upon further processing operations or customer 
reaction. Nearly all such lots should be accepted (only perfect inspection 
would assure acceptance of ALL of them). The AQL must be determined 
by practical considerations. 

18.3. Lot tolerance (pt). The only real protection against unsatisfactory 
material is to use a samplmg plan that will reject most of the lots offered 
that would seriously interfere with further processing operations or cause too 
much unfavorable customer reaction. Lots of this qiuility level are com- 
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monly designated by the symbol pt or pt. The lot tolerance must also be 
determined by practical considerations. 

18.4. Producer’s risk («). The producer’s risk is the risk the producer 

runs of having lots of quality pi rejected. It is desired to keep this risk as 
low as possible. The most practicable level is generally considered to be 
about 0.05 (5 per cent). This means that in the long run about one lot in 20 
will be rejected, provided the lots are coming from a process controlled at 

quality level pi. To reduce this risk much further would require an increase 
in sampling that would generally be uneconomical. Of course, the producer 
may decrease his risk by producing material at a better quality level than 

Pi. The extent to which this will be practicable will be governed by the 
economical considerations involved. 

18.5. Consumer’s risk 0). The consumer’s risk is the risk the consumer 

runs of accepting lots of quality p^. This risk is generally set at about 0.10. 
This means that in the long run, only about one lot in ten of quality p* 
will be accepted. This will generally be ample protection, as few producers 

can afford to have nine out of ten lots rejected. As the quality becomes 
worse, the portion of rejected lots increases. 

18.6. The determination of sample size and acceptance number. 
As a working basis for the determination of sample size and acceptance 

number (allowable number of defectives in the sample, indicated by the 
symbol c) for lot quality protection, we may start with the proposal that we 
shall consider the sampling plan satisfactory if it rejects nine out of ten lots 
containing a stated per cent defective. Suppose we set pi at 4 per cent (0.04) 
defective and start with a sample size of 50 and an acceptance number (c) 
of 1. The probability of accepting a lot 4 per cent defective under this plan 
can be determined by consulting Fig. 18.6. The base line is pN on a logarith¬ 
mic scale. N is the sample size and p is the process level proportion defective 
expressed as a decimal. In the present case p = 0.04 and N = 50, so pN = 
2.0. We then follow the vertical line for piV = 2.0 until itintersectsthecurved 

line for c = 1. From this point we follow across to the scale on the left 
margin where we read the probability, 0.42, that there will be one or no 

defectives in the sample. This is the probability of acceptance of such a lot. 
The balance to make up 1.00 is 0.58 which is the probability of rejection. 
Since we want a probability of rejection of 0.90, this plan is unsatisfactory. 

It is immediately obvious that we can increase the probability of rejection 
(and correspondingly decrease the probability of acceptance) by lowering 
the acceptance number c to 0. This gives a probability of rejection of 5.86. 
Since this is still not high enough we must increase JV. This time let us start 
on the probability scale at the left at a probability of acceptance of 0.10 

(probability of rejection of 0.90) and read across horizontally imtil we reach 
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the intersection at c = 0. Then reading down from this point we find the 
2.3 

value of pN is 2.3. Since p is set at 0.04, N must be = 57.5. It is im¬ 

possible to salnple half an item, and since either 57 or 58 would be incon¬ 
venient to remember, it is suggested that we set the sample size at 60. This 
gives us a probability of rejection of 0.91 (which would be satisfactory as 
far as we have gone). These results are tabulated in the first four lines of 

Table 18.6a. Subsequent lines in the table show the effect of the plan N — 
60, c *= 0 upon the probability of acceptance as the quality offered (p) 

Table 18,6a. Sampling Plan for a Given Consumer's Risk 

N p c pN Prob. of 
acceptance 

Prob. of 
rejection 

60 1 2.0 0 42 0.58 
50 0 2 0 0.14 0 86 
57.5 0 04 0 2 3 0.10 0.90 
60 0.04 0 2 4 0 09 0 91 

60 0.01 0 0 6 0.55 0 45 
60 0.02 0 1.2 0.30 0.70 
60 0.03 0 1.8 0.16 0.84 
60 0.04 0 2.4 0.09 0.91 
60 0 05 0 3.0 0 05 0.95 
60 0 06 0 3 6 0.03 0.97 

60 0.01 1 0.6 0 87 0.13 

100 0.01 1 1.0 0.74 0.26 
100 0 02 1 2 0 0 38 0 62 
100 0 03 1 3 0 0.21 0.79 
100 0.04 1 4 0 0 09 0.91 
100 0.05 1 5.0 0.04 0.96 
100 0,06 1 6.0 0 02 0.98 

varies, the plan IV = 60, c = 1 at a quality level of 0.01 and the plan N = 
100, c = 1 for various quality levels. Note that at a quality level of p = 
0.01, and with N = 60, lowering c from 1 to 0 increases the probability of 
rejection. Also, allowing an acceptance number of 1 with a sample size of 
100 gives the same protection against material that is 0.04 defective as an 
acceptance number of 0 does for a sample size 60, but allows greater accept¬ 
ance of material that is only 0.01 defective. 

Thus far we have arrived at a sampling plan that will provide a satis¬ 

factory consumer’s risk at lot tolerance (P2) quality, but have not considered 
the producer’s risk. If we set the AQL at 0.01 and the producer’s risk at 0.05, 
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neither the plan of iV = 60, c = 0 nor iV = 100, c = 1 will be satisfactory, 
as the respective probabilities of rejection are 0.45 and 0.26. 

To arrive at a suitable producer’s risk while retaining the desired con¬ 

sumer’s risk, we construct Table 18.6b, using a constant p2 = 0.04, |8 = 0.10 
and increasing c by 1 for each line. Each line is completed by entering Fig. 

18.6 from the left margin at 0.10, following across to the curve for the 

appropriate c and then reading down to get the value of -pN. This value is 
divided by p (0.04) to give the value of N, which is then entered in the right 

side of the table under the producer’s risk. Using the same c and pi = 0.01, 

pN is computed and the value of a determined from Fig. 18.6. We find that 

the sampling plan N — 200 and c = 4 gives the desired producer’s and 
consumer’s risks.* 

18.7. The operating characteristic curve.t An operating charac¬ 

teristic curve portrays graphically the way a sampling plan operates as the 

Table 18.6b. Sampling Plan fob Given Consumer’s and Producer’s Risk 

Consumer’s Risk Producer’s Risk 

N P c pN 0 N p c pN a 

57 5 0 04 0 2 3 0 10 57 5 0 01 0 0 575 0.44 
97 5 0 04 1 3 9 0 10 97 5 0 01 1 0 975 0 26 

132 5 0 04 2 5 3 0 10 132 5 0 01 2 1 325 0.15 
167.5 0.04 3 6 7 0 10 167 5 0 01 3 1 675 0 09 
200 0 04 4 8 0 0 10 200 0 01 4 2 0 0.05 

incoming quality level varies. From it may be read the probability of 

acceptance of lots according to the fraction defective in the material sub¬ 
mitted for sampling inspection. Since material containing no defectives will 

always be accepted regardless of the value of c, all operating characteristic 

(OC) curves start with a probability of acceptance of 1.00. As long as the 

lots are required to contain at least one good item, lots 100 per cent defective 
will always be rejected and the OC curves will all terminate with a proba¬ 

bility of acceptance of zero. The two most important points on an OC curve 

are, of course, the probabilities of acceptance at pi and p2. Table 18.7 gives 

the probability of acceptance for the two plans N = 200, c = 4, and N = 60, 

* For a graphical method that may be used in connection with single sampling 
plans, see: A. R. Burgess, Graphical Method of Determining a Single Sampling 
Plan,” Industrial Quality Controlj 4: No. 6, 25-27 (May, 1948). 

t So named by Col. H. H. Zornig (Research Associate in Metallurgy at the Han¬ 
ford Engineering Works of the General Electric Research Laboratory) just prior 
to World War II, at which time he was in charge of the Ballistic Research Labo¬ 
ratory at Aberdeen Proving Ground, Maryland. 
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c = 0, at six different quality levels. These values are shown graphically in 
Fig. 18.7 (to plot the actual curves, more points than this would have to be 
calculated). The absence of an inflection point for the plan allowing no 

Table 18.7. A Comparison of Two Sampling Plans 

0.01 0.02 0.03 0.04 aos 006 

FRACTION defective IN LOTS SUBMinED 

Fig. 18.7. Operating characteristic curves for two sampling plans. 

defectives is characteristic of plans where c == 0. Since such plans provide a 
satisfactory producer’s risk only when the fraction defective is extremely 
low, they are seldom used. 

The type of sampling plan we have just described is generally referred to 
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as a single sampling plan, since it involves taking only one sample and 
deciding to accept or reject the lot on the basis of this sample. 

18.8. Double sampling plans. Double sampling plans provide for the 

taking of a second sample when the results of a first sample are iTin.rginn.1^ 

as will often be the case when lots are of borderline quality. Such plans are 
commonly based upon four requirements;* 

Ni « first sample size 
Cl = acceptance number for first sample 

Ni ^ second sample size 
C2 acceptance number for Ni + N2 

If Cl is not exceeded in the first sample, the lot is accepted. If Ct is exceeded 

in the first sample, the lot is rejected. If, in Ni, Ct is exceeded, but Cz is not, 

a second sample, Ni, is taken and the lot accepted if Ci is not exceeded in the 
total sample and rejected if Cs is exceeded. 

Since a second sample is most frequently required when dealing with 

lots of marginal quality, it is possible to make Ni smaller than the sample 

size for a single sampling plan having essentially the same OC curve. This 

means that good quality material will be accepted most of the time on the 

basis of a smaller sample than required by a comparable (with respect to the 

OC curve) single sampling plan. Also, bad lots will generally be rejected on 

the basis of the first sample. The general reduction in the amount of average 

inspection afforded by double sampling plans is one of their strong ad¬ 

vantages (see Fig. 19.3). 

A second advantage of double sampling plans is their strong psychological 

advantage in giving lots of marginal quality a “second chance.” This feature 
has a strong appeal to practical minded production men. 

Th? procedure for computing the OC curve of a double sampling plan 

may be illustrated with the following plan: 

= 100 c. = 1 
AT, - 200 C2 - 3 

• Paul Peach in “An Introduction to Industrial Statistics and Quality Control,” 
p. 103, Edwards & Broughton Co., Raleigh, N. C., 1947, adds a fifth requirement, 
ki, which he designates “retest number.” If not exceeded when cj is exceeded from 
Ni, a second sample is taken. If k, is exceeded, the lot is rejected without taking a 
second sample. This is a refinement w'hich considerably complicates application of 
the plan and will generally be undesirable unless carefully trained and especially 
competent inspectors are available. When used it will reduce the average amount of 
inspection somewhat when dealing with lots of marginal quality. 
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In order to compute the probability of acceptance at a given level of incom¬ 
ing quality, say 0.01 fraction defective, we may set up the following table: 

Possibilities Ist Sample 2nd Sample Prob. of Acceptance 

a 0 or 1 — 0 74 
b 2 0 or 1 0 07* 
c 3 0 o.oit 

Total... .0 82 

♦ This is the product of the probability of finding exactly two defectives in a sam¬ 
ple of 100 (0.18), and the probability of finding 0 or 1 defective in a sample of 200 
(0.41). To find the probability of exactly two defectives from Fig. 18.6, find the 
probability of two or less (curve for c = 2) and subtract from this the probability 
of one or less (curve for c = 1). The result is the probability of finding exactly two 
defectives. 

t This is the product of the probability of finding exactly three defectives in a 
sample of 100 (0.06), and the probability of finding no defectives in a sample of 
200 (0.14). 

18.9. Sharpening the OC curve for double sampling plans when 
dealing with small sample sizes. Let us assume that practical limitations 
prevent using larger sample sizes than iVi = 5 and N2 = 10. If we set 
Pi == 0.10, p2 = 0.50, a = 0.03 and = 0.10, we cannot find suitable accept¬ 
ance numbers. Ci = 1 and C2 = 3 give the desired producer's risk, but give 
a consumer's risk that is too high (0.30). c'l = 0 andc'2 = 2 give the desired 
consumer’s risk, but give a producer’s risk that is too great (0.14). The OC 
curves for these plans are shown in Fig. 18.9. 

We now need a way of providing that, when incoming lots are of approxi¬ 
mately Pi quality, we shall use the acceptance numbers ci = 1 and C2 = 3, 
and that when incoming lots are of approximately p2 quality that we shall 
use the acceptance numbers c'l = 0, c'2 = 2. This may be accomplished by 
examining the number of defective items in the first samples from the 
last six lots (30 items), each time a lot is inspected (strictly speaking, each 
series of six lots should be treated independently, but this refinement is not 
essential and disregarding it will not have any important consequence). 
If there are over seven defectives in these 30 items, use the c' acceptance 
numbers. This plan remains in effect until there are not over three defectives 
in the last six lots (iVi). Then use the c acceptance numbers and proceed as 
above. 

In order to compute the OC curve for the combined effect of using both 
c and c' values, we let 

A «■ probability of getting three or fewer defectives in 30 items 
B « probability of getting four, five, six, or seven defectives in 30 items 
C probability of getting eight or more defectives in 30 items 
Li » probability that the ith lot is tested with the more liberal values c 
Si « probability that the tth lot is tested with the stricter values c* 
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Then 

L<« 
A 

1-B 

A 

A + C 
and Si 

C C 

1 -+ c 

The value of B may be disregarded by using ^ + C as the denominator in 
each case. We now set up a table to compute the probability of acceptance 
at various levels of incoming quality (p). The probabilities in Table 18.9 
were read from the curves of Fig. 18.6. 

FRACTION DEFECTIVE IN LOTS SUBMITTED 

Fig. 18.9. Operating characteristic curve for a special plan. 

The total probability of acceptance is plotted in Fig. 18.9 (dotted line) 
as the OC curve of the plan. The desired producer's risk of 0.03 is obtained 
and a consumer's risk of 0.095 (slightly better than the desired 0.10) is 

obtained. 
While this illustration has been developed for a double sampling plan, the 

same sort of procedure may be used with single sampling plans, 
18.10. Relationship between sample size and lot size. It will be 

noted that the discussion of the probability of acceptance of a lot has been 
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concerned only with the process level of fraction defective, the sample size, 
and the acceptance numbers. This is because of the fact that as long as the 
sample is a small portion of the lot (10 per cent of the lot size, or less), the 
size of the lot has no bearing on the probability of acceptance. A sample can 
only tell so much about the lot from which it comes, regardless of whether 
that lot consists of 600 items, 2000 items, or any other number. This is 
illustrated in Fig. 18.10. It will be noted that the width of the sampling 
fluctuations is related to the sample size and not to the lot size. 

Table 18.9. Development op the OC Curve for a 

Special Double Sampling Plan 

p N pv A c Li Si 

Frao. of lots 
acc. on basis of Tot. prob. 

of aco.t 
c values* c' values t 

0.05 30 1.5 0 93 0 0002 0 9998 0 0002 0 9978 0 0002 0.998 
0 08 30 2 4 0 78 0 003 0 996 0 004 0 981 0 004 0.985 
0 10 30 3 0 0 65 0 012 0 982 0 018 0 95 0 015 0 97 
0 12 30 3 6 0 52 0 03 0 945 0.055 0.90 0 04 0 94 
0 15 30 4.5 0 34 0 09 0 79 0 21 0 72 0 15 0.87 
0.20 30 6.0 0 15 0.26 0.37 0 63 0.30 0 34 0 64 
0 25 30 7 5 0 06 0.48 0.11 0.89 0 08 0 36 0 44 
0 30 30 9 0 0 02 0 68 0.03 0 97 0 02 0 29 0.31 
0 40 30 12 0 0 002 0 91 0 002 0 998 0 001 0.17 0.171 
0 50 30 15.0 0 0002 0 98 0 0002 0 9998 — 0 095 0.095 
0 60 30 18 0 — 0 997 0 9999+ — 0 053 0.053 
0 80 30 24 0 — 0 99995 — 0 9999+ — 0 018 0 018 

* The entries in this column are obtained by multiplying the L< column by the 
probability of acceptance when using the c values. E.g., if p = 0.05, the probability 
of acceptance using the c values is 0.998 (determined from Fig. 18.6 as discussed in 
Section 18.8), and 0.9998 times 0.998 is 0.9978. 

t The entries in this column are obtained by multiplying the Si column by the 
probability of acceptance when using the c' values. E.g., if p » 0.20, the probability 
of acceptance using the c' values is 0.547 (determined from Fig. 18.6 as discussed in 
Section 18.8), and 0.63 times 0.547 is 0,34. 

X This column is the sum of the two previous columns. 

There is a natural tendency to feel that the sample size should be larger 
for larger lots. This is true only where P2 and /3 are not specified and where 
it is desired to hold the fraction defective as low as possible. Under such 
conditions we shall want to increase the sample size as the lot size increases 
because there is more at stake economically in a larger lot and our judgment 
of the lot should be more precise, and there is more chance that the lot may 
be nonhomogeneous, t.e., it may come from a process exhibiting lack of 
control during the manufacture of one lot. 

18.11. Average outgoing quality limit (AOQL). The average outgoing 
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quality limit is the worst possible quality that will be accepted in the long 
run if all defectives found in samples are replaced with good items and all 

LOT SIZE « 500 
SAMPLE SIZE * 10 

SOO 
100 

2000 
10 

2000 
100 

SAMPLE NUMBER 

Fig. 18.10. Influence of lot size and sample size on sample variability. Note that 
sample variability is related to sample size, but independent of lot size. Drawings 
were made from lots 40% defective. 

Table 18.11a. Development op the AOQ Curve for 

A Given Sampling Plan 

iV * 100 c = 2 Lot size = 1000 

p 
Avg. no. 
del. in 
100 lots 

Average defectives removed from 100 lots 

Def’s. in 
acc.lots AOQ 

Avg. def’s. 
in samples 

Avg. def’s. in 
lots 100% insp. 

Total def's. 
removed 

Per 
lot 

No. 
lots 

Per 
lot 

No. 
lots Total 

0 005 0 6 00
 

Oi
 

5 1 5 7.5 56 75 443.25 0.0044325 
0 01 1 92 IB 10 8 80 172 828 0 00828 
0.016 1.5 81 121.5 15 19 285 406.5 1093 5 0 010935 
0 02 2 68 136 20 32 640 776 1224 0 01224 
0 022 2200 63 138 6 22 37 814 952 6 1247 4 0.012474 

IB 2250 62 139.5 22.5 38 855 994 5 1255 5 0.012555 
tB 2300 2.3 60 138 23 40 920 1058 1242 0.01242 

0 025 2500 55 137 6 25 46 1125 1262 6 1237 5 0 012375 
0.03 3000 43 129 30 67 1710 1839 1161 0.01161 
0.04 4000 24 96 40 76 3040 3136 864 0 00864 
0.05 5000 5 13 65 60 87 4350 4415 685 0 00585 
0.06 6000 6 6 36 60 94 5640 5676 324 0 00324 
0.07 7000 7 3 21 70 97 6790 6811 189 0.00189 

rejected lots are inspected 100 per cent and then accepted after all defectives 
have been replaced with good items. 

Let us suppose that samples of 100 are taken from lots of 1000 and that 
c » 2. Table 18.11a shows the average outgoing quality after all defectives 
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found have been removed. The results are shown graphically in Fig. 18.11. 
It is obvious that all incoming lots containing no defectives will be accepted 

FRACTION OCFCCTIVE IN INCOMING LOTS 

Fig. 18.11. AOQ curve for N = 100, c » 2. All defectives in samples and all defec¬ 
tives in lots inspected 100% must be replaced with good items. 

Table 18.11b. Simplified Development of the AOQ Curve for a Given 

Sampling Plan 

ProceBB fraction defective Probability of acceptance AOQ 

0.01 0.92 0.0092 
0.016 0.81 0 01216 
0.02 0.68 0.0136 
0.0226 0.62 0.01396 
0 026 0.55 0.01376 
0.03 0.43 0.0129 
0.04 0.24 0.0096 
0.05 0.13 0.0066 
0.06 0.06 0.0036 
0.07 0.03 0.0021 
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on a sampling basis, and there will be no defectives in the accepted material. 
Also, lots containing only defectives will all be rejected, inspected 100 per 
cent and all the material finally accepted will be free of defectives (100 per 
cent replacement of the defectives with all good items). Between these 
points, as the fraction defective in incoming lots becomes greater, the frac¬ 
tion defective will rise to a maximum and then fall off to zero when all lots 
are detailed. 

It must be remembered that the AOQL is an average figure. Over a short 
period of time the AOQL may be exceeded. For the sampling plan of Fig. 
18.11 the lot tolerance (with consumer’s risk at 0.10) is 5.3 per cent defective 
although the AOQL is 1.26 per cent defective. 

The procedure of computing the average outgoing quality (AOQ) can be 
greatly simplified by ignoring the matter of lot size and defectives found in 
the samples of accepted lots. The results will be generally satisfactory 
approximations. The process fraction defective is multiplied by the prob¬ 
ability of acceptance to obtain the AOQ (since the lots 100 per cent inspected 
are entirely cleared of defectives and only the lots accepted on the sampling 
basis contain defectives). The data of Table 18.11a when treated in this 
manner give the results shown in Table 18.11b. This procedure gives an 
AOQL of 1.395 per cent, which is a little higher than that previously 
obtained (1.26 per cent). 

18.12. Standardized sampling tables. While it is possible to construct 
a sampling procedure to suit your particular needs, it is recommended that, 
wherever possible, one of the previously published standardized tables be 
used. There are two advantages in doing this; first, considerable time and 
effort will probably be saved, and secondly, you will have the advantage of 
using a procedure previously tried and found satisfactory. 

Among the more widely known standard tables are the single and double 
sampling inspection tables of Dodge and Romig*, and the Army Services 
Forces Standard Inspection Proceduresf. The Dodge-Romig tables provide 
for either lot tolerance protection at a fixed consumer’s risk of 0.10 or 
average outgoing quality limit protection. Sample sizes and acceptance 
numbers are provided for convenient intervals of lot size and process 
average. The producer’s risk is not specified, but is kept satisfactorily low 
by providing different sample sizes and acceptance numbers when the 
process level shifts materially. 

* H. F. Dodge and H. G. Romig, “SamplingInepectionTables—Singleand Double 
Sampling,” John Wiley & Sons, Inc., New York, 1944. 

fSee G. Rupert Gause, “Quality through Inspection—Standardized Control 
Methods Insure Acceptable Ordnance Material,” Army Ordnance, SB: No. 139, 117- 
120 (July-August, 1^). Also see E. L. Grant, “Statistical Quality Control," 
McGraw-Hill Book Co., Inc., New York, 1946, pp. 889-412. 
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The problem of how to adjust the relationship of Ni to N2 has been dealt 
with in the Dodge-Romig tables by using the combination that would 
minimize total inspection including detailed lots. 

The Army Service Forces tables provide sample sizes and acceptance 
numbers for convenient intervals of Acceptable Quality Level (AQL) and 
lot size (designated sublot size in the tables). The AQL to be used is selected 
on the basis of the fraction defective that can be tolerated in the material 
accepted. This will involve customer reaction to unsatisfactory material, 
the extent to which defectives will be weeded out in further operations, and 
the extent to which assembly operations will be delayed by the presence of 
defectives. The judgment and experience of those most familiar with the 
process involved must be drawn upon to set up the most reasonable AQL, 

Major defects are classified as those likely to result in the failure of the 
article to function as intended. Minor defects are those likely to cause the 
article to function with slightly reduced effectiveness or to interfere with 
subsequent assembly or repair. Here again, judgment and experience are 
necessary to classify specific defects. 

The right side of Army Service Forces (ASF) Table III* (Table 18.12a) 
provides AOQL values through which the table may be entered when the 
producer is known to be supplying material worse than the AQL specified. 
ASF Table IV (Table 18.12b) provides for reduced inspection (one-fifth 
normal amount)when the stated conditions have been met. These conditions 
assure a process level that is probably better than the AQL. Through the use 
of Cc acceptance numbers applied to each five successive lots, the consumer's 
risk is kept essentially the same as in Table III. Since the ASF double sam¬ 
pling tables have been reproduced elsewhere (see footnotef) only the single 
sampling tables are given here. The double sampling tables have the psy¬ 
chological advantage of giving doubtful lots a second chance, and provide 
a smaller average sampling load than single sampling tables. Single sam¬ 
pling tables have the advantages of being easier to administer, and not re¬ 
quiring second samples, which can be very troublesome when dealing with 
a large variety of lots under crowded conditions. Other ASF tables that 
were developed during World War II are not discussed here because of their 
more specialized nature and restricted applicability. 

The ASF double sampling tables provide for N2 = 2Vi. This arrangement 
has a very definite psychological advantage as it is natural to want to 
increase the sample size materially when dealing with lots of marginal 
quality. 

The producer's risk in the ASF tables is approximately 5 per cent. The 

* Reproduced by permission of the Chief of Ordnance, War Department, Wash¬ 
ington, D. C. 
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Table 18.12a. Army Service Forces Table 111-Normal Single Sampling 
Table III. Single Sampling Lot by Lot Acceptance Inspection 

8ub-Lot Size 
fiOO 1 
to 

799 

800 
to 

1,299 

1,300 
to 

3,199 

3,200 
to 

7,999 

8,000 
to 

21,999 

110,000 
to 

549.999 

560,000 
and 
Over 

Sample Size 76 i 115 150 225 300 450 750 1,600 
Approx¬ 

imate 
AOQL 

(Per cent 
Defective) 

Acceptable (^lity Level 
(Per cent Defective) 

Accept¬ 
ance 
Num¬ 

ber 

Accept¬ 
ance 

Num¬ 
ber 

Accept¬ 
ance , 

Num¬ 
ber 

Accept¬ 
ance 

Num¬ 
ber 

Accept¬ 
ance 

Num¬ 
ber 

Accept¬ 
ance 

Num- 
bOT 

Accept¬ 
ance 
Num- 
ber| 

Accept¬ 
ance 
Num¬ 

ber 

Major Minor c c c 0 c g B B 
005- 010 * * * * ■ ■ .06 

.011-.020 .005- 010 * * —♦ B ■ .10 

.021- 030 .011- 020 « * —> -♦ 1 2 .15 

.031-.060 .021-.030 * —► 1 3 .25 

.061- 10 .031- 060 —♦ 1 5 35 
.11-.15 .061- 10 —> 1 2 6 .50 
.16- 25 11-.16 1 2 3 5 8 .80 

26- 50 .16-25 
1 

1 2 I 3 4 5 8 13 1 0 
.51-1 0 26- 50 2 1 3 4 5 7 13 23 2.0 
1.1-2 0 .51-1.0 3 4 i 5 8 23 3.0 

2.1-3.0 1 1-2 0 4 6 8 11 14 20 4- 4.0 
3 1-4 0 2 1-3.0 5 8 10 14 18 26 <— 4— 5.0 
4.1-5 0 3 1-4 0 6 9 12 17 22 ♦— 6.0 

4.1-5.0 8 11 
1 

15 21 26 - - 4— 8.0 

* Table not applicable in this region. Use Table VI. 
—> Use sample size in first column to right in which acceptance number is shown 

for Acceptable Quality Level involved, except as indicated under Note 6 below. 
Use sample size in first column to left in which acceptance number is shown 

for Acceptable Quality Level involved. 

Conditions under Which Single Sampling Inspection (Table III) May Be Used: 

1. Selection or inspection of a second sample in accordance with Table I is 
impracticable, unusually difficult, or excessive in cost. 

Procedure: 

2. For Major Defects: 
a. ^lect sample of size indicated in Table III for sub-lot size involved, 
b. Determine in sample the number of articles, d, which contain Major 

defects. 
(1) If d does not exceed the c indicated for the sample size and 

Acceptable Quality Level, Major, involved: Pass sub-lot 
for Majors. 

(2) If d exceeds c: Return sub-lot to contractor. 
3. For Minor Defects > 

Carry out abo^e procedure with * Minor” substituted everywhere for 
”Major,” using same sample wherever feasible. 
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4. Return to contractor all defective articles observed in any of the above 
inspections. 

Notes: 

5. Above Procedure is satisfactory when process average is equal to or better 
than Acceptable Quality Level. If process average is poorer than this, use 
acceptance number that corresponds with the AOQL value which is equal 
to or next better than the Acceptable Quality Level (however, if a right- 
hand arrow (—►) or an asterisk (*) appears instead of such acceptance num¬ 
ber, or if the Acceptable Quality Level is better than 06 per cent, use the 
Procedure of Table VI). 

6. AOQL, the Average Outgoing Quality Limit, is the poorest average quality 
accepted if all sub-lots returned to contractor are inspected 100 per 
cent and accepted after removal of all defective articles. 

Table 18.12b. Army Service Forces Table IV—Reduced Single Sampling 

Table IV. Reduced Single Sampling Lot-bt-lot Acceptance Inspection 

Sub-Lot Sise. 
600 
to 
700 

800 
to 

1.200 

1,300 
to 

3,100 

3,200 
to 

7,000 

8,000 
to 

21,000 

22,000 
to 

100,000 

110,000 
to 

540,009 

550.000 
and 

Over 

Sample Sise. 15 23 60 300 

Accept- Accept- Accept- Accept- Accept- Accept- Accept- Accept- 
Acceptable Quality Level ance ance ance ance ance ance ance ance 

(Per cent Defective) Num- Num- Num- Num- Num- Num- Num- Num- 
bets bets bers here ben ben ben ben 

Major Minor 0 Ce c o« c Ce 0 Co 0 Oo 0 Oo 0 Oo 0 Co 

.OOfi- 010 * a a a a a a a a a a a a a a a 

.011-020 .005- 010 a a a a a a —4 —4 —4 -4 —> —4 -4 1 1 

.021- 030 .011-020 a a a a -4 —► -4 —4 -4 -4 -4 —► 1 1 1 2 

.031- 060 021-.030 a a 
- 

—► -4 -4 1 1 1 2 1 3 

.061- 10 .031- 060 —♦ —4 —4 -4 1 1 1 2 1 3 2 5 
.11-.15 061-.10 —a -4 —► -4 —4 1 1 1 2 1 3 2 4 2 6 
.16-25 .11- 15 —4 1 1 1 2 1 3 2 4 2 5 3 8 

.26-.50 .16-.25 1 1 1 2 1 3 2 4 2 5 2 6 3 8 5 13 
1 2 1 3 2 4 2 5 3 7 3 9 5 13 8 23 

,51-1 0 2 3 2 4 3 5 3 8 4 m 5 14 7 23 4— 

2.1-3.0 1 1-2 0 2 4 3 6 
1 

3 8 4 11 5 14 7 4— 4— 4— 4- 

3 5 3 8 4 EE 5 14 6 18 8 26 4~ 4- 4- 4— 

3 6 4 9 5 12 6 17 7 22 4— 4— 4—. 

4.1-5 0 4 5 11 
1 

! 6 15 7 21 26 4— 1 4- 4— 4— 

* Table not applicable in this region. 
Use sample size in first columns to right in which acceptance numbers are shown 

for Acceptable Quality Level involved. 
Use sample size in first columns to left in which acceptance numbers are shown 

for Acceptance Quality Level involved. 
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Conditions undeh Which Reduced Inspection (Table IV) May be Started for 

Any Particular Class of Defects: 

1. Production has been continuous for the immediately preceding two weeks, 
and for not less than 20 sub-lots; and 

2. The last 20 sub-lots have been inspected under Table III, and none have been 
returned to the contractor because of failure to meet the requirements of 
Table III for the class of defects involved; and 

3. The per cent defective, computed from the combined samples from these 20 
sub-lots and all other sub-lots inspected during the last two week period, 
is less than the lower boundary of the acceptable quality range being used 
(left-hand columns of Table III). 

Procedure under Reduced Inspection (Table IV): 

4. Select sample, pass sub-lot, return sub-lot to contractor, etc., as in Procedure 
for Table III, but using sample size and acceptance number, c, of Table IV. 

5. In addition to action on individual sub-lots under paragraph 4, the first five 
of such sub-lots inspected must be considered as a group, the second five 
as a group, etc. As the 2d, 3d, etc., sub-lot in each group is inspected, 
cumulate the number of defectives (articles which contain defects of the 
class involved) in samples from that group. 

6. Return to contractor all defective articles observed in any of the above 
inspections. 

Conditions under Which Normal Single Sampling Inspection (Table III) 
Must be Resumed for the Class of Defects Involved: 

7. Each succeeding sub-lot shall be inspected under Table III, 
a. If a sub-lot is returned to contractor under paragraph 4; or 
b. If at any time during the inspection of successive sub-lots in a group 

of five sub-lots, the cumulated number of defectives in the samples 
so far inspected exceeds the Cc indicated in Table IV. 

8. Inspection under Table III shall then continue until the conditions of para¬ 
graphs 1, 2, and 3 are again met. 

values of Pi and 0 are not stated; however, for any given value of p2, the 
consumer's risk decreases as the sample size becomes larger. This is a very 
reasonable condition as there is more at stake in larger lots. Further, ade¬ 
quate protection can generally be obtained by entering the tables through 
the AOQL column when poor quality material is being received consistently. 

While either the Dodge-Romig tables or ASF tables may be used in 
connection with either in-process or incoming sampling inspection, the 
Dodge-Romig tables are particularly recommended for use in connection 
with in-process inspection, and the ASF tables in connection with accept¬ 

ance of incoming inspection. 
18.13. The Dodge plan for sampling inspection of continuous 

production. Dodge has developed a sampling inspection plan for con¬ 
tinuous production that provides AOQL protection*. It is especially suited 

♦H. F. Dodge, "‘A Sampling Plan for Continuous Production,’^ The Annah of 
Mathematical Statietics, 14, No. 3, 264-279 (Sept., 1943). Fig. 18.13a is reproduced 
from this paper with the permission of the author. 
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to conveyor line or assembly line operations where there is a continuous 
flow of items. Dodge describes the procedure as follows: 

(a) At the outset, inspect 100 per cent of the units consecutively as 
produced and continue such inspection until i units in succession are found 
clear of defects. 

(b) When i units in succession are found clear of defects, discontinue 
100 per cent inspection, and inspect only a fraction / of the units, selecting 
individual sample units one at a time from the flow of product, in such a 
manner as to assure an unbiased sample. 

(c) If a sample unit is found defective, revert immediately to a 100 per 
cent inspection of succeeding units and continue until again i units in 
succession are found clear of defects, as in paragraph (a). 

(d) Correct or replace with good units, all defective units found. 
Fig. 18.13a provides a basis for selecting a combination of / and i for any 

given AOQL. It will be noted that many combinations of/ and i are possible 
for any given AOQL. The choice of a given combination will depend upon 
such factors as the value of (see Fig. 18.13a) that can be tolerated, the 
portion of the production the inspector can handle (if this is less than 100 
per cent of the production, additional inspection personnel will be required 
when on the 100 per cent basis), and the extent to which fluctuations in the 
inspection load can be dealt with when large shifts occur in the process 
quality level, (see Fig. 18.13b). 

A number of things are desirable to know about a given plan. These are 
designated by the following symbols: 

h » average number of units inspected in a *‘failure sequence^' (a sequence 
terminating in a defective and consisting of i or less units) 

G “ average number of failure sequences that will be encountered before finding 
i units clear of defectives 

u « average number of units inspected on a 100 per cent inspection basis follow¬ 
ing the finding of a defective 

H * average number of sample units inspected in a period of sampling inspec¬ 
tion 

V « average number of units that will be passed in a period of sampling inspec¬ 
tion 

F *« fraction of the total product units inspected in the long run 
Pa “ average outgoing quality for a given p 
Pi SB incoming fraction defective for the AOQL 

The formulas for computing these values are as follows: 
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where g « 1 — p; g* may be computed with the aid of logarithms to the 
base 10 

G 

u 

H 

V 

F 

Pa 

Pi 

Q* 

Gh i = 

P 

(1 - # 

pq* 

1 

P 

f “ fp 

«_+/» 

p(l - F) 

1 -I- iPL 

i + 1 

where pt is the AOQL expressed as a fraction. 
In the following table, these values are given for several values of p for 

the plan AOQL -> 10%, i = 20,/ = 0.02: 

f k a u H V F ^A 

0 015 9.95 0 35 23.5 66 7 3333 0 027 0.015 
0.05 8 83 1.79 35,8 20.0 1000 0.054 0.047 
0.10 7.23 7.22 72.2 10 0 500 0.144 0.086 
0 15 5.86 24 8 165 3 6.7 333 0 345 0.098 
0.20 4.77 85 7 428.9 5 0 250 0 639 0.072 
0.25 3.94 314.4 1258.6 4 0 200 0 866 0.034 
0.30 3.32 1252.1 4177.1 3.3 167 0.962 0.011 

Pi - 0.143 

Figs. 18.13b, c, d, and e show the curves for F, p^, u, and v for two plans, 
both having AOQL’s of approximately 10 per cent. It will be noted that the 
one with a higher value for / gives a flatter curve for F (Fig. 18.13b), t.e., 
a less severe change in the inspection load as p varies; also, the AOQL 
(Fig. 18.13c) is reached at a higher value of p, so that as long as p is less 
than 0.155, the AOQ will be slightly better. With the higher value of / 
there u not the likelihood that u will rise to impractical proportions ^ould 
the quality level deteriorate markedly (Fig. 18.13d). On the other hand, 
the value of v will be smaller (Fig. 18.13e). 

18.14. Defects of two common plans. In Section 18.1 we referred to 
two plans widely used in the past (and probably still used in some places) 
that generally fail to accomplish their intended purpose. One of these plans 
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was to inspect a sample of ten items and allow no defectives (the implication 
being that by allowing no defectives, a high standard of quality is being 
maintained). 

Using Fig. 18.6 we compute the probability of acceptance of lots for 
several different values of incoming quality. This results in the following 
values: 

Plan: JV — 10 c — 0 

p PN prob. of acoeptanoe 

0.01 0.1 0.91 

0.02 0.2 0.82 

0.05 0.5 0.61 

0.07 0.7 0.50 

0.10 1,0 0.37 

0.14 1.4 0.25 

0.23 2.3 0.10 

If 2 per cent defective is good enough, the plan is hardly satisfactory, since 
it will accept only 82 per cent of such lots. On the other hand, material that 
is 7 per cent defective will be accepted 60 per cent of the time, 10 per cent 
defective material will be accepted 37 per cent of the time, and not until the 
material falls to 23 per cent defective do we reach the generally desired 
consumer’s risk of 10 per cent. 

The other plan was of the type that provides for taking a sample equal 
to 10 per cent of the lot and allowing not over 2 per cent of the sample to be 
defective. This plan implies that material 2 per cent defective or less is 
acceptable. The following table shows the probability of acceptance for 
two different lot sizes and four different quality levels: 

p lot sue ■ample bIm e prob. of acoeptanoe 

0.01 100 10 0* 0.91 

0.01 20000 2000 40 0.99997 

0.02 100 10 0* 0.82 
0.02 20000 2000 40 0.54 

0.03 100 10 0* 0.74 

0.03 20000 2000 40 0.004 

0.07 100 10 0* 0.50 

0.07 20000 2000 40 nil 
* Actually 0.2, but zero is the nearest whole number. 

We immediately note that lots of different sample size under this plan do 
not have the same probability of acceptance even thou^ the per cent 
defective in the lots is the same. Lots of 100 as much as 7 per c^t drfective 
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are accepted half the time, while lots of 20,000 are virtually never accepted. 
Lots that are 2 per cent defective are accepted only 82 per cent of the time, 
and lots of 20,000 only a little over half the time. While lots 1 per cent 
defective are accepted virtually all the time if consisting of 20,000 items, 
lots of 100 are accepted only a little over 9 out of 10 times. 

One is forced to conclude that a “homemade” sampling plan should never 
be accepted as satisfactory until it has been adequately investigated. 



CHAPTER XIX 

SEQUENTIAL ANALYSIS 

19.1. Multiple sampling. In Section 18.8 it was pointed out that one of 
the advantages of double sampling over single sampling is the fact that 
except for lots of marginal quality, the average amount of sampling re¬ 
quired is less for the same protection. It would then be natural to suggest 
triple or quadruple sampling as a way to reduce the required amount of 
sampling still further. Unfortunately, such plans become very complex 
both to construct and to administer, and the small gain in reduction of 
sampling is insufficient to warrant them unless one goes all the way to 
sequential sampling. 

19.2. Sequential analysis. The ultimate in multiple sampling is se¬ 
quential analysis. It provides for examining sample items one at a time (or 
in small groups where desirable) and making a decision after each item 
inspected to accept the lot, reject the lot, or continue sampling. (See Fig. 
19.2). This procedure provides a minimum amount of sampling. Although 
more complex than either single or double sampling, the savings in inspec¬ 
tion required will often justify its use, especially where the testing is destruc¬ 
tive or the samples costly to obtain. 

Our consideration here of sequential analysis will be limited to the situar 
tion in which attribute inspection is used and the object is to accept or 
reject the lot. Applications of sequential analysis have been developed for 
other situations as follows*: “When the result of a single observation is a 
classification as good or bad and when the result of the test is a decision 
between two methods or products. When the quality being tested is meas¬ 
ured and when the question is whether a standard is exceeded. When the 
quality being tested is measured and when the question is whether a lot 
differs from a standard. Variability of quality about the average.” 

19.3. Comparison of amount of sampling required by single and 
double sampling, and sequential analysis. Fig. 19.3 is based on three 
plans having essentially the same operating characteristic curves. The 
sequential analysis plan shows a marked advantage over single sampling 
regardless of quality of lots submitted. It shows very little advantage over 
double sampling until the per cent defective in lots submitted exceeds about 
1 per cent. Above about 3 per cent defective, it shows a marked advantage 
over double sampling. 

•See Statistical Research Group, Columbia University, “Sequential Analyds 
of Statistical Data: Applications,” Columbia University Press, New York, 194S. 

190 
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The curves of Fig. 19.3 apply strictly only to the plans shown. Other plans 
will produce different curves, but in general, the same basic relationships 
will hold. 

Fig. 19.2. A sequential analysis plan for attribute inspection. 

Fig. 19.3. Comparison of average amount of sampling required by single, double, 
and sequential plans having essentially the same operating characteristic curves. 
The single plan: N =* 75, c ** 1. The double plan: Ni *» 50, N2 « 100, Ci a* 0, Ci *» 2. 
The sequential plan: pi =» 0.005, p2 *= 0.05, a « 0.05, /3 «» 0.10 (see Section 19.4). 

19.4. Computation of a sequential analysis plan. The first step in 
setting up a sequential analysis plan is to specify pi (good quality), p2 (bad 
quality), a (producer's risk), and (consumer’s risk). For illustrative pur¬ 
poses we will use pi == 0.005, pa « 0.05, a » 0.05, and jS = 0.10. These 
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values must be based upon the practical and economic aspects of the product 
involved (see Sections 18.2, 18.3, 18.4, and 18.5). 

The next step is the determination of the four values gi, gt, a, and b. 
These are obtained as follows: 

gi “ log pt - log Pi = (8.69897-10) - (7.69897-10) - 1.00000 
gt - log (1 - pi) - log (1 - Pt) ~ (9.99782-10) - (9.97772-10) - 0.02010 
a = log (1 - U) - log « - (9.95424-10) - (8.69897-10) - 1.25527 
6 - log (!-«)- log p - (9.97772-10) - (9.00000-10) - 0.97772 

From these values, the terms hi, ht, and s are computed for use in the equa¬ 
tions that determine the sloping lines, as shown in Fig. 19.2. 

hi 
b 0.97772 

gi + gt~ 1.02010 
0.958455 

ht 
a _ 1.25527 

gi + gt~ 1.02010 
1.230536 

« 
g« 

gi + g« 

0.02010 

1.02010 
0.019704 

The acceptance and rejection lines are then determined by the following 
equations: 

dt (rejection line) => sN + ht = 0.0197042V + 1.230536 
di (acceptance line) = sN — hi — 0.0197042V — 0.958455 

In preparing a sampling table, dt is taken to be the next hi^er whole num¬ 
ber to the computed value, and di is taken to be the next smaller. If da 
is equalled or exceeded after 2V items have been inspected, the decision is 
made to reject the lot. If di is equalled or a value less than di is obtained 
after 2V items have been inspected, a decision is made to accept the lot. If 
a value between di and dt is obtained, inspection is continued. 

If it is not convenient to take samples one by one, they may be taken in 
groups of say 10,20, 50,100 or any other convenient number at a time and 
the decision based upon the total inspected. For the above plan we might 
use a table as follows: 

W A A 

20 — 2 
40 — 3 
60 0 3 
80 0 3 

100 1 4 
120 1 4 
140 1 4 
160 2 6 
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Note that acceptance at iV = 20 or 40 is not permissible (even though 
there have been no defects thus far) since di does not take on a positive 
value until N = 49» 

While the maximum amount of sampling (on the average) required to 
make a decision will generally occur when the quality of lots submitted lies 
between pi and p2, the average amount of sampling required at those two 

quality levels will generally suflEice to appraise any given plan. These values 
may be determined as follows: 

~ (1 - ot)hi - ah ^ (0.95)0.958455 - (0.05)1.230536 

- Pi "" 0.019704 - 0.005 " ^ 

- (1 - ^)hi - /3/ti (0.9)1.230536 - (0.1)0.958455 

* Pa - « “ 0.05 - 0.019704 

It will be noted that the group sampling table above was terminated at 
N = 160. Theoretically it could be carried to an infinite sample size. Of 
course, for a lot of borderline quality, the sampling could go on for an unduly 
long time without a decision being reached. In practice, the sample size 
required to reach a decision will seldom exceed two or three times Np^ or 

iVj*,. For practical reasons it is generally desirable to stop at such a point 
and make an arbitrary decision if one has not already been reached. The 
lot may be rejected if has not been accepted so far. This practice would 
have the effect of slightly increasing the producer's risk. The lot may be 
accepted if it has not been rejected so far. This would be accomplished 
above by changing the value for di at AT = 160 to 4. This practice would 
have the effect of slightly increasing the consumer's risk. It is the procedure 
most generally favored. Some other solution may be used, such as deciding 
to accept according to whether the number of defectives is closer to d\ or 
dt^ or the lines for di and d2 may be tapered together in any way desired. 

It may be desirable to quickly determine the smallest sample numbers at 
which acceptance (mo) and rejection (mi) are possible. These values are 

determined as follows: 

mo is given by the next larger integer to h 
8 

0.958455 

0.019704 

hi 
mi is given by the next larger integer to 

1.230536 ^ 
n - a. 2 

0.980296 
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Thus, acceptance first becomes possible under the above plan when 49 
items have been inspected and all are good. Rejection first becomes possible 
when two items have been inspected and both are defective. 

19.5. Aids to the use of sequential analysis. Much of the labor re¬ 
quired in working out a sequential analysis plan has been eliminated by 
graphical and tabular aids prepared by the Statistical Research Group 
(see footnote, Section 19.2). In addition, the Navy Department has pre¬ 
pared a set of standard sampling inspection tables that provide single, 
double, and sequential sampling plans in a wide variety of combinations 
of pi, ps, a, and values*. A unique feature of these tables is that the operat¬ 
ing characteristic curve associated with each table is given. 

• General Specifications for Inspection of Material, Appendix X, “Standard 
Sampling Inspection Tables for Inspection by Attributes,” Issued by the Navy 
Department, April 1, 1946, Government Printing Office, Washington 26, D. C., or 
see “Sampling Inspection,” by the Statistical Besearch Group, Columbia University, 
McGraw-Hill Book Company, New York, 1948. 
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LEAST SQUARES AND CORRELATION 
20.1. Scatter diagrams. One of the simplest and most effective ways to 

present a trend or relationship graphically is by the use of a scatter diagram. 
Fig. 20.1 is a scatter diagram based on the following data: 

X 
Bnnell Hardness Number 

235 
249 
243 
267 
250 
247 
238 
247 
242 
251 

Y 
TensileiStrength (psi) 

117.300 
115.300 
120,100 

133.900 
121,700 
119.300 
111.900 
113,500 
114,100 
116,200 

These data consist of ten pairs of readings taken on ten different samples of 
a certain kind of steel. For each sample a Brinell hardness number (BHN) 
and the tensile strength (TS) were determined. We would like to know if 
there is any trend in the tensile strength values as the BHN increases, 
since the tensile strength test is destiuctive and it would be desirable to 
substitute the nondestructive BHN test if it will show the same trend of 
results. An examination of Fig. 20.1 immediately indicates that TS values 
tend to increase as the BHN increases. 

Later in this chapter we shall discuss the matter of the closeness of the 
relationship (correlation) of the two methods of testing. For the present we 
shall confine ourselves to the problem of predicting tensile strength from 
the BHN test. 

20.2. Method of least squares. While we could draw a line by just 
looking at the plotted points of Fig. 20.1 that would seem to show the trend 
in Y values as X increases, such a line would probably be too inaccurate 
for our purposes. The method of least square offers a much more satisfactory 
method for locating the trend line properly. The method provides for the 
determination of a straight line that meets two requirements: first, the 
algebraic sum of the vertical deviations from the trend line equals zero 
(which would be true of any straight line through the point X, Y other than 
a vertical line); and secondly, the sum of the squares of the vertical devia¬ 
tions must be less than the sum of the squares from any other straight line 
(this limits the line to one position). 

195 
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In plotting two variables, it is customary to plot the independent 
variable (cause, or thing from which the prediction is being made) along the 
X axis (horizontal). The dependent variable (effect, or thing being pre¬ 
dicted) is plotted fdong the Y axis (vertical). 

Fig. 20.1. A scatter diagram. X » Brinell hardness number and Y » Tensile 
strength in pounds per square inch. See section 20.2 for the abbreviated method of 
scaling the plotted values. 

For the purpose of illustration, we may shorten the values tabulated in 
Section 20.1 as follows: 

m BHN r- 

35 17 
49 15 
43 20 
67 34 
60 22 
47 19 
38 12 
47 14 
42 14 
51 16 

The dropping of 200 from each of the X values and 100,000 from each oi the 
Y values in no wise affects the results. The hundreds in the case of the Y 
values are approximations and so are rounded off to the nearest 1,000. 

The first step is to obtain the following sums: SX, ZF, ZXY, and LX*. 
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These values are 469,183,8979, and 22691 respectively (using the shortened 
values). They are then substituted in the following simultaneous equations 
in which N is the number of pairs of observations: 

1. 2 y = aAT + bZX 
II. 2 Xr = a2X + 62X» 

I. 183 » 10a 4* 4696 
II. 8979 * 469a + 226916 

Solving, we get 
II. 8979 = 469a -f 226916 

III. 8582.7 = 469a + 21996.16 (I above times 46.9) 
Subtracting III from II we get 

694.96 » 396.3 
6 « 0.571 

Substituting 6 =» 0.571 in I, we get 
183 = 10a + (0.571)469 
10a = -85 

a = —8.5 

Computed values of Y(Ye) may then be obtained from given values of X 
by using the estimating equation 

Fe = a 4- 6Z 

In this case, Yc = — 8.5 + 0.571X. It must be remembered that this 
equation provides us with a basis for predicting the most likely value of Y 
for a given value of X, and not the reverse. To estimate the most likely 
value of X for a given value of F, the values for X and F may be inter¬ 
changed and the above process repeated*. Also, care should be taken in 
extrapolating the relationship beyond the range of values in the original 
data. The trend may change for more extreme values. 

From the estimating equation we find that when X = 35.9, F = 12 and 
when X = 67.4, F = 30. Fig. 20.2 shows a line plotted through these two 
points for the data of Fig. 20.1. 

The use of simultaneous equations can be avoided by using the following 
formulas for a and b: 

2X»2F - 2X2XF 

NXX* - (2X)* 

NZXY - 2X2 F 

Ar2X* - (2X)* 

* For a discussion of which regression line should be used, see Charles P. Winsor, 
‘‘Which RegressionBiometrics Bulletin, 2, No. 6, 101-109 (Dec., 1946). 
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Only one of these values need be computed since 

o - f - 

and X and ? are readily available. 

Fig. 20.2. Regression line for estimating most likely value of Y for a given value 
of X. Actually observed points will scatter around this line. This is the trend line 
or line of best fit obtained by the method of least squares. 

20.3. The standard error of the estimate. Since our estimated value 
of Y, Ye is only an estimate, we would like to know to what extent actual 
values may be expected to scatter around the estimate. This is given by 

2F* - (aSF + bXXY) 
N 

For the above data, ay, = 3.68(ay, = 13.55). Thus for a computed value 
of F, observed values may be expected to lie between Ye d= 3(3.68) = 
Fc db 11.04. 

Since variance (standard deviation squared) is an additive quantity, 
the total variance of the F values about the mean of F is equal to the sum 
of the variance of the computed values of F about the mean of F, plus the 
variance of the observed values about the trend line (also referred to as a 
regression line). This is expressed in the following formula: 
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20.4. Correlation. Correlation provides a method for evaluating the 
extent to which variations in one variable are associated with variations 
in another variable. It does not determine whether there is a cause and 
effect relationship, but if this does exist, it permits an appraisal of the 
closeness of the relationship. 

True correlation is generally considered as being confined to situations 
in which variation in one variable (dependent variable) is caused by a 
variation in the other variable (independent variable). For example, scien¬ 
tific experimentation has established the relationship distance equals ve¬ 
locity multiplied by time. If velocity is kept constant, then distance 
(dependent variable) increases with time (independent variable). The rela¬ 
tionship is supposed to be, and is generally accepted, as an exact one. 
Recent theory suggests that the passage of time is slowed by increasing 
the velocity, that is, insofar as the object that is moving is concerned, but 
that the magnitude of the effect is inconsequential until one talks in terms 
of the speed of light; however, we caimot measure either time or distance 
with perfect precision. Experimental attempts to confirm the “law” will 
show some deviations from expected values if the measuring equipment is 
suflSciently precise. These would probably be so small that we would be 
inclined to discard them as unimportant. We would say that time and dis¬ 
tance are almost perfectly correlated. 

Two variables may seem to be related due to a common cause which 
affects each variable in the same or opposite ways. For example, an 
increase in the carbon content of steel causes (through changes in metallo- 
graphic structure) the steel to be harder and to have a higher tensile 
strength. This correlation imder some circumstances is good enough to 
permit the hardness test (nondestructive) to be substituted satisfactorily 
for the tensile strength test (destructive). 

The two variables may be interacting. For example, higher prices may 
stimulate production, but excessive production may cause prices to fall. 

Chance conditions may at times result in fairly hi^ correlation values. 
For example, in a group of people it may be found that there is a very close 
correlation between the number of coins in their pockets and the heights 
of the individuals. Yet it would be difficult to explain why this should be 
so. Further, a different group of people might show widely different results. 

20.5. Scale of correlation values. When variations in the dependent 
variable are due only to the independent variable, the variables are said 
to show perfect correlation (with sufficiently sensitive measuring equip¬ 
ment applied to the proper things we may approach but will never reach 
perfect correlation). Perfect correlation is expressed by the figure 1.00. 
If both variables increase simultaneously, the correlation is said to be posi- 
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tive. If one variable increases as the other decreases, the correlation is said 
to be negative. If there is no relationship at all between the two variables, 
the correlation is said to be neutral or zero. While correlation values may 
be computed to any number of decimals desired, it is customary to use only 
two decimal places. 

Since traits of the mind are very difBcult to measure, it is customary in 
educational and psychological problems to regard correlation values as 
unimportant unless they exceed plus or minus about 0.85. Industrial qual- 
ily characteristics on the other hand are generally susceptible to much more 
precise measurement. Considerably lower correlation values may there- 
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Fig. 20.5. Suggested scale of correlation values. 

fore be considered important. The scale of Fig. 20.5 is suggested for general 
use. Of course such a scale would not apply in situations where prior knowl¬ 
edge indicates we should expect nearly perfect correlation, as in pairing 
repeat measurements on items highly uniform within themselves and when 
tested with equipment inherently capable of highly precise measurements. 
Care should be takm to avoid undue emphasis upon any correlation value, 
no matter how high, unless the sample size is large enou^ that the influence 
of chance effects may be disregarded (see Section 20.7). 

It is not necessary that there be a true cause and effect relatioirship for 
a correlation to be useful. Two variables related to a common cause may 
be correlated with each other; however, in describing such a corrdation, 
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aJl the relevant factors should be mentioned. In the example given above 
concerning the hardness and tensile strength of steel, the grade of steel 
(t.e., its chemical composition and deoxidation practice) should be stated, 
the heat treatment (if any), and the extent to which the common cau8e(s) 
(such as carbon content or heat treatment) is varied. Without such informa¬ 
tion, attempts to repeat the experiment may result in widely different 
results. 

20.6. Computation of correlation coefficient (r). The computation 
of the coefficient of correlation will be illustrated with the data of Section 
20.2. Any one of three methods may be used. 

Method a. If the regression equation has already been solved as in Sec¬ 
tion 20.2, the following equation may be used conveniently*: 

■4 
4- 

(asy -f hLXY) - Fsy 

sy* - ysy 

/(- 1555.5 + 5127.009) - 3348.9 

3707 - 3348.9 

-4 ^222.609 

358.1 
\/.6216 

- + 0.79 

The sign of r is the same as that of the h coeflBcient. In this case 6 was 
+0.571, so r also is positive. 

Method b. If the standard error of the estimate has been calculated as 
in Section 20.3, the following equation may be used: 

From Section 20.3 we have o-r, = 13.55. <ty 370.70 - 

334.89 » 35.81. Hence, 

fi » 
13.55 

35.81 
1 - 0.3784 « 0.6216 

+0.79 

As before, r takes the sign of the b coeflBcient. 

♦ All values needed except sy* were previously calculated. If a fully automatic 
calculating machine is used, the values of 2X, sy, SX*, sy*, and 2SXY may all be 
obtained quickly and simultaneously in one operation. 
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Method c. If the regression equation is not of interest and the b coeffi¬ 
cient not obtained, the following equation may be used: 

Nsxr - (zX)(sY) 

VlNzx^ - (sx)»iiNzy> - (sy)*J 

__89790 - 85827_ 

\/(226910 - 219961)(37070 - 33489) 

3963 

3963 

4988 

- +0.79 

In this equation the correct sign for r is obtained automatically. 
20.7. Chance limits of r. The chance distribution of r is symmetrical 

only when the population value of r is zero. It becomes more and more 
skewed as the population value approaches ±1.00. It is also definitely 
non-normal when N is very small. An effort should be made to obtain an 
AT of 30 (pairs of values) or more when computing a correlation coefficient. 

To determine whether an observed r exceeds chance limits, assume that 
the two variables are unrelated. The standard deviation of r (when the 
population value is zero) is given by 

1 
O’ipmO) “ r. 

ViV^ - 1 

If the observed r equals or exceeds 3o’(_a), assume the correlation coeffi- 
ci^t to-be significant; if it falls between 2.50 and 2.99, gather further data 
if at all feasible; if it falls between 2.00 and 2.49 sigmas, gather additional 
data if readily obtainable; if below 2.00 sigmas, assume it to be a chance 
result. When the observed r exceeds three sigmas we reject the hypothesis 
that the variables are uncorrelated, or in other words we say that the 
variables are correlated. Chance limits for a few selected sample sizes are 
given in Table 20.7. 
A close approach to the true population value of the correlation coeffi¬ 
cient requires either a large sample size or several repeated trials with 
smaller sample. In one investigation, only 12 pairs of observations were 
available in a period of a month. The study was continued for 14 mont^, 
each month a correlation coefficient being obtdned. The successive monthly 
values were as follows: +0.73, +0.74, +0.10, +0.41, +0.66, +0.46, 
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+0.50, +0.42, +0.34, +0.68, +0.43, +0.37, +0.32, and +0.35. The 
average of these 14 values is +0.46. When it is noted that all 14 values are 
positive, there can be little doubt left that the two variables are correlated 
and that the true correlation is approximately +0.46. 

20.8. Portion of observed variance explained by correlation. Going 
back to the formulas for r given in Section 20.6, we note that one of them 
is given in terms of as follows: 

r» - 1 - <rjj 
a\r 

Since <rl represents the total variance of the Y values around f, and ar, 
the variance of the Y values around the trend line (regression of 7 on X) 

2 

due to causes unexplained by the correlation, ~ is the portion of the vari- 
ffy 

Table 20.7. Chance Limits op r When Population Value Is Zbeo 

Entries'are plus or minus values 

N 2.0<r 2.5ff 3.0<r 

30 0.37 0 46 0.56 
50 0 29 0.36 0 43 

100 0.20 0.25 0.30 
200 0.14 0 18 0.21 

ance in Y values that is unexplained. Since the balance of the variance is 
the portion explained by the correlation (Section 20.3), 

is the portion of the variance of Y explained by the relationship, which, 
of course, is the same as r*. Hence, 

r® = portion of variance of Y explained by the correlation. 
Thus, if r = 0.50, 0.25 (25%) of the variance in F is due to the correlation 
of X and Y. The other three-fourths is due to some other variable or 
variables. 

20.9. Correlation of grouped data. When there are a large number 
of observations, it is generally more convenient to handle the data in terms 
of group intervals. To avoid loss of precision it is generally desirable to 
divide the range covered by each variable into at least 12 equal intervals. 
The fcdlowing table uses fewer intervals for the purpose of convenience in 
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illustrating the procedure (the data used is an extension of the data pre¬ 
sented in Section 20.2): 

Glass Lts. y/ 

y/BBiU 

17- 
24 

25- 
32 

83- 
40 i 40- 

56 
57- 
64 

65- 
72 

75- 
80 fY i'Y /Yd'Y (/r)« 

yrs Mid 
Value 20.5 28.5 86.5 44.5 52.5 60.5 68.5 76.5 

-h8 -hl2 +16 
33-36 34.5 1 3 1 5 4 mi 

8 36 16 

-3 0 +6 
29-32 30.5 1 1 3 1 6 3 18 54 

-3 0 18 12 

■ 0 +2 +4 +6 
26-28 26.5 3 2 2 1 8 2 16 32 ■ 0 4 8 6 

B ■ -hi -h2 +3 ■ 
21-24 22.5 ■1 2 2 3 8 B 8 8 

-1 1 2 4 9 ■ 
0 0 0 ■ 0 

17-20 18.6 3 3 2 1 9 0 0 0 
0 0 B 0 

+2 +1 -1 -2 
13-16 14.5 1 8 6 2 1 18 -1 18 

2 8 -2 -2 

■ ■ +2 0 -2 
9-12 10.6 ■ 8 3 1 12 -2 -24 48 ■ ■ 16 0 -2 

+9 +6 +3 0 ■ 
6- 8 6.5 1 1 1 1 4 -3 -12 36 

9 6 3 0 ■ 
X. 1 2 22 17 9 9 8 2 N-70 ■ n t 

d'X. -3 -2 -1 0 1 2 ■ ■1 
fXd'X. -3 -4 -22 0 9 18 24 8 t Zfd'Xd^Y -167 

fXid'X)*... 9 8 22 0 9 36 72 32 s 
• XfYd'Y’- 8. 
t2!/F(<i'K)» - 276, 
tZfXd’X - 80. 
lZfX(d'X1F - 188. 
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The first step is to tally the number of observations that fall in each 
block. This is indicated by the middle number in each block. The next 
step is to select a row in which it is believed the mean of Y falls and a column 
in which it is believed the mean of X falls. These need not be the correct 
columns as the formulas compensate for any error, but if the correct selec¬ 
tions are made the computations will be easier. The next step is to indicate 
the moment of each block in terms of the number of intervals it is located 
away from the guessed mean intervals. Thus the block in which a F of 26 
and an X of 66 will fall has a moment of +6. It is two intervals above the 
mean F row and three intervals higher than the guessed mean of X column. 
It will be noted that all blocks in the upper right and lower left quadrants 
will have positive moments, all blocks in the upper left and the lower right 
quadrants will have negative moments, and all blocks in the guessed mean 
intervals will have zero moment. The moments are indicated by the top 
figures in each block. 

The next step is to multiply the block moment by the frequency of items 
in the block which gives the bottom figure in each block. The colunm 
headed/F is the sum of the items in each of the F rows. The d' F column is 
the distance of the F interval from the guessed mean interval in terms of 
number of intervals. The column headed /Fd' F is the product of the pre¬ 
vious two columns. The column headed /F(d'F)2 is the product of the two 
previous columns. These last two columns are summed (the/Fd'F column 
being summed algebraically). A similar procedure is followed for the X 
values. The value in the lower right-hand comer of the table (2/d'Xd' F) 
is obtained by summing algebraically the bottom figures in all the blocks. 

The correlation coefficient is found by solving the following formula: 
_NXfd'Xd'Y - (i:fXd'X)iXfYd'Y)_ 

* VlNXfXid'X)^ - {ZfXd'X)^]lNXfy(d'Y)* - (2/Fd'F)*] 

_10990 - 240_ 10750 

" \/(13160 - 900)(19320 - 64) “ -\/l2260(19256) 

10750 _ 10750 

\/236078560 “ 15365 
+ 0.70 

This illustration is based on only 70 items for the purpose of convenience 
in illustrating the procedure. This method is most useful when there are 
many more items to be correlated. 

In order to determine the correct mean of the F values, compute 
-- /s/rd'F\ . 

in which Td is the midpoint of the interval arbitrarily selected and i is 
the dze <A the group interval. 

V - 18.6 + (^)4 - 18.6 + (0.114)4 - 19.0 
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X may be similarly determined by substituting X for Y throu^out this 
equation. 

X - 44.6 + 8 - 44.5 + (0.429)8 - 47.9 

The standard deviation of all K’s about their mean may be determined 
by computing 

The standard deviation of all X values may be determined in a similar 
manner. This value is found to be 12.72. 

The estimating equation for Y is 

y. - (X - X) + ? 

792 
- 0.70 ^ (X - 47.9) + 19.0 

- 0.436(X - 47.9) + 19.0 

- 0.436Z - 20.9 + 19D 

- 0.436Z - 1.9 

The standard error of the estimate of Fe is as follows: 

»r, “• <^rVl — f* 

- 7.92\/l - 0.49 

- 7.92(a716) - 6.66 

20.10. Spearman’s rank correlation coefficient. Spearman’s rank 
correlation coefficient (indicated by the small Greek letter rho, p) is useful 
where the number of items is small and only the general nature of the rela¬ 
tionship is of interest. The equation for p is 

eSD* 

N{N*-D 

in which i) is the difference in rank for the two variables. In the following 
illustration it will be noted that tied values are given the same rank. 
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Original Data Rank D m (X-F) D> 
X 

35 

Y 

17 

X 7 

1 6 -5 25 
38 12 2 1 1 1 
42 14 3 2.5 .5 .25 
43 20 4 8 -4 16 
47 14 5 5 2 5 3 9 
47 19 5 5 7 -1.5 2.25 
49 15 7 4 3 9 
50 22 8 9 -1 1 
51 16 9 5 4 16 
67 34 10 10 0 0 

P “ 
6(79.5) ^ 

10(99) 
1 - 0.48 * 0.52 

79 5 

This procedure is simple to apply, but gives less precise results than the 
method discussed in the preceding sections. 



GLOSSARY 
4*: a factor varying with sample size, which when multiplied by the average 

range gives three standard deviations of group averages for a normal 
population. 

AOQ: average outgoing quality; for a given sampling plan and incoming 
fraction defective it is the average quality that will be accepted in 
the long run if all defectives found in the samples and in lots 100 per 
cent inspected are replaced with good items. 

AOQL: average outgoing quality limit; for a given sampling plan it is the 
worst possible quality that will be accepted in the long run if all- 
defectives found in samples are replaced with good items and all 
rejected lots are inspected 100 per cent and accepted after all defec¬ 
tives have been replaced with good items. 

AQL: acceptable quality level, the fraction defective that can be tolerated 
without serious effect upon further processing operations or customer 
reaction. It is commonly designated by the symbol pi. 

a: producer’s risk (Greek small letter alpha). 
Assignable cause: causes of quality variation that are identifiable and that 

may be eliminated or controlled economically. 
Attribute measurements: one in which a quality characteristic is present or 

absent, or falls into a limited number of discreet categories. 
j3: consumer’s risk (Greek small letter beta). 
c: a correction used in computing a mean from a guessed mean interval. 
c: defects per unit. 
c: allowable number of defectives in the sample. 
8: average number of defects per unit 
?: average of a series of c’s. 
Chance causes: causes of quality variation that can seldom be identified 

and that sire never economical to control or eliminate. Individually 
their effect is n^ligible; collectively they make up the inherent vari¬ 
ability in a constant cause system. 

Consumer’s risk: the risk the consumer runs of accepting lots of quality pj. 
Convenience lot: a number of items that can be conveniently handled for 

packing and shipping. 
d: difference between sm observation X and the mean X. 
d': number of class intervals away from a guessed mean interval, 
dj: a factor varying with sample size, which when multiplied by the popu¬ 

lation standard deviation of individuals gives the expected average 
group range. 
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Dj: a factor varying with sample size, which when multiplied by the 
average range gives the lower three sigma control limit for group 
ranges. 

Da: a factor varying with sample size, which when multiplied by the aver¬ 
age range gives the upper three sigma control limit for group ranges. 

Defect: a failure to meet a specified quality standard. 
Defective: an item that contains one or more defects. 
/: frequency of items in a class interval. 
Group size: the number of successive observations that are considered 

together for control chart purposes. 
i: size of a class interval. 
1%: a factor varying with sample size, which when multiplied by the average 

range gives three standard deviations of individuals for a normal 
population. 

Kurtosis: a measure of the degree of peakedness of a curve. 
LCL: lower control limit. 
Lot tolerance: lots of a quality that would seriously interfere with further 

processing operations or cause too much unfavorable customer reac¬ 
tion. Lot tolerance is commonly designated by the symbol pt or pi. 

Mean: the sum of the numbers divided by the number of items. 
Median: that number which is exceeded by as many numbers as fall below 

it in any given group of numbers. 
Mode: that value which occurs most frequently in a series of numbers. 
N: the number of observations or items. 
N: average number of observations or items. 
OC Curve: operating characteristic curve; a curve which portrays graphi¬ 

cally the probability of acceptance of a lot according to the fraction 
defective in the lot, when sampled by a given sampling plan. 

p: fraction defective, 
p: average fraction defective, 
pi: the acceptable quality level, 
p*: lot tolerance. 
I I: magnitude of the difference between the numbers inside the parallel 

lines disregarding the sign of the difference. 
pN: number of defective items in a group of N items. 
pN: average number of defective items in a series of groups of N items each. 

pt: lot tolerance. 
Producer^a risk: the risk the producer runs of having lots of quality pi 

rejected. 
r: coefiScient of correlation. 
R: range; the difference between the largest and smallest number in a group 

of numbers. 
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R: average range. 
Random numbers: a series of random numbers consists of digits so selected 

that each time one is chosen, one digit is just as apt to occur as any 
other digit. 

Range: see R above. 
p: (rho) Spearman’s rank correlation coefficient. 
s: standard deviation computed without making a correction for sample 

size. 
S: standard deviation computed with a correction for sample size. 
S: sum of (Greek capital letter sigma). 
(t: standard deviation, also called sigma (Greek small letter sigma). 
Skewness: lop-sided or asymmetrical curve. 
Standard demotion: the root mean square of the sum of the differences 

between the observed values and the mean. 
Statistical lot: one in which the variations from item to item are chance 

variations. 
t: used to designate a given number of standard deviations, as in ta. 
UCL: upper control limit. 
Variables measurement: measurement on a scale which can theoretically 

be infinitely subdivided. 
X: an observation on a quality characteristic expressed in a numerical 

value. 
X: the mean of a group of X’s. 
X: the mean of a group of X^b; the overall mean. 

a computed value of Y based upon its correlation with X. 
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